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Preface

This AISC volume contains selected papers presented at the third International
Conference on Intelligent Computing and Applications (ICICA 2016) held during
December 21–22, 2016, at D.Y. Patil College of Engineering, Akurdi, Pune, India.
ICICA 2016 is the third international conference aiming at bringing together the
researchers from academia and industry to report and review the latest progresses in
the cutting-edge research on various research areas of electronic circuits, power
systems, renewable energy applications, image processing, computer vision and
pattern recognition, machine learning, data mining and computational life sciences,
management of data including big data and analytics, distributed and mobile sys-
tems including grid and cloud infrastructure, information security and privacy,
VLSI, antenna, computational fluid dynamics and heat transfer, intelligent manu-
facturing, signal processing, intelligent computing, soft computing, web security,
privacy and e-commerce, e-governance, optimization, communications, smart
wireless and sensor networks, networking and information security, mobile com-
puting and applications, industrial automation and MES, cloud computing, green IT
and finally to create awareness about these domains to a wider audience of
practitioners.

ICICA 2016 received 196 paper submissions including papers from two foreign
countries. All the papers were peer-reviewed by the experts in India and abroad, and
comments have been sent to the authors of accepted papers. Finally, 59 papers were
accepted for oral presentation in the conference. This corresponds to an acceptance
rate of 34% and is intended to maintain the high standards of the conference
proceedings. The papers included in this AISC volume cover a wide range of topics
in intelligent computing and algorithms and their real-time applications in problems
from diverse domains of science and engineering.

The conference was inaugurated by Lt. Gen. Dr. S.P. Kochhar, CEO TSSC
on December 21, 2016. The conference featured distinguished keynote
speakers: Dr. P.N. Suganthan, NTU, Singapore; Dr. Arun Bhaskar, South Africa;
Dr. B.K. Panigrahi, IIT Delhi, India; Dr. Swagatam Das, ISI, Kolkata, India; and
Dr. S.S. Dash, SRM University, Chennai, India.
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We take this opportunity to thank the authors of the submitted papers for their
hard work, adherence to the deadlines, and patience with the review process. The
quality of a refereed volume depends mainly on the expertise and dedication of the
reviewers. We are indebted to the Technical Committee members, who pro-
duced excellent reviews in short time frames. First, we are indebted to the Hon’ble
Dr. D.Y. Patil, Founder President, Hon’ble Dr. Sanjay D. Patil, President, Shri
Satej D. Patil, Chairman, Dr. D.Y. Patil Educational Complex, Akurdi, Pune, India,
for supporting our cause and encouraging us to organize the conference in their
institute. In particular, we would like to express our heartfelt thanks for providing
us with the necessary financial support and infrastructural assistance to hold the
conference. Our sincere thanks also go to Dr. B.S. Balapgol, Principal,
Dr. P. Malathi, Vice Principal, D.Y. Patil College of Engineering, Pune, for their
continuous support and guidance. We specially thank Dr. Neeta Deshpande,
Convener, and Dr. Kailash Shaw, Co-Converner, D.Y. Patil College of
Engineering, Akurdi, Pune, for their excellent support and arrangements. We thank
the International Advisory Committee Members for providing valuable guidelines
and inspiration to overcome various difficulties in the process of organizing this
conference. We would also like to thank the participants of this conference and
IRD, India, for sponsoring. The members of faculty and students of D.Y. Patil
College of Engineering, Pune, deserve special thanks because without their
involvement, we would not have been able to face the challenges of our respon-
sibilities. Finally, we thank all the volunteers who made great efforts in meeting the
deadlines and arranging every detail to make sure that the conference could run
smoothly. We hope the readers of these proceedings find the papers inspiring and
enjoyable.

Chennai, India Subhransu Sekhar Dash
Kolkata, India Swagatam Das
New Delhi, India Bijaya Ketan Panigrahi
December 2016
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Exploration of Mars Using Augmented
Reality

Manan Arya , Saad Hassan , Swastik Binjola
and Poonam Verma

Abstract We describe our preliminary work on the scope for augmented reality
being used in the exploration of Mars. This would be the potential use case of
augmented reality and can also help the better understanding of the Mars surface
and its environment. The application could be a practical use case for education and
research on Mars. We also focus on providing this system to mass people which
could help in evolving and bringing out efficient ways for exploration and colo-
nization of Mars.

Keywords Augmented reality � Mars exploration � Augmenting Mars

1 Introduction

The augmented reality is the dilution of the virtual information to the real world to
make it more interactive and understandable, as we define, can be used for the
exploration of Mars. The exploration of Mars has long been subject of interest to
the scientist and researchers. Various probes and rovers have been sent from Earth
to gather information of the surface as well as the environment of Mars. With the
commendable increase in the knowledge and data available about Martian system,
the exploration of Mars could be made more interactive using augmented reality.
With the data sets, for example, elevation of Mars surface and position of craters
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could help us to augment the surface of Mars and understand it better and more
efficiently. Making the data sets available to the public, through augmenting it can
help with various innovative and efficient ideas for the exploration of Mars which
could fuel up for human motivation for colonization of Mars.

As scientist’s studies show possibility of human colonization of Mars [1],
augmented reality could enable in viewing the three-dimensional surface and
exploring the environment of Mars with least number of requirements and least
amount of money by saving high amount of fuel, nuclear energy, magnetic energy,
or antimatter which is consumed by a spacecraft to travel from Earth to Mars.

1.1 Background and Related Work

With promising researches on augmented reality technology in recent years and
NASA’s curiosity mission, it is possible to expand the augmented reality applica-
tions for the exploration of Mars with the data sets available till now. The main goal
of curiosity mission was to determine whether Mars can ever support life, as well as
understand the role of water, and to study the climate and geology of Mars [2].

A new technology was developed by NASA and Microsoft in 2015 which will
use the data provided by real rovers to enhance the curiosity mission’s exploring
tools by augmenting a 3D simulation of the Martian environment with the help of
Microsoft HoloLens [3].

2 Technologies Enabling the Project

2.1 Head-Worn Devices

Earlier in augmented systems, the processing of the applications took place on
stationary computers and the result was displayed onto the various HMDs
(head-mounted displays), which were bulky and heavy. But now the HMDs are so
developed that the complex processing is done on the device itself. Head-mounted
smart glasses like Microsoft HoloLens are able to process augmented applications
on the device itself and are less bulky and much more precise in overlaying virtual
objects onto the real environment but are still in the development stage. There are
surplus of sensors that track or sense the movement of the user inside the room, and
the information captured is used along with layers of colored glasses to create
images you can interact with or investigate from different angles. Google Glass,
another type of HMD, is designed in the shape of a pair of eyeglasses that process
augmented reality applications and project it onto the glass in such a way that
allows user to perceive the overlaid virtual objects while still being able to see the
real world through it.
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Google Glass can perform various functions like remind the wearer of
appointments and calendar events, act as a navigator by giving turn-by-turn
directions, alert the wearer about the various traveling options, and much more. The
explorer version of Google Glass consists of various components of hardware such
as an ARM (Advanced RISC Machine)-based microprocessor for complex pro-
cessing, video processors for visual processing, and a memory interface. This
makes it powerful enough to handle complex augmented applications.

Google Glass is able to determine its location via the satellite signals received,
just like Global Positioning System using the microchip, called the SirFstarIV [4].
Figure 1 shows how a virtual tennis ball is augmented in the real environment
inside the “Tennis” game by using Google Glass.

Meta Glass is also an optical head-mounted display that too blends the virtual
objects onto the real environment. Various functionalities of Meta Glass are 720p
front-facing camera, sensor array for hand interaction and positional tracking and
much more [5].

2.2 Handheld Devices

The increasing processing capability of personal handheld devices has helped in the
transition of AR systems from the stationary computers of the mid-nineties to tablet
PCs (personal computers) [6], PDAs (personal digital assistants) [7], and then
mobile phones [8] in the twenty-first century.

Fig. 1 Playing tennis game on Google Glass with virtual tennis ball (Source http://www.
developers.google.com/glass/samples/mini-games)
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Due to increased usage of the smartphones, it is possible to achieve
“ANYWHERE AUGMENTATION.” Complex augmented applications can now
run on smartphones due to the massive improvements in the hardware of the
smartphones such as their processor, RAM (random access memory). But the major
problem that arises while running augmented applications on smartphones is that
they are still unable to register the virtual objects onto the real environment pre-
cisely. There are different techniques that are being worked upon such as
accelerometer-based head tracking [9] that might further reduce the problem of
registration, but may not be able to resolve it to the extent where the virtual objects
seamlessly blend into the real environment. The use of AR to play games on
handheld smartphones is shown in Fig. 2.

The project called Tango by Google is focusing on creating devices (also known
as Tango devices) with extra sensors [10]. These sensors will provide the Tango
devices with the ability of motion tracking (relative motion tracking without using
GPS or other external signals), area learning (by using the concept of area
description files), and depth perception (by using specialized 3D sensors), i.e., the
devices will be able to understand the relative distance between the objects, and the
distance between the device and objects or walls in the real world. This project will
further reduce the registration problem, making devices capable enough to handle
complex augmented applications with ease.

Fig. 2 Playing Pokemon Go
game on handheld
smartphone with a virtual
Pokemon augmented in the
real environment (Source
https://play.google.com/store/
apps/details?id=com.
nianticlabs.pokemongo)
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2.3 Tracking Sensors and Approaches

To display the virtual objects like the pinpoints, flags, or rovers inside the aug-
mented reality system, the tracking device or the device creating the augmented
environment must be able to sense the external environment and then track the
viewer’s relative movement with all six degrees of freedom including the
three-dimensional axis (x-axis, y-axis, and z-axis) and the three angles (yaw, pitch,
and roll) for position and orientation, respectively, as shown in Fig. 3. Some
environment models need to be used for tracking and correct AR registration.
Before an AR system can detect all the six degrees of freedom movements, the
environment has to be prepared. There is no single best solution available for
determining the orientation of the user, and different tracking techniques work in
different environment.

2.4 User Movement Tracking

In comparison with the virtual environments, the AR tracking devices must have
higher accuracy, a wider input variety and bandwidth, and longer ranges [11]. The
accuracy of the registration is calculated by the geometrical model along with the
distance of the object to be annotated. The distance of the object from the tracking
device is directly proportional to the impact errors in the orientation tracking and
inversely proportional to the impact errors in position tracking which contributes

Fig. 3 Six degrees of
freedom (Source https://
developers.google.com/
tango/)
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toward the misregistration of an augmented object. The tracking is usually easier in
indoor settings, but unprepared outdoor environment still poses tracking problems
and different ways have to be used in different environments.

The various tracking techniques include:

(1) Global positioning system (GPS)
(2) Mechanical, ultrasonic and magnetic
(3) Radio
(4) Inertial
(5) Optical
(6) Hybrid

Out of all the tracking techniques available, global positioning system
(GPS) plays a major role in the AR applications based on mobile phones, which
have an in-built GPS receiver for the navigation purpose.

2.5 Global Positioning System

The GPS plays a significant role in outdoor tracking by providing location and
precise time information using the concept of trilateration and atomic clocks,
respectively. Figure 4 shows how the GPS works and helps in determining the
position of the device or the GPS receiver.

Fig. 4 Working of a GPS (Source http://www.bestforhunting.com/2011/06/how-does-gps-work/)
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The American 24-satellite Navstar GPS, Russian Glonass, European Galileo,
China’s BeiDou and the seven-satellite Indian GPS system, NavIC of the Indian
Regional Navigation Satellite System (IRNSS) constellation currently being laun-
ched by the Indian Space Research Organization (ISRO) in 2016 [12], will support
the outdoor tracking by GPS.

The wide area augmentation system (WAAS) technology provides great accu-
racy of 3–4 m compared to the plain GPS with accuracy about 10–15 m. By
preparing the environments using the local base station to send a differential error
correction signal to the corresponding roaming unit, the differential GPS can be
made accurate up to 1–3 m.

The GPS technology can be used widely in mobile-based AR applications and
the Mars exploration to get the accurate location of the mobile and then augmenting
the corresponding location of the Martian surface. By using the various latest
technologies to convert 2D image data sets to the 3D model, the 3D Martian surface
can be augmented with all the elevation and depression levels and further inter-
action with the surface could be done.

3 Applications

3.1 Surface Exploration

With the help of augmented reality, we can augment surface of the Mars as 3D
model. NASA’s Mars Rover Photos API (application program interface) [13]
provides the images of Mars surface which can be converted to 3D model based on
its elevation data. Augmenting will help us to analyze the Mars surface and explore
it by walking on it with accurate longitude and latitude information of each point
available. Based on the geological and geochemical data available for that area, we
could augment essential information like chemical, isotopic, and mineralogical
composition to know the detailed information about the place of minerals and water
availability suitable for plant growth and mining. The processes that are involved in
mineralogical composition can be available through searching and fetching
real-time information on search engines.

Figure 5 shows a part of Mars surface being augmented in the real environment
with the future applications like bookmarking a particular location, getting the
temperature information of the respective Mars surface area, and getting informa-
tion about various craters and rocks.

Markers could be set at various positions on the augmented Mars surface, and
the distance between any two positions could be calculated. By creating or marking
the points or pins, the sun’s angle from those points could be known. By drawing
the freehand lines or polylines, we could mark some particular ways to be followed
on the augmented Martian surface. The landing site of various spacecraft and rovers
could be visualized along with the presence of those spacecraft and rovers.
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3.2 Colonial Visualization

The main purpose of this project is to make the data available for the public use.
These data sets when used in augmented systems such as smartphones with
applications would help the people to realize and visualize that how their colony or
their residing place at Mars would look like by adding their own innovative ideas, if
they were to settle on Mars in future. The available APIs and data sets by NASA
can provide us with accurate weather conditions and surface structure including the
surface elevation profiles, sun angle calculation [14] that may affect the colony in
one or the other ways. Hence, creating a basic visual structure for the colony would
empower the people with a way of exploring the Mars just like the Earth.

In recent years, there have been many projects which successfully implemented
AR in Civil Engineering so by using that technology we can enable colonial
visualization of Mars. “A Touring Machine” [15] project, prototyped mobile
augmented reality application that shows outdoor navigation approaches and
information-seeking in that area. This Webpage [16] describes various works
which could help us understand how we could visualize colonization of Mars on
Earth itself using augmented reality. Figure 6 shows how virtual Mars surface can
be augmented inside the real environment along with the important information
about the landing sites of various rovers and their path traversed on the Martian
surface.

Fig. 5 Proposed view 1: illustration of Mars surfaces with various virtual information
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4 Conclusion

AR is an emerging field, and the scientists and public in general have a vast scope
for exploring its new dimensions. It can enhance the current developing scenario in
the exploration of Mars and its surface. The project will initiate new ideas among
the public to explore Mars by using the computer vision and the interaction used in
advanced AR technology. It will enhance the understanding of students and the
public members with the augmented surface features and mission activities, and
then they can conduct their own exploration of Mars by visualizing the augmented
NASA data in an easy-to-access and interactive way.

The project can make a great difference in the mission of colonization of Mars
by viewing the whole Martian surface along with the accurate details of the Mars’
environment and atmosphere. It can help in solving many challenges currently
being faced in the space exploration. The success in project can lead to marking or
pining the points on the augmented Mars surface with the elevations and depres-
sions, which can be used by the scientists to decide the landing sites of rovers and
spacecraft for their further missions. The advantage of drawing freehand lines or
polylines can be used to decide the most suitable way rovers, or the NASA Martian
landers need to follow to collect the data, on Mars surface. Not only the scientists
and astronauts will be benefited by the project, but this will also create a public
interest in the field of exploration of Mars and the colonization of Mars with the

Fig. 6 Proposed view 2: illustration of Mars surface with various virtual information
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help of simple GPS-enabled smartphones. In future, during the colonization of
Mars, this project will help as the navigation system for the people settling on Mars,
giving them the in-depth knowledge of availability of resources like minerals, heat,
air, liquid to sustain the lives.
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Block Compressive Sampling and Wiener
Curvelet Denoising Approach for Satellite
Images

R. Monika, A. Anilet Bala and A. Suvarnamma

Abstract Satellite optical system produces high-resolution images which deal with
large volume of data. This imposes strain on embedded resources which require
more memory and computing capacity. In classical satellite imaging system, con-
ventional compression algorithms like JPEG were used. However, they are not very
efficient in reducing the data rate. In order to overcome this, block compressive
sensing (BCS) technique, reweighted sampling (RWS) are used. This technique
provides block-by-block sampling continuously at a rate which is very much less
than the Nyquist rate. Due to the interference with high frequency signal in the
environment, noise is induced in the compressed data from the satellite while
transmitting them to the ground station. Curvelet transform with Wiener filtering
technique (CTWF) is used for significant denoising of the BCS data. Experimental
results show that BCS along with denoising technique reproduces images with
better PSNR values.

Keywords Block compressive sensing � Reweighted sampling
Curvelet transform � Wiener filtering � OMP � Sparse binary random matrix

1 Introduction

Satellite image processing has been the focus of work in recent years. With the
advancement in satellite imaging systems, the resolution of the image captured is
very high. Transmitting or storing such a high-resolution image becomes a serious
problem because of the energy and bandwidth constraints. In order to overcome

R. Monika (&) � A. Anilet Bala � A. Suvarnamma
ECE Department, SRM University, Chennai, India
e-mail: moni.rajendran@gmail.com

A. Anilet Bala
e-mail: aniletbala.a@ktr.srmuniv.ac.in

A. Suvarnamma
e-mail: suvarnahudson@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S.S. Dash et al. (eds.), International Conference on Intelligent Computing
and Applications, Advances in Intelligent Systems and Computing 632,
https://doi.org/10.1007/978-981-10-5520-1_2

11



these problems, compression of data is essential. Conventional compression tech-
niques are not so efficient for satellite image applications.

Compressed sensing (CS) is an effective alternative, which performs compres-
sion at a rate lesser than Nyquist sampling rate [1]. But CS cannot be applied for
real-time sensing of images, as the entire image is sampled at a time. Therefore,
BCS is used in which the entire image is divided into small blocks [2] and CS is
applied to each block independently. Since same measurement matrix is used
memory requirement is less. Blocks are processed independently; therefore, the
initial solution can be easily obtained and reconstruction process is speeded up.

Compressed images from the satellite are more prone to noise, which can
degrade the quality of the image. It is essential to remove the noise and to improve
the image quality. Image denoising can be considered as recovering a signal from
inaccurately measured samples which is partially accomplished by CS. However in
order to remove the noise added in the environment, denoising methods are
essential. Many transform-based denoising techniques like Fourier, wavelet, rid-
gelets are available. However, most of them have certain shortcomings in terms of
image quality and computational efficiency. In order to achieve better PSNR,
CTWF technique is used.

In this paper, combination of both BCS and CTWF technique is used to retain
good quality image with low data rate.

2 Related Works

Donoho [3] explained that signals or images can be recovered from fewer mea-
surements or samples than the one described in Nyquist sampling theorem. In CS,
sampling and compression are performed simultaneously to speed up the process.
He suggested that CS can be applied to the signals only if it is compressible and
sparse.

Gan [4] discussed the acquisition of images in block-by-block manner. This
technique is simpler and efficient than normal compressed sensing technique and
can effectively capture complicated structures of the image. Same measurement
matrix is applied to all the blocks. Therefore, this technique requires less storage
space.

Yang et al. [5] introduced a new weighting process into the conventional CS
framework. Weight values are calculated for all frequency components. Signal
components with larger magnitude will have large weight value and can be
reconstructed more precisely. As a result, enhanced reconstructed image quality can
be obtained.

Starck et al. [6] describe about the implementation of Curvelet transform for
denoising. Images are reconstructed with low computational complexity. Curvelet
reconstruction offers higher quality recovery of edges thereby improving the per-
ceptual quality when compared to that of wavelet-based image reconstructions.
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Ansari et al. [7] compared denoising techniques using wavelet, curvelet and
contourlet transforms for remote-sensed images with additive Gaussian noise. The
Curvelet-based denoising technique preserves the sharpness of the boundaries. The
geometrical structure of the image can be effectively captured by the curvelets.

The rest of the paper is organized as follows: overview of compressed sensing is
provided in Sects. 3 and 4 discusses about the satellite image processing system,
experimental results are provided in Sects. 5 and 6 concludes the paper.

3 Overview of CS

Let x denotes a real-time finite length signal to be acquired. As per the hypothesis of
CS, there exists a basis w where s is sparse up to sufficient level. s can be row or
column vector. The equation is given by

x ¼ ws ð1Þ

This means there exist k non-zero elements such that k � n. w can be any
transform like discrete cosine transform or discrete wavelet transform. Let the
matrix y represents a set of m linear combinations of x. These linear combinations
can be represented as matrix ф with size m � n and are called measurements.
The CS is represented as

ð2Þ

The measurements matrix ф used in this paper is sparse binary random matrix.
This matrix has only binary values 0 and 1’s, and it satisfies restricted isometry
property (RIP). If the measurement matrix used satisfies RIP [3], then the length of
all sufficiently sparse vectors are approximately preserved under transformation by
the matrix. The other measurement matrices generally used are Gaussian matrix,
Bernoulli random matrix and Sub-Gaussian random matrices. Orthogonal matching
pursuit (OMP) is used as reconstruction algorithm [8].

4 Satellite Image Processing System

Figure 1 shows the block diagram of satellite image processing system. The satellite
imaging system captures the image of the target. The images are high-resolution
images. In order to store or process such a large volume of data, more energy will be
consumed by the processor. To reduce the amount of data, BCS technique is used.
This compressed data is then transmitted to the ground station. Noises in the envi-
ronment get added to the data. To remove the noise, CTWF technique is used. The
various techniques used are described briefly in this section.
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4.1 Block Compressed Sensing

BCS adopts an adaptive projection representation, i.e. direction of projection is
along the direction where the signal components have larger magnitude. As a result,
it can efficiently capture the geometric structures of natural images. Also the
computational complexity is reduced as same measurement operator is applied to all
the blocks and can be easily stored. Each block is processed independently;
therefore, the reconstruction process is speeded up. In this paper BCS technique,
RWS is used.

(A) Reweighted sampling [5]

Reweighted Compressive Sampling for image compression introduces a weighting
process to extract low-frequency components of the image. Weight values are
assigned for all frequency components. Low-frequency components have large
weight values. Therefore, this scheme shows discrimination to various components
of the image. RWS sampling is given by the following equation,

ð3Þ
where W is a diagonal weighting matrix with weighting coefficients {w1, w2,… wn}
corresponding to different frequency component. Weight is calculated as sum of the
mean and square root of variance of DC coefficients. By introducing the weighting
matrix, the signal components with large magnitudes are effectively captured,
which improves recovery precision.

4.2 Denoising

Noises in image degrade the quality of the image. The conventional spatial filtering
technique reduces noise, but the edges of the images are blurred. Here, Curvelet
transform along with Wiener filtering technique overcomes this disadvantage.

2.        

BCS
IMAGE 

CAPTURED BY 
SATELLITE 

NOISES 
GETTING 

ADDED TO CS 
DATA

DENOISING 
(CTWF) 

IMAGE 
RECEIVED AT 

GROUND 
STATION

Fig. 1 General block diagram of satellite image processing system
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(A) Curvelet transform [6]

In Curvelets, multiscale ridgelets transform is combined with a spatial bandpass
filtering to isolate different scale. Curvelets occur at all scales, locations, and ori-
entations, but they have varying widths and length. Hence, they have variable
anisotropy, whereas ridgelets have only global length and variable widths.
Therefore, curvelets are used in this paper.

One of the important advantages of using Curvelet transform is that it analyses
the image with different block sizes using a single transform. Initially the image is
decomposed into a set of wavelet bands, and then ridgelet transform is applied to
each band. The block size can be changed at each scale level.

(B) Wiener filtering

Compare to all other filtering technique, the most commonly used is Wiener filter.
This is because only a few computational steps are required for execution and are
very fast to process. Linear equations are used to calculate the filter weight which
reduces the noise level of the signal. Curvelet transform itself provides better
denoising. In order to increase the PSNR values, Wiener filtering is combined with
Curvelet transform.

5 Experimental Results

Matlab R2012a is used for software simulation. The test images are taken by
satellite available in image database [9]. In the BCS technique, block size of 8 � 8
is chosen. Number of pixel values chosen from each block is only 10 out of 64.

Table 1 shows the PSNR values obtained for various images using BCS tech-
nique. The number of pixel values chosen from each block is only 10 out of 64.

Table 1 PSNR values for various images

Technique = BCS number of measurements = 10

Image PSNR

Mountain image 24.2312

Airport image 25.9982

Table 2 PSNR values for various noise levels (mountain image)

Sigma value (noise in dB) CTWF PSNR (dB) Wiener filter PSNR (dB)

10 26.6820 26.7325

20 25.5570 25.2649

30 24.3212 23.5304

40 23.1547 21.9023

50 22.0576 20.4918
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Additive White Gaussian noise is added to the BCS data by using Matlab inbuilt
function. Now in order to remove the noise, denoising technique CTWF is used.
The PSNR value comparison for mountain and airport images at various amounts of
noise levels varying from r = 10 to 50 dB is shown in Tables 2 and 3.

It can be seen from the table that CTWF has achieved better PSNR values than
normal Wiener filtering for various noise levels. If noise level is high, then CTWF
is the most efficient technique in achieving better image quality. In order to check
the consistency of the technique, it is tested with various satellite images. Table 3
shows the PSNR value comparison for airport image at various noise levels as
considered before.

The graphical representation of various noise levels and their corresponding
PSNR values is shown below. The graph is plotted for mountain image (Fig. 2).

Table 3 PSNR values for various noise levels (airport image)

Sigma value (noise in dB) CTWF PSNR (dB) Wiener filter PSNR (dB)

10 28.4436 28.2892

20 26.9750 26.4231

30 25.3600 24.2592

40 24.0161 22.4060

50 22.7080 20.8062

Fig. 2 Graphical representation of sigma versus PSNR
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It can be seen from the graph that as the noise level increases, both CTWF and
Wiener filtering have decrease in PSNR values. But however CTWF has improved
PSNR values than normal Wiener filtering as the noise level increases.
Hence CTWF is considered to be the best denoising technique in achieving good
PSNR values.

Visual quality comparison is shown below. The quality of images after applying
both techniques is found to be good with better PSNR values. Figure 3a shows the
original Ikono’s mountain image taken from the database available in [9]. Figure 3b–
d, show the image after applying BCS, noise, CTWF, respectively. Similiarly,
Fig. 4a shows the original airport image taken from the database available in [9].
Figure 4b–d show the image after applying BCS, noise, CTWF, respectively.

Visual quality comparison shows that even with lesser number of measurements,
BCS is very efficient in reconstructing the image. Also CTWF also helps in sig-
nificant noise removal and gives better PSNR values when compared to that of
normal Wiener filtering. Hence BCS with CTWF is considered to be the most
efficient method in achieving good quality images with better PSNR values.

Fig. 3 a Original Ikonos image b BCS compressed image c noisy image d denoised using CTWF

Fig. 4 a Original airport image b BCS compressed image c noisy image d denoised using CTWF
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6 Conclusion and Future Work

Image reconstruction using BCS and denoising using CTWF for satellite images is
investigated in this paper. BCS can effectively reconstruct images with fewer
measurement values. Noise in the BCS data can be effectively removed by using
CTWF technique. The final image obtained by applying BCS–CTWF is found to
have better PSNR values with good image quality.

The future work is to adopt a technique which gives significant improvement in
the reconstructed image quality.
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Neural Deployment Algorithm for WSN:
A Concept

Umesh M. Kulkarni, Harish H. Kenchannavar
and Umakant P. Kulkarni

Abstract Today’s world wireless sensor networks (WSNs) are gaining more and
more importance in any of the domains of industry. Plenty of research and
development has happened, and it is going on in the field of WSN. The importance
of conservation of energy in WSN in most of its applications will provide the best
scope for WSN development. Sufficient literatures are already carried for deploy-
ment of nodes leading to conservation of energy. One of the important application
areas of WSN is area monitoring where the nodes have to move forward to sense
the area and come back to the original positions. This paper provides solution for
this problem by the concept of change in the positions of nodes using a simple
neural network concept. This concept considers the energy, distance, and sensing of
nodes as the basic parameters in moving a single node or all nodes. The main
concept in this paper is to propose a deployment strategy that changes the positions
of the nodes according to the activation function decision.

Keywords Neural network (NN) �Wireless sensor network (WSN) � Moving rate

1 Introduction

WSNs are gaining more and more importance in today’s market. Application areas
of WSN range from home automation to any kinds of area monitoring systems.
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1.1 Deployment of Nodes

In simple terms, it is positioning of the nodes in the area of sensing. Generally, the
node deployment is classified as static and dynamic deployment [1, 2]. Static node
deployment is classified as deterministic and random deployment techniques [1, 2].
In deterministic node deployment, the node position is known before deployment,
and every time, they are deployed at a fixed position. In random deployment, the
nodes are placed at different places during every iteration. Dynamic deployment is
characterized by the concept of random deployment of nodes and moving nodes.
This work considers the combination of both in the sense that the nodes are pre-
deployed at fixed positions, then give a fixed movement near the sensing area, and
then occupy the original positions.

1.2 Neural Networks

Machine learning is an old but presently an upcoming area of research. One of the
interesting and promising topics of research in machine learning is artificial neural
network (ANN) commonly known as NN [1]. An NN is a simple mimic of the
biological neural network that shows an interconnection of a large number of neural
networks. An NN is characterized by three building blocks: neural structure,
learning, and activation functions used. Neural structure means the arrangement of
neurons to form the network. Learning means the knowledge gained or taken from
the training process. This NN learning can be supervised, un-supervised or rein-
forced. Activation functions are used to arrive at particular decision for taking
further actions in the neural network. In this paper, attempt is made for mapping the
typical structure of NN with a WSN. In addition, the advantage of the
decision-making and NN techniques is used for moving the nodes in the WSN for
better sensing. The process of NN to WSN mapping is explained in the further
sections.

1.3 Related Work

In [1], the meanings of ANN and its basics have been discussed. An extensive study
of the types of NNs and their applicability to different types of deployments have
been provided. The problems addressed are Localization [3], QoS routing, and
security in WSN. This paper also provides for the mapping of application domains
of WSN and their design using an NN. This paper also gives some guidelines for
implementing a WSN using different types of learning methods like supervised,
un-supervised, and reinforcement learning.
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In [2], various deployment strategies and their meaning have been discussed.
The work discusses basic terminologies of WSN like coverage, network lifetime,
and connectivity. The paper gives a clear idea of deployment and different types in
that. The paper provides a theoretical model for energy consumption.

In [4], it is clear that the neural network can be modeled as WSN. This paper
describes that NN for WSN cannot be a solution for energy but can be used for the
purpose of energy utilization. This paper even provides a mapping of NN structures
that can be used for different types of WSN energy conservation techniques. This
paper also demonstrates the use of Kohonen’s self-organizing map for ANN to
WSN implementation using MATLAB.

In [5, 6], it is very clear that how programming can be considered as the method
of implementation in WSN. Different NN-based algorithms like backpropagation,
feedforward concept, and their energy consumption have discussed showing the
importance of energy.

In [7], a hint given for using the WSN for the next level of implementation by
developing efficient algorithm for distributed cooperative learning is based on
zero-gradient-sum (ZGS) optimization in a network setting.

The research work in [8–10] concentrate on specific applications like controlling
the actuators, better localization schemes, medical applications, and in even dis-
tributed computing examples.

Overall, good amount of work has been proposed and implemented for con-
verting an NN to a WSN. Plenty of these papers propose a tabular mapping of NN
structures, NN algorithms, etc., and their significance in the design of a WSN. Most
of these works concentrate on localization coverage and routing [11]. Most of these
works try to propose a structure- or neural-based arrangement for addressing these
issues [12]. The works also show an indication of the importance of energy in any
of NN to WSN mapping. Some of the works like [13–15] even show the theoretical
energy efficient implementation. From all these works, it is been found that there is
a lack of concrete energy utilization scheme and acceptable node deployment
methods. Even an NN-based acceptable mathematical model for energy utilization
and dynamic node deployment models are not found. This paper attempts to pro-
pose an idea about mapping a typical NN-based mathematical calculation as
applicable to WSN and shows that how an effective sensing achieved in the existing
fixed deployment structure.

2 System Model

The basic reason for similarity between NN and WSN is both perform distributed
computing. The meaning of distributed computing is every node and every neuron
can perform the required computation.
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2.1 Topology

The topology followed in this concept is like a single-layer neuron consisting of an
input layer and an output layer. In this concept, all input layer neurons are mapped
as input layer sensors with sensing capability. These sensors will sense the data
from a sensing area as shown in Fig. 1 with a rectangle box. Figure 1 shows the
model of NN to WSN design.

In Fig. 1,

x1, x2, x3 (lower case) are external inputs (from sensing area).
X1, X2, X3 (Uppercase) are input sensors getting the inputs as x1, x2, x3,
respectively.
d1, d2, d3 are the distances/weights connecting the X1, X2, X3 to a base
station/output neuron.

Following are some of the topology-related assumptions for this concept:

1. The number of nodes is three, and deployment is according to Fig. 1.
2. All 3 nodes are mobile wireless sensor nodes.

2.2 Algorithm

This work proposes an NN-based algorithm for WSN for efficient energy utiliza-
tion. Following are some of the terminologies used for the purpose of this
algorithm:

E1, E2, E3 Residual energy at any point of time
a Moving rate of sensors
Y Output obtained by applying some activation function on the net

input yin

Fig. 1 Typical WSN
designed like a single-layer
NN
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The net input yin is calculated as

yin ¼ x1d1þ x2d2þ x3d3 ð1Þ

Algorithm:

Step 0 initialize the parameters a, d1, d2, d3.
Step 1 Deploy all the nodes at fixed places in the sensing area. The initial

deployment is like a single-layer NN.
Step 2 All the sensors in the input layer of the WSN will sense the sensing area.
Step 3 All the sensors will send the sensed data to the base station along with

their residual energy and distance.
Step 4 Depending on the energy levels received, the base station (output neu-

ron) will now calculate the net input as

yin ¼ x1d1E1þ x2d2E2þ x3d3E3 ð2Þ

Step 5 Apply the activation function, and resultant value will be taken for
further decision making.

F yinð Þ ¼
f�1 if yin [ h ðthetaÞ;
0 if yin ¼ h and
1 if yin\h ðthetaÞg

ð3Þ

The value h (theta) is calculated as a threshold by previous knowledge
of the basic product of the distance and residual energy, for example,
Table 1.

Step 6 Perform the weight adjustment by the following logic

dðnewÞi ¼ dðoldÞiþ aF yinð Þ ð4Þ

Step 7 The process continues until there is no change in the new weights and
old weights. Even some iteration can be fixed up for this.

This process continues until all the nodes lose their energy and converge
themselves near the base station from where they have started with.

Table 1 Threshold values considered

S.
No.

Distance
from
sensing
node (in m)

Sensing
(1 bit)

Transmitting
(1 bit)

Receiving
(1 bit)

Movement
(0.1 m)

Theta
h

Energy
consumed

1 1 0.05 J 0.1 J 0.05 J 0.1 J 3 0.3 J

2 5 0.25 J 0.5 J 0.25 J 0.5 J 1.5 1.5 J

3 10 0.5 J 1.0 J 0.5 J 1.0 J 0.30 3.0 J
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Figures 2, 3, and 4 demonstrate the different stages of this algorithm for visual
understanding. Basic achievement in this concept is that the optimal sensing is
achieved with respect to the sensing area as an example. The whole concept is
dependent on the calculation and consideration of the h. The h was calculated as
fixed mathematical calculation of average energy consumed by a node for sensing,
transmitting, receiving, and distance.

Sensing 
Area / 
point

1

2

3

Base
station 

WSN nodes

Fig. 2 Initial positions of the wireless sensor nodes before sensing

Base 
station    Sensing 

Area / 
point

1

2

3

WSN Nodes 

Fig. 3 Changed positions of the wireless sensor nodes during the sensing

Sensing 
Area  / 
point 

1

2

3

 Base 
station

WSN Nodes

Fig. 4 Original positions of the wireless sensor nodes after sensing
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3 Demonstration

In this work, theoretical values assumed with practical viewpoint. The practical
implementation the values may change. However, the pattern of change of values
remains almost same with little difference in theoretical and practical values. For
applying this concept for any example, one need to consider some fixed values for
threshold (h). Table 1 shows the use of theta and its significance.

The values considered for the following example may be theoretical but are not
randomly assumed, modified, and arrived. The values obtained are with all math-
ematical logics presented in the algorithm only. Except initialization, from Table 1,
all values in Tables 2 and 3 are written with theoretical calculations.

Example 1 This example works according to the theoretical concept discussed in
the previous section.

Initialization

1. Three mobile wireless sensor nodes are deployed: s1, s2, s3.
2. Initial D1 = D2 = D3 = 1 m, E1 = E2 = E3 = 3 J, a = 0.1.

Tables 2 and 3 indicate the values considered for this example.
The dark (bold) values in Table 3 represent that there is no change in the

distances between the nodes-to-sensing point/area and nodes-to-base station; hence,
no efficient utilization of energy happens. However, in case of Table 2, efficient
utilization of energy can be seen. The nodes moving near the sensing area provide
better sensing data than the normal sensing methods.

Table 2 Sample values for neural logic deployment

For neural logic deployment

Iteration
No.

S1 S2 S3 D1 D2 D3 E1 E2 E3 yin H Compare
yin and h

F (yin) a

1 1 1 1 1 1 1 3 3 3 9 3 yin > h −1 0.1

2 1 1 1 0.9 0.9 0.9 2.7 2.7 2.7 7.29 3 yin > h −1 0.1

3 1 1 0 0.8 0.8 0.8 2.4 2.4 2.4 5.76 3 yin > h −1 0.1

4 1 0 0 0.7 0.7 0.7 2.1 2.1 2.1 4.41 3 yin > h −1 0.1

5 1 0 1 0.6 0.6 0.6 1.8 1.8 1.8 3.24 3 yin > h −1 0.1

6 1 0 1 0.5 0.5 0.5 1.5 1.5 1.5 2.7 3 yin < h 1 0.1

7 1 1 0 0.6 0.6 0.6 1.2 1.2 1.2 2.16 3 yin < h 1 0.1

8 1 1 0 0.7 0.7 0.7 0.9 0.9 0.9 1.89 3 yin < h 1 0.1

9 1 1 1 0.8 0.8 0.8 0.6 0.6 0.6 1.44 3 yin < h 1 0.1

10 1 0 1 0.9 0.9 0.9 0.3 0.3 0.3 0.81 3 yin < h 1 0.1

11 1 0 0 1 1 1 0.0 0.0 0.0 0.0 3 yin < h 1 0.1

Neural Deployment Algorithm for WSN: A Concept 25



4 Observations and Discussion

The outcomes or observations from this concept are as follows:

1. Comparison performed with respect to traditional approach in that it has an
impact on correct deployment rather than just deployment at any place. In
traditional deployment of nodes, the nodes will remain in the fixed place or they
may move in different directions. When nodes move in any direction would
make nodes to drains out their energy at any point without returning to the
original position. However, the proposed approach makes the nodes to deploy at
a particular position, move them with some NN logic in the direction of the
sensing area, sense the area, send it to the base station and return to the original
position.

2. The process defined works with some assumed initial values and may vary with
respect to practical values. It is definitely true that there is a difference in the
practical implementation and theory, but pattern of variation should never
change.

3. The given deployment can work fine with energy utilization beginning with
some initial energy making the wireless sensor node to go near the sensing area
and come back to the original position before complete energy drains out.

4. This node deployment strategy presently makes some changes uniformly to all
the nodes; however, this is extended for different node distances and different
node residual energy.

Table 3 Sample values for normal deployment

For normal deployment

Iteration No. S1 S2 S3 D1 D2 D3 E1 E2 E3

1 1 1 1 1 1 1 3 3 3

2 1 1 1 1 1 1 2.7 2.7 2.7

3 1 1 0 1 1 1 2.4 2.4 2.4

4 1 0 0 1 1 1 2.1 2.1 2.1

5 1 0 1 1 1 1 1.8 1.8 1.8

6 1 0 1 1 1 1 1.5 1.5 1.5

7 1 1 0 1 1 1 1.2 1.2 1.2

8 1 1 0 1 1 1 0.9 0.9 0.9

9 1 1 1 1 1 1 0.6 0.6 0.6

10 1 0 1 1 1 1 0.3 0.3 0.3

11 1 0 0 1 1 1 0.0 0.0 0.0
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5 Conclusion and Future Scope

Neural networks and WSN possess some similarities between each other as they
possess distributed processing. Combination of NN and WSN can make sensing
more appealing. NN based decision making can make the sensors in WSN to log-
ically move towards the sensing area and come back to the original position. The
base station and moving rate a (learning rate of NN) play an important role in giving
the movement to the sensing nodes as compared to ad hoc deployment and ad hoc
movement. Better sensing can be obtained as compared to the fixed node deploy-
ment and sensing. This work shows that how an NN concept can be mathematically
mapped to WSN for better utilization of available energy and providing better
sensing effect. This idea is the best suitable for area monitoring applications where
nodes have to move near the sensing area come back to the original place. This work
can be extended to work for heterogeneous WSN, for different initial energy levels
and even to change different distances for different nodes.
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Intelligent System Approach to Real-Time
Video Denoising Using Lifting-Based
Wavelet Technique

P. Veeranath, D. Nagendra Rao and S. Vathsal

Abstract Videos are frequently corrupted by various types of noise either during
their process of capturing or during their transmission from one point to another
point. We propose a new method for an efficient and improved quality real-time
video denoising using a temporal video slicing (TVS) technique, lifting-based
dual-tree complex wavelet transform (L-DTCWT), and adaptive thresholding
approach. The TVS technique extracts discrete frames from a noisy video which
will undergo a process by L-DTCWT framework, and the resulting complex
wavelet coefficients are threshold by the denoising unit (which includes appropriate
threshold value estimation based on noise variance and soft thresholding frame-
work). The denoised frames are passed to the output instantaneously. This process
is continued until all the frames are denoised. All the denoised frames are suitably
buffered to display the denoised video. Here the major core processing blocks are
TVS, L-DTCWT framework, and denoising unit. The denoised video quality will
be judged through quality metrics such as PSNR, GCF, NIQE, and SSIM.

Keywords Temporal video slicing � Wavelets � Dual-tree complex wavelet
transform � Lifting scheme � Thresholding � Denoising
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1 Introduction

Video quality has significant importance in live telecasting, navigation, video
broadcasting, MRI, satellite, tomography, medical applications, etc. Videos are very
often corrupted by noise either during their capture by the video sensors or during
their transmission from one point to another point due to many of the reasons like
internal imperfections of the capturing sensors, threats with the data acquisition
process, poor illumination, atmospheric noises, and interfering natural phenomena
[1]. Noise is basically classified into two types in video/image processing as
independent noise and dependent noise. The independent noise shows serious
effects on video because it consists of the additive white Gaussian noise (AWGN)
and impulse noise. where as dependent noise consists of speckle or poison noises,
thermal noises occur in the communication medium. The additive white Gaussian
noise shows a serious impact on visual perception of image by its intensive
degradation whereas impulse noise is caused by sharp sudden disturbances in the
video/image, and hence, in our research we are focusing on removal of AWGN on
real-time video processing. Denoising is a process of removing the various noises
imposed on video [1, 2]. The aim of video denoising is to improve the quality and
features of the video/image such as edges by suppressing the random noise.

1.1 Problem Statement

In the literature [3–6], the researchers have done enough work in image denoising,
which does not remove real-time video disturbances like flickering, and it is not
desirable for real-time video processing. This paper is focusing on denoising the
video frames using the TVS techniques for frame synchronization, L-DTCWT for
computationally efficient, and adaptive thresholding approach to preserve the fine
details of video-like edges.

This paper is organized as follows: Sect. 2 gives details of frame synchronization
to remove synchronization errors, Sect. 3 deals with L-DTCWT, Sect. 4 dedicates
to denoising, Sect. 5 explains the implementation for proposed work, Sect. 6 dis-
cusses results analysis, Sect. 7 concludes the proposed work, and Sect. 8 devotes to
future extension of our work.

2 Frame Synchronization

2.1 TVS Method

The proposed TVS technique samples the noisy video to obtain the discrete video
slices or frames. All the sampled video slices or frames are numbered in order and
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stored in memory to synchronization and preserve the information. The main
advantages of TVS approach are a real-time processing, single-level processing,
and faster than existing methods [1]. The basic concept of TVS is given by Eq. (1)
[7].

Mf ¼ M
m
fr

� �
for m ¼ 0 to N � 1; ð1Þ

where ‘N’ is the length of the video, ‘Mf’ is the discrete video frames, and ‘fr’ is the
frame rate.

2.2 Frame Pipelining

For efficient use of the processor and to speed up the process, frame pipelining
mechanism is implemented. The frame Pipelining mechanism describes that the
video frames are processed in sequence without any latency; buffering capacity is
given by Eq. (2) [1]:

Bindex ¼ Mf index; ð2Þ

where Bindex is the buffer index and Mf index is the video frame index.

3 L-DTCWT Framework

Wavelets denote better performance in video denoising due to their positive
sparseness properties and multi-resolution features. DTCWT gives better noise
removal and preserves quality of image compared to DWT. In the literature, many
researchers have done enough work on the wavelets [8–10].

DTCWT is a powerful tool for real-time video denoising, but incorporates a
numerous complex computations, which will consume a large amount of power,
large amount of time for computation. To overcome this, lifting scheme-based
DTCWT is proposed [2, 8].

3.1 Lifting Scheme

Lifting scheme gives the lifted wavelets, which do not necessarily translate and
dilate of one fixed function [2, 11–15]. This construction is entirely spatial and
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therefore be ideally suited for building second-generation wavelets that are more
general in the sense that all the classical wavelets can be generated by the lifting
scheme [2]. For faster implementation of wavelet transform, the lifting scheme
makes an optimal use of the similarities between the high-pass and the low-pass
filters [2, 16]. The inverse wavelet transform with lifting scheme can be immedi-
ately found by undoing the operations of the forward transform [2]. The lifting
scheme operation is shown in Fig. 1.

Where Predictor predict the future value, and Updator update the current value
[2, 18]. The lifting scheme then generally builds a new wavelet, with improved
properties by adding in a several new basis functions [2].

4 Denoising Framework

The proposed denoising framework implements an adaptive thresholding approach,
and it is dynamic thresholding which has two hierarchical phases such as threshold
designing phase and soft thresholding phase. Threshold designing phase computes
an appropriate threshold value for denoising the video frames, whereas the soft
thresholding phase performs the denoising process of the noisy video frames.

4.1 Threshold Designing Phase

The threshold designing phase interpolates the complex wavelet coefficients of the
noisy video frame and computes the noise signal variance of the coefficients using a
robust median estimator. Depending on these noise signal variances, the depth of
noise corruption will be computed instantaneously. As shown in Eq. (3) [19].

Fig. 1 Block diagram of
lifting mechanism scheme
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r2noise ¼
Median wij jð Þ

0:6745
ð3Þ

r2noise—noise variance, wij j—wavelet coefficient.
Based on the depth of noise corruption and noise signal strength, an appropriate

threshold value will be computed. The threshold value is calculated with the help of
below given Eqs. (4) and (5).

c ¼ p� r2noise=rSignal ð4Þ

c—threshold Value, p—constant equal to
ffiffiffi
2

p
, rnoise—noise variance, and rSignal—

signal variance.

r2Signal ¼ VarðwÞ � r2Noise ð5Þ

the threshold c is chosen according to the signal energy and the noise variance ðr2Þ
[19]. This appropriate threshold value will be used in the soft thresholding phase to
denoise the noisy video frames.

4.2 Denoising Video Frames/Soft Thresholding

In this process, we are using soft thresholding to denoise the noisy video frames; the
denoised video frames are passed in a synchronized sequence to the output as
shown in Fig. 2. The soft thresholding function performs the operation based in
Eq. (6) as shown below.

Th ¼ c� c if c[ c

¼ 0 if c ¼ c

¼ cþ c if c\c

ð6Þ

Th—threshold/denoised output, c—input signal/coefficient, and c—threshold value.

Fig. 2 Block diagram of denoising process
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5 Implementation

The proposed system first considers a test video file and corrupts it by
Gaussian/impulse noise. The noise-corrupted video file is forwarded to the
video-to-frame conversion unit, which employs the TVS technique to convert the
noisy video file into discrete noisy frames, which are numbered in sequence to
preserve the synchronization. The corrupted video frames are subjected to the
L-DTCWT process, which will be initiated with the selection of an appropriate
mother wavelet type. The selected mother wavelet is quite lazy in behavior due to
its complex, irregular structure, and hence, it is lifted with the help of lifting scheme
to get a linear and regular wavelet structure which is computationally efficient and
faster than mother wavelet. Based on the lifted wavelet structure, analysis and
synthesis filter pairs are designed for real tree, and by introducing a half sample
delay into these real tree filter coefficients, the filter coefficients for analysis and
synthesis filter pairs of the imaginary tree are obtained. Figure 3 shows the com-
plete operation of proposed work.

With the help of these filters, the proposed L-DTCWT framework decomposes
the video frame in real and imaginary trees parallel and provides the complex
wavelet coefficients. These complex wavelet coefficients are processed for an
appropriate threshold design by the threshold design block in the denoising unit. By
using an appropriate threshold value supplied by the threshold design block, the soft
thresholding block performs an intended denoising process of the noisy complex
wavelet coefficients of the noisy video frame. The denoised complex wavelet
coefficients of the denoised frame are subjected to an inverse L-DTCWT process to
get the spatial domain representation of the denoised frame. This process is iterated
in pipelining approach for all noisy frames by preserving the synchronization
among the video frames. All the denoised video frames are buffered or combined by
an inverse TVS block to get a final denoised video file.

Fig. 3 Proposed system block diagram
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The algorithm of proposed approach is shown in Fig. 4.
Algorithm:

6 Results and Discussion

The proposed system is designed, coded, implemented, and tested in MATLAB
software. The Simulation results of the proposed system are presented as follows.
The given input Video Adds AWGN/Impulse noise, this noisy video converts into
frames and noise, processed through the denoised block. The denoised video
quality assessment matrices are shown in Table 1.

Table 2 shows comparison of PSNR value for various denoising techniques, and
from this table, we can say our proposed approach gives maximum PSNR value
compared to existing methods. From Table 3 the processing time and number of
computation reduce in L-DTCWT when compared to first-generation wavelets.

Fig. 4 Flowchart of
proposed algorithm

Table 1 Denoised video
quality assessment metrics

PSNR (dB) SSIM GCF NIQE

35.1328 0.4911 1.6664 0.5795

35.1032 0.4932 1.6617 0.5943

35.0608 0.4917 1.6696 0.5764

35.0074 0.4905 1.6690 0.6398

34.9731 0.4970 1.6646 0.6855

34.9951 0.4950 1.6675 0.7802

35.1415 0.4796 1.7014 0.9132

35.3211 0.4817 1.7078 1.0306

35.4591 0.4805 1.7520 1.1372

35.5310 0.4630 1.7433 1.2398
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Hence, proposed approach is the best method which gives better results compared
to existing methods.

7 Conclusion

In our paper we designed, coded, implemented, and tested a novel intelligent
approach for an efficient and improved quality real-time video denoising of AWGN
and impulse noise using TVS, L-DTCWT technique, and an adaptive thresholding
approach. The extracted noisy video frames are processed by L-DTCWT frame-
work. Resulting complex wavelet coefficients are thresholded by the denoising unit.
The proposed system is simulated in the MATLAB tool. The obtained MATLAB
results are good, and the proposed approach is the best option for denoising the
real-time videos. The denoised video quality has been judged through quality
metrics such as PSNR, GCF, NIQE, and SSIM.

8 Future Scope

The future work for this paper is improving the quality of denoising block and
enhancing fine details of video like sharpening the images and extraction of edges
and deblurring for better psycho-visual appearance.

Table 2 Performance table
of various denoised methods

S. No. Denoising method PSNR

r2 ¼ 25

1 L-DTCWT 35.640

2 NLM3d non-local mean 33.268

3 VBM4D 32.48

4 Deep recurrent N-N (DRNN) 31.78

5 R-NL 31.61

6 Recurrent neural network (RNN) 30.83

7 Multi-layer perception (MLP) 29.87

Table 3 Comparative table
of processing time and no of
computations for various
denoised methods [8]

Processing tool Processing time (%) No of computations

DWT-real 100 4(N1 + N2) + 2

DWT-imaginary 100 4(N1 + N2) + 2

CWT-dual tree 200 8(N1 + N2) + 4

L-DTCWT 100 4(N1 + N2) + 4
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Data Loss Prevention Scheme Using
ADCN with Effective Tour Strategy
in Wireless Sensor Network

Sachin V. Todkari, Vivek S. Deshpande and A.B. Bagwan

Abstract Wireless sensor network is spatially distributed sensors with limited
resources such as energy and buffer. Data loss prevention is challenging task in
wireless sensor network (WSN), and hence, reliable data dissemination is desirable.
In WSN, event detection ratio should be very high. In such condition, huge data are
generated by event node. But there is always limitation of buffer size. As a result, it
gets overflow. The data which are important may get lost. The proposed data loss
prevention scheme will help to prevent the data loss. The effective tour strategy of
mobile data collector node will improve QoS parameters of WSN.

Keywords Wireless sensor network � Data collector node � Adaptive data
collector node � Collect data packet � Quality of service

1 Introduction

Wireless sensor network is an emerging technology that supports number of
unprecedented application, and we are facing several challenges to improve relia-
bility due to limited resources mainly buffer capacity and energy.

Reliable data collection using mobile data collector with path constraint mobile
sink is one of the approaches for data collection [1] called maximum amount
shortest path (MSAP), the overall amount of data which is collected by mobile sink
in its single journey from all subnodes in the network. Two-phase communication
protocol is used for data collection discover phase and data collection phase; in
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discover phase, mobile sink collects the shortest hop information, and in data
collection phase, it formally collects the data packets.

One of the challenging tasks in wireless sensor network is to reduce the delay in
data collection and mobile data collector with multi-rate CSS [2], hereby combining
the data collection region for nearby data sources and then skipping and substituting
nearby sites and then applying multi-rate CSS for finding the difference between
communication time and data collection time.

Some of the techniques and methods use mobile data collector node for reliable
data collection in wireless sensor network [3]. Basically, sensor node senses the
environmental conditions and transmits this information hop-by-hop to the desti-
nation, but in such scenario, there are more chances of bottleneck near to the sink so
due to bottleneck problem huge chances of data loss, so mobile data collector nodes
will handle such type of situations in reliable way.

In wireless sensor network, data collection in reliable way with maintaining QoS
parameter is challenging task [4], mobile node collects the data from sensor nodes
by using appropriate method called tour planning; in this method, mobile node will
finalize its tour before starting its journey. Sensor node will collect the information
and store in buffer and broadcast the data collection message in the network. Mobile
data collector will receive the messages from multiple sensor nodes in the network
after that it will finalize the route to data collection; MDC will notify all the nodes
in its route and start its tour; when MDC will reach to the transmission range of the
sensor node, they will hand over the data packets to the MDC. In such situation,
MDC must have to predict the possible tours which will complete within standard
time; otherwise, there are chances of buffer overflow at local region sensor nodes
and important data loss; here, lack of some loss recovery scheme comes in picture.

Another important issue in wireless sensor network is to reduce the data loss, to
reduce this some mechanism exists namely in-network storage, data collection
method based on data output filtering mechanism. The method is designed aiming
to achieve reliable data collection in situations of disasters and extreme environ-
ments, and sink node decoding efficiency is improved by the aid of a local con-
figuration network and a data filtering mechanism so as to improve network data
collection efficiency. A local configuration network collection model, a predecoding
mechanism, a data monitoring caching mechanism, and the like are provided on the
basis of an incremental network coding method, cache nodes are additionally
arranged by the aid of a local configuration network model and form a single-hop
data collection tree with proxy nodes, and when normal nodes perform data coding
and exchange, the cache nodes store effective coded data by the aid of a moni-
toring and filtering function, so that decoding efficiency of sink nodes can be
improved, and entire network data collection efficiency is improved. The method is
capable of collecting network data at a speed approaching to the ideal collection
speed, has excellent robustness, and is applicable to reliable and efficient data
collection in disasters and extreme environments.

The reliable data collection using tour strategy with adaptive data collector nodes
(ADCN) in highly sensitive wireless sensor network, which reduce the data loss
happens due to congestion and improve the QoS of network. Normal sensor node
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used broadcast CDP method when burst data generated by particular event and
sensor node buffer reaches peak point, i.e., threshold value. By using broadcast
CDP method, it calls DCN (data collector node) within the network to collect the
data packet. After receiving broadcast message, DCN (data collector node) uses the
path verification method, it checks the source node id in its route database to check
whether particular node previously visited or not, and DCN follows the tour
strategy which is calculated using MST for every tour. If the source node is in the
list, it follows the same path; otherwise, it does the respective tasks. ADCN
identification method is used in the network when DCN is not capable of collecting
data due to buffer overflow; at that time, ADCN method is initiated by DCN for
selecting another DCN in the network adaptively.

The rest of this paper is organized as follows. Section 2 describes the related
work. Section 3 covers proposed methodology. Section 4 elaborates experimental
result and analysis followed by the conclusion and future work in Sect. 5.

2 Related Work

Various approaches are used for mobile nodes as data collector node [5], and one of
the methods is to visit every sensor node and collect the data packets. Another
approach is to use rendezvous sensor nodes with cluster structure, and for such type
of methodology, MobiCluster protocol is used which comprises of different phases
such as clustering, RN selection, CH attachment to RNS, data aggregation, and
forwarding to RNS. Communication between RNS and mobile sink by using
rendezvous node maximizes the connectivity and data throughput, and overall
energy is balanced.

One of the approaches to handle the mobility for the group of mobile sink in
WSN is the data transmission using virtual line concept; in this method, sensor
region is consider as a circle, and the center point and radius are the location of line
structure. Here, mobile sink and sensor node are aware of their current location by
using locating device, and when one of the sink in a group wants to collect the data
from source node, the actual group region will be detected by group registration
process. For data collection, sink has to send query packet to virtual line structure
and it will resolve that query and reply with data packet. A mobile sink group has
two mobility type, one is group mobility which it uses when sink changes the group
and another is individual mobility which means sink moves within the group; this
methodology consumes more energy when flooding but by using VLDD enhances
energy consumption.

The traditional way of data dissemination is to transmit data packet hop-by-hop
to the sink [6]; there are some disadvantages of this methodology if amount of data
are huge; there is absence of predefined topology to transfer the data packets form
common sensor node to the sink. The cluster topology gives better result than flat
topology, and even it increases the data collection time, but by applying some loss
recovery or loss prevention scheme data delivery ratio is enhanced, another method
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for utilize the available energy of sensor node in efficient way is the link aware
cluster tree which consists of two phases, first one is the setup phase which is used
for cluster formation and another phase is for data collection in reliable way.

The steady-state phase is invoked to disseminate the data from common sensor
node within the cluster to the sink; the energy-efficient link state method is network
management architecture for wireless sensor network. It provides stable link, better
data delivery ratio, and proper energy utilization by reducing network overhead.

In WSN, some of the sensor node utilize as in-network data collection point with
relay hop constraint [7]; in traditional method, mobile node will travel to every
sensor node for data collection directly, but if the speed of data collection is low,
then there is delay in data collection process. This methodology is not applicable in
time-sensitive WSN zone, therefore data collection point are place at proper posi-
tion according to the node density and mobile data collector nodes to reduce the
overall delay in data collection.

The performance of the WSN is analyzed by some of QoS parameters, and one
of the important parameters is packet delivery ratio [8], which is needed to be
improved in large-scale network; to improve the delivery ratio, first we have to
minimize some root level issues which will be the root cause to decrease the
delivery ratio. Some of the important causes of data loss which are categories as,
first one is sink side failure where sink node fail or controlling system get full,
second category is corruption this will happen either in-network corruption or sink
side corruption, and last buffer overflow drop which will be either local level node
buffer overflow or the node which are one hop away from sink node at this level
buffer get full and packet drops.

3 Proposed Work

Adaptive data collector node for reliable data collection using tour strategy in
highly sensitive wireless sensor network which provide solution for reducing data
loss due to congestion and improve the QoS of network. Normal sensor node used
broadcast CDP method when burst data generated by particular event and sensor
node buffer reaches peak point, i.e., threshold value. By using broadcast CDP
method, it calls DCN (data collector node) within the network to collect the data
packet. After receiving broadcast message, DCN (data collector node) uses the path
verification method, it checks the source node id in its route database to check
whether particular node previously visited or not, and DCN follows the tour
strategy which is calculated using MST for every tour. If the source node is in the
list, it follows the same path; otherwise, it does the respective tasks. ADCN
identification method is used in the network when DCN is not capable of collecting
data due to buffer overflow; at that time, ADCN method is initiated by DCN for
selecting another DCN in the network adaptively.
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3.1 Buffer Occupancy Prediction by Fuzzy Logic

A set A is said to be a fuzzy set of the universal set X if each element of set A has a
membership function or the degree of belongingness in X. Here, we denote the
membership function of a fuzzy set by lA that is,

lA: X ! 0; 1½ � ð1Þ

where lA is membership function of fuzzy set A

A: X ! 0; 1½ �

Buffer occupancy of every node is given as (2). Here, the threshold value for
buffer is considered as 70%, and set element x is the set of elements of buffer
occupancy status. Set A is the set of sensor node for which buffer occupancy crosses
the threshold value. The membership function for set A is denoted as

l�a ¼ ðxÞ ¼ x=70 for 0\x\70
1 for 0\x\100

�
ð2Þ

If a fuzzy number �a is fuzzy set A on R, it must possess at least the following
three properties:

(i) l�aðxÞ ¼ 1,
(ii) x 2 R=l�aðxÞ[ /f g is a closed interval for every /2 0; 1ð �,
(iii) x 2 R=l�aðxÞ[ 0f g Bounded and it is denoted by aLk ; a

R
k

�� ��.
Mobile data collector starts its tour after receiving the data collection request

from set A sensor node; among all sensor node in the network, those nodes which
possess at least three properties as mentioned above are consider as a member of set
A. First property states that those sensor node whose membership function values is
1 (buffer > 70%), these nodes are consider as critical node. Second property states
that closer interval value is also considered as member of fuzzy set, and third
property indicates the bounded values.

Figure 1 shows the membership function of fuzzy set of uncertainty of buffer;
here, for the buffers which have membership function value 1, these nodes are

Fig. 1 Membership function
for ADCN
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considered as critical node. After receiving request message from sensor node,
mobile data collector node will calculate the shortest path for these nodes and
execute the tour strategy, and for other members whose membership function value
is 0, these nodes are considered as normal node because there buffer occupancy
status is normal.

3.2 Broadcast CDP

Collect data packet method is used by normal sensor node to announcing request
message in the network for DCN (data collector node) based on the decision. When
sensor node buffer reaches to set threshold value or multiple events detected in
surrounding sensing area.

3.3 Path Verification

Path verification method is used by DCN to check the source node in its database
and to verify the shortest path. If the source node is in the database, then verify the
route and follow same, otherwise do the following, create spanning tree and
respective local region where multiple event detected, consequently tour strategy
with shortest path is finalized and data collected from source node in reliable way.

3.4 ADCN Identification

ADCN method is activated by DCn when source node buffer reaches to the set
threshold and data loss occurs, ADCN identification process is as follows.

First find unutilized node in the network which is in the transmission range of
source, and check its buffer occupancy; if it has sufficient space, then make it as
adaptive data collector node (ADCN) and broadcast to notify other DCNs in the
network; new ADCN collects data from source node and hand overs the data to
mobile data collector node and after that it will work as normal N.

ADCN algorithm [9] will show process and methodology for reliable data
collection using tour strategy with adaptive data collector nodes (ADCNs) in highly
sensitive wireless sensor network for reducing data loss due to congestion and
improve the QoS of the network. The adaptive data collector algorithm mainly
comprises of the following steps:
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Sensor node uses broadcast CDP method when burst data generated by event
and sensor node buffer reaches peak point, i.e., threshold value. By using broadcast
CDP method, it calls DCN (data collector node) within the network to collect the
data packet. After receiving broadcast message, DCN (data collector node) uses the
path verification method, it checks the source node id in its route database to check
whether particular node previously visited or not, and DCN follows the tour
strategy which is calculated using MST for every tour. If the source node is in the
list, it follows the same path; otherwise, it does the following task.

DCN creates spanning tree to find intermediate node to reach source node in a
shortest way, then creates local regions, and identifies request to finalize the
complete tour and after that shares unique path with subordinates and notifies to
source node for data collection. And at last start the tour using travel shortest path
collect data from source node. ADCN identification method is used in the network
when DCN is not capable of collecting data due to buffer overflow; at that time,
ADCN method is initiated by DCN for selecting another DCN in the network
adaptively. For this, it performs the following.

Source node search the idle nodes in its transmission range which have sufficient
energy and make them adaptive data collector node (ADCN), after that broadcast
the network id of new ADCN in the network, meanwhile new ADCN start the data
collection process. When MDCN will come in transmission range, then both source
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node and ADCN will hand over the data to MDCN. And last after situation is under
control, ADCN will work as normal sensor node.

4 Experimental Result and Analysis

In this section, the performance analysis of the network will be carried out by
analyzing QoS parameter such as packet delivery ratio, end-to-end delay,
throughput, energy, and packet drop with different scenarios. Experiment is carried
out using NS3 simulator with 700 * 700 areas with AODV as routing protocol;
here, ADCN model is tested for different cases like by varying node density, with
and without ADCN.

Figure 2a exhibits the PDR as function of node density without ADCN method,
in traditional method the Avg PDR is 70% with node density 50 nodes, but as
network density increases relatively event occurrence ratio also increases, but such
situation cant handle by source node in traditional network due to absence of
ADCN huge congestion occurs at source node and PDR decreases, but after
applying ADCN method PDR is above 90% with same node density.

Fig. 2 Quality of service parameter a PDR as function of node density, b end-to-end delay as
function of node density, c throughput comparison, d energy consumption
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Figure 2b exhibits end-to-end delay comparison with and without ADCN model,
here at starting both model delays require 90 m s, but as the node density increased
for ADCN model delay decreases and it reaches up 40 m s, but for without ADCN
model, it is near about 60 m s. By applying proper tour strategy delay requires less
data dissemination in ADCN model.

Figure 2c describes throughput comparison with and without ADCN model, here
throughput of ADCN model is above 90% with node density is 50 nodes, but in
traditional network without ADCN method the throughput is 72% but it reduces
continuously because source node cant handle huge data.

Figure 2d shows average energy consumption of the nodes within the region;
here, with ADCN model, energy consumption of the nodes is in between 4 and 5 J
after varying the node density because the adaptive node will avoid the overflow of
data packets and DCN will travel with appropriate tour plan, but in case of without
ADCN model, the energy consumption will increase randomly because nodes are
not able to handle congestion at local level.

Figure 3 shows packet drop due to buffer overflow at node level, as huge amount
of data generated when multiple events occurs, in such situations it very hard to
manage buffer to maintain reliability as it had very small size, here the ADCN
network is tested with reporting rate 0.01, the packet drop count is 150 packets with
node density 50, and it will increases up to 250. But when same scenario is
executed in traditional network, the packet drop count increases drastically, at node
density it is 250 and when density is 250 the packet drop count is 400. The ADCN
model has temporary storage in adaptive mode so the overall packet drop ratio is
less.
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Fig. 3 Packet drop due to
buffer overflow at node level
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5 Conclusion

In this paper, the adaptive data collector node model has given better result in
highly sensitive area where event occurrence ratio is very high. Using proposed
ADCN technique, the result shows that QoS parameters improve drastically, and in
burst data environment, PDR is improved by 23%, end-to-end delay is minimized
by average 25 m s, throughput will be improved by 15%, energy consumption will
be reduced by applying proper tour planning methodology, it will be reduced by
30%, and finally, the packet drop count is also minimized as compare to without
ADCN model, so by using ADCN methodology data loss at local level is reduced
and the reliability is improve in highly sensitive networks, in future the focus is to
improve the selective reliability using packet priority and adaptive scheduling.
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Network Information Security Model
Based on Web Data Mining

M. Shankar Lingam, A. Arun Kumar and A.M. Sudhakara

Abstract Recent developments in network and information security have made
researchers look into the possibility of developing techniques for network economy.
One of the most common techniques that are used to enhance the performance of
information security in networks is ‘web data mining.’ This technology is found to
be effective in providing information security in a network. This paper presents a
meta-analytic report on information security by using data mining techniques.

Keywords Information security � Data mining � Internet

1 Introduction

With the advent of the World Wide Web, there has been an immense growth in the
usage of Internet in the global level. It is evident that Internet acts as a medium that
not only provides users a wide range of information but also enables them to
transact information. Information given in the WWW is accessible to all individ-
uals, groups, and organizations, and such information is obtained with the help of
search engines and browsers [1, 2]. In short, WWW has become an indispensable
tool for individuals and organizations as it aids in acquiring required data and in
making critical decisions on business transactions. Commercial and social trans-
actions have become order of the day, and recent initiative taken by the

M. Shankar Lingam (&) � A.M. Sudhakara
University of Mysore, Mysore, India
e-mail: shankumacharla@gmail.com

A.M. Sudhakara
e-mail: sudhakara.mysore@gmail.com

A. Arun Kumar
BITS, Hyderabad, Telangana, India
e-mail: arun.arigala@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S.S. Dash et al. (eds.), International Conference on Intelligent Computing
and Applications, Advances in Intelligent Systems and Computing 632,
https://doi.org/10.1007/978-981-10-5520-1_6

51



Government of India on the notion of ‘Digital India’ has enhanced the use of
Internet by almost every citizen. But, along with this rapid growth of IT-enabled
society, various problems associated with network information security have started
posing threat to information security. In this context, an effort was made to look into
the possibilities of using Web data mining techniques to enhance the network
information security with the idea of providing a basic feasible solution to
security-related issues [3]. To begin with, basic details of Web data mining are
outlined in the next section.

2 Web Data Mining

Data mining is generally used for extracting required information from a large data,
be it raw data or formatted data. Extracting information from an ultra-large data, be
it raw data or formatted data, leads to what is known today as ‘Big Data Analytics.’
Data mining techniques help extract wanted data from random data that are large,
incomplete, noisy, and possibly fuzzy [4]. Most of the traditional data mining
methods are used for data analysis, only for homogeneous type of data, that
comprises a huge volume of heterogeneous text information over the Internet,
hyperlinks, and log information. Web data mining was created by those people who
faced these issues by combining traditional data mining techniques to Web, thereby
producing a new mining technology altogether. Discovery and extraction of
potentially useful patterns of interest and hidden information from various Web
activities and Web sources are some of the issues that this new technology can
handle. It mines the Web for useful information as a primary goal by implementing
data mining, document mining, multimedia mining along with taking the help of
databases, computer networks, data warehouses, artificial intelligence, information
retrieval, natural language in understanding the technology, and visualization that
are passed by combining Web with data mining [4]. The basic process involved in
Web data mining is shown in Fig. 1.

Resource Discovery process is used to acquire and return text resources from
Web. Web pages, Web databases, Web architecture, user records, and other similar
information include in their objects of treatment.

Resource 
Discovery

Data Pre-
processing

Pattern 
Recognition

Pattern 
Analysis

Fig. 1 Basic process of data mining
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3 Information Security Model—A Cursory Analysis

Network information security model based on Web data mining is shown in Fig. 2.
There are three main areas of a network security one has to consider while

analyzing a network security model. Filtering is the first process that extracts data
from the database and uses ambiguous methods of analysis than the right to check
for consistency. Next is the mining synthesizer, that is, an engine-driven digging
method. It uses appropriate mining systems to claim and carry out excavation of
data in the algorithm library. The next is the method selection expert system and
knowledge base. These play a significant role in Web data mining where the data
mining system not only considers the specific requirements of the user but also
selects the most effective mining algorithm for extracting technical information. In
addition, it assists through the development of Web content and frequently updated
rules to improve the intelligent systems.
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4 Data Mining Prevention Model for Security

4.1 Security Audit

Security audit is the first system that targets security-related data and records
generated on the network to analysis and statistical process. User operating system,
user network activity, system applications and services, and network behavior are
few of the recorded security events that are analyzed by security audit which can be
also assisted by Web technology. Its main agenda is to dig in the normal data to
normal network traffic patterns those in turn would, after a number of attacks linked
to the associated rule base analysis, will be detected in the system during the
post-analysis of the various harmful vulnerabilities that are found in the program,
and then an appropriate action is taken to resolve all of these threats. Using the
technical and safety audit system integration, Web data mining can turn on the HF
firewall and the IDS intrusion systems to protect information along with the timely
detection of the security status of the network, data provided by staff for timely
information and systems in the current operating status.

4.2 Intrusion Detection

In intrusion detection, the behavior of the user is analyzed through information
gathering and analysis. If the behavior is abnormal then the user is termed as an
abnormal user or a message is sent to the manager immediately informing about the
intrusion. This type of system in the current network security plays a vital role.
Currently, anti-intrusion detection is in place to detect advance characteristics of a
data set where the system is in a certain mode that only focuses on intrusion
detection data.

There can be few advantages for this application, like the information pertaining
to the timely discovery of the invasion can be updated so that emerging information
will not recognize the invasion quite similar to the false alarms or leak alarms
phenomenon during an operation that occurs often. As and when the popularity if
the network in people’s lives increases so as the network data creating a lot of
irrelevant information for the audit record. So, either this information will lead to
data overload or mitigate the detection rate. Data association rules, categories, and
columns like sequence mode, intelligent analysis of data by law are very well
established in Web data mining, and hence, along with exception monitoring model
in intrusion detection system, it is used to maximize the reduction in dealing with
audit data on a priori knowledge discovery and also reduces the false alarm rate of
the system.
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4.3 Malicious Code Detection

The most prominent in the anti-malware research is the signature detection tech-
nology but it comes with a weakness. It can only detect known malicious code, but
malicious code for emerging it can have no impact. Web data mining will signif-
icantly improve the efficiency and quality of malicious code detection. Initially, it
gathers a huge number of malicious codes, and then a library is created by adding
normal code to the large volume of malicious code and then is divided into training
set and test set. Next it uses a variety of algorithms such as the rules of classification
algorithms or the Bayesian algorithms for training sample, and training is per-
formed to identify malicious code and normal code accurately. Finally, the test set
is used to evaluate the training set that produces effective results that are more
satisfactory.

4.4 Malicious Spam Detection

With the advancement of information technology, various malicious codes based on
emergence of e-mail attachments are born. A common practice is to detect the
binding virus scanner through e-mail filter where the virus scanner is based on the
signatures to detect malicious code. For those unknown malicious codes without
any corresponding signatures cost of prevention is high and less efficient. Using
Web data mining, e-mails can be scanned for virus bundling by testing a sample of
the e-mail for malicious code or characteristic pattern of malicious e-mail, and then
by the use of naïve Bayes classifier and enhanced methods of machine learning
techniques, a mail filter will filter out all the malicious e-mails and only useful
messages go into the inbox.

4.5 Virus Warning

The rise of Internet’s popularity has seen significant increase and prevalence of
broadband networks along with computer viruses in the network-oriented devel-
opment known as Worms. Generally, traditional antivirus technologies detect
known virus signatures and when it comes to this type of emerging virus they are
powerless. By connecting behavioral anomaly detecting network in real time with
the help of Web data mining, an early warning system is implemented to provide
virus warning and thus enables to find traces of worms and allowing network
administrators to take appropriate measures to avoid big loses before the worm
outbreaks.
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4.6 Security Assessment

Information security protection management is an important part of risk manage-
ment. Web data mining uses meta-search engine to retrieve information on the
structure of resulting process that allows users to large volumes of semi-structured
risk assessment information by selecting Web, mining, integration, documentation,
network information security risk assessment data, and risk assessment. In accor-
dance with the characteristics of different information on the retrieved information
in order to classify risk, establishment of information security, risk assessment
information database is created which is constantly updated and expanded that will
help in the establishment of a risk decision support system in order to provide
tremendous support for the network information security risk management.

5 Conclusion

From the meta-analysis of network information security using Web data mining
techniques, one may conclude that enhancement in the performance of network
information security should be feasible. The Web mining prevention model is used
here as a guideline to achieve this. Data mining can give accurate and valuable
results. Priority has to be given to sensitive data. Hackers could use data mining to
access these sensitive data, and the model discussed in this paper could be used to
avoid such scenarios.
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Diagnosis of Disease Using Feature
Decimation with Multiple Classifier
System

Rupali R. Tajanpure and Sudarson Jena

Abstract Nowadays, due to change in lifestyle, the problem of heart disease has
become very common. When patients visit hospitals for nominal reason, they have
to undergo different tests suggested by a doctor which create lot of stress in patients
leading to loss of money as well as time. Since doctors suggest number of tests to
patients to identify the problem, there are chances that few tests may not be required
at preliminary stage. Also poor clinical decisions may lead to some disastrous
conditions. In existing systems, all the features are tested at a time by the classifier
in order to detect whether patient is suffering from that particular disease or not. The
entire feature testing consumes a lot of time. Also if system is testing all attributes
of a healthy person, then it is wastage of time. So the proposed idea is that the
attributes/features are decimated into groups according to their importance. These
groups of features are then input to different stages of multiple classifier system. If
output of stage I is showing risk of disease, then only system will go for second
stage of classifier with second-level attribute set as input and so on. Thus, for
healthy person system will stop at first stage with conclusion no risk of disease. In
this way, multiple classifier system utilizes time efficiently. Simultaneously, patient
is also relieved from unnecessary stress as well as fatigue. Calculations for basic
architecture of neural network show that time complexity in terms of number of
additions and multiplication is reduced by 58 and 30%, respectively, for assumed
case.

Keywords Multiple classifier system (MCS) � Single classifier system (SCS)
Neural network (NN) � Feature decimation
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1 Introduction

Many people lose their lives since they are not familiar with the symptoms asso-
ciated with the diseases. According to the fact sheet of WHO, there are 10 leading
causes of death in the world during the year 2000–2012, where ischaemic heart
disease, stroke, lower respiratory infections and chronic obstructive lung disease are
major killers during the past decade. Also it is mentioned that 7.4 million deaths are
due to ischaemic heart disease which is at first position of causes of death [1].

Today, the concept of smart hospitalization has become buzz word. Many
hospitals are maintaining their patient’s database online such as the records related
to tests suggested, their results and the prescriptions suggested. This generates huge
data which could be in any form such as text, numbers as well as images and
videos. In fact, all this data is important in making clinical decisions. In order to
handle such a large data efficiently, usage of multistage classifier has become
necessary. The proposed system uses three-stage neural network classifier to check
whether patient is suffering from the disease or not. At every stage as per level,
some attributes are tested to decide whether to move to next level or stop. This
system optimizes resources very efficiently. Also it aims to identify the problem in
the very preliminary stage and suggest reliable solution to problems increasing life
of patients.

If we take example of heart disease, then the tests for detecting possibility of
heart disease can be categorized as level-1, level-2 and level-3 tests. Level-1 tests
include blood pressure, heart rate/pulse rate, ECG, lipid profile (HDL, LDL,
triglycerides, and total cholesterol), sodium, potassium tests. Level-2 tests include
2D/3D echo, stress test, angina symptoms. Level-3 includes angiography. As a
routine check-up, if patients perform level-1 tests, then according to possibility of
heart disease either next level test will be suggested or some preventive measures
will be given by the system. So our software will help doctor to make proper
diagnosis. This system will help doctor to think about next treatment to be given.
The patients can also refer to system by doing level-1 test as routine activity and
will decide whether to visit the doctor or not.

Since for evaluation of heart disease, if we consider 10 tests/attributes/features to
be used at a time, we have to test each and every feature. If we think of 50%
chances of being positive for heart disease, then this means that for those without
having any risk of heart disease, we have to test 10 attributes compulsorily. Now if
we have three-stage classification strategy, then by testing only level-1 attributes,
we can conclude whether to go for further level testing. This reduces complexity in
checking all patient verses all attributes. Also features/attributes can be grouped
according to different levels as per importance of the test. Patients can be diagnosed
and relieved at the level-1 itself, if they do not have any symptoms of heart disease.
Also if it is necessary, doctor can decide to go to next level for some critical cases.

Primary aim of the proposed system is to apply data mining algorithm to predict
the chances and level of heart-related problems. By use of this model along with
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routine check-up, patients will be able to decide to visit doctor or not for further
treatment.

Section 2 of this paper presents a literature survey. In Sect. 3 proposed system of
multiple classifier is discussed. Section 4 describes working principle of proposed
system. Finally, Sect. 5 of this paper presents concluding remark.

2 Literature Survey

From early nineties, the research started on multiple classifier system due to the fact
that multiple classifier system will work well since it will be able to avoid limi-
tations coming from single classifier system. Some classifiers work well for one
dataset while shows poor performance on other dataset. So if we have set of
classifiers showing good performance on problem data, then instead of choosing
only one classifier which may be inadequate, we can choose number of classifiers
and the average result of them will be near to best classifier of that problem.

Dietterich [2] suggested three reasons (statistical, computational and represen-
tational) for analysis of how classifier ensemble may prove better over single
classifier. Different strategies are used to combine multiple classifiers.

The different criteria used for combinations of classifiers are discussed in
Ludmila I. Kuncheva’s book [3]. This book elaborates four approaches for building
ensembles of diverse classifiers. In first approach, classifiers can be used based on
different combiner designs and is known as combination level approach. Second
approach uses different base classifiers, while third approach uses different feature
subsets. Last approach is based on different data subsets.

Lim et al. [4] have studied multiple classifier system (MCS) in medical diag-
nosis. They have used integration of fuzzy ARTMAP (FAM) and probabilistic
neural network (PNN) as base of classifier system. They concluded effectiveness of
MCS over individual classifier. Since multistage classifier system may have com-
bination of multiple classifiers in cascade, parallel or hybrid form. Depending on
which the MCS can be ensemble-based or voting-based system. Such systems are
discussed next.

Yang et al. [5] in their paper used neural network ensembles as effective tech-
nique to improve generalization of MCS system with neural network. In this paper,
stack of neural network (NN) is used. One of the NN is used as combiner of outputs
of well-trained neural networks. Now, second layer of NN is trained with results of
first-layer NNs. They concluded that multistage neural network ensembles show
improved performance as compared to majority voting as an ensemble combination
method over wide range of datasets.

Rokach [6] has made survey of different existing ensemble techniques. He
discussed variants of AdaBoost algorithm as well. He mentioned ensemble
framework as consisting basic blocks such as training set, base inducer, diversity
generator and combiner. Kuncheva et al. [7] have observed that Rotation Forest
with independently trained decision trees for building classifier ensembles was
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proved to be more accurate than bagging, AdaBoost and Random Forest ensembles
across a collection of benchmark data sets. So they worked to find the factors due to
which Rotation Forest is proved to be better.

In 2011, Khemphila et al. [8] introduced classification of presence of heart
disease using multilayer perceptron with back propagation. For feature selection,
they used Information Gain to choose number of attributes. With reduction in
number of attributes, they studied change in accuracy which was minimal.

Amato et al. [9] discussed the survey of artificial neural network in medical
diagnosis. In this paper, he discussed the philosophy, capability and limitations of
neural networks. Fundamental steps for using ANN in different disease detection
are given along with conclusion that ANN are having potential for their use in
medical field for disease diagnosis due to their ability to process large data in less
time. He also discussed the details of inputs and outputs related with medical
diagnosis by NN. Gargiulo et al. [10] have done the survey on multiple classifier
system (MCS) covering theory like different strategies of combining multiple
classifiers as cascade, parallel and hierarchical combination. Different topologies
such as conditional, serial and parallel for combining classifiers are also discussed.
Also their applications in important fields as biometric, medical, document analysis,
remote sensing data analysis, computer and network security etc. are presented
along with details. At the end, important tools for implementation of MCS such as
Weka, KNIME, PR Tools (MATLAB) are discussed.

Sumana et al. [11] focused on cascaded combination of clustering and classifi-
cation for prediction of diseases. Here, K-means is used as preprocessing algorithm
as well as for clustering. Finally, clustered samples are used as input to classifier
model and tested with 10-fold cross-validation. Twelve different classifiers are used
to classify the data. Here, on an average accuracy obtained is 95% for all classifiers.
Jabbar et al. [12] in his work used Naïve Bayes classifier. Here, discretization and
genetic search is used for optimization of features. This prediction model is
designed for early detection of heart disease.

Toshniwal et al. [13] proposed multistage classification of cardiovascular dis-
ease. The first stage of classification classifies normal and abnormal ECG beats and
second stage is used to reduce number of false negatives so as to refine the results of
first stage. The result shows that the proposed technique is better.

Niranjan Murthy [14] used multilayer perceptron NN with back propagation
algorithm to classify heart stroke. The results have shown 85.55% of accuracy.

Weng et al. [15] have worked to find the performance of different classifiers
present in ensemble classifier as well as in their individual performance. Also the
performance of classifier is investigated with real-life datasets. The study concludes
that ensemble classifier performs well than single classifier in the ensemble. But the
performance of single classifier is not so worse than ensemble classifier. Rau et al.
[16] used artificial neural network (ANN) for the prediction of liver cancer in
diabetes patients. He mentioned that ANN is effective classifier for disease pre-
diction. Prieto et al. [17] presented overview of modelling, simulation and imple-
mentation of neural network for improvement of our understanding of nervous
system and to find improvement in its application areas for efficient use of them.
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Liu et al. [18] proposed a new method of feature selection which is based upon
association analysis which takes into consideration an association between features.
This method helps to make syndrome diagnosis of coronary heart disease more
standard and objective.

3 Proposed MCS System

The basic idea of proposed system is to design a Decision Support System which
helps in analyzing database of different patients in a simple and convenient way.
The system is based on three different stage data levels, viz. level-1, level-2 and
level-3. This system will automatically suggest different way out based on severity
of disease and will suggest preventive and corrective measures accordingly. The
system will first categorize the input features according to their level of importance
[19]. For such feature decimation, it is necessary to take guidance of doctor having
specialization in that area. Feature decimation is the important part of our proposed
system. The overall flow of system will be as follows.

Figure 2 shows the architecture of MCS which is part of Fig. 1.
Where, F1, F2, F3 are the level-1 attributes/features/tests whose values will

evaluate risk of heart disease at first stage. For heart disease, the level-1 attributes
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Y

N

Fig. 1 Workflow of the
system
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will be blood pressure, heart rate/pulse rate, ECG, lipid profile (HDL, LDL,
triglycerides and total cholesterol), sodium, potassium tests.

Level-2 attributes include 2D/3D echo, stress test, angina symptoms which are
inputs to second stage if risk is detected in first stage.

Level-3 attribute includes angiography. Due to its advantages, NN is preferred
for this medical data classification [20].

4 Working Principle

According to Adaline architecture [21]—the simplest architecture of neural network
—the output of network is given by formula,

Y ¼
Xn

i¼0

Xi �Wi

where

X number of features inputs to neural network
W weights associated with each input
Y output of Adaline neural network [21]
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Fig. 2 Architecture of
proposed multiple classifier
system
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Here, following calculations are done by considering Adaline neural network as
base classifier.

For single classifier, if we want to evaluate the data of 100 patients with total 10
attributes associated with each patient with Adaline NN classifier, then output at
any node is given by

Yjð1:100Þ ¼
Xn¼10

i¼0

Xi �Wi

where

i is numeric factor indicating number of attributes (Let total number of attributes
per patient is 10)

j is total number of patients (Let total number of patients = 100)

From above equation,

Total number of multiplications will be 10 * 100 = 1000
Total number of additions will be 9 * 100 = 900

But if we go for multistage classifier

1. Consider Classifier Stage I with only 5 basic features as first-level input,

Yjð1:100Þ ¼
Xn¼5

i¼0

Xi �Wi

Hence, number of multiplications for 5 attributes and 100 patients will be
5 * 100, and number of additions will be 4 * 100

2. For Classifier Stage II, say only 50% patients are qualified and input features are
3 then

Yjð1:50Þ ¼
Xn¼3

i¼0

Xi �Wi

So the number of multiplications for 3 attributes and 50 patients will be 3 * 50
and number of additions will be 2 * 50

3. Similarly, for last stage with remaining 2 features and 25% patients,

Yjð1:25Þ ¼
Xn¼2

i¼0

Xi �Wi

number of multiplications will be 2 * 25 and number of additions will be
1 * 25.

So with MCS, total numbers of multiplications are reduced from 1000 to 700
and additions from 900 to 525.
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Above calculations are summarized in Table 1.
The graphical representation of above data in Fig. 3.
Above calculations are done by considering Adaline architecture of NN as

classifier. Table 1 shows that with MCS, number of calculation (additions and
multiplications) is reduced. Also it indicates that 100% processing of attributes at
single stage is not needed, thereby reducing time and space complexity and
improving effectiveness of the system. With this system, genuine result is expected
leading to high accuracy level.

Same system could be used for diagnosing other diseases by changing attributes
and deciding levels accordingly.

Looking at criticality of heart disease, the system has to work under guidance of
the doctor. Here, the test levels should be defined very specifically. Also wrong
inputs will lead to wrong decisions.

5 Conclusion

The proposed system will work effectively with respect to accuracy and time
complexity as per the calculations done. The system will be beneficial to society for
early detection of heart disease if used with routine health check-up. Also the
headache of money and stress will be somewhat released for the patients.

Table 1 Summary of calculations for MCS and single-stage classifier

Stage number Number of
patients

Number of
attribute

Number of
multiplications

Number of
additions

Stage I 100 5 500 400

Stage II 50 3 150 100

Stage III 25 2 50 25

Total with MCS 100 10 700 525
Total with single
classifier

100 10 1000 900

0

200

400

600

800

1000

1200

Multiplications Additions

Total with MCS

Total with single
classifier

Fig. 3 Comparison of time
complexity of multiple
classifier system and single
classifier system with
Adaline NN as base classifier
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Adaptive Filter Algorithms Based Noise
Cancellation Using Neural Network
in Mobile Applications

A.M. Prasanna Kumar and K. Ramesha

Abstract Noise-free output is a desired characteristic of any mobile communica-
tion system. Adaptive noise cancellation is achieved by subtracting unwanted noise
signal from the corrupted signal. We propose signal extraction using artificial neural
network hybrid back propagation adaptive for mobile systems. The performance
analysis of the proposed hybrid adaptive algorithms is carried out based on the error
convergence and correlation coefficient. By taking into consideration of the existing
algorithms, the proposed algorithms require small neural training sets and it gives
good results. Noise cancellation operation is established through adaptive control
with the goal of achieving minimum noise error level at output. This paper focuses
on the analysis of noise cancellation using least mean square algorithms, gradient
adaptive lattice algorithms, and hybrid adaptive algorithms. From computed output,
we observed that the hybrid adaptive algorithms perform better.

Keywords Adaptive filter � Neural network � Least mean square
Adaptive noise cancellation � Adaptive algorithms

1 Introduction

Mobile telecommunication system comprises transmitter, channel, and receiver.
Normally, channel experiences with noise and interference of other channel signals.
The concept of adaptive noise elimination [1, 2] obtain by using adaptive filter
interfering signal estimation to subtract it from the corrupted signal. We have taken
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simulation results of adaptive algorithms for noise removal process. Efforts are made
use to emphasize electrical and audio signals of practical use. The analysis of the result
gives guidelines to further analyses. Performance analysis has been carried out among
the adaptive algorithms of their parameters and also discussed effect of epochs on
converging error level. Adaptive algorithms proved highly stable and potential for
noise cancellation. In this paper, we articulate the adaptive noise cancellation system
using different algorithms and artificial neural network used for noise cancellation. We
conclude the paper with performance analysis along with complete set of computa-
tional results. The choice of adaptive algorithms to be applied is always a compromise
between computational complexity and faster error convergence. Performance anal-
ysis of hybrid adaptive filter simulation results is found satisfactory.

2 Literature Review

Widrow et al. [1] presented experimental analysis of adaptive noise cancellation,
proposed concepts of adaptive noise cancelling principles, and narrated different field
of applications such as robotics, automobile control systems, on selected medical field.
Experiments are carried out on both random and periodic signal. Benefits are low
output noise, distortion, and adaptability compared with conventional filter configu-
rations. The adaptive noise cancellation using Wiener solutions are given. Dixit and
Nagaria [2] proposed neural network-based performance study on the recursive least
squares algorithms. Authors recommended a novel method in which analog coeffi-
cients are varied for satisfactory performance. Analysis carried out on performance
factors and depicted results showed that as the filter order increases, execution time of
the recursive least square algorithms decreases. Reduction in processing time is
achieved. This method works better for speech signal. Ashok et al. [3] proposed Fast
Haar wavelet transform employing Neural Network Back Propagation algorithm
without convolution for the analysis of signals and obtained reduction in mathematical
complexity and dynamic power. Hadei and Lotfizad [4] presented a novel method to
evaluate noise cancellation using adaptive algorithms for enhancement of speech.
They have developed two new algorithms named fast Euclidean direction search
algorithms and fast affine projection algorithms for attenuating noise.

Vijay Kumar et al. [5] presented multi-view classification considering humans
speech to convey intelligent audio signal with each other at a bandwidth of 4 kHz.
Audio frequency spectrum is periodic in time. The quality of the speech signal
difficulty decreases due to noise interference. Modified adaptive algorithms proved
superior with white noise by 2 dB. Ferdouse et al. [6] presented noise interference
in signals with output free from noise in various electronic and telecommunication
systems. Comparison between different adaptive algorithms performance is carried
out. Anand et al. [7] presented a system for cancellation of noise using adaptive
intelligent filtering method. Adaptive neuro-fuzzy inference system method is
applied for corrupted voice signals for noise removal. This algorithm is easy to
implement, and it takes less time for convergence.
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3 Adaptive Noise Cancellation System

During recent times, hybrid adaptive algorithms are a smart method for noise can-
cellation using neural networks. Noise elimination is a common phenomenon existing
in mobile communication systems. Some of the standard algorithms are gradient
adaptive lattice (GAL) and least mean square (LMS) algorithms. For accomplishing
learning of multilayer perceptron network, optimized hybrid back propagation
learning algorithms are proposed. The analysis of adaptive noise cancellation is
carried out using proposed artificial neural network hybrid back propagation adaptive
algorithms (ANNHBPAA). Hybrid adaptive algorithms comprising of least mean
square algorithms and gradient adaptive lattice algorithms.

The basic principle of artificial neural network hybrid back propagation adaptive
algorithms is to get signal cancellation from reference signal and noisy output signal,
and by subtracting these two components, noise signal is removed from original signal.
Adaptive noise cancellation system with adaptive control and weight adjustment using
neural networks could effectively restore the original baseband signal from the noise.

The proposed block diagram of hybrid adaptive filter configuration is given in
Fig. 1. Input signal is x(k), adaptive filter output is y(k), and d(k) is the reference
signal, where k is the iteration number. The error e(k) is computed by difference of d
(k) − y(k). Adaptation algorithms use error signal to form execute function which
computes the suitable updating coefficients of filter. The decreasing of the perfor-
mance function conveys output signal and is same as the expected signal.

To determine error rate of each neuron, back propagation algorithms are used to
get desired output. A typical structure of back propagation network (BPN) is given
in Fig. 2. Input layer neurons are totally connected to the hidden layer. Hidden layer
output is completely connected to the output layer. Entire network gets affected
even by one neuron error. In back propagation, audio signal is allowed to propagate
through the neural network to produce an output. Output layer error results are
obtained after subtracting desired output with reference. Until the output reaches
expected value, the error transmitted backward toward input layer via hidden layers.
For reducing its error signal, small weight adjustments are carried out for every
neuron. Procedure is repeated for each and every value of input. In this hybrid

Fig. 1 Hybrid adaptive filter
configuration
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learning algorithms, least square method is combined with the back propagation
method. An adaptive filtering procedure used in the application of the neural net-
work techniques are taken into account, and a control system adjusts parameters of
the adaptive filter by means of a multilayered neural network. Hybrid algorithms are
introduced to overcome slow convergence.

4 Artificial Neural Network

Connections between elements can be trained using artificial neural network by
adjusting the appropriate weights. The output of artificial neuron is summation of
product of both inputs with corresponding weights. Every input link has an indi-
vidual weight accompanied. Output value is equal to one if weighted input sum is
greater than or equal to the threshold value, otherwise output value is zero. In order
to get the required output, artificial neural network is capable of adjusting weights
corresponding to every sample of input. Artificial neural network formed using
three layers, input, hidden, and output layers, is depicted in Fig. 3. Audio signal is
fed to the neurons of the input layer. Hidden layer plays a vital role in reducing the
error to attain expected output. In the output layer, according to the required output
the number of neuron nodes is computed.

4.1 Adaptive Algorithms

LMS algorithm method is used to find instantaneous value of gradient vector. Mean
square error e(n) can be minimized by varying the weights of the filter. Optimal

Fig. 2 Neural network back propagation learning model
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Weiner solution [2] is obtain for every iteration of the adaptive filter weights given
in Eq. (1). l(n) represents step size, n is the time, W(n) gives the coefficients of
adaptive filter, and X(n) represents the input vector.

Optimal value of l is chosen to avoid large convergence time, instability, and
divergence of output. Negative gradient of the function is taken into account in the
following algorithm to minimize error.

W nþ 1ð Þ ¼ W nð Þþ l nð Þe nð ÞX nð Þ: ð1Þ

Mean square error e(n) is given in Eq. (2)

e nð Þ ¼ d nð Þ �WT nð ÞX nð Þ: ð2Þ

Input signal vector X(n) is given by

X nð Þ ¼ ½x nð Þx n� 1ð Þ . . . x n� Lþ 1ð Þ�T :

LMS algorithms are given as

y nð Þ ¼
XM�1

i¼0

wi nð Þ�x n� ið Þ ð3Þ

e nð Þ ¼ d nð Þ � y nð Þ ð4Þ

wi nþ 1ð Þ ¼ wi nð Þþ l�e nð Þ�x n� ið Þ: ð5Þ

Fig. 3 Artificial neural network layers
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For M = 1,

y nð Þ ¼ w0 nð Þ�x nð Þ ð6Þ

where

W nð Þ ¼ w0 nð Þw1 nð Þ. . .wL�1 nð Þ½ �T is the coefficient vector.
The rate of convergence of error signal increases as the value of l rises. LMS

algorithm is easy to implement with computational simplicity and dynamic uti-
lization of memory by adjusting the filter coefficients to reduce the error.

5 Proposed Adaptive Algorithms for Neural Network
Hybrid Back Propagation

Step 1
Normalize inputs and outputs for maximum values [3]. Neural network performs

better if input and output values varies within 0 to 1
For every training pair, L inputs and n output are given by

Ið Þ1� I � 1ð Þ
Oð Þ0� n� 1ð Þ:

Step 2
Assess neurons present in hidden layer

1\m\2I:

Step 3
[V] gives synapses weights into input neurons along with neurons of hidden layer,

and [W] gives synapses weights linking hidden layer neurons with output neurons.
Weights initialized between −1 and 1. Threshold value taken as zero. k assumed as 1.

W½ �0¼ random sampling weights½ �
V½ �0¼ random sampling weights½ �
kV½ �0¼ kW½ �0¼ O½ �:

Step 4
Output of the input layer can be evaluated for one set of input and output as

O½ �1¼ I½ �1:

Step 5
By computing, multiplying corresponding weights of inputs to the hidden layer

is given by
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I½ �H¼ V½ �T O½ �I :

Step 6
Determine the comparable weights of synapses as

I½ �0¼ W½ �T O½ �H :

Step 7
Using sigmoidal function, enumerate network output

O½ �0¼ 1� 1þ e�IOj
� �

:

Step 8
Quantify error and subtract desired output from network output for ith training

set

EP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

Tj � Ooj
� �2q

� n:

Step 9
Evaluate [d] as

d½ � ¼ Tk � Ookð ÞOok 1� Ookð Þ:

Step 10
Assess [Y] matrix

Y½ � ¼ O½ �h dð Þ:

Step 11

kW ¼ a kW½ �t þ g Y½ �:

Step 12
Enumerate

kV½ �tþ 1¼ a kV½ �t þ g X½ �:

Step 13
Calculate

V½ � ¼ V½ �t þ kV½ �tþ 1

W½ �tþ 1¼ W½ �t þ kW½ �tþ 1
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Step 14

Error rate ¼
X

Ep� n set:

Repeat 4–14 steps until error rate converges within tolerance.

6 Results and Performance Analysis

Neural network-based hybrid adaptive algorithms analysis on four signals mixed
with noise and its computation are carried out. Signals are chirp signal, sinusoidal
periodic signal, saw-tooth signal, and audio signals. These signals have been
subjected to noise. Filter parameters like correlation coefficient, error recovery rate,
and time were enumerated. Convergence performance and behavior of our algo-
rithms found better with existing algorithms. Analysis of these results offered useful
perception on behavior of the hybrid adaptive algorithms. The task has been
accomplished using the new hybrid adaptive algorithms for adaptive noise can-
cellation process. The work tries to generate correlations coefficient of least mean
square algorithms, gradient adaptive lattice algorithms, and hybrid adaptive algo-
rithms. Using LMS, signal-to-noise ratio of 30 dB is applied as input for six hidden
layers. Simulated results of correlations coefficient least mean square algorithms,
gradient adaptive lattice algorithms, and hybrid adaptive algorithms are given.
Figure 4 gives the comparison of LMS, GAL, and hybrid correlation coefficient for
5,000 and 10,000 iterations. Calculated data is given in respective predicted col-
umn, shown in Tables 1 and 2. Difference between actual and predicted is given in
corresponding error column. Figure 5 is the MATLAB (R2013a version Intel®
Core™ i3-4130 CPU @ 3.40 GHz, 4.00 GB RAM, 64-bit Operating System)
response for convergence error for 5,000 and 10,000 iterations.

The proposed ANNHBPAA algorithm is compared with existing LMS and GAL
on convergence time which is given in Table 3. ANNHBPAA gives least con-
vergence time in seconds.

Fig. 4 Comparison of LMS, GAL, hybrid correlation coefficient for 5,000 and 10,000 iterations
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Simulated results of convergence time of ANNHBPAA algorithm compared
with LMS algorithm and GAL algorithm and its comparison are given in Fig. 6.

7 Conclusion

The proposed hybrid adaptive algorithms input signals are deterministic. LMS and
GAL algorithms are stochastic. Adaptive noise cancellation using hybrid adaptive
algorithms is implemented. Compared with conventional algorithms, the hybrid
adaptive algorithms exhibit extremely fast convergence. With persistent improve-
ment of the adaptive hybrid algorithm and the rapid development of signal pro-
cessing chip, it will be more widely used in mobile telecommunication system, and
signal processing fields. The simulation perception analysis of hybrid adaptive
algorithms is carried out on the convergence behavior, correlation coefficient, and
convergence time. After comparing, simulated results were tabulated. By taking

Fig. 5 MATLAB response for convergence error variations

Table 3 Comparison of
convergence time (s)

Signal type LMS GAL [6] ANNHBPAA

Chirp 0.4530 0.6720 0.0156

Sinusoidal 0.6410 0.8440 0.0011

Saw tooth 0.4220 1.4530 0.0564

Fig. 6 Comparison of
convergence time (s)
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into considerations of existing algorithms, performance of hybrid adaptive algo-
rithms gives better convergence time, convergence behavior, correlation coeffi-
cients. This method is more systematic in eliminating noise from corrupted signal
and has less time to converge, faster response, and reduction in memory.
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A Novel Approach to Database
Confidentiality in Online Voting System

P. Sanyasi Naidu and Reena Kharat

Abstract In a democratic country, public voting is used to choose the government.
The eligible citizens of that country are allowed to vote. In order to increase public
voting and reduce the cost involved in an election, we need an online voting
system. Public will be motivated to vote if they believe in the privacy and security
of the system. This paper addresses issues in identification and authentication in the
online voting system. Password and six-digit key are used for authentication.
Confidentiality of password and key is preserved using our proposed algorithm. The
integrity of data from user and database is verified using hash code. Brute force
attack is impossible. The output generated by our algorithm makes cryptanalysis
impossible.

Keywords Authentication � Online voting � Steganography
Visual cryptography � Hash

1 Introduction

Country will be truly democratic if 100% population of the country participates in
voting. In today’s fast life, we want everything at our doorstep. For voting, citizen
has to go through voting booth, wait in line till his/her turn comes, and then vote.
Many people think this as hectic and time-consuming process, so they don’t go for
voting. In order to motivate more people to vote, we need to provide online voting
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system through which people can finish their voting within 5–10 min without
waiting and travelling. People will be motivated enough to vote online if they
believe in confidentiality of the system and secrecy of their vote. Security
requirement for a secure e-voting system is given in [1].

Following are security considerations given by NIST in [2] for online voting
system.

• Identification and Authentication—a unique identity is provided to the voter.
During registration, system will provide credentials to the voter. These cre-
dentials are verified in authentication phase in order to establish trust in voter’s
identity.

• Confidentiality—system must store registration data such that even someone get
access to it cannot understand the data. It is very important component of the
system. If confidentiality of registration database is broken, then one gets access
to credentials used during authentication. Once unauthorized person gets cre-
dentials of another valid voter, unauthorized person can vote instead of authentic
voter.

• Integrity—there is no tampering happened with registration database is checked
using integrity check.

Our system uses password and six-digit key for authentication. Confidentiality of
password and six-digit key is provided using SHA-512 algorithm, RSA signature [3],
steganography, and visual cryptography. Breaking password and six-digit key are
impossible.

2 Related Work

We have studied different authentication methods of the online voting system. Use
of login ID and PIN/password is specified in [4, 5]. Confidentiality of
PIN/password is not at all addressed. In [6, 7], fingerprint is used for authentication
which is stored as it is in voter’s smart card. In [8], live fingerprint is used but no
discussion on confidentiality. In [9], confidentiality to fingerprint is provided by
visual cryptography. The problem here is if a voter has a crack on finger then he
will not be authenticated as a legitimate voter. Therefore, multiple biometric factors
like fingerprint and face is suggested in [10]. Here, confidentiality is provided to the
database using recursive XOR scheme. In [11], authors have given a scheme to
provide confidentiality to password. In [9–11], integrity of database and VIC is not
checked. Use of multiple biometric features will increase cost of implementation.
So, in [12], choice of one biometric along with password is provided for authen-
tication. Integrity to database is also provided through hash code.

For use of online voting system by all common people, we need authentication
system without new purchase of biometric device. So we have used two factors:
PIN and password. Confidentiality of PIN and password is provided using
steganography, cryptography, and visual cryptography.
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3 Background

In [13], cryptography and steganography are used together to provide confiden-
tiality to embedded data. In [14], authors used LSB of the cover image to hide data.
In [15], cryptography and steganography are used to provide secure authentication
in an online voting system. The fingerprint is used as a secret key to store PIN. The
live fingerprint of a voter is not taken during authentication. In 1994, Naor and
Shamir have introduced visual cryptography [16]. Reconstructed image using visual
cryptography has reduced image resolution and contrast [17]. In [18], XOR-based
visual cryptography is used to reconstruct lossless image. In (2, 2) scheme, for a
white pixel, same shares are selected and, for black pixel, two inverse shares are
selected. Recursive XVC introduced in [19] divides shares created in the first step
recursively into sub-shares.

4 Proposed Algorithm for Registration
and Authentication

The main purpose of authentication is that only eligible voter should be allowed to
vote. Each voter is allowed to cast only one vote at a time. For correct authenti-
cation, we need to use non-transferable credentials such as biometric features.

4.1 Registration Phase

Eligibility of an individual for voting is checked first before allowing him to go for
registration. This is done by checking original identity card issued by the gov-
ernment, original address proof, etc. After verification, an eligible individual is
allowed to register. We have used cryptographic hash algorithm SHA-512 to
generate hash code.

Following are the steps in registration phase:

1. After verification of identity card issued by government, a person is allowed to
register to online voting system.

2. System will ask voter to enter four-digit number which acts as key for
embedding algorithm. This 32-bit key is repeated over the bits to generate
expanded key which is half the image size.

3. Voting system will ask voter to enter password (PW) which is greater than six
characters.

4. Voting system will issue unique identity number (IDN) for each voter which
will identify particular voter uniquely from the database.
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5. System takes timestamp value (TSV) when voter registers.
6. Password is signed using PWS = E(PRAS, (HASH(PW || IDN || TSV) || TSV)).

Here RSA encryption algorithm is used with key pair (PRAS, PUAS) as private
and public key of authentication server. SHA-512 is used as HASH algorithm
to generate hash code.

7. Encrypted password PWS is stored in cover image using LSB technique. The
key (4-digit number) is entered by user in step-2 as starting position for
embedding PWS. User’s fingerprint will act as cover image.

8. The key (32-bit) is expanded to half the size of image by repeating key over the
bits.

9. The stego image is divided into two halves. Left half of image is XORed with
expanded key. This output is expanded with right half of image. Now left half
and right half are exchanged. This step is repeated eight times to make
cryptanalysis harder. Finally, left half and right half are exchanged. It is shown
in Fig. 1.

10. Now system will generate two shares of cryptographed stego image using
XOR-based visual cryptography. Hash of shares is calculated for integrity
check.

11. Share1 and Hash (Share2) are stored in voters registration database. Share2 and
Hash (Share1) are sent to voter’s mail along with IDN.

4.2 Authentication Phase

On Election Day, a voter will be allowed for authentication if he has a valid Voter
Identification Card (VIC). The following are the steps for authentication phase:

1. The voting system will direct voter to enter his/her unique identity number
(IDN).

2. This IDN is used to fetch record from database to retrieve Share1 and Hash
(Share2) corresponding to that voter.

3. Voter is directed to upload Share2 and Hash (Share1).
4. Share1 and Share2 are XORed to get cryptographed stego image.
5. Now system will direct voter to enter four-digit number which is acting as key.

This 32-bit key is repeated over the bits to generate expanded key which is half
the image size.

6. The cryptographed stego image is divided into two halves. Left half of image is
XORed with expanded key. This output is expanded with right half of image.
Now left half and right half are exchanged. This step is repeated eight times to
make cryptanalysis harder. Finally, left half and right half are exchanged. These
steps take out the effect of cryptography on image and give us a stego image. It
is shown in Fig. 2.
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7. Encrypted password PWS is retrieved from stego image by reading LSB bits
with key as start position.

8. Now system will direct voter to enter a password. Let’s call it as entered_PW.
9. The PWS is decrypted using D(PUAS, PWS). This will give HASH(PW || IDN ||

TSV) and TSV as timestamp value. Let received_PW_HashCode = HASH
(PW || IDN || TSV).

10. System will generate hash using generated_PW_HashCode = HASH
(entered_PW || IDN || TSV).

Fig. 1 Registration phase
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11. For signature and password verification, system will check if generated_
PW_HashCode is equal to received_PW_HashCode. If it is equal, then voter is
authentic voter. If it is not equal, then either the person is unauthentic voter or
there is coercion attack.

5 Security Discussion

Hash algorithm is one way. It is used to get hash code of (PW||TS). From output
hash code, we cannot go to (PW||TS). Someone may gain access to database and
change the database in order to get through authentication. In order to avoid this,
hash code is signed by private key of authentication server. So, to change database
one needs private key of authentication server as well. Fingerprint is used as cover
image as it is unique biometric feature of voter. The six-digit key is used to embed

Fig. 2 Authentication phase
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PWS into cover image. The six-digit key is not at all stored in any form, but it is
used such that if the key is correct then only PWS will be correctly retrieved. The
key expansion and Fiestel structure are used in order to break the relation between
the bits. Due to this, cryptanalysis becomes complex. Brute force attack is also
impossible. For brute force, one needs all 2(256 � 256) = 265,536 combinations of
share. Suppose system takes maximum 12 characters for PW and 32 bits for TS.
Then, attacker also needs (212 + 32) = 4096 combinations for PW and 26 for key.
In total, brute force requires 265,536 � 4096 � 26 combinations. It is infeasible
for single vote as well.

In order to avoid voters being coerced into casting their ballot differently, we
allow voter to vote multiple times. Online voting system will maintain two types of
tokens as valid and invalid tokens. For voter who passes authentication step, a token
from valid token database is given with ballot. For voter who does not pass
authentication step, a token from invalid token database is given with ballot. When
a voter is forced to give vote in front of party, a voter can enter invalid key and
password and can submit vote. As a person has entered invalid key and password,
system will generate invalid token and it will be linked to ballot submitted. All
submitted ballot will be classified into valid vote and invalid vote as per the token
attached with it. The party will not gain any knowledge if the vote is valid or not
though person vote in front of the party. So the person can give his valid vote when
no one is around. Once valid vote is casted, the status in the database is changed to
TRUE. Once valid vote is casted, system generates invalid tokens for that person
though he gives correct credentials in authentication phase.

Allowing multiple votes by voting system makes system prone to availability.
So threshold is set per system. Number of votes per system is also restricted to some
limit say not more than 100. So, only one valid vote per voter is guaranteed. We
block the client system for 10 min after every vote. So to cast 100 votes completely
more than 16 h are required. For coerced voting, party people have to wait for
whole Election Day which is impossible.

6 Correctness of Algorithm

In authentication module, XOR-based visual cryptography is used. As XOR is
invertible, we get reconstructed image and crypto stego image as same. XOR
operation is also used in Fiestel structure, giving us back the same stego image as
that used in the registration phase. The six-digit key is used to decode stego image
and get PWS. The PWS is decrypted using public key of authentication server to
get hash value which is same as that generated at the time of registration.
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7 Conclusion

The proposed system is cost-effective. Credentials used in authentication are
password, six-digit key, and share. The six-digit key is not stored. Password is
stored using our novel approach which uses key, fiestel structure, and visual
cryptography. Due to this, cryptanalysis and brute force are infeasible. Signature
verification helps us to know if the password stored in stego image is authentic or
not. The coerced attack and availability problem are well addressed in our paper.
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Attending Prominent Face in the Set
of Multiple Faces Through Relative
Visual Saliency

Ravi Kant Kumar, Jogendra Garain, Dakshina Ranjan Kisku
and Goutam Sanyal

Abstract Visual saliency determines the extent of attentiveness of a region in a
scene. In the context of attending faces in the crowd, face components and its
dominance features decide the focus on attention. Attention boosts up the recog-
nition and identification process in a crowd and hence plays an excelling role in the
area of visual surveillance and robotic vision. Using different computer vision-
based techniques, enormous researches have been carried out on attention, recog-
nition, and identification of the human face in context of different applications. This
paper proposes a novel technique to analyze and explore the prominent face in the
set of multiple faces (crowd). The proposed method stretched out the solution, using
the concept of relative visual saliency, which has been evaluated on the various
parameters of face as a whole and its componentwise too. These parameters are face
area, spatial location, intensity, hue, RGB values, etc. The proposed work furnishes
satisfactory results. The assessment made with this approach shows quite encour-
aging results which may lead to a future model for robotic vision and intelligent
decision-making system.
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1 Introduction

The human vision system does not visit all the faces in the crowd with the same
focus. The faces having the dominating features automatically drag our attention
[1]. These dominating features may occur due to overlook color, texture, geometry,
intensity, etc. In other terms, these dominating features of an object (here face)
make it standalone with respect to surrounding objects in a scene is called visual
saliency [2]. In context of attending a crowd (set of multiple faces), some faces may
have salient because of perceiving faces that can be in the different expression and
mood [3]. In this paper, our aim is to locate the most prominent or salient face in the
set of multiple faces. A face may look attentive because of dominating features of
its components. Therefore, cumulative saliency values of all the belonging faces in
the set of multiple faces have been calculated. For this, saliency values have been
determined in two steps: first, based on low-level feature and size differences of the
corresponding components of faces (i.e., locally), next, on the basis of average
features differences and the respective whole face area (i.e., globally). Attention of a
face is also affected by its proximate faces [4]. Therefore, it is exponentially
modulated with the spatial distances of the corresponding faces. Here, RGB (Red,
Blue, and Green color components) values and hue have been considered as the
vital features. In the aspects of finding the attentiveness of faces, researchers and
scientists introduced the visual saliency concepts in the area of computer vision
system. But, in this area researches have not been accomplished much work. Some
important literatures are: Saliency in crowd [5], To predict where people look in
natural scenes [6, 7], Anomaly detection in crowded scenes [8], Context Aware
Saliency [9, 10], Attention capture by faces [11], Enlighten the effect of neighbor
faces in the crowd [12], estimating normalized attention of faces [13].

Rest of this paper is organized as follows: In Sect. 2, proposed mathematical
formulation for computing saliency score of the faces in the crowd (a set of multiple
faces) has been discussed. The overall proposed procedure (Algorithm) and step-
wise intermediate outcome is depicted in Sect. 3. Experimental validation,
description of database, and result comparison of the proposed technique have been
presented in Sect. 4. Finally, in Sect. 5, follow up the concluding remark and future
work.

2 Proposed Mathematical Formulation

The mathematical formulation of our proposed work for calculating saliency has
been inspired by some models [14, 15]. Finally, an improved mathematical for-
mulation for obtaining the salient faces has been framed based on face component
features, average face features, face area, and their spatial location. Here, intensity,
hue, and RGB values have been considered as the features.
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In the general terminology, attention toward any object or location of a visual
scene is determined by its feature difference (contrast) with the surrounding loca-
tions or nearby objects. For the two faces say ‘i’ and ‘j,’ saliency formula has been
established based on their important face components (left eye, right eye, nose area,
and mouth area) features, as well as whole face features, their sizes, and corre-
sponding Cartesian or spatial distances. If ‘k’ is the subsequent face components of
faces ‘i’ and ‘j’, feature difference (FDc) between the kth component (Ck) of face ‘i’
and ‘j’ is:

FDc ¼ j fiCk � fjCkj: ð1Þ

Saliency (Salij) of face ‘i’ with ‘j’ due to their face is:

Salij ¼ jfiCki � fjCkj j
� �

e
�D2

Cij
=2r2

: ð2Þ

The saliency of face ‘i’ with respect to all other faces (‘j’) based on their face
components is obtained as:

Sij ¼
X

j

X

k

jfiCk � fjCkj
� �

e
�D2

Cij
=2r2

: ð3Þ

The cumulative saliency of face ‘i’ due to all the other faces ‘j’ is obtained as:

Sij ¼
X

j

X

k

jfiCk � fjCk j
� �þ Si � Sj

� �� �
e
�D2

Cij
=2r2 ð4Þ

where (fi, fj) indicates the feature values and (Si, Sj) are the face area of ‘i’ and ‘j’.
DCij denotes their subsequent Cartesian distance in the crowd. ‘r’ denotes the
standard deviation.

In a special case, if feature difference values as well as the size of faces become
zero, Eq. (4) grants the overall saliency values as zero by ignoring the contributions
of saliency values due to Cartesian distances among the faces. Therefore, the
generalized formulation has been done as:

Sij ¼
X

j

X

k

jfiCk � fjCkj
� �þ Si � Sj

� �þ 1=r
ffiffiffiffiffiffi
2p

ph i
e
�D2

Cij
=2r2

: ð5Þ

3 Proposed Algorithm

The proposed approach to get saliency values of all the faces in the input image and
to determine the most salient face involves the following steps:
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Algorithm 1: Calculating Saliency Value

Input: Crowd image having faces.

Output: Salient Face based on saliency values of faces.
1. Detect all the faces of the image using Voila Jones Algorithm [16] and Locate the Centre
position of every face in the image and store in the Centre Vector (Ci) = [C1, C2,….,Cn]
2. From every face ‘i’ of the input image do
Calculate the Euclidean Distance between face i and the all other faces j and keep the consequent
values in a Spatial Distance Vector (DSij) = [DS1, DS2,….,DSn]
3. From the input image, extract all the faces and do

3.1 Calculate area of every faces in the area vector Area Vector (Ai) = [A1, A2,….,An]
3.2 Measure the Hue, Intensity and overall R, G, B values of every faces and store these

values in the respective vectors as shown below:
Hue, (Hi) = [H1, H2,….,Hn]; Red component (Ri) = [R1, R2,….,Rn]; Green component

(Gi) = [G1, G2,….,Gn]; Blue component (Bi) = [B1, B2,….,Bn] and Intensity (Ii) = [I1, I2,….,In].
4. Detect the important face components (Left Eye, Right Eye, Nose area and Mouth area from
each of the faces using [16] and calculate Area, Hue, Intensity and overall R, G, B values of
corresponding face components (Cj): Area (Aj) = [A1, A2,….,An] Hue, (Hj) = [H1, H2,….,Hn];
Red component (Rj) = [R1, R2,….,Rn]; Green component (Gj) = [G1, G2,….,Gn]; Blue
component (Bj) = [B1, B2,….,Bn] and Intensity (Ij) = [I1, I2,….,In].
5. For each face in the input image

If equal face size and same feature values
Apply Eq. (4) to determine Saliency (Sij) by using Centre, Area, Hue, Intensity and RGB

Vectors described in Steps 2 and 3.
Else

Apply Eq. (5) to determine Saliency (Sij) by using Centre, Area, Hue, Intensity and RGB
Vectors described in Steps 2 and 4.
6. Find the highest Relative saliency score after normalizing the saliency values with maximum
normalized value as 1.
7. Find the most attentive face having the highest Saliency score (i.e. 1).

Dataset of ‘set of multiple faces’ has been created by assembling the individual
faces taken from FEI database [17] and World Wide Web (WWW). Detailed
description of database is explained in the Sect. 4.

Viola Jones face detection [16] has been applied in the given input crowed image
for detecting the faces as well as its important components (left eye, right eye, nose,
and mouth). Saliency of faces can be distracted due to non-face part of the images.
At this beginning level of the experiment, background distraction has not been
considered. Therefore, detected faces have been preprocessed (cropped and rear-
ranged) with no background (Fig. 1).

Next, center coordinates of each of the faces of the input image have been
calculated, which is described in Table 1 and shown in Fig. 2.

After getting center coordinates, spatial distance (Cartesian distance) among the
faces has been calculated. Detected faces are extracted, and area of each faces is
obtained. Average values of intensity, hue, and RGB components are calculated
using image analysis tool [18], for each of the faces without much focusing on finer
details of its components (WFC). The average/normalized feature values of all the
faces and their components have been obtained using [18], and depicted in Table 2.
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Fig. 1 First row left input
image, first row right face
detection using [16], second
row left face components
detection using [16], second
row right corresponding face
numbering

Table 1 Center coordinate
of each face

(54,244) (135,253) (227,248) (320,251)

(48,154) (142,152) (231,153) (319,154)

(43,50) (136,53) (220,51) (307,56)

Fig. 2 Center of each face in
the input image
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Similarly, normalized area, average intensity, average hue, and average color
components (normalized R, G, B values) have been computed for important com-
ponents (left and right eyes, nose, mouth, etc.) of each of the faces of the input
image in Tables 3, 4, 5, and 6, respectively.

After obtaining all the feature values, saliency score of the faces without spot-
lighting the finer details of its components (FWC) has been computed based on
intensity, Red, Green, and Blue components using Step 5 of the proposed algorithm
(Sect. 3). Saliency scores of important face components (left eye, right eye, nose,
and mouth) are also computed due to various low-level features like intensity, Red,
Blue, and the Green component using Step 5 of the proposed algorithm (Sect. 3).

Table 7 Obtained saliency score faces (without finer details of face called FWC) and their
components (finer details of face) based on different low-level features

Face No. 1 2 3 4 5 6 7 8 9 10 11 12

FWC
(intensity)

3.56 3.96 6.03 6.69 2.47 1.27 2.54 5.63 4.50 2.58 4.43 3.78

FWC (red) 0.75 0.02 0.05 0.04 0.02 0.01 0.01 0.01 0.08 0.03 0.04 0.10

FWC (green) 0.08 0.01 0.08 0.03 0.01 0.01 0.01 0.01 0.11 0.02 0.05 0.11

FWC (blue) 0.08 0.03 0.06 0.06 0.01 0.01 0.02 0.01 0.08 0.03 0.06 0.11

LEYE
(intensity)

0.26 0.04 0.20 0.11 0.05 0.08 0.12 0.01 0.24 0.01 0.23 0.27

LEYE (red) 0.10 0.01 0.08 0.01 0.02 0.02 0.02 0.01 0.09 0.01 0.07 0.09

LEYE (green) 0.06 0.02 0.05 0.04 0.01 0.02 0.03 0.01 0.05 0.01 0.06 0.06

LEYE (blue) 0.03 0.01 0.02 0.02 0.01 0.01 0.02 0.01 0.02 0.01 0.04 0.04

REYE
(intensity)

0.31 0.01 0.15 0.06 0.10 0.03 0.07 0.04 0.19 0.03 0.28 0.32

REYE (red) 0.08 0.01 0.06 0.01 0.01 0.01 0.03 0.04 0.09 0.04 0.01 0.12

REYE (green) 0.09 0.02 0.04 0.05 0.02 0.01 0.05 0.01 0.05 0.05 0.01 0.11

REYE (blue) 0.06 0.01 0.02 0.03 0.04 0.01 0.05 0.03 0.03 0.04 0.01 0.08

NOSE
(intensity)

0.08 0.03 0.07 0.05 0.01 0.03 0.01 0.01 0.07 0.03 0.06 0.10

NOSE (red) 0.09 0.02 0.08 0.03 0.01 0.01 0.01 0.01 0.11 0.02 0.05 0.10

NOSE (green) 0.10 0.03 0.08 0.08 0.01 0.02 0.01 0.01 0.09 0.04 0.08 0.11

NOSE (blue) 0.08 0.02 0.04 0.04 0.01 0.03 0.01 0.01 0.05 0.03 0.05 0.08

MOUTH
(intensity)

0.08 0.01 0.04 0.02 0.03 0.01 0.05 0.02 0.09 0.04 0.02 0.08

MOUTH (red) 0.08 0.01 0.06 0.01 0.01 0.01 0.03 0.04 0.09 0.04 0.01 0.12

MOUTH
(green)

0.09 0.02 0.04 0.05 0.02 0.01 0.05 0.01 0.05 0.05 0.01 0.11

MOUTH
(blue)

0.06 0.01 0.02 0.03 0.04 0.01 0.05 0.03 0.03 0.04 0.01 0.08

FWC
(intensity)

3.56 3.96 6.03 6.69 2.47 1.27 2.54 5.63 4.50 2.58 4.43 3.78

FWC (red) 0.75 0.02 0.05 0.04 0.02 0.01 0.01 0.01 0.08 0.03 0.04 0.10

FWC (green) 0.08 0.01 0.08 0.03 0.01 0.01 0.01 0.01 0.11 0.02 0.05 0.11

FWC (blue) 0.08 0.03 0.06 0.06 0.01 0.01 0.02 0.01 0.08 0.03 0.06 0.11
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The saliency score of the faces and its components based on low-level features
(intensity, Red, Blue, and the Green) has been depicted in Tables 7 and 8.

Cumulative saliency score of every face is calculated based on saliency values of
all the components, estimated by low-level features, area, and respective spatial
proximities. The overall saliency score (cumulative saliency of faces) has been
depicted in Table 9. The saliency values have been normalized with respect to the
maximum value.

Based on saliency score, we have obtained attention ranking of faces to find out
most attending face, next attending face, and so on (Table 9). In the case where
there is minor feature dissimilarity among the faces, it is very difficult to attending
the most salient face through human visual system. But, by using this proposed
technique, computer vision system can be trained for handling such situations. The
most salient face has been shown in Fig. 3.

Table 8 Faces covering the most salient components based on intensity, RGB values, and hue
properties using proposed algorithm

Face No. 1 2 3 4 5 6 7 8 9 10 11 12

Intensity
saliency

FWC MOUTH LEYE
REYE
NOSE

Red
saliency

LEYE NOSE FWC
REYE
MOUTH

Green
saliency

LEYE LEYE FWC
LEYE
REYE
NOSE
MOUTH

Blue
saliency

NOSE LEYE FWC
LEYE
REYE
NOSE
MOUTH

Hue
saliency

REYE
MOUTH

FWC LEYE NOSE

Table 9 Overall obtained normalized saliency score and corresponding attention ranking using
proposed algorithm

Face No. 1 2 3 4 5 6 7 8 9 10 11 12

Saliency 0.75 0.54 0.40 0.36 0.45 0.29 0.35 0.37 0.55 0.80 0.63 1.00

Attention
ranking

3 6 8 10 7 12 11 9 5 2 4 1
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4 Experiment Validation and Result Comparison

Our experimental results have been well verified with the existing saliency map,
generated on the basis of low-level features, i.e., intensity, RGB values, etc. In this
proposed approach, saliency of faces has been computed based on low-level fea-
tures. For calculating saliency score, face area and feature differences have been
modulated with the positional proximities of the faces. Hence, it is clear that the
proposed technique also incorporates the concept of context (saliency dependency
due to the nearby faces). Therefore, our result has been compared with the
state-of-the-art technique named ‘context aware saliency’ [9].

4.1 Database Description

This algorithm has been applied on 55 sets of face images having 4–25 faces in every
set. Face image set has been prepared from collecting faces from World Wide Web
(WWW) and FEI dataset. Human’s focus goes toward a face due to various low-level
and high-level features along with different facial emotions and expressions. In this
experiment, parameters to measure saliency due to variation of facial expression have
not been taken. Therefore, database has been prepared in such a way that all the faces
may have with the same mood and expressions. Here, the objective is to validate the
experiment based on intensity, size, and spatial distance variations among faces. At
this stage, impact on saliency due to face expressions and background distraction has
also been ignored. So, database has been prepared with same face expression, without
any background but it may vary in terms of low-level features like intensity (for gray
scale images), RGB (for color images), face area, and the spatial locations. Some
sample database of input image in gray scale and in color has been shown in Fig. 4a,
b respectively. These images are framed by cropping and reassembling the faces of
the crowd detected by Viola Jones face detection algorithm [16].

Some sample images of the framed database are depicted Fig. 4.

Fig. 3 Left most salient face (inside yellow box), middle attention ranking of corresponding faces,
right most salient face in the input image (inside yellow box)
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4.2 Comparison and Analysis

For comparing the saliency of faces in the crowd image, no such benchmark ground
is available. Because attention toward faces in a scene depends on enormous factors
like low-level features, high-level features, (choices, likeness, mood, and behavior)
of attendee, supervised and unsupervised attendee. Also, choices, likeness, mood,
and behavior of same attendee may vary from time to time. Therefore, preparing
ground truth for finding salient faces in the crowd is itself a big challenge till date.
However, some good techniques are available for dealing with the object saliency
in a scene. Our result has been compared with the existing state-of-the-art technique
for object saliency, where we have treated every face as an object. Context aware
saliency [9] has been focused on four basic principal. It works on low-level features
(color and contrast), global feature consideration and salient object location, and
visual visualization rule which states that visual forms may possess one or several
centers of gravity about which the form is organized. Proposed method is also
influencing by low-level features. In addition to this, in visualization rule, face area
and hue property and positional proximity have also been considered. Saliency map
for all the input images is generating by using [9]. The most salient regions are
clearly visible in the saliency map. Now, most salient face (face having the highest
saliency score) found by our proposed method is compared with technique [9].

Experiment has been conducted on gray scale and color input images. For gray
scale, ‘intensity’ is considered as the prominent feature whereas for color images
other low-level features like RGB values and hue properties are furthermore taken.
Face area and its proximity among the faces (spatial distances) have also been
considered for computing saliency of faces and its components. In Fig. 5a, b row
wise: Input image (left), saliency map using method [9] (first middle), most salient
face (inside yellow boundary) using our proposed method (second middle) and face
numbering table (right) are shown in Fig. 5.

Fig. 4 a Set of multiple faces in gray scale, b set of multiple faces in color
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In Fig. 5a, b one can observe that in the most of the cases, the maximum salient
face using our proposed method is matching with the state-of-the-art method for
object saliency [9].

4.2.1 Observation 1

Saliency map of input image 1, 2, and 3 in color samples (Fig. 5b: first middle) is
clearer than respective gray scale sample (Fig. 5a: first middle) for visualizing the
salient locations. The most salient locations are found at the same face number 3, 3,
and 5, respectively. The proposed approach also locates the most salient faces at the
same number 3,3, and 5 for both corresponding gray scale and color image samples.
For the input image 4 (Fig. 5a, b), different salient locations have been found in the
saliency map, whereas our proposed method found the most salient face at the same
place (face number 12) for both gray scale and color images.

4.2.2 Observation 2

In the situation where corresponding features of the faces are not differing signif-
icantly (Input Image 4 between Fig. 5a, b), it is difficult to find out the most salient
face in the saliency map. In the saliency map (first middle of input image 4 of
Fig. 5a, b) salient location does not give much attention toward any face. But using

Fig. 5 a Input image (left, row wise), saliency map using method [9] (first middle), most salient
face (inside yellow boundary) using our proposed method (second middle), and face numbering
table (right), b input image (left, row wise), saliency map using method [9] (first middle), most
salient face (inside yellow boundary) using our proposed method (second middle) and face
numbering table (right)
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our proposed method based on obtained saliency score of all the faces, most salient
face has been found clearly in both gray scale and color images (second middle of
input image 4 of Fig. 5a, b).

5 Conclusion and Future Remark

Saliency of a face highly depends on its important components like eyes, nose,
mouths. In this paper, an attempt has been taken to estimate the relative saliency of
faces in the crowd, with respect to each other. For calculating saliency, many
parameters like area, spatial location, intensity, hue, and color components (R, G,
B values) of face and their components have been considered. The dataset has been
created by taking faces from FEI database and World Wide Web (WWW). The
outcomes of this proposed method have been found inspiring toward the advance
modeling of computer vision. Therefore, the work can be further enhancing by the
inclusion of other high-level features of faces. This approach can give a novel
dimension of revelation to the computer vision system.
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Parallel Palm Print Identification Using
Fractional Coefficients of Palm Edge
Transformed Images on GPU

Santwana S. Gudadhe, A.D. Thakare and C.A. Dhote

Abstract This paper gives the performance analysis of palm print identification
techniques based on fractional coefficients concept of palm edge transformed
images for Haar transform, Cosine and Kekre transform on the GPU-based system
running on CUDA platform. In this, three edge detection methods are applied on
palm image to obtain the palm edge images. Transform palm edge images are
obtained using three different image transforms. The characteristics of image
transform to concentrate the energy of image toward low-frequency region are used
to obtain feature vector of palm images. Seven different feature vectors are gen-
erated by the low frequency coefficient in transformed palm edge image. Matching
and feature extraction is performed on GPU. Time required to match the image is
calculated on CPU and GPU. Experimentation is ended with test bed of 2000
images (1000 left and 1000 right). Performance comparison is done using GAR.
Experimental result shows the performance improvement in terms of GAR value
using fractional coefficient concept for all transforms. In all transform, Cosine
Transform gives the best performance. Time required for matching on GPU shows
two times faster performance than CPU.
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1 Introduction

Biometrics is an inevitable tool used for secured person authentication and iden-
tification of a person. Palm print identification acts as one of the widely used
biometric authentication as compared to other biometrics like finger, voice, iris in
terms of their universality, collectivity, uniqueness, and cost-effectiveness in terms
of installation. Palm print patterns are especially reliable and have many feature
points like wrinkles, ridges, principle lines.

The amount of time required by the palm print identification device is consid-
erably long if the number of images in the database is more. It has been observed
that it is susceptible to acceptance of incorrect input image leading to unauthorized
access to fraudulent one or providing no access to the designated person.

The proposed system improves the existing system performance and gives better
efficiency to the existing system. The use of GPU considerably reduces the time
involved in the matching and feature extraction.

2 Palm Print Basic Identification System

The existing palm print identification system runs on the sequential execution in
matching which increases the response time. The system involves the following
steps such as preprocessing, feature extraction, and feature-matching computations.
The palm print basic identification system has shown in Fig. 1 [1, 2].

Fig. 1 Palm print basic identification system
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The accuracy of the palm print identification system highly depends on dis-
tinctive and robust features. These features can be accurately extracted by shift and
rotation techniques via masking. Also other preprocessing techniques can also be
used to extract the features accurately. In basic palm print identification system,
query palm image is matched with the database images. As compared to finger
print, feature available in palm print is more distinct and unique for matching which
improves the accuracy but it has the time complexity. In proposed system, the
concept of fractional coefficient is used to obtain reduced feature vector. Matching
and feature extraction is performed parallel on GPU to speed up the execution.
Genuine acceptance ratio [3] is considered for performance comparison, and MSE
[1] is used for matching.

3 Fractional Coefficient

The concept of fractional coefficient [1] can be seen in terms of energy which is
concentrated toward an end. The fractional coefficient reduces the no of pixel
considerably. It enables us to analyze the results with reduced feature vector. In this
paper, eight different fractional coefficient [4] sets are considered as feature vectors
which are 100, 25, 12.5, 6.25, 1.56, 0.39, 0.097, 0.024%. Figure 2 shows the
extracted different fractional coefficient feature vectors.

Fig. 2 Extracted different
fractional coefficient feature
vectors
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4 Proposed System

4.1 Proposed Architecture

In palm print identification, palm image has to be identified with greater accuracy
and with less amount of processing time.

In proposed identification system, system works with first stage resizing the
palm image to standard size; edges are extracted using different edge detection
methods such as Laplacian, Sobel, and Robert. After getting edge image, trans-
formed edge image is generated by applying Cosine, Haar, and Kekre transforms on
palm edge image matrix. Finally, features are extracted from the palm edge
transformed images with the concept of fractional coefficient [1], and these
extracted features are stored in database as a feature vectors. During identification,
query image feature vector is generated and it is compared with feature vector
stored in database. In this proposed system, feature extraction and matching is done

Fig. 3 Proposed system architecture of palm print identification
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parallelly on GPU. Final result is sent back from GPU to CPU. Implementation on
GPU is discussed in section (B).

Figure 3 shows the proposed system architecture of palm print identification [2].

4.2 GPU

Graphics processing units (GPUs) have proven to be a typical computing resource
which has number (thousands) of cores. On computing platform, providing large
scale parallelism is the main aspect of GPU. It is enormously extensible which

Fig. 4 GPU threads and blocks
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provides the flexibility to user to do necessary changes according to computational
complexities [2, 5].

Figure 4 shows the structure of GPU grid composed of blocks of threads for 2D
computation.

The GPU executes set of computations by assigning pixel, size, and indexing of
the image to the threads which resides inside the blocks of GPU. The system is
allocated 256 blocks where each block consists of 256 threads. So during the
matching, the system uses 256 � 265 = 65,536 threads which have been assigned
the pixels of the image.

The system calculate the thread index through the below given code in CUDA
language.

Ix ¼ threadIdx:xþ blockIdx:x � blockDim:x; ð1Þ

Iy ¼ threadIdx:yþ blockIdx:y � blockDim:y; ð2Þ

Idx ¼ Iy � widthþ Ix; ð3Þ

Here threadIdx.x is the thread id horizontally, threadIdx.y is the thread id along
vertically, blockIdx.x is the block id along x-direction, blockIdx.y is the block id
along y-direction, blockDim is the block dimension, and width indicates the
maximum threads per block. The system calculated the thread index in vertical
manner

5 Experimental Setup

The palm print database of IIT Delhi has been used for the analysis of the image [6].
The database consists of 1000 images of left-hand palm as well as 1000 images of
right-hand palm print images of 200 people. Each person’s 5 images are stored in
database. The NVIDIA CUDA platform has been used along with MATLAB 2013
as the base platform for the computation of the results. The MATLAB parallel
toolbox provides the basic connectivity and operational tools for working with
MATLAB and CUDA.

6 Performance Results

6.1 Kekre Transform

For proposed palm print system, GAR is calculated for right palm image as well
left-hand palm print using Kekre transform for a test image given as an input. GAR
value is calculated for 0.02, 0.10, 0.39, 1.56, 6.25, 25, and 100% of fractional

112 S.S. Gudadhe et al.



coefficient on applying Sobel, Robert, and Laplace edge detection algorithms [1].
The GAR values change with respect to the feature vectors of palm print image.
GAR Plot using Kekre transform on right-hand palm based on proposed palm print
identification method is shown by Fig. 5.

GAR Plot using Kekre transform on left-hand palm based on proposed palm
print identification method is shown by Fig. 6.

From the result, it is observed that the Sobel edge detection technique shows
better GAR value is with 96% in right-hand palm with 1.56 and 6.25% of fractional
coefficient. The GAR is 87% for the left-hand palm with 6.25% as well as 1.56% of
fraction.

Table 1 shows the time required for matching the query image with database on
GPU and CPU for left and right palm print with different edge detection techniques
for Kekre transform.
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Fig. 5 GAR plot using
Kekre transform for
right-hand palm image
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Fig. 6 GAR plot using
Kekre transform for left-hand
palm image

Table 1 Kekre transform Sobel Robert Laplacian

GPU Left 9.05 8.53 8.22

Right 9.31 8.71 8.03

CPU Left 18.91 18.60 18.24

Right 18.50 18.43 17.57
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6.2 Discrete Cosine Transform

For proposed palm print system GAR is calculated for right hand as well left-hand
palm print using discrete Cosine Transform [7] for a test image given as an input.

GAR value is calculated for 0.02, 0.10, 0.39, 1.56, 6.25, 25 and 100% of
fractional coefficient by applying Sobel, Robert, and Laplace edge detection
algorithms [1]. The GAR values change with respect to the feature vectors of palm
print image. GAR Plot using Cosine Transform on right-hand palm is shown by
Fig. 7.

GAR Plot using Cosine Transform on left-hand palm is shown by Fig. 8
From the experimental results, it is observed that the Laplace edge detection

technique shows better GAR value is with 100% in right-hand palm with 1.56 and
0.39% of fractional coefficient. The GAR is 96% for the left-hand palm with 25,
6.25, 1.56, 0.39% as well as 0.10% of fraction.
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Table 2 Cosine Transform Sobel Robert Laplacian

GPU Left 8.91 9.08 9.37

Right 8.85 9.34 8.99

CPU Left 18.05 18.51 18.44

Right 18.31 17.67 18.81
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Table 2 shows the time required for matching the query image with database on
GPU and CPU for left and right palm print with different edge detection techniques
for Cosine Transform.

6.3 Haar Transform

For proposed palm print system, GAR is calculated for right-hand as well as
left-hand palm print using Haar transform [3] for a test image given as an input.
GAR value is calculated 0.02, 0.10, 0.39, 1.56, 6.25, 25, and 100% of fractional
coefficient by applying Sobel, Robert, and Laplace edge detection algorithms [1].
The GAR values change with respect to the feature vectors of palm print image.

GAR Plot using Haar transform on left-hand palm is shown by Fig. 9.
GAR Plot using Haar transform on right-hand palm is shown by Fig. 10.
From the experimental result, it is observed that the Laplacian edge detection

technique shows better GAR value is with 100% in right-hand palm with 0.1% of
fractional coefficient and 0.96% for the left-hand palm with 1.56% of fractional
coefficient.

Table 3 shows the time required for matching the query image with database on
GPU and CPU for left and right palm print with different edge detection techniques
for Haar transform.
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7 Conclusion

Palm print identification is a most prominent system used for personal identification
technique. Palm images contain unique information such as principal lines, ridges,
and wrinkles. In recent work, palm print identification system uses the frequency
domain approach. It involves use of transform, and wavelets transform techniques.
This is proven to be efficient in implementation of palm print identification. This
paper presents the parallel palm print identification on GPU with concept of frac-
tional coefficient.

For experimentation, it is observed that, as compare to CPU, processing on GPU
is much faster. The use of GPU for parallel computation in feature-matching
techniques is capable of improving the performance and efficiency of the system. It
has been observed through the analysis that Sobel and Laplacian edge detection
algorithms give better results in terms of GAR as compared to Robert.
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A Secure Spatial Domain Image
Steganography Using Genetic Algorithm
and Linear Congruential Generator

Pratik D. Shah and R.S. Bichkar

Abstract Significant increase in data traffic over the Internet has given rise to
many data security issues. Steganography is a technique which is used to hide the
existence of secret communication. Hence, it is extensively used to solve the issues
related to data security. In this paper, a secure and lossless spatial domain image
steganography technique is proposed. Stream of secret data is hidden in quarter part
of image by identifying suitable locations to hide 2 bits of secret data in each pixel,
resulting in generation of coefficients corresponding to the location of match. These
coefficients are hidden in remaining part of image using LSB replacement
steganography. Genetic algorithm is used to find best possible location to hide these
coefficients in the image, making the proposed technique very secure and almost
impossible to extract secret data from it. The result of the proposed technique is
compared with LSB replacement steganography where in same amount of secret
data is embedded. It is observed that the proposed technique is much superior as
compared to LSB steganography. It provides improvement in MSE and PSNR
values; in addition, the degradation in histogram is also minimal thus eliminating
histogram attack. Average PSNR value of stego-image obtained from proposed
technique is 53.11 dB at two bits per pixel data embedding rate compared to 52.21
obtained by LSB technique.
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1 Introduction

Steganography is an art of hiding the existence of secret communication [1]. In
steganography, huge amount of secret data is hidden in cover media to conceal it
from the attack of eavesdropper’s and unauthorized persons [2]. Steganography can
be done in many digital file formats e.g. video, text, image, audio, etc., but the
formats with high degree of redundancy are more suitable. In image steganography,
secret data is hidden inside a normal image. The secret information can be in any
file format such as text, image, excel file [3]. The image used for hiding the data is
called as cover image, and the image obtained after embedding the secret data onto
the cover image is called as stego-image. The main aim of steganography is to
reduce the difference between stego-image and cover image so that it can conceal
the existence of any secret communication. The performance of an image
steganography technique is mostly evaluated using four parameters viz. imper-
ceptibility, payload capacity, robustness and security [1]. Imperceptibility is the
ability of a steganography technique to be undetected by visual inspection. Payload
capacity is the amount of secret data that can be hidden inside the cover image.
Robustness is the resistance of steganography technique against image manipula-
tion attacks like cropping, scaling, rotation, compression. Security is the ability of
steganography system to resist the attacks of steganalysis system. Steganalysis is
study of detecting messages hidden using steganography [4].

Image steganography can be categorized as spatial domain steganography and
transform domain steganography. In spatial domain image steganography tech-
nique, the data hiding is performed directly on the pixel values of the cover image.
Spatial domain techniques include methods which operate at bit level such as bit
insertion and noise manipulation [5]. Transform domain techniques utilize the
domain-specific characteristics of image to embed data on it. The image is first
transformed to frequency domain using numerous transforms like DCT, DFT,
DWT, curvelet transform, contourlet transform [6]. In these techniques, the data is
embedded on the coefficients of transformed image instead of direct pixels and then
the image is retransformed to spatial domain.

In last decade, enormous amount of work is carried out in the field of image
steganography but very few studies have explored the use of metaheuristic and
stochastic optimization operators in improving the result of steganography. Kanan
and Nazeri [7] proposed genetic algorithm-based image steganography technique in
which they used genetic algorithm to find the proper locations in cover image to
hide secret data. The data was hidden using LSB replacement steganography, GA
was used to find out starting location and direction for data embedding. The output
was tunable, i.e. it generated various different stego-images, any one of which can
be selected based on desired results and application. Average PSNR value of
45.12 dB was obtained during various experiments. Wang et al. [8] proposed a
secure steganographic method to bypass RS steganalysis attack. Data is hidden in
first LSB bit of the image, and second LSB bit is modified so that image by passes
RS attack. Genetic algorithm is used to search for best adjustment matrix which is
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used to modify second LSB of image so that the stego-image bypasses RS analysis
and also provide a better PSNR value. Average PSNR value of 41.2 dB was
obtained during various experiments. Nosrati et al. [9] proposed a before embed-
ding steganographic scheme. In this technique, the secret information is hidden in
image segments of cover image. Genetic algorithm is used to find the suitable
locations in cover image to embed the secret information.

The rest of the paper is organized as follows: Sect. 2 briefly explains genetic
algorithm. The proposed algorithm is explained in detail in Sect. 3. Experimental
results and discussion are presented in Sect. 4. Section 5 concludes the paper.

2 Genetic Algorithm

Genetic algorithm is biologically motivated metaheuristic technique used to solve
both constrained and unconstrained optimization problems. It is population-based
approach driven by the principle of natural evolution based on Darwin’s theory [10].
Each population is potential solution for a given search and optimization problem.
Fitness function is used to assess the quality of each possible solution. The solution
with high fitness value will survive and form a new population of the next gener-
ation. Genetic algorithm operators like reproduction, crossover and mutation are
used to obtain new generations. It is an iterative process which is carried out till the
desired result is obtained or till the number of predetermined iterations is reached.
Over successive iterations the population evolves towards a near-optimal solution.

3 Proposed Technique: Optimally Mapped Least
Significant Bit Replacement Steganography

Proposed technique is a modified variant of LSB replacement steganography. In
this technique, secret data is not hidden using LSB replacement method but instead
a new approach called data mapping is proposed. In data mapping, two bits of
secret data are embedded in every pixel. In grey scale image, each pixel consists of

01000**0 1
0100**00 2
010**100 3
01**0100 4
0**00100 5
**000100 6
*100010* 7

Embedding position Coefficient
010001** 0

Fig. 1 Co-efficient
generation (‘**’ indicates the
location at which the secret
data is embedded)
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eight bits, so there are eight possible locations for mapping the secret data bits on
each pixel of cover image. Based on location of match, we generate corresponding
coefficients, as illustrated in Fig. 1.

If there is no match between secret data bits and cover image pixel, then these
bits are embedded in LSBs of cover image pixel. It is mostly possible to embed two
bits of secret data in each pixel without changing its value. However to successfully
recover the secret data, we should know the value of coefficients. We propose to
hide these coefficients in the unused part of image using genetic algorithm to find
the most optimal embedding locations.

Figure 2 illustrates the proposed mapping process with the help of an example in
which 4 bytes of secret data is embedded in 4 � 4 cover image. Figure 2a shows
four bytes of secret data and its binary representation. Figure 2b shows 4 � 4 cover
image and its binary representation along with the position of match between secret
data and cover image pixel highlighted. Figure 2c shows the coefficients generated
by mapping.

In proposed technique, secret data is embedded in 1/4th part of the image and rest
part of the image is used to save the coefficients generated from data mapping. For a
grey scale image with 256 � 256 resolution, we can use 128 � 128 pixels to hide
the secret data; hence, the resultant data embedding capacity is 2 � 128 � 128 =
32,768 bits. In this case, a matrix of size 128 � 128 is generated for the coefficients.
From Fig. 2c, it can be observed that value of coefficients is in the range of 0–7;
hence, each coefficient requires 3 bits for embedding. The coefficients matrix is split
into three-bit planes. These three-bit planes are optimally embedded in LSBs of

13 98 57 129 00001101 01100010 00111001 10000001
(a)  

57 59 62 68
71 73 58 97
47 56 98 78
67 68 98 125

0 0 1 1 1 0 0 1 0 0 1 1 1 0 1 1 0 0 1 1 1 1 1 0 0 1 0 0 0 1 0 0
0 1 0 0 0 1 1 1 0 1 0 0 1 0 0 1 0 0 1 1 1 0 1 0 0 1 1 0 0 0 0 1
0 0 1 0 1 1 1 1 0 0 1 1 1 0 0 0 0 1 1 0 0 0 1 0 0 1 0 0 1 1 1 0
0 1 0 0 0 0 1 1 0 1 0 0 0 1 0 0 0 1 1 0 0 0 1 0 0 1 1 1 1 1 0 1

(b)

1 6 1 2
2 2 6 4
6 3 0 3
5 0 2 0

(c)

Fig. 2 Proposed mapping process to hide secret data in cover image. a Secret data and its binary
representation. b Cover image (4 � 4 pixels) and its binary representation. c Generated coefficient
matrix
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remaining 3/4th part of image using genetic algorithm. The task offinding an optimal
match between coefficient matrix and LSBs of cover image is modelled as search and
optimization problem. Genetic algorithm is employed to solve this search and
optimization problem. Each bit plane of coefficient matrix is divided into blocks of
size 8 � 8 yielding 256 blocks. An optimal sequence of 256 numbers is searched to
embed these blocks of coefficients in the rest of image. Linear congruential generator
(LCG) is used to generate a pseudo-random sequence, and genetic algorithm is used
to modify the parameters which control the result of LCG. LCG requires initial seed
value, a multiplying factor and an offset to generate sequence of m numbers; it is
illustrated in Eq. 1. Xn + 1 is the value of next integer in the sequence, Xn is the
value of present integer, a is the multiplying factor, c is the offset value and m is the
length of sequence.

Xn þ 1 ¼ a � Xn þ cð Þmod m ð1Þ

Various sequences can be generated with different values of a, Xn and c. The
proposed algorithm uses the sequence generated by LCG to embed the coefficients
on cover image. The sequence generated may not be the best sequence to embed
coefficients on cover image; hence, we use genetic algorithm to control the
parameters and generate new solutions which might be more suitable.

Genetic algorithm is a population-based method; hence, every population is a
possible solution to the search and optimization problem. The proposed chromo-
some consists of three genes as depicted in Fig. 3.

Each gene in the proposed chromosome is of 8 bits. These three genes are used
to control the sequence generated by LCG. The first gene of the chromosome is
multiplier which is of eight-bit length, second is offset and third one is initial seed
X0, both of them are of eight-bit length. Initial seed X0 decides the initial value of
the pseudo-random sequence.

Initial population is selected randomly. The population size is set to hundred,
and these population will fight for their existence and also to seed populations in
next generation. The efficiency of each individual is evaluated using fitness func-
tion. In this case, fitness function is defined as the number of optimally mapped
coefficients values on the LSBs of cover image. More the similarity between the
coefficients value and the LSBs of cover image more the fitness of a population. We
randomly choose five populations and based on fitness of these populations two are
selected to seed next generation. We use crossover and mutation operators to obtain
next generation populations. This process is repeated until all the populations are
chosen to compete with each other in tournament selection competition. The pro-
cess of generating new solutions is repeated till 50 iterations.

Multiplier (a) Offset (c) Initial seed (X0)

Fig. 3 Chromosome
structure
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Algorithm for embedding data in cover image

1. Map two bits of secret data on each cover image pixel and generate coefficient
based on position of match.

2. Hide the data in 1/4th part of image and generate coefficients for the same.
3. Divide the coefficients matrix in three-bit plane.
4. Divide each bit plane into blocks of size 8 � 8.
5. Generate pseudo-random sequence using LCG.
6. Use GA to optimize parameters of LCG to generate a sequence which produces

optimal match between coefficients and LSBs of cover image.
7. Obtain the final chromosome after 50 iterations and hide it as a secret key.

Algorithm for extracting secret data from stego-image

1. Obtain secret key which is chromosome of GA.
2. Generate pseudo-random sequence using the secret key and LCG.
3. Extract data from LSBs of cover image in the sequence obtained by LCG to get

bit planes coefficient matrix.
4. Obtain all the three-bit planes and combine them to obtain coefficient matrix.
5. Extract secret data from the 1/4th part of image using coefficient matrix.

The proposed method is a lossless method because it does not have any bit error
rate. The security of algorithm is very high because it is difficult for anyone to
extract secret data from stego-image as knowledge of secret key is necessary to get
the sequence used to hide the coefficients.

4 Experimental Results and Discussion

To perform experiment, we have selected standard grey scale test images. The
resolution of cover image is 256 � 256, and the secret data is also a grey scale
image with resolution 64 � 64. The performance of proposed technique is com-
pared with 2-bit LSB replacement steganography with same data embedding
capacity. To perform experimentation, Matlab 8.1 version was used. MSE and
PSNR of stego-images are obtained by Eqs. 2 and 3, respectively, where M and
N are total number of rows and columns in the image, respectively. Xij and Yij are
pixel values of ijth location of original image and stego-image, respectively.

MSE ¼ 1
MN

XM

i¼1

XN

j¼1

Xij � Yij
� �2 ð2Þ

PSNR ¼ 10 � log10
255ð Þ2
MSE

ð3Þ
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Subjective analysis and histogram analysis are also performed on the results
obtained from the both techniques. The test images used for experimentation are
shown in Fig. 4. Five natural images are chosen as cover images; they are Baboon,
Lena, Barbara, House and Cameraman. Boat image is used as secret data image.

4.1 Imperceptibility Analysis

Imperceptibility analysis is done to measure the amount of change in original image
during the process of data embedding. In imperceptibility analysis, the stego-image
obtained from LSB replacement steganography and proposed technique are com-
pared with respect to MSE and PSNR parameters. MSE is the cumulative squared
error between original image, i.e. cover image and stego-image. MSE values should
be as less as possible, lesser the value of MSE better the imperceptibility. On the
other hand, PSNR is used to obtain peak signal to noise ratio. PSNR value of
stego-image should be as greater as possible, since high PSNR value will ensure a
better visual quality of stego-image.

Table 1 shows a comparison of MSE and PSNR values of proposed technique
and LSB replacement technique at 2 bits per pixel data embedding rate. In this
experiment, boat image is used as secret data image for all five cover images.

Fig. 4 Test images used in experiment. a–e Cover images (baboon, lena, barbara, house and
cameraman). f Secret data image (boat)
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Table 1 Comparison of the proposed technique with LSB steganography (the boat image is used
as secret data)

Cover image Proposed technique LSB replacement

MSE PSNR MSE PSNR

Baboon 0.23 54.43 0.39 52.18

Lena 0.38 52.33 0.39 52.20

Barbara 0.27 53.80 0.40 52.17

House 0.35 52.64 0.38 52.27

Cameramen 0.37 52.36 0.39 52.23

Fig. 5 PSNR values of stego-images

Fig. 6 Stego-images:
a Baboon stego-image
obtained from LSB
steganography, b Baboon
stego-image obtained from
proposed technique, c Lena
stego-image obtained from
LSB steganography, d Lena
stego-image obtained from
proposed technique
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The results clearly suggest the superiority of proposed optimally mapped LSB
technique over LSB replacement technique. The PSNR values of stego-image
obtained from proposed techniques are higher compared to LSB steganography for
various images which prove the efficiency of proposed technique. The MSE value
of all stego-images obtained from proposed technique is less than 0.38 which
undoubtedly indicates that there is very less amount of deviation between cover
image and stego-image. Hence, it can be said that proposed technique is highly
imperceptible. Figure 5 illustrates the comparison between PSNR values of
stego-image obtained from proposed technique and LSB replacement steganogra-
phy for various images. Figure 6 shows the stego-images obtained from LSB
steganography and proposed technique for Baboon and Lena image.

4.2 Histogram Analysis

In histogram analysis, the distortion between histogram of cover image,
stego-image obtained from LSB replacement steganography and proposed opti-
mally mapped LSB technique is compared. Baboon image is selected to perform
histogram analysis. The histogram of cover image, stego-image obtained from
proposed method and LSB technique is shown in Figs. 7, 8 and 9, respectively.

It can be observed that there is a huge amount of variation in histogram
of stego-image obtained from LSB replacement steganography and histogram of
original image, whereas the proposed technique produced very less amount of
distortions in the histogram of stego-image. Histogram analysis of proposed tech-
nique would not generate any suspicion regarding existence of secret message in the
stego-image since it does not generate any typical pattern in histogram. However on
the other hand, histogram analysis of LSB steganography makes the existence of

Fig. 7 Histogram of original cover image
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secret data very evident because its stego-image produces a step pattern. In this step
pattern, one pixel value of histogram is suppressed and the adjacent value is
increased which can be easily detected by histogram analysis.

5 Conclusion

This paper proposes a genetic algorithm-based lossless spatial domain image
steganography scheme with special emphasis on security. The result of the pro-
posed optimally mapped LSB technique illustrates its superiority over LSB
replacement steganography in both subjective and objective analysis. The proposed

Fig. 8 Histogram of stego-image obtained from proposed technique

Fig. 9 Histogram of stego-image obtained from LSB replacement technique
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technique is highly imperceptible since it causes very less changes in stego-image
making it extremely difficult to detect the existence of secret data by visual
inspection. The proposed technique is extremely secure since the secret data
embedded in stego-image cannot be extracted by without the knowledge of secret
key. Even if the secret key is obtained the sequence generation is challenging and
further more challenging is to use the sequence to extract secret data from image.

In this paper, histogram analysis of stego-images obtained from both techniques
is also performed. Histogram analysis reveals the weakness of LSB replacement
technique against histogram attack as it generates a particular pattern which may
arouse suspicion to the eavesdropper. On the other hand, the proposed technique
produces very less changes in histogram of stego-image; hence, it is robust against
histogram attack. Future work will be focused on improving the time complexity of
proposed technique and also on exploring possibility of using other sequence
generators which provide more control over the generation of sequence.
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Three-Dimensional MRI Brain Image
Analysis on Hadoop Platform

Jyoti S. Patil and G. Pradeepini

Abstract Tremendous medical data generation takes place in hospitals due to
advanced image capturing techniques. Real-time analysis of that large knowledge
becomes essential for medical practitioners. This paper focuses on implementation
of automatic diagnosis of three-dimensional data using the MapReduce framework.
After flourishing completion of two-dimensional image analysis of magnetic res-
onance imaging (MRI) brain pictures for detecting tumor, we have introduced 3D
image analysis of brain MRI for tumor detection. Every image in diagnosis is
analyzed by well-known Scale Invariant Feature Transform (SIFT) rule to spot
keypoints at varied scales, whereas Hadoop’s MapReduce is employed to match
extracted feature vector of every inputted image, and HDFS supports storing
options of existing medical pictures within the system. This application will cer-
tainly cut back diagnosis time and facilitate doctors for higher decision making.

Keywords Medicinal image diagnosis � Content-based medical image retrieval
(CBMIR) � Scale Invariant Feature Transform (SIFT) � Hadoop
HDFS � MapReduce

1 Introduction

In today’s era of big data and because of advanced camera capturing techniques,
tremendous 3D data is generated per second. Simply by manual observation with
the assistance of eyes, it’s tough for doctors to create correct diagnosing of disease.

Custom DICOM file format (Digital Imaging and COmmunication in Medicine)
[1] is employed to just accept the 3D pictures, and then it regenerated into JPEG
format and kept into HDFS [2]. On every image, standard SIFT algorithm [3]
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is used to observe keypoints options. These keypoints are kept in HDFS as feature
library. Then, this feature library is employed to match and retrieve pictures at the
time of diagnosing. The content-based medical image retrieval (CBMIR) [4] has the
benefit of quick retrieval speed and great preciseness. In this technology, visual
characteristics of images are mined and matched for image retrieval. It measures
Euclidean distance measure between the extracted features of the image in question
and the feature contents saved in feature library. Our previous method, retrieval of
medical images using MapReduce [5], is based on the model of medical term
referred as evidence-based practice (EBP) [6]. In this method, doctors give treat-
ment to patients on the basis of medications given to similar type of patients in the
past. Doctors have to refer the historical data of previous cases, and current patient
information is matched with database. Our application greatly reduces query images
matching and diagnosis time. This model will be the best tool used by doctors for
quick investigating diseases.

The paper organization is as follows. Section 2 explains the related work, and
proposed architecture is covered in Sect. 3. Further, Sect. 4 elaborates design and
implementation details, while Sect. 5 focuses on the results obtained. Section 6 is
performance analysis followed by conclusion.

2 Related Work

2.1 Diagnosis of 2D MRI Brain Images

In this paper published for two-dimensional MRI brain images diagnosis using
MapReduce [6], idea of image matching using distance measure is described.
During implementation, author got with success enforced MapReduce for
two-dimensional medical image information. Every tumor image from pathology
laboratory is taken as a sample and kept in HDFS using its feature vector, then the
Sobel edge detection algorithm [7] is employed to detect edges of the image and its
histogram is additionally calculated. Figure 1 shows the output when edge detec-
tion is performed. The image in question, i.e., MRI brain tumor image, is queried to
the application, and appropriate identical images are fetched from the application
based on measure of Euclidean distance. The job of MapReduce is continuously
working within the system at back, to compare and fetch relevant images. So the
employment of MapReduce framework leads to reduced retrieval time and fast
diagnosing for two-dimensional data.
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2.2 Scale Invariant Feature Transform (SIFT)

‘Scale-invariant feature transform (SIFT)’ is developed by D. Lowe in 2004,
University of British Columbia [3]. SIFT algorithm extracts keypoints of image and
calculates its descriptors. Steps involved in SIFT are as follows:

Step 1 Detection of Scale-Space Extrema

Laplacian of Gaussian is observed in every picture with numerous r values. r acts
as a scaling parameter. SIFT set of rules is based on difference of Gaussians that is
an approximation of the Laplacian theorem of Gaussian. Subsequently, the differ-
ence of Gaussian (DOG) is computed because of the distinction of Gaussian blurs
of a picture with 2 totally different parameters r; let its r and kr. Stated method is
recurrent for all offered octaves of given image in Gaussian Pyramid. Figure 2
shows keypoints best drawn in that scale.

After finding, this DOG per image all pictures is searched counting on native
extrema over scale and space.

DOG x; y0; sþDsð Þ � L x; y0; sð Þ � Ds
2
r2L x; y0; sð Þ

For example, one constituent from a picture is compared to its eight neighboring
pixels also as all nine pixels in next higher scale and every one of nine pixels in its
previous lower scales. If it’s an area extrema, then it’s a possible keypoint. It
primarily implies that the keypoint is that the best illustration of that scale.

Step 2 Identification of location of keypoints

In this step, location and scale of every candidate location are decided by supported
stability, as well as with low distinction points which results in rejection of points
lying on the edge.

Fig. 1 Output of Sobel edge detection
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Step 3 Assignment of orientation to each keypoint

For reaching invariance to picture rotation at every keypoint orientation is assigned.
A neighborhood region is taken into consideration around each keypoint vicinity
depending on its scale; its gradient is magnitude and direction. Then, orientation
histogram is generated with 36 bins protecting all 360°. The highest height inside
the histogram is located, and numbers of peaks which are above 80% of the best top
also are taken into account to determine the orientation. It produces keypoints
having identical location and scale, but having distinctive directions.

Step 4 Creation of Descriptor for each keypoint

Keypoint descriptor is formed. A section of 16 � 16 neighborhood constituent
round the keypoint is taken into thought. The 4 � 4 size sub-blocks are made from
each sixteen block. Eight-bin orientation histogram is formed for every single value
of the sub-block. So set of 128 total bin values is available consistent with
sub-block. It’s far represented as a vector to shape keypoint descriptor. Illumination
modifications and rotation factors are also taken into consideration, and unique
measures are taken.

Step 5 Matching of keypoints with its neighbors

Keypoints between two different images are matched by calculating their adjacent
neighbors’ values. In few exceptional cases, the second closest match is also very
around the primary. It happens attributable to noise or different reasons. In these
cases, magnitude relation is taken between initial closest distance and second
closest distance.

Fig. 2 Difference of Gaussian (DOG) in SIFT
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2.3 Analysis of 3D Images Using MapReduce
Framework [8]

This paper has proposed the idea of the usage of Hadoop’s framework for massive
scale image processing. Hadoop is a Linux-based open source software platform
especially designed for storage and retrieval of files used in big data. Hadoop made
up of two essential components, (1) MapReduce for computational abilities and
(2) HDFS for storing records. MapReduce runs on distributed framework for
information processing, specially handles large records. The MapReduce method of
Hadoop consists of levels Map and Reduce. In Map segment, saved split infor-
mation is inputted to map function a good way to generate an intermediate
key-value pair. Afterward Reduce phase takes delivery of key-value pair generated
as its inputs and combines all intermediate generated values related to equal
intermediate key. Figure 3 shows the structure of MapReduce.

Hadoop distributed file system (HDFS) is a sub-part of the Apache Hadoop
Project. This was implemented with the intension to offer fault tolerance to file
system and its execution on commodity hardware. HDFS can create, pass, delete, or
rename the documents like traditional database management system; however, it
varies in the technique of storage. It consists of two working modules first
Namenode and second Datanode. This Datanode saves files in Hadoop, and
Namenode is the controller of HDFS. HDFS provides reliable information storage
potential even within the occurrences of failure, along with failure of Namenode,
failure of Datanode, and failure of network partitions. Usually, HDFS follows the
master/slave structure, wherein one master device controls more than one slaves.

Fig. 3 Processing cycle of MapReduce
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3 Proposed Architecture of the System

As shown in Fig. 4, the proposed system comprises a single Hadoop cluster with
one master node and three slave nodes (multinode Hadoop cluster). User can input
any image in question to the application. This image query is absorbed via Hadoop
master node and stored in HDFS (Hadoop distributed file system). JobTracker
running on the master node will initiate a MapReduce activity for extracting fea-
tures from image query. Then, the JobTracker will divide the MapReduce activity
into several tasks and later those responsibilities are distributed among slave nodes
(Map Phase). The TaskTracker on slave node will carry out the function extraction,
and then these extracted features are back to the JobTracker (Reduce phase).
Afterward, this JobTracker will initiate another MapReduce job to match those
extracted capabilities with present characteristic vectors, previously present in the
feature library stored in HDFS. TaskTrackers carry out the task of extracted feature
matching with existing one. After assessment, resulting matching vectors are sent to
the JobTracker. Then, JobTracker generates final MapReduce job to recollect
matching images primarily based on the result of previous MapReduce job. The
matched image set is retrieved and given to the user. MapReduce jobs are carried

Hadoop 
Master 

Local File System

Medical 
3D query 
image

Output on 
Linux 
system: 
Result set 
of 3D
images

Working at slaves

Begins Execution

Hadoop Distributed File System

Localizing Data

Compare 
3D Image 

Generate 3D 
Image 
Feature vector

SIFT FCTH

Feature vectors 

Fig. 4 Proposed architecture
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out via TaskTrackers parallelly at every slave node; due to this, the said time of
execution for the system is a comparatively less to single-node system. Figure 4
shows proposed architecture of the system.

4 Design and Implementation

Step 1 Load query image into HDFS

Sample DICOM files [1] for 3D images of brain MRI are saved and converted into
JPEG layout. For single pattern of brain picture, nearly 27 to 277 layers exist.

Figure 5 shows some of the samples brain tumor files. The actual 277 image
layers are taken into consideration to capture single patient’s document in 3D.

Fig. 5 DICOM files 3D brain images
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Step 2 Feature extraction for 3D image using SIFT [3]

Feature extraction is a method of mining relevant features from the group of fea-
tures of particular image. These mined characteristics are predicted to include
appropriate information for additional processing. For the reason that it’s very
complicated to process the whole picture (along with evaluation) while it’s very
easy to process selected functions of the image. The SIFT algorithm is implemented
on every photograph to stumble on keypoints, and it’s far saved as the feature
vector of every photograph.

Step 3 3D vector generation

Three-dimensional vector is an extension of 2D vector. Three-dimensional vector is
generated for mapping of 3D images. Each vector is particular for every different
individual vector. While any 3D picture of eight layers is furnished to the system, it
goes via the gray-scale transformation. It generates coloration histogram for every
layer. Those eight histograms are then blended, separated via ‘$’ symbol, to shape
eight-layer histogram as shown as follows

‘41439$38945$43252$41439$38945$43252$45321$45673’
Above vector generated is for just single 3D image of eight layers. This approach

uses Bucketing method to generate vector for each layer. In this method, pixel’s
color values are divided into various buckets. Let us consider, for 8 buckets, seg-
ment color value through eight and then allocate that value to the bucket which
having cost equal to the reminder of the modulo division operation. Observe the
method for every layer.

For example, color representation of the particular pixel is 138.
So 138% 8 = 2. Hence, we tend to assign 138 values to a bucket number 2.

Then, this generated vector is stored in the vector library, i.e., HDFS with the
direction of original photograph and its diagnosis. Equal process is followed for
each photograph in database, for you to generate function library. Sample vector
report is shown below:

41439$38945$43252$41439$38945$43252$45321$456731680$4227$41439
$38945$43252$41439$38945$432521087$3790$12376$45326$41321$$38945
$43252$45321$456731443$3121$38945$43252$45321$4567338945$43252
$45321$45673$3985$2460$45632$325434679$2060$$43252$41439$38945
$43252$45321$456733410$1682$2389$1476$1495$1177$1199$1054911$913
$624$707$512$643$510$448/home/hduser/1111Tumor_Images

Step 4 3D images mapping

When 3D query image is given to the system, it generates eight layer vectors for it.
Then, this vector is given to the MapReduce for mapping with images from feature
library. MapReduce is calculating the Euclidean distance of the question image with
every other image from feature library.

These retrieved and matched (based on threshold value) images are kept in
ascending order with reference to their geometrician distance. Currently, analyze
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those pictures for identification. If max threshold numbers of images are signifying
brain tumor of stage 1 and suggesting surgical procedure as treatment, then display
final analysis as

1. Type: brain tumor
2. Stage: stage 1
3. Remedy: surgical operation

Further, last outputted image should be the image measuring minimal Euclidean
distance.

5 Results and Discussion

DICOM files are converted into JPEG and then loaded into HDFS. Figure 6 shows
a snapshot before loading a 3D image into HDFS.

A typical 3D image consists of number of layers to represent z-axis. For a single
brain, image consists of layers varying from 12 to 256. So, while loading 3D
images, we have to load each and every layer captured by camera in 3D. Figure 7
shows loading of Layer 0.

Similarly, Fig. 8 shows loading of Layer 3 of the same image.
Accordingly, each and every available layer is loaded into HDFS. Figure 9

depicts results and suggested treatment for image in question.
Each image in question is compared with every indexed file. Depending on the

corresponding measured threshold value of the image, stage of explicit disease also
can be diagnosed. Consistent with previous experiences, what sort of treatment is
given to the patient is recommended through the system.

Fig. 6 Snapshot before
loading 3D image
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6 Performance Analysis

In order to evaluate our proposed method, different datasets of MRI images are
tested on Hadoop platform. Image datasets have 3 classes which contain 20, 60, and
100 images, respectively. Figure 10 shows the graphs for precision and recall
values of relevant retrieved images. For each 3D image, 22 layers are considered
and matched with each layer of 3D image stored in HDFS.

Precision measures ability of the model to retrieve only relevant images, while
recall measures ability to retrieve all relevant images. The precision and recall are
defined as

Precision ¼ number of relevant images retrieved
total number of images retrieved

Fig. 7 Snapshot of loading
3D image layer 0

Fig. 8 Snapshot of loading
3D image layer 3
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Recall ¼ number of relevant images retrieved
total number of relevant images

Average values are tested which gives precision up to 80%. And recall results in
78%. Proposed method will give accuracy up to 80% in the relevant images
retrieved. As Hadoop platform is used, its accuracy is not compared with other
traditional methods. In future, comparative analysis will be done with 2D and 3D
image retrieval using Hadoop with traditional techniques available.

Fig. 9 Results showing suggested treatment

Fig. 10 Graphs for precision and recall
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7 Conclusion

After successful implementation of 2D image analysis using MapReduce, we have
achieved 3D image analysis using MapReduce, but only single SIFT algorithm is
used to map 3D features of the image. More efficient algorithm or combination of
local and global descriptor algorithms must be used in the future along with
MapReduce. It is required to manage all features of 3D image and to achieve greater
scalability and efficient retrieval of massive medical images.
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Performance Evaluation of Fingerprint
Trait Authentication System

Rupali S. Patil, Sonali D. Patil and Sudeep D. Thepade

Abstract Biometric authentication is a way of verifying the person which he
claims. Biometric authentication verifies the identity of the person by comparing the
biometric trait with the stored template. Fingerprint is the most popularly used for
authentication due to the simplicity in capturing the fingerprint image. Human
biometric traits such as fingerprint, iris, and palmprint can be used to identify the
person due to its unique texture pattern. In the proposed work, texture feature
extraction method using discrete cosine transform (DCT) is implemented for fin-
gerprint. Benefit of the transformation in the energy compaction and reduction in
the feature vector size by considering fractional coefficients is taken. The test bed of
500 fingerprint samples of 100 persons is used for experimentation. Various size
feature sets are taken for the performance evaluation. GAR and FRR are used as
performance measures. Experimental results shown that feature vector size 4 � 4
gives the highest accuracy of 91.75% as compared to the accuracy with feature
vector sizes taken as 8 � 8 or 16 � 16 or 32 � 32.

Keywords Biometric authentication � Discrete cosine transform (DCT)
Feature vector � FRR � GAR � Secret sharing

R.S. Patil (&)
Computer Engineering Department, RMD Sinhgad School of Engineering,
Pune, India
e-mail: patil18rupali@gmail.com

S.D. Patil (&) � S.D. Thepade (&)
Computer Engineering Department, Pimpri-Chinchwad College of Engineering,
Pune, India
e-mail: sonalimpatil@gmail.com

S.D. Thepade
e-mail: sudeepthepade@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S.S. Dash et al. (eds.), International Conference on Intelligent Computing
and Applications, Advances in Intelligent Systems and Computing 632,
https://doi.org/10.1007/978-981-10-5520-1_14

143



1 Introduction

Digitization has increased the interest over personal information and created
security threats. Identification and recognition of the person are essential to limit the
crimes in the cyberspace. Textual passwords or tokens can easily be stolen or
shared. Hence, the biometric system is becoming essential part of human society
with the increasing need of security [1]. Biometrics is the way of recognizing the
person with the characteristics he or she possessed, and biometrics cannot be stolen
or shared.

In the biometric systems, recognition is based on physical and behavioral
characteristics of the person [2]. Physical characteristics of a person include the
structural features like fingerprint structure, iris patterns, palmprint structure, facial
feature and behavior of the person includes behavioral characteristics such as sig-
nature of a person, gesture, voice, gait. Fingerprint is popularly accepted trait due to
its distinctiveness, permanence, and simplicity in scanning [3].

1.1 Secret Sharing [4, 5]

It is a method which splits the picture or image into the multiple parts known as
shares. Sufficient number of shares are taken to reproduce the original picture or
image. The secret sharing concept is shown for fingerprint trait in Fig. 1.

Security of defensive information in applications like banking system, voting
system, home locking system is the critical concern. Hence, biometrics is best
suited for such applications where the person needs to authenticate. This paper takes
fingerprint trait for authentication. Secret sharing scheme is used in the proposed
method to split the fingerprint into the two shares. While authenticating the person,
biometric trait is reconstructed and compared with the live trait presented at the time
of authentication.

The paper is further explicated Literature Survey, Proposed method,
Experimentation Environment, Result and discussion, and Conclusion.

Fig. 1 Sharing of fingerprint trait secretly
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1.2 Literature Survey

Biometric-based authentication using visual cryptography is elaborated [6–9].
The problem with such scheme is large size of shares. Secret sharing is useful in
keeping the size of the created shares as same or less in comparison with the
original secret. In this section, review of previous work done in the area of secret
sharing and discrete cosine transform is given.

1.3 Secret Sharing Techniques [10, 11]

f ðpÞ ¼ t0 þ t1pþ t2p
2 þ � � � þ apk�1ðmod dÞ ð1Þ

where d is any prime number and t0 is the secret number which is to be shared.
Share values are taken as (pi, qi) where qi = f(pi), 1 � i � n and 0 < p1 < p2

… < pn � d − 1.
After calculating share values, the function f(p) is destroyed and each participant

will receive a share (pi, qi). No participants alone is able to reproduce the original
secret. No information about secret is revealed by of k − 1 or lesser shares. When
available participants are k or more than k, then only secret can be revealed by
generating k linear equations using pair of value (pi, qi) such as qi = f(pi) [12].

Linear equations can be solved using Lagrange’s interpolation formula by
Eq. (2) given below.

t0 ¼
Xk
i¼1

qi
Y

1� j\k;j 6¼i

pj
pj � pi

ð2Þ

1.4 Discrete Cosine Transform [13]

For image compression, discrete cosine transform (DCT) is popularly used. DCT
used with the image is known as two-dimensional DCT. Fundamental equation of
DCT is given below.

Bpq ¼ apaq
XX�1

m¼0

XY�1

n¼0

Amn cos
p 2mþ 1ð Þp

2X
cos

p 2nþ 1ð Þq
2Y

ð3Þ

The values of ap and aq are obtained from Eqs. (4) and (5), respectively, as given
below.
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ap ¼
1ffiffiffi
X

p if p ¼ 0ffiffiffi
2
X

q
if 1� p�X � 1

8<
: ð4Þ

aq ¼
1ffiffiffi
Y

p if q ¼ 0ffiffiffi
2
Y

q
if 1� q� Y � 1

8<
: ð5Þ

2 Proposed Biometric Authentication

The proposed method is based on fingerprint as a trait for authentication. Complete
biometric trait is not important for identification. Only structural information such
as principle lines, minutiae are used for distinguishing one person from the other.
Hence, the advantage of the transform domain for energy compaction and for
database size reduction is taken in the proposed methods. Only few coefficients are
taken from the transformed trait for feature vector creation. In the proposed methods
there are two phases.

2.1 Enrollment Process

Figure 2 shows the process of enrollment. The steps of enrollment are given below.

Step 1 Take input as fingerprint image.
Step 2 Apply DCT to fingerprint image.
Step 3 Take the fractional coefficients of various sizes. Part of transformed

image is taken as 4 � 4 pixels, 8 � 8 pixels, 16 � 16 pixels, and
32 � 32 pixels.

Fig. 2 Enrollment process
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Step 4 Create feature vector from the selected fractional coefficients in step 3.
Step 5 Apply secret sharing scheme to generate two shares.
Step 6 Store one share in database and assign other share to the user.

2.2 Authentication Process

Process of authentication is presented in Fig. 3, which involves following steps.

Step 1 User provides the share which is stored in ID card.
Step 2 Database share corresponding to user’s share is retrieved from the

database.
Step 3 Secret reconstruction algorithm is applied to reconstruct the feature

vector of the fingerprint trait.
Step 4 Live fingerprint is captured using sensor.
Step 5 Apply DCT to the live fingerprint trait.
Step 6 Take the fractional coefficients of various sizes. Part of transformed

image is taken as 4 � 4 pixels, 8 � 8 pixels, 16 � 16 pixels, and
32 � 32 pixels.

Step 7 Feature vector of live fingerprint trait is created.
Step 8 Compare the feature vector of live fingerprint with the feature vector

generated in step 3.
Step 9 Matching score of root-mean-square-error (RMSE) is verified against the

threshold value, and the decision is taken accordingly.
Step 10 If matching score is below threshold, then the user will be accepted as

genuine, otherwise he or she will be rejected as if fraudulent user.

Fig. 3 Authentication process
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3 Experimentation Environment

The proposed idea is experimented using MATLAB. A system with specifications
such as Intel Core2Duo (2.00 GHz) processor and 2 GB RAM is used for
experimentation.

3.1 Dataset of Fingerprint Trait

Experimentation has been done on total 500 images per person five images of
fingerprint. Hongkong PolyU [14] fingerprint dataset is used for experimentation.
Figure 4 given below shows the sample of fingerprint dataset of 3 persons.

4 Experimentation Results and Discussion

The proposed system is implemented for fingerprint trait as a secret where secret
sharing scheme used is (2, 2). That is, the numbers of participants are 2 and both the
participants are required for secret reconstruction. The main concern is to achieve
highly secure authentication using secret sharing. The proposed method not only
provides the security to the fingerprint trait database but also provides the reduction
in the storage space required to store the feature template.

Fig. 4 Fingerprint samples of 3 persons
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RMSE similarity measure is used to calculate difference between live fingerprint
trait and regenerated fingerprint trait feature vector template. RMSE is computed
mathematically by the Eq. (6) given below.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

Pi � Qið Þ2
s

ð6Þ

Here, genuine acceptance ratio (GAR) [15] and false rejection ratio (FRR) are
used as performance measures. The system GAR and FRR are computed with the
Eqs. (7) and (8), respectively.

GAR ¼ No.of persons correctly matched
Total number of persons in the database

ð7Þ

FRR ¼ No.of persons rejected
Total number of persons in the database

ð8Þ

Table 1 shows the results for accuracy in authentication for various sizes of
feature vectors. From Fig. 5, it is clearly seen that 4 � 4 feature vector size has
given the highest accuracy. That is, 91.75% of GAR is achieved in 4 � 4 feature
vector size using threshold as Min + 5 * SD followed by 8 � 8 size feature vector,
16 � 16 size feature vector, and 32 � 32 size feature vector. Hence, in the pro-
posed system, the storage saving is achieved by using feature vector of size 4 � 4,
i.e., by considering only 4 � 4 coefficients from the transformed image.

5 Conclusion

Secure biometric authentication system is proposed using secret sharing scheme.
Experimentation has been done on total 500 fingerprint images by applying the
discrete cosine transform. The accuracy in the authentication is measured using the
fractional coefficients of the DCT for various size feature vectors. The percentage

Table 1 Comparison of various size feature vectors using GAR and FRR for different thresholds

Feature
vector size

Threshold Min + SD Min + 2 *
SD

Min + 0.75 *
(Max − Min)

Min + 3 *
SD

Min + 4 *
SD

Min + 5 *
SD

4 � 4 GAR 23.25 52.25 91.25 71.5 78.25 91.75

FRR 76.75 47.75 8.75 27.5 21.75 8.25

8 � 8 GAR 20.5 48.75 89.25 71.0 83.75 90.5

FRR 79.5 51.25 10.75 29.0 16.25 9.5

16 � 16 GAR 15.0 44.25 88.75 66.5 81.75 89.25

FRR 85.0 55.75 11.25 33.5 18.25 10.75

32 � 32 GAR 10.25 37.25 88.25 62.5 78.5 88.75

FRR 89.75 62.75 11.75 37.5 21.5 11.25
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accuracy achieved in the authentication is 91.75 for feature vector size 4 � 4.
Hence, feature vector size is reduced enormously as compared to the total image
size. Only 0.0244% storage is required for storing the feature vector when image
size is 256 � 256.
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Graphical Password Using an Intuitive
Approach

Rajat Mahey , Nimish Singh , Chandan Kumar ,
Nitin Bhagwat and Poonam Verma

Abstract In this modern age of increasing interconnectivity, information security
has come to occupy a pivotal position in recent research works. The vast expanse of
Internet and human–computer interaction has created new threats of unauthorized
access and data exploitation. Traditional methods of authentication have been
text-based password schemes. However, the major drawback with them has been
the fact that their strength varies inversely with user convenience. Users generally
tend to select passwords that are easier to recall and shorter in length. This, though,
makes them vulnerable to cracking attempts. A graphical password is a confirma-
tion framework that works by having the client select pictures, in a particular order.
Graphical passwords have inherent advantages over conventional textual password
schemes. In this paper, we propose one such graphical password methodology
which makes use of the distinct shape, color, and type of image a user chooses, for
the purpose of authentication.
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1 Introduction

Recent years have seen a huge growth in computer interconnectivity. It is almost
impossible for any organization to exist without networking capabilities. Huge
amount of sensitive and non-sensitive data are flowing around the world every
second. Information sensitivity and constant data exchange have led to the creation
of a number of authentication schemes. User authentication has come to be of prime
importance in securing data repositories. Authentication has become the central idea
in providing a safeguard between data and its unintended access. A number of
people have been interested in exploring and creating new, stronger, and
user-friendly authentication schemes.

One of the earliest methods has been to use textual passwords for authentication.
Users are required to recreate a text pattern that they had originally selected, to gain
access to data. Textual passwords are easy to implement and provide a fair deal of
security. The strength of a text-based password depends on its length and ran-
domness of its characters: A longer password with more randomly generated
characters is safer against cracking attempts. However, this very fact poses a
problem for the user. The user is usually tempted to select a pattern that is easier to
recall, which means that more often than not, the user will either choose an
insufficiently long pattern or will opt for a more predictable and commonly
occurring pattern. Such passwords are easier to crack using brute force or
dictionary-based attacks, which are the primitive forms of password cracking
techniques employed by malign persons. As a result, password becomes weak, and
security is compromised.

The next stepping stone in this domain was graphical passwords. Graphical
passwords authenticate a user based on his capability to reproduce a visual pattern
or discover a combination of interrelated images. Humans have been known to have
a better visual memory and find it easier to memorize images than plaintext char-
acters. It is this innate tendency that is made use of, in graphical passwords.

A graphical password is easy to remember and is less prone to keylogger-based
attacks that target the normal text password-based authentication system. This
makes the graphical password-based system a better alternative to standard text
password-based system.

Several techniques have been proposed to minimize the limitations of
alphanumerical password. Mulwani et al. [1] used a grid of characters from which
the password is selected by the user according to a set of rules; the characters of the
text-based password are used by the system to direct the user on how the rules are to
be applied to get access to the system. The first four characters of the password are
arranged in such a way that they form the vertices of a square, and the user has to
select a character from the square according to some rules as determined by the
system.
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Most of the current implementation of graphical passwords is based on cued
click points (CCP) [2] which uses the concept of viewport and shuffle. In this, the
user, at the time of registration, selects a certain part of the image and identifies the
points in that selected part as click points. The main disadvantage of this scheme is
that, it again requires the user to remember exactly, his selected click points.

Here, we propose a graphical password authentication system that aims to
eliminate most of the drawbacks of common graphical password schemes. In
Sect. 1.1, we give a brief review of graphical passwords. The proposed system is
described in Sect. 2. In Sect. 3, we briefly discuss implementation and highlight
some aspects about the proposed system.

1.1 Graphical Password

In 1996, Blonder first introduced graphical passwords [3]. He presented it as the
task of clicking on a few selected regions, when an image is shown on the screen. If
the correct regions were clicked, the user would be authenticated.

Graphical passwords techniques are broadly classified into two main categories:
recognition-based graphical techniques and recall-based graphical techniques [4]. In
recognition-based techniques, a user is authenticated by making him recognize one
or more images that are interrelated in some way. In recall-based techniques, a user
is asked to reproduce a pattern or an image that he created or selected earlier during
the registration stage. Some of the reviewed graphical password techniques include
DAS [5], character-based grids [1], and click-point authentication [3] (Figs. 1, 2
and 3).

While these techniques offer excellent advantages over textual techniques, each
of them suffers from one drawback or the other. Though DAS is language

Fig. 1 DAS technique (input
of a graphical password on a
4 � 4 grid) [6]
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independent, it requires the user to remember the pattern exactly. Nali and Thorpe
[8] found that a high percentage of patterns had symmetry, and many others had
very few numbers of strokes. Thus, even though DAS is an effective graphical
password technique, there is still some element of predictability in the general
patterns selected by users as password. Character-based grid, on the other hand,
requires the user’s familiarity with the characters of a particular language that is
being used in the scheme. Click-point technique again requires the user to
remember the exact points of authentication and offers a low level of tolerance for
error.

Fig. 2 Character-based grid [1]

Fig. 3 Click-point authentication (cued-recall graphical passwords) [7]
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2 Proposed System

The proposed system works as follows. At the time of registration, a user has to
select three images from a list of images, as follows. The user has to select an image
type (I) (say, from the set of images of animals) and also a shape (S) from a set of
“n” shapes (e.g., triangle, square, circle, etc.). Lastly, the user is needed to choose a
color (C).

The combination of the chosen shape, color, and image (the “parameters”) will
be used to authenticate the user whenever he tries to login to the system. This
authentication scheme has three stages. At every stage, only two images out of the
generated image grid are to be selected.

At the first stage, the system generates a combination, randomly selecting two
from the three parameters. Thus, the possible combinations can be either color–
shape CS, shape–image type SI or color–image type CI. The user is required to
select the images, bearing his selected components, pertaining to the parameter
combination generated by the system. He has to select only those two images that
contain both the parameters from the given set (Fig. 4).

In the second stage, the user has to select only those two images that contain a
combination of the parameter that was not used in the first stage, with each one of
the parameters used in the first stage. Essentially, one of the selected images will
contain a combination of this particular parameter (unused in the first stage) and
one of the previous two parameters; the other image shall contain the other of the
previous two parameters, in conjunction with this parameter (that was unused in the
first stage) (Fig. 5).

From the last set, the user has to select two such images that do not contain any
of the parameters selected, but only contains the parameter left out, in the first stage
(Fig. 6).

For selecting m images from a set of n images, we have nCm possibilities. Having
p such selection sets makes the number of possibilities as (nCm)

p. Having n and
m sufficiently close, with the value of n decently large, will give a sufficiently huge
number of possibilities, even for a small value of p.

Fig. 4 Images to be selected
for color–shape combination
generated by system and user
choices: yellow color, circle
shape, lion image
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For the aforementioned scheme, suppose we have 3 sets, and in each set, the two
images from say, 30 images can be selected in 30C2, i.e., 435 ways; and the entire
group of six images can be selected in 435 � 435 � 435 ways, which come out to
be 82‚312‚875 ways. Therefore, it is highly improbable for an attacker to gain
access to the system without knowing all the three parameters.

As Table 1 shows, the number of combinations becomes massive, even for a
smaller value of n, the number of images randomly generated in a set, and m, the

Fig. 5 Images to be selected
if the user choices were:
yellow color, circle shape,
lion image

Fig. 6 Third level selection
for user choices: yellow color,
circle shape, lion image
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number of images to be selected by the user. This allows the algorithm to be
user-friendly, requiring him to choose a small number of images, while also being
manageable in terms of the memory requirement for storing and displaying the
image sets. The high number of possible combinations makes it almost impervious
to brute force attacks.

We believe that proposed approach is promising and unique for at least two
reasons:

• It provides multi-parameter authentication in a friendly intuitive system.
• Uses three different levels for the authentication of a user.

The proposed scheme inherits the merits of any other graphical password
method. Textual passwords are prone to dictionary attacks and can also be cracked
via brute force attacks. The strength of a textual password is directly proportional to
its length, as well as the randomness of its characters. However, in order to be able
to remember passwords, a user is tempted to select a commonly occurring,
preferably English, word as the password. A shorter length password makes it
vulnerable to brute force attack, while a commonly used word makes it vulnerable
to dictionary attacks. In addition, because such passwords are keyboard-input, they
can be traced using software such as keyloggers and are also prone to shoulder
surfing attacks.

In contrast, the human brain is capable of processing and remembering images,
easier than text. Thus, an image-based password chosen by the user can be tougher
to crack, in spite of being simpler to remember.

The proposed system, being a combination of recall- and recognition-based
techniques, acquires the advantages offered by both the worlds. It is thus, more
secure against keyloggers, dictionary attacks, and brute force attacks. Since the
scheme does not involve any characters in the presented images, it is language
independent and can be easily used even by the people who are uninitiated to
characters of different languages.

Our methodology revolves around the color, shape, and type of image. These
parameters are easy to remember for even a naive user and do not require him to be
well-versed with any of the technical aspects of security. The involved parameters
can be recalled by the user naturally, and hence provide considerably more
user-friendliness.

Also, as Table 1 suggests, making the user choose more number of answer
images at each level enhances the method’s defense against brute force attacks. This
can be achieved by having more than two images that follow the mentioned rules at
each stage amidst a larger grid of random images.

Table 1 Possible
combinations for fixed values
of n and p (keeping n = 20
and p = 3)

m Total possibilities, (nCm)
p

2 6,859,000

3 1,481,544,000

4 113,731,651,125
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3 Discussion

Let us assume that the user has selected circle shape, yellow color, and a picture of a
lion as parameters during the registration with the system. Suppose that the
system-generated color–shape combination for the first level. The selections that the
user has to make in order to gain access to the system in each set of images are
described below:

From the first set, the user has to select only those two images that contain the
circle shape and yellow color.

From the second set, the user has to select the image which contains lion’s image
segment and yellow color and another image which contains lion’s image segment
and the circle shape.

From the last set, the user can select any image that contains the lion’s image
segment but does not contain either of the yellow color and circle shape.

4 Conclusion

User verification is a central part in most PC and network security settings. In
today’s world, data security and authorization schemes have come to occupy central
positions in designing any information system. The proposed system combines the
ease of remembering graphical passwords with the difficulty in cracking highly
parameterized password schema. It can also be easily extended to select a larger
number of answer images at each stage, without having to tweak the criterion of
each stage. Upon combining this methodology with some other authentication
process, system security can be highly improved.

The proposed scheme is effective in itself, in providing satisfactory authenti-
cation and security. However, its strength can be further improved by making it a
part of a multi-level authentication system. Several three-level authentication
methods have been mentioned of, like in [3, 8‚ 9]. Our proposed method can be
made a part of such an arrangement to heighten data security.
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A Model of Legal and Procedural
Framework for Cybercrime Investigation
in India Using Digital Image Forensics

Vijith T.K. Thekkekoodathil and Pramod K. Vijayaragavan

Abstract Advances in technology lead people to a new space called cyberspace. It
introduces a radical change in every span of society. Rapid growth of cyberspace
leverages the proliferation of cybercrimes. Use of advanced cyber forensic tools
gives confidence to the law enforcement agencies for investigating cybercrimes.
Digital image forgery is an easy task by using free-of-cost image editing software.
So the image-based cybercrimes are also increasing. There are tools and procedures
for image forgery detection in digital image forensics. In the case of image as
primary evidence in cybercrime, a law enforcement agency has to adopt a legal and
procedural framework for their investigation process. This paper aims to propose a
model of legal and procedural framework in cybercrime investigation where a
digital image is considered as primary evidence. The model is constructed based on
Indian laws and regulations.

Keywords Cybercrime � Cyber law � Image forgery � Digital image forensics
Cybercrime investigation

1 Introduction

Cybercrime investigation is an art as well as an intelligent act. Although there are
similarities between cyber and conventional crime scene, there are eloquent dif-
ferences. Conventional procedures are inadequate in cybercrime investigation
process. And crime scene concept in cybercrime cases has no fixed boundary.
Because of the fragile and sensitive nature of the digital evidences, an investigating
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team should be well aware about the legal and procedural steps in the investigating
process.

In the investigation scenario, the officer follows laws enacted in that country, and
legal and procedural framework prescribed by the concerned authority. In the case
of cybercrime, instead of adopting a conventional method, a specialized legal and
procedural framework has to be adopted.

Digital images are becoming tools for cybercrimes, especially through social
media. This is a major problem before the law enforcement agencies and social
media service providers. If cybercrime investigating officers have the facility to
ensure the credibility of digital image by the way to test image tampering, it will
help them to find out the genuinity of the image. Most of the image forensic tools
attempt to identify specific or single type of manipulation. No single tool is
available to detect all kinds of manipulations. Combination of tools is the solution
for effective image forgery detection.

A multi-tier, hierarchical framework for guiding digital investigation was pro-
posed [1]. It proposes a model which considers different stages in the investigation
process and precautionary measures. It compares prevailing single-tier approaches.
In the USA, Department of Justice framed a guideline for electronic crime scene
investigation [2]. In India, a cybercrime investigation manual was prepared by data
security council of India in 2011 [3]. This is the only document in this regard
available as a model, but which is not yet notified by the government. For com-
prehensive study on cybercrime, a document is prepared by United Nations office
on Drugs and crime by considering new trends and pitfalls in existing laws for
cybercrime and its investigation process [4]. This venture proposes a model
guideline for laws and procedures and recommends its participating states to make
necessary correction in the rules and regulations.

The model discussing here considers a digital image is the vital evidence in a
cybercrime. If this is primary evidence, the law enforcement agency team can take
this model as a guideline. Compared to other digital evidence, digital image is more
powerful talking evidence, and it is self-exploratory. This property of digital image
leverages the effort of investigating team. The model describes law sections con-
nected with image-based crimes and procedure adopted for evidence collection,
digital image forensic process and reporting.

This paper is organized as follows: Sect. 2 presents a brief outline about
cybercrime and its Indian perspective. Section 3 describes about the Information
Technology Amendment Act 2008. Section 4 introduces the concept of digital
image forensics. Section 5 presents the proposed model. Finally, Sect. 6 presents
the discussion and conclusion, which mention the limitation of the study also.
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2 Cybercrime: An Indian Perspective

Computer and computer networks are the backbone of the cyberspace. Increased
dependency on cyberspace increases cybercrime. Cybercrime is not formally
defined in any law enacted in India. In general, it can be said that cybercrime is any
unlawful or unethical act performed in cyberspace [5, 6].

The increased use of digital devices increases cybercrime rate also. Cases
reported and persons arrested for cybercrime in 2014 is 12248. Out of this, 5548
cases are under computer-related offenses (Sections 66 and Sections 66 A to E of
ITAA 2008) [7]. The rate of increase in cyber cases registered under the ITAA 2008
in last five years is keep growing. This is alarming information about cyberspace.
Cases related to cybercrimes not only come under ITAA 2008 but also under IPC
and SLL (Special and Local Laws) in India. For example, cyber defamation is a
cognizable offense. In law, the term defamation is defined in IPC Section 499. So it
will be accounted under IPC.

3 Cyber Law

The parliament of India has passed the Information Technology Act 2000 (ITA
2000), which came in force on October 17, 2000. The act mainly focuses on
handling legal validity of electronic transactions, digital signatures, and cyber-
crimes [8]. Even in the presence of ITA 2000, cybercrimes rely on IPC 1860 for its
legal validity. This act was inadequate to handle new developments in technology
and cybercrimes. Under these circumstances, debates and discussions on ITA 2000
lead to an amendment of it, resulting in the Information Technology Amendment
Act 2008 (ITAA 2008) [9].

4 Digital Image Forensics

4.1 Digital Image Formation

A digital image is formed through various processing stages which are classified as
three main phases—acquisition, coding, and editing. Figure 1 shows the various
stages in the digital image formation [10]. In acquisition phase, light is coming from
the real-world scene which is framed by camera components starting from lens and
ending at sensor and its associated processing. In coding phase, camera converts
image into a compressed form. Most of the camera uses JPEG compression format
with specific parameters for compression. In editing phase, images may undergo
various formatting by editing software.

A Model of Legal and Procedural Framework for Cybercrime … 165



4.2 Sources of Image Regularities

Digital images have certain regularities that are disturbed by tampering. The reg-
ularities are introduced by stages of image formation. Forensic techniques are used
to measure the regularities and find the difference in the measurements. Image
creation is a sequential process, and each process stage leaves its traits on image
called fingerprint. Image forensics procedure identify fingerprints and analyze it by
testing whether any irregularities present.This can be used for finding the source of
an image or its tampering detection.

Each image acquisition device has its own unique characteristics even if it is a
same model of the same brand [11]. And each image has its own fingerprint which
is unique. Figure 2 shows the sources of regularities in the images [12, 13]. The
object and the scene in the world have physical characteristics and relationships.
The things considered here are geometry, direction of light, and position of shadow.
The image that has been captured keeps these relationships and characteristics.
Chromatic aberration occurs due to the physical limitations of the lens. And defects
during the manufacturing of a lens affect the image. The manufacturing defects of
the sensors called sensor noise, and the effect of dust on the sensors leaves its own
traits on image. The various in-camera processes create regularities such as
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demosaicing, camera response, JPEG header. Duplication, splicing, re-sampling,
image quality, and double-JPEG are the image editing operations that are used to
alter image regularities.

4.3 Image Tampering

Photographs are self-explanatory evidences which are widely accepted. Today,
digital images completely override the conventional analog photograph. But they
do not have that much credibility, because of the ease of manipulation as a result of
the availability of professional and free-of-cost image editing software [14]. The
forgery of images has spread every sphere of its use. Establishing authenticity of
images and distinguishing the original and the forged image are a challenging task.
Image tampering is defined as ‘adding, changing, or deleting some important fea-
tures from an image without leaving any obvious trace’ [15]. Any manipulations on
image like splicing, copy-move, cloning, retouching, cropping, etc., are the meth-
ods used for image tampering [16].

4.4 Digital Image Forensics

There are various tools for detecting image forgery. These all come under two
different categories, active forensics and passive forensics, and the classification is
shown in Fig. 3 [13]. The active forensic approach requires pre-computation of
some fragile information like cryptographic hash of the media or insertion of a
watermark through information hiding. But this approach is only applicable in
a sophisticated domain. The passive forensic approaches are readily applicable to a
wide range of forensic applications. This approach is based on two sub categories,
i.e., intrinsic regularities and tamper anomalies. Intrinsic regularity uses unique
intrinsic footprints for source identification or to assess the disturbances. Tamper
anomalies use some specific anomalies left over by some processing operations.

Forensics Techniques

Active Forensics Passive Forensics

Pre-computation 
of hash

Information 
hiding

Intrinsic 
regularities

Tamper 
anomalies

Fig. 3 Classification of digital image forensic techniques
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5 Proposed Model of Legal and Procedural Framework
for Cybercrime Investigation in India Using Digital
Image Forensics

5.1 Legal Framework

The legal framework for cybercrime investigation here is consider what are the laws
enacted by the government in this regard and what are the sections which are con-
nected with cybercrime investigation where digital image is the primary evidence.

Information Technology Amendment Act 2008 (ITAA 2008), Indian Evidence
Act 1892, Indian Penal Code 1860, Banker’s Book of Evidence Act 1891 and
Indian Telegraph Act 1885 are the laws enacted by government of India which are
very much connected with cybercrime investigation. Table 1 describes the sections
which are dealing with digital image-related cases.

5.2 Procedural Framework

5.2.1 Evidence Collection

The scene where cybercrime happened is entirely different from conventional crime
scene. Since digital evidences are so sensitive and fragile, utmost care should be

Table 1 Sections present in Indian laws associated with image-related cases

S.
No.

Law Section Offenses/statement Other
applicable
laws and
sections

1 The Indian
Evidence Act
1872 [17]

65 B Admissibility of electronic records

2 ITAA 2008 [9] 66 E Capturing, publishing, or transmitting the
image of the private area without any
person’s consent or knowledge (violation
of privacy)

Section 292
IPC

3 IPC 1860 [18] 468 Forgery for the purpose of cheating

4 ITAA 2008 [9] 67 Publishing or transmitting obscene
material in electronic form

Section 292
IPC

5 ITAA 2008 [9] 67 A Publishing or transmitting of material
containing sexually explicit act, etc., in
electronic form

Section 292
IPC

6 ITAA 2008 [9] 67 B Publishing or transmitting of material
depicting children in sexually explicit act,
etc., in electronic form

Section 292
IPC

168 V.T.K. Thekkekoodathil and P.K. Vijayaragavan



taken in advance for searching and collecting evidence from crime scene. The
following is the sequences of steps in cybercrime scene investigation [3].

1. Identifying and securing the crime scene
2. ‘As is where is’ documentation of the scene of offense
3. Collection of evidence

a. Procedure of gathering evidences from switched-off systems
b. Procedure of gathering evidence from live systems

4. Forensic duplication
5. Conducting interviews
6. Labeling and documenting of the evidence
7. Packaging and transportation of the evidences

5.2.2 Forensic Analysis of Digital Image

The procedure for conducting digital image forensics on evidence image for test its
genuinity is depicted in Fig. 4. Depending up on the nature of the image and type of
the case investigating, the process for image forensics differs. Each process is a
complex task, therefore it requires considerable amount of expert manpower and
time. The forensic expert and investigating officer after discussing about the case
decide which approach is most suitable for the forensic process.

1. Read Image: For the purpose of analysis, read the evidence image using
interface of the digital image forensic software

2. Meta-data Analysis: The first operation to perform for identifying forgery on the
image is meta-data analysis. In this method, the software fetches and displays
meta-information about the image. Meta-information usually holds information
like file name, date of creation, date of modification, date of last access, file type,
compression type, capturing device.

Read 
Image

Image Forensics Process

Metadata 
Analysis

Photographic/ 
Photorealistic

JPEG 
Compression

Scene 
Level Source 

Class

Signal 
Level

Reporting

Fig. 4 Procedure for digital image forensics
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The meta-information displayed by the system tells us more about the history of
the image. From this point itself, analyzer can draw information about the trace
of forgery. By analysing the attribute values present in the meta-information
trace of forgery can be disclosed. But this is not dependable and reliable
information.

3. Photographic or Photorealistic: Images are generally classified as photographic
and photorealistic images. Images which are created by a camera is called
photographic image, where images which are created by computers are called
photorealistic images.
Camera-captured images always keep certain natural statistics. Those statistics
are introduced from real-world scene. Real-world objects’ geometrical features
and their relationships are present in images, and the light/illumination distri-
bution is also contributed for the presence of unique statistical features to the
image. Artificially creating natural image statistics is almost impossible.
Through this process, analyzer can easily identify the genuinity of the image
under consideration.

4. Analysis of Image Coding using JPEG Compression Information: Most of the
cameras store image in JPEG format, which is a lossy compression format. For a
particular camera, the parameters used for compression are camera specific. If a
person who performs a manipulation on a digital photograph using a photograph
editing software, it re-saves to JPEG format. Here actually double compression
was performed; one by camera software and second by editing software.
Using the trace of double compression, analyzer can identify amount of error
presents in it by performing error-level analysis (ELA). It reveals the trace of
JPEG compression impact and will decide the trace of the manipulation.

5. Tampering Detection

(a) Scene-Level Based: The scene-level intrinsic regularities present in the
image are altered when it was forged. Splicing type of forgery can be
detected by testing what are the scene-level alterations by the way of testing
inconsistencies in lighting/shadows and geometry/perspectives.

(b) Signal-Level Based: The signal-level intrinsic regularities present in the
image are changed when it was forged. Copy–move forgery and
re-sampling type manipulations can be detected by testing what are the
statistical changes present among the pixels in the photograph.

6. Source Class Identification: Every camera has its own fingerprint in it. Each
photograph keeps this fingerprint. This information of the photo can be used for
finding the camera using which it was captured. This can be achieved by
identifying camera introduced fingerprints by reverse identification of its
irregularities.

7. Reporting: A comprehensive report about the analysis generated by the software
describes what are the techniques were used for identifying the manipulation
and specifies the procedure adopted in each step of the process that is admissible
to the court of law.
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6 Discussion and Conclusion

The aim of this paper is to create a model of legal and procedural framework for
cybercrime investigation based on rules and regulations framed by government of
India where digital images are the primary evidence. Cyber crime is increasing in
India. The crime scene of and investigation strategy for cyber crime have lot of
differences when compared to convetional crimes. Law enforcement agencies
handling cyber crime as convetional crime. Lack of training and awareness about
the technology and underlying process, law enforcement agencies, and associate
machineries could not utilize the simplified and effortless way for investigating and
handling cyber-related crimes.

Apart from the conventional evidences from a crime scene, digital evidences are
talking evidences. In the case of digital image is the primary evidence in a
cybercrime, an investigating officer should not follow conventional procedure for
the investigation of the associated case. The officer can adopt legal and procedural
framework prescribed in this model. If an investigation team is aware about the
proposed framework they will have an idea about the precautionary measures
adopted in the investigation process like evidence collection, evidence packaging
and send it to forensic analysis. Hope, these will help and improve the efficiency of
investigating agencies and associated machineries. Legal validation, feasibility, and
applicability of the model have to be tested.
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Comparative Study of Android-Based
M-Apps for Farmers

Sukhpreet Kaur and Kanwalvir Singh Dhindsa

Abstract M-Apps grow to be renowned feature of mobile phone. Farmers also
getting solution to their farming problems with the help of the mobile applications.
This paper highlights the mobile applications for agriculture, where architecture of
mobile phone with its current trends and the most useful M-Apps related to agri-
culture market, soil description, weather information, and government schemes
have been described in detail. In this paper, Android-based M-Apps act as foremost
applications, where Arduino used as an external hardware kit for sensors.
Comparison is based on the features provided by the developed M-Apps to the
users. The benefits and drawbacks of developed M-Apps have also been discussed.
The conclusion describes the most useful M-Apps and its further improvements.

Keywords Android � E-agriculture � Mobile application � Arduino
M-App � Agriculture � GPS � ICT � IoT

1 Introduction

Mobile manufacturers are enhancing configuration of mobile phones, whereas
developers are trying to solve real-life problems through the development of
M-Apps. Agriculture is the backbone of Indian economy. Mobile application is an
efficient approach to enhance the knowledge of farmers. Cloud computing, sensor
control, GPS, image processing, data mining, speech processing and other tech-
niques have been used to provide knowledge about farming [1, 2]. M-Apps for
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agriculture are used for utilizing and managing agriculture resources. Farmers use
M-Apps to get information about weather forecasting, soil conservation, insecti-
cides, harvesting and market price of crops [3]. A mobile application can convey
information about farming strategies in detail. Interactive voice response system
(IVRS) has been used in India for farmers. IVRS gives automatic voice response
regarding farming problems. Various IVRSs give facility to talk with agriculture
experts. The remaining paper is structured as follows: Sect. 2 introduces the
existing work related to mobile phones and M-Apps. Section 3 highlights the
mobile phone architecture and trends related to mobile phone users. Section 4
describes M-Apps and its role in agriculture. Section 5 provides the details of
existing agriculture M-Apps in tabular form. Section 6 provides M-Apps compar-
ison from user point of view. Section 7 highlights the limitations of developed
M-Apps. Section 8 concludes the work with future scope.

2 Related Work

Various M-Apps have been developed by researchers. Dhaliwal and Joshi [4]
highlighted mobile phone as a boon for rural system, where mobile phone can help
farmers to take decision about production and marketing of their crops. Mondal
et al. [5] preferred to use information technology and biotechnology for agriculture
than traditional agriculture system. A smartphone agricultural app was developed
by Karetsos et al. [6], where a user can find information about farming and a farmer
can submit his requests by following simple procedures. According to Zhu et al.,
cloud computing technology can play a very important role in enhancement of
agriculture business, but there is a need to build data centres, enhance service
quality, integrate resources and make information security [7]. Sandhu et al.
analysed Kisan mobile advisory services of Punjab [8]. Mobile ICT is a better
technology to increase the efficiency of farming. MahaFarm is an Android-based
solution developed by Bhave et al. [9] for agriculture in which a user can get
information about crop, weather, and market price. This application provides
location-specific information. Narechania [10] proposed Arduino system for agri-
culture. Arduino system is a four-wheeled wireless robot, controlled by Android
cell phone, used for farm management. Crop details, market price of crops and
weather information are showcased by Patodkar et al. [11]. Gao and Yao [12] had
implemented a set of moveable system to check climate of agricultural area, using
Android mobile applications and IoT. The literature review on M-Apps is acces-
sibility for farmers; all conclude that M-Apps for agriculture are not providing a
user-friendly environment for agriculture. A layman should be able to understand
functioning of M-Apps.
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3 Mobile Phone Architecture and Current Trends

Mobile architecture comprises of hardware and software, where internal and
external mobile applications are being used for task performing. The basic archi-
tecture of mobile phone is shown in Fig. 1.

Figure 1 shown describes the memory, keypad, speaker, microphone, SIM and
LCD as the common hardware devices of a mobile phone, whereas the application
processor and communication processor are used for internal functionalities. To
enhance the capabilities of mobile phone, various applications are being developed.
Figure 2 shows the growth of total wireless subscribers.

Figure 2 shows the projected growth of telephone subscribers in India. The
number has increased from 1,029.34 million (430.09 + 599.25) in October 2015 to
1035.18 million (436.26 + 598.92) at the end of November 2015, with 0.57%
monthly growth rate [13]. The use of mobile technology is increasing in rural areas
rapidly.
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Application Processor
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Fig. 1 Basic architecture of mobile phone device
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4 M-Apps Role in Agriculture

A few M-Apps are pre-installed in mobile phone devices, whereas other M-Apps
can be installed with the help of application distribution platform. Owners of mobile
operating systems have provided their own platform such as Google Play Store by
Android, Windows Phone Store by Windows, Apple App Store by Mac and
BlackBerry App World by BlackBerry. Android is a popular OS (operating sys-
tem). The source code of Android operating system is available by way of open
source, and M-Apps for Android are also available on Google play store. Mobile
phone has been playing significant role in the enhancement of agricultural pro-
duction. Various categories of agriculture M-Apps are listed as follows:

• Agriculture Information Resource Apps: These types of M-Apps include
information about farmers, fertilizers, insecticides, pesticides, crop disease
resistance rating in local and global market.

• Agriculture Calculator Apps: This kind of M-Apps are used to calculate the
state of cultivated plant, by inspecting present and past days’ information of field
locale. A user can search for farm equipments also.

• Agriculture NEWS Apps: Agriculture NEWS M-Apps include NEWS related to
market, weather, several alerts, radio news, articles, and farm business blogs.

• Weather Apps: Weather M-Apps cover weather forecasting of the whole world
and provide information about price bids of crops within 100 miles of farmer
location.

• M-Government Apps: M-Government M-Apps deliver information about vari-
eties of products, schemes, disease symptoms, protected species and protected
areas. These apps also give facility to farmers to solve their farming-related
problems by using toll-free numbers, real-time chat, email, forum, and private
messaging.

5 M-Apps Available for Agriculture

Various M-Apps have been already developed globally. Available M-Apps are
described with the help of following three categories.

5.1 Online Available M-Apps for Agriculture in India

Various M-Apps are available for agriculture in India. Table 1 shows the significant
features of the most beneficial M-Apps. These M-Apps are useful for Indian
farming and are available online.
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Table 1 Online available M-Apps for agriculture in India

S.
No.

M-App
name,
version

Minimum
OS
required

Developers Area covered,
supported
languages

Significant features

1 myRML,
version
2.0.2

Android
2.3.3

RML AgTech. 18 states of
India,
languages: 9
different
languages

Market price, weather
forecasting, agriculture
advisory, agriculture
news, government
schemes, unit converter

2 AgriSmart,
version
beta

Android
2.1

Punjab
agriculture
Dept.

Punjab,
languages:
English

Extension, crop
reporting, pest warning

3 Digital
Mandi,
version 1.0

Android
2.2

AppKiddo 15 states of
India,
languages:
English

Indian agricultural
commodity market
price list

4 Modern
Kheti,
version 4.0

Android
3.0

Magzter Inc.
education

Northern India,
languages:
Punjabi, Hindi
and English

Magazine of latest
agriculture news.

5 Water
reporter,
version
1.4.2

Android
4.0

Viable
industries

India,
languages:
English

Pollution and activity
report submission

6 Kisan
Yojna,
version 3.0

Android
3.2

ANN India Maharashtra,
languages:
local language

Government’s schemes

7 CropInfo,
version
2.1.1

Android
2.3

Nirantara LRPL Global,
languages:
Kannada and
English

Articles about
horticulture crops

8 Kisan
Books

Android
3.0

Kisan form Pvt.
Ltd

India,
languages:
English, Hindi
and 5 local
languages of
India

E-Books magazines
and booklets for
agriculture

9 Fertilizer
calculator,
version
1.02

Android
2.2

Dr. Vishwanath
Koti

India,
languages:
English

Calculator to estimate
the fertilizer

10 AgriApp,
version
1.3.1

Android
4.0

Criyagen,
AgriApp
communications

India,
languages:
English, Hindi,
Kannada

Information related to
crop, chat, call and
videos, place orders
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As shown in Table 1, myRML and Digital Mandi are the most useful M-Apps to
know the market price.

• myRML provides market price, weather forecasting, agriculture advisory, news,
government schemes, unit converter, and calculator for plants, whereas Digital
Mandi provides market price only.

• Fertilizer Calculator estimates the fertilizer based on nitrogen, phosphorous and
potassium, whereas AgriSmart provides information about pest warning.

• CropInfo and Kisan Books are effective apps to access e-books, magazines and
booklets, whereas Kisan Yojna gives information about government schemes
only.

5.2 Online Available M-Apps for Agriculture
in Foreign Countries

Various M-Apps are available for agriculture in foreign countries. Table 2 shows
significant features of the most constructive M-Apps. These M-Apps are available
online.

As shown in Table 2, MySoil and Fertilizer Cost Calculator both are helpful to
check the value of soil.

• MySoil is an application to provide information about soil description only,
whereas Fertilizer Cost Calculator, roughly calculates the value of nitrogen in
soil.

• FarmEmergencyContacts contain all farm emergency contacts of the UK.
Growing Organic Vegetables is a paid mobile application to get tips for growing
organic vegetables.

• AgriNews Live and Farm Progress are used to get information about agriculture
news, market commentary, reports from grain and livestock farmer.

5.3 M-Apps for Agriculture by Various Developers

Various M-Apps have been developed by researchers for farming, but these
M-Apps are not available in play stores. Table 3 describes the significant features of
the latest M-Apps.

Table 3 shown provides the details of various M-Apps developed by developers.

• Smart Agri Services is Android-based M-App for farmers. This M-App is
information-based app, where a user can get knowledge about all types of
farming.

• E-Agro M-App provides information regarding crop management.
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Table 2 Online available M-Apps for agriculture in foreign countries

S.
No

M-App
name,
version

Minimum
OS
required

Developers Area
covered,
supported
languages

Significant features

1 My Soil,
version 1.1

Android
2.3

BGS and Centre of
Ecology and
Hydrology

Britain and
Europe,
languages:
English

Soil description

2 GAF 2014,
version 1.2

Android
2.3

ISuL Techno logia
entertainment

Global,
languages:
English

Global agribusiness
forum for discussion

3 Farm
Emergency
Contacts,
version 1.1

Android
1.5

WeFarmItAppLabs
Communications

UK,
languages:
English

Contain all UK farm
emergency contacts

4 Farm
progress,
version 4.4

Android
2.3.3

iNet solutions
group, Inc.

Global,
languages:
Publications
in 14
languages

Agri. News, Grain
and Livestock
market, Weather
forecasting blogs,
magazine

5 Agricultural
policy
research,
version 1.2

Android
2.2

Global
development
network

Sub-Saharan
Africa and
South Asia,
languages:
English

Papers regarding
different policy
research, policy
briefs, documentaries
of project, news and
events

6 Crop and
medicinal
plants,
version 1.0

Android
4.0.3

Wiki Kids Limited Global,
languages:
English

Knowledge about
preparation of soil
and seeds, fertilizers
crop rotation and
harvesting, plant
breeding, medicinal
plants

7 Learn
agricultural
engineering,
version 1.7

Android
2.1

WAGmob Global,
languages:
English

Snack Sized
chapters, Flashcards
for agriculture
engineering

8 AgriNews
Live, version
3.0.1

Android
2.1

LoadOut America,
languages:
English

Live market
commentary, staff
blogs, audio and
video

9 Fertilizer
cost
calculator,
version 1.0

Android
2.3.3

JWS Group LLC Australia,
languages:
English

Estimates the value
of nitrogen in soil

10 Growing
organic
vegetables,
version 1.0

Android
2.2

Brook Barn,
Graffham West
Sussex

UK,
languages:
English

Providing tips for
growing organic
vegetables
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• MahaFarm, Ardunio System and E-Agro provide the option of market price,
whereas Ardunio system is a combination of hardware and software systems.
Software part includes weather forecasting, market prices, agriculture news,
farmer help lines, map view of fields, farm management and plough mechanism,
whereas hardware system provides obstacle avoidance and indicator and wire-
less pump operation management.

6 Comparison of Available M-Apps for Agriculture

Farmers install M-Apps to find solutions to their problems, so comparison of
available M-Apps is based on user point of view. Table 4 describes all the facilities,
which have been given to the user by the developers. All given facilities would be
used to ask queries and to access information.

Table 4 shown compares the existing M-Apps based on facilities given to the
users.

• myRML, AgriSmart, Water Reporter, Kisan Books and GAF 14 provide facility
of uploading information using text, images and feedback options.

Table 3 M-Apps for agriculture by various developers

S.
No.

M-App
name

Year Developers/paper
cited

Tool and techniques
used

Significant features

1. Smart
Agri
Services

2014 Karetsos et al. [6] Android developer
tools, Android
version 2.2

Information regarding:
horticulture, forestry,
apiculture, sericulture

2. MahaFarm 2014 Bhave et al. [9] GPRS, Wi-Fi,
Android, XML,
Yahoo weather
API, HTTP

Weather updates,
market prices, news
updates

3. Arduino
system

2015 Narechania [10] Android APIs,
SQLite, Google
maps V 2.0, HTTP,
GPRS, GPS, XML,
JSON

Weather forecast,
market prices,
agriculture news, farmer
help lines, map view of
fields, farm
management, plough
mechanism, wireless
pump operation,
obstacle avoidance and
indicator

4. E-Agro 2015 Patodkar et al.
[11]

MySql, GCM,
JSON, XML,
Android OS 4.2.2

Crop details, crop alerts,
ask questions, weather
info, crop rates
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Table 4 Comparison of available M-Apps for agriculture

S.
No.

Mobile app name Upload information Significant features

Feed-back
form

Text Image Audio
and
video

Group chat, IVRS,
make call, download
information, place
orders, GPS, FAQs,
email

1 myRML Yes Yes Yes – Group chat and GPS

2 AgriSmart Yes Yes Yes – –

3 Digital Mandi – – – – –

4 Modern Kheti – – – – Download
information

5 Water Reporter Yes Yes Yes – GPS

6 Kisan Yojna – – – – –

7 CropInfo – – – – Downloading

8 Kisan Books Yes Yes Yes – Make call, place
orders

9 Fertilizer calculator – Yes – – –

10 AgriApp Yes Yes Yes Yes Group Chat, IVRS,
make call, download
information, place
orders

11 MySoil – – – – GPS

12 GAF 14 Yes Yes Yes – Group chat, GPS

13 FarmEmergencyContacts – – – – Make call

14 Farm Progress – – – – Download
information

15 Agricultural policy
research

– – – – –

16 Crop and medicinal
plants

– – – – Download
information

17. Learn agricultural
engineering

Yes – – – Download
information

18 AgriNews Live – – – – –

19 Fertilizer cost calculator – Yes – – –

20 Grow your own organic
vegetables

Yes – – – –

21 Smart Agri Services – – – – FAQs

22 MahaFarm – – – – GPS

23 Ardunio System – Yes – – GPS

24 E-Agro Yes Yes Yes Yes Email, make call,
IVRS
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• AgriApp is the only App, which covers maximum features, whereas Agricultural
Policy Research, Digital Mandi and AgriNews Live are based on static infor-
mation. Neither a user can upload his query nor he can download information.

• In Fertilizer Calculator and Fertilizer Cost Calculator, user can upload infor-
mation using text, whereas in Grow Your Own Organic Vegetables, user can
upload information using feedback option only.

• The feature of downloading information is available through Modern Kheti,
CropInfo, AgriApp, Farm Progress, and Crop Medicinal Plants, whereas the
feature of GPS is provided by myRML, Water Reporter, MySoil, GAF 14,
MahaFarm and Ardunio System.

• The facility of IVRS is part of AgriApp only, whereas option of making call is
provided by M-Apps as in Kisan Books, AgriApp and FarmEmergencyContacts.

• myRML, AgriApp and GAF 14 include group chat option, whereas Smart Agri
Services provide facility of FAQs only.

• E-Agro is the only M-App, which provides option of uploading queries through
email.

7 Limitations in Available M-Apps

Existing M-Apps have their own attributes. Each app is useful for farmers, but there
exist some limitations.

Two-way communication is not provided by the developers. The majority of
M-Apps provide static information, where user cannot get knowledge about current
affairs. There is no option for feedback provided by Agricultural Policy Research,
Digital Mandi and AgriNews Live M-Apps. Consequently, there is a gap between
user, M-App and provider. AgriApp and E-Agro are the only M-Apps, where user
can upload audio and video regarding their agriculture difficulties. IVRS is not
followed by all the developers even there is no M-App, which support toll-free
numbers. Thus, farmers cannot give a call because of high charges. Advance
techniques of IoT have not been used till now. Arduino-based M-Apps have used a
few sensors, which can do wireless pump operations only. Language dependency is
also the major drawback because all farmers are not good in English language. So,
there is a need of multilingual support in M-Apps. As of today, none of the M-Apps
provides facility to farmers to buy agriculture products or sell their produce in the
market online. There is a need of user-friendly environment.

8 Conclusion

Various types of agriculture M-Apps such as Information Resources Apps, Weather
Apps, NEWS Apps, E-Govt. Apps have been described in detail. Mobile archi-
tecture and trends provide detailed information about rapid growth of mobile
phones over the year. Currently, the best M-Apps in India are myRML (agricultural
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market), Kisan Yojna (government schemes), Modern Kheti (literature) and
AgriSmart (crop information). Farm Progress, Agricultural Policy Research,
Growing Organic Vegetables and MySoil are found to be the best M-Apps in
foreign countries for agricultural marketing, government schemes, literature and
soil information simultaneously. Arduino system is found to be the best M-App by
developers in which mobile phone is attached with combination of sensors.
AgriApp is the best app in user’s point of view, where user can upload his queries
with the help of text, image, audio and video. IVRS (paid service) is supported by
E-Agro and AgriApp. Language dependency, static information, minimum use of
IoT and no online marketing are the major drawbacks of M-Apps. M-Apps with IoT
have been found to be the best source for the modernization of agriculture.
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Feature Extraction of DICOM Images
Using Canny Edge Detection Algorithm

Diptee Chikmurge and Shilpa Harnale

Abstract Generally, in the medical field early diagnosis of the disease was per-
formed using MRI, CT scans, X-ray, and ultrasound images. These medical images
were captured in Digital Imaging and Communication in Medicine (DICOM)
format (Bhagat and Atique in Medical Images: Formats, Compression Techniques
and Dicom Image Retrieval Survey, 2012) [1]. As per the structure of DICOM
image, physicians were unable to detect strangeness or disease in the patient
without any image processing. Image processing and machine learning process can
be useful to identify strangeness in these images by evaluating feature extraction
and boundary detection of DICOM images which aims to help experts to analyze
medical images. These medical images actively engaged in the medical field to
diagnose disease and give proper treatment. Nowadays due to increase in the large
database of DICOM images, the classification and retrieval of images have been a
critical task for diagnosis of disease. The content-based image retrieval is effec-
tively applicable for effective treatment of disease. Canny edge detection algorithm
is useful for extracting features of medical images.

Keywords Canny edge detector � Gradient magnitude � Non-maxima repression
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1 Introduction

Generally, in the medical field, early diagnosis of the disease was performed using
MRI, CT scans, X-ray, and ultrasound images. In advanced medical technology,
medical images were captured using DICOM. The structure of DICOM image
contains two major parts:

1: Patient Information
2: Actual medical image

(Digital Imaging and Communication in Medicine) format [1]. As per structure of
DICOM image, physicians were unable to detect strangeness or disease in the
patient without any image processing. Image processing and machine learning
process can be useful to identify strangeness in these images. The aim of feature
extraction and boundary detection of DICOM images is to help experts in analyzing
medical images. These medical images play a vital role in the medical field to
diagnose disease and give proper treatment. Nowadays due to increase in the large
database of DICOM images, the classification and retrieval of images have been a
critical task for diagnosis of disease. The content-based image retrieval is effec-
tively applicable for effective treatment of disease with the help of extracting fea-
tures of the image. Using effective techniques [2] of CBIR, doctors can give the
correct treatment to a patient.

2 Feature Extraction–Edge Detection Algorithm

In this paper, CBIR process is described using edge detection. The edge detection is
used for removing unwanted information and extracting an interested region from
images. The edge detection is a process which detects and figures out interested
entity and makes the distribution of entity and background region in the image.
Detection of the edge is the major task of identifying discontinuities in pixel
intensity value. There are many techniques [3] for edge detection algorithms such as
Prewitt method, Roberts edge detection, Sobel method, and Canny edge method.
In DICOM image, the interested region and remaining parts need to be differen-
tiated using image processing. Differentiation between these two parts was possible
using edge detection algorithm. Figure 1 represents the example of DICOM image.

The medical image processing is complicated because of noise occurrences in
the image. However, the noisy medical images cannot give the correct diagnosis; in
the proposed work, we have presented improved Canny edge algorithm to remove
noise and smooth the image along with feature extraction of DICOM image [4].
The feature extraction of images is performed by identifying the interested area
along with borderlines in different sections of an image. So the image feature
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extraction is accomplished by detecting edges in an image. The Canny edge
detection algorithm is the effective technique to find enhanced edges without dis-
turbing features of the image.

3 Canny Edge Detection Algorithm

The Canny edge detector was defined by John F. Canny in 1986. This algorithm
involving several stages is used to detect edges in images. It depends on gradients
(edges) where gray scale intensity changes the most.

The aim of Canny Edge detector algorithm is to assure following three [5]
criterion.

• Detection of the edge of the image with small delusion rate, which intends that
the perception has detected all possible edges presented in the image.

• Recognized edge pinpoints exactly concentrate on the center of the edge.
• The third criterion removes multiple responses to an edge means there is only

one counter to a single edge.

The traditional Canny edge detector [6] is used as the Gaussian filter to smooth
and remove noise from an image and then evaluate the gradient intensity and

Fig. 1 Sample DICOM
medical image
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direction angle of the pixel in an image then employ non-maxima on gradient
intensity to suppress the weak edge and use double thresholding to find connected
the edge. The traditional Canny edge is not specifying efficient result with two
parameters that are a standard deviation and decided double threshold by users. The
standard deviation (r) parameter affects the degree of smoothness of the image. The
Gaussian filter is concerned to smoothen the image and get rid of the disturbance
from the image. It is a linear low-pass filter. Image filtering using a Gaussian filter is
applied to an image to remove noise and smooth the edge in the image. This will
cause failure to encounter weak edge occurrence of isolated edges in the result.

The second parameter that is a double-threshold values which are decided by the
programmer, will result in loss of some edge and will be unable to remove noise.
There are two threshold values decided by a programmer that are high and low
threshold values. The gradient magnitude of image edge pixel is greater than the
higher threshold value then that edge is considered as the strong edge. If the
gradient magnitude is less than the lower threshold value, then the edge is sup-
pressed. And if gradient magnitude lies in high and low threshold values, the edge
is considered as a weak edge.

As per the predefined criteria of Canny edge algorithm, high accuracy of
real-edge detection is not possible with the use of the Gaussian filter. The expected
output should be smoothness which is added to noise more and less to the edge.

In proposed Canny edge detection, these two drawbacks will be removed by
using adaptive filters instead of the Gaussian filter and use adaptive double
thresholding.

4 Proposed Improved Canny Edge Detection Algorithm

1. Adaptive filter is applied to separate the disturbances from image and smooth
the image.

2. Determine the intensity gradients and image angle of the selected image.
3. Employ non-maximum repression to the intensity gradient in the edge direction.
4. Decide threshold value by utilizing OTSU’s technique and locate the associated

edges.

The system design of proposed work is shown in Fig. 2.

4.1 Adaptive Filtering

In proposed Canny edge algorithm, adaptive filter is used to filter the image. This
adaptive filter algorithm [7] will select flexible weight as per the properties of the
gray scale value of each pixel and at the same time sharpening edges. If there is
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large disruption in a gray scale value of edge pixel, then a weight of adaptive filter
is set to low scale, and when a gap is lower, then weight adjusted to the large scale.

Consider the two-dimensional image as f ði; jÞ;wgði; jÞ is weight of adaptive filter.
As per behavior of filter, the flow of adaptive filter is presented as follows [8].

1. Consider g ¼ 1 set the iteration n and coefficient of edge e.
2. Compute gradient magnitude GMiði; jÞ and GMjði; jÞ are partial derivation of

i and j direction.

GMi ¼ df ði; jÞ=di and GMj ¼ df ði; jÞ=dj

Preprocess Medical Image

Calculate Gradient Magnitude

Filter the Image with Adaptive 
Filter

Evaluate Gradient Image Angle

Final Edge detected Image

Apply Non-Maxima Repression

Double Thresholding

Fig. 2 System design of
proposed system
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3. Compute weight according to formula

dði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

GMiði; jÞð Þ2 þ GMjði; jÞð Þ2
q

And wgði; jÞ ¼ exp �
ffiffiffiffiffiffiffiffiffi

dði; jp Þ
2e2

 !

4. The adaptive filter is given by

f ði; jÞ ¼ 1=N
X

1

a¼�1

X

�1

b¼1

f ðiþ a; jþ bÞwgðiþ a; jþ bÞ

To plane image, where

N ¼
X

1

a¼�1

X

1

b¼�1

wgðiþ a; jþ bÞ

5. When g ¼ n, stop the loop, otherwise increase the value of g as g ¼ gþ 1,
repeat step 2 to 4.
This approach of the adaptive filter is effectively used for removing the noise as
well as preserve features of edge.

4.2 Gradient Image Angle

Gradient magnitude is already calculated to evaluate the weight of adaptive filter,
and the gradient angle [8] is calculated once gradient in x and y directions are
known.

The formula to find edge direction is prescribed below:

theta ¼ arctan
GMi
GMj

� �

With the value of edge direction angle, associate the edge direction angle with
the direction that can be tracked down in the image. The four possible tracing
directions such as horizontal, vertical, positive diagonal and negative diagonal that
point the surrounding pixel. So edge direction which is calculated will be rounded
up to one of four angles or nearest angle.
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4.3 Non-Maxima Repression

After the calculation of edge directions, the non-maxima [9] is applied to satisfy the
third criteria of Canny edge detection algorithm. Non-maxima repression is useful
for thinning the edge and used to focus the gradient in edge orientation. The cost of
the current pixel is compared with pixel values that are directed at 90°. Pixel will be
repressed or stamped out if their values are lower than the gray scale of a pixel on
edge; otherwise, higher pixel value is preserved at the edge.

4.4 Double Thresholding

After using non-maxima repression, edge pixels represent the real edge. But still,
some edge pixels in the image are affected by some noise. So it is necessary to
remove weak gradient value edge pixel and preserve high gradient value edge pixel
[10]. To analyze these forms of edge pixel value, two threshold values need to set or
decided by the programmer, one is a major threshold and the second one is a minor
threshold value. In traditional Canny edge detection algorithm, double-threshold
value is given by the user can cause some problem. To resolve this problem, in
improved Canny edge detection algorithm the threshold value is determined using
Otsu’s method [11, 12]. It is applied on non-maxima repressed gradient magnitude
to determine a major threshold value. The minor threshold value is adjusted to 1/3
of a major threshold value. With two threshold values, specified edge will be
repressed or edge will be identified as a prominent edge. If the gradient value of a
pixel is greater than the minor threshold and smaller than a major threshold value,
then an edge is considered as the weak edge. If pixel gradient cost is greater than a
major threshold, then that edge is the prominent edge. If pixel gradient cost is less
than a minor threshold, then that edge is repressed or removed.

5 Experimental Result

In this part, we will discuss the experimental result of improved Canny edge
detection for feature extraction of DICOM images as depicted in Fig. 3. The pro-
posed edge detection method is implemented using MATLAB and tested with
DICOM digital images. Figure 3 represents the original image, and the gradient
magnitude is calculated and applied on actual image as shown in Fig. 4.
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Fig. 3 Original DICOM
image

Fig. 4 Gradient magnitude
image
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Fig. 5 Gaussian filter image

Fig. 6 Adaptive filter result
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Fig. 7 Traditional Canny
edge detector

Fig. 8 Final result using
improved Canny edge
algorithm

194 D. Chikmurge and S. Harnale



As per circulation of proposed process, the adaptive filter is employed on the
image as shown in Fig. 6. After applying an adaptive filter, the result gives the
better performance as compared to Gaussian filter output as shown in Fig. 5(c).
Then, peak threshold value is calculated using OTSU’s method and applied on
filtered image and result of double thresholding as shown in Fig. 8 which gives
better output than traditional Canny edge detector in Fig. 7.

The main objective of feature extraction is identifying the real edge in the image.
We have implemented improved Canny edge algorithm on DICOM image with
adaptive filter and adaptive thresholding method. The final output of proposed
system is represented in Fig. 8 which edge detected image without disturbing
features of images.

6 Conclusion

As we study about feature extraction of DICOM images using improved Canny
edge algorithm, it gives effective result in terms of noise removal, extraction of
required images. This approach is efficiently useful for medical image retrieval. The
medical image retrieval needs high accuracy and robustness without loss of features
of images. It can be seen from the experimental result that the adaptive filter and
adaptive double thresholding methods give high generalization performance in
improved Canny edge detection algorithm.
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Design of 2-Bit Parallel Asynchronous
Self-timed Adder and 2-Bit Parallel Adder
Using Radix Adder

Kuleen Kumar and Tripti Sharma

Abstract This paper presents design of asynchronous parallel adder by using
recursive approach and comparison of various parameters such as average power,
power-delay product, and number of transistors to design different adders. The
parallel asynchronous self-timed adder designed using half adder along 2:1 mul-
tiplexer requires minimum interconnection. These adders have propensity to run
faster than existing adders for random data. Parallel adder based on radix method
provides faster computation of sum and reduces delay which is generated by carry
chain. One-bit asynchronous parallel adder is designed with 24T transistor, while
1-bit radix adder is designed with 28T. In radix-based parallel adder, firstly carry is
generated and then generated carry is used in sum propagation, which provides low
area. Both adders are implemented using Mentor Graphics tool on tsmc018.mod
process.

Keywords Asynchronous circuits � Radix-based full adders � Self-timed adders
24T � 28T

1 Introduction

The binary addition is basic operation that is performed by processor. Most of the
adders have been designed with synchronous circuit, but due to no assumption of
quantization of time asynchronous circuit is used for processor/circuits. The
quantization of time is not assumed by asynchronous circuits [1]. So logic design
with the help of asynchronous circuit is free from various problems such as less
speed of operation and more power dissipation. The pipelining is established by
request handshaking protocol in the absence of clocks, and also dual-rail carry is
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managed by handshaking protocol and performing addition of bits. The acknowl-
edgment is provided by dual-rail carry, and 1-bit adder block provides the carry
output. The NULL conventional logic is used in dual-rail encoding for addition of
bits. The robustness of circuit is generated by dual-rail carry representation [2]. In
this paper, 2-bit self-timed adder using recursion method and 2-bit adder using radix
method are designed.

Multiplexer and half adder are used to design parallel asynchronous adder which
requires minimum interconnection. Thus, it is more efficient when implemented on
VLSI technology. For independent-carry design, continuous parallel block and
maximal rate pipelining are used to stabilize the output. The timing assumption of
self-timed circuit depends upon AND/OR operation [3]. Adders based on this
recursive approach have potential to run faster. The completion detection unit
provides output in worst case, and carry is assumed to be zero by changing the
multiplexer select lines.

1.1 Single-Rail Data Encoding for Parallel Adder

Single-rail data encoding is used for pipelined adder, i.e., enabled by req/ack
handshake signal, and simultaneously carry is propagated. Bit-wise flow of carry
output is provided by dual-rail carry convention. Two logic values can be used for
dual-rail logic (invalid, (0, and 1)) [4]. When a bit operation is completed, bit-level
ack is generated. The ack signals are received (high) when iterations are completed.
The completion of iterations is detected by completion detection circuit [5]. Due to
high fan-in requirement, abort logic implementation is expensive.

2 Design of 2-Bit Pasta

The general block diagram of 2-bit asynchronous parallel adder is described in this
section. For half addition of each bit, adder accepts two input operands, and sub-
sequently, iterations are taken for carry and sum to perform addition until all carry
values are set to be zero [6]. Multiple binary bits addition can be performed by
using parallel adders.

2.1 Depiction of 2-Bit Parallel Adder

The general block diagram of 2-bit adder is shown in Fig. 1. The multiplexer
responds to input through synchronous signal and will be single 0 to 1 transfor-
mation based on select lines.
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When SEL = 0 actual operands are selected. In next case when SEL = 1,
feedback carry path is selected for subsequent iterations. The iterations are taken
until all carry signals are fixed to zero values.

2.2 State Transition Diagram

The initial phase is shown by the state transition diagram given in Fig. 2. Each state
transition is carried out by carry signal for every iteration.

Fig. 1 General block diagram of 2-bit PASTA

xx

01

0010

Fig. 2 Initial phase

Design of 2-Bit Parallel Asynchronous Self-timed Adder … 199



By recursive approach, the circuit half adder works in fundamental mode during
initial phase [6]. The (11) can be neglected because we are using half adder instead
of full adder [7, 8]. In half-adder circuit, there is no provision to add carry bits from
previous addition. In iteration phase when SEL = 1, the multiplexer block selects
the carry path, and sum is calculated with previous carry. Iteration is stopped when
all carry bits are assumed to be zero.

2.3 Binary Addition Using Recursive Approach

Let Si and C j
iþ 1 denote the sum and carry, and sum will be produced for different

combination of inputs. Condition (j = 0) for addition is calculated as follows:

S0i ¼ ai � bi ð1Þ

Ciþ 1 ¼ ai bi ð2Þ

The Ith iteration is given as

Si ¼ Si � Ci; 0� i\n ð3Þ

CIþ 1 ¼ Si � Ci; 0� i� n ð4Þ

The iteration is terminated when the following condition is achieved.

ckn þ ckn�1 þ ck1 0\k\n ð5Þ

Theorem 1 The recursion is continued until it produces correct sum for any
number of bits and stops within a predefined time.

Proof The accuracy of the algorithm can be checked by introducing the required
number of recursion, and completing the addition. For bit parallel adder considering
any of state (00), (01) & (10); states can be selected. In (k + 1)th iteration among
the different combinations (00), (01), (10), (11), (00) is considered. The several
transitions are continuously consider in this approach to generate the actual carry
and sum generation. Carry completion sensing adder and speculative completion
adders are designed with parallel asynchronous technique.

2.4 2-Bit Radix Adder

An asynchronous parallel adder can also be designed using a Radix Full Adder
(FA). One-bit full radix adder can be designed with 24-transistor. Therefore, radix
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adder is more efficient than parallel asynchronous self-timed adder. Firstly, carry is
generated on its critical path and then recursively sum is generated. Two 1-bit full
adders are joined for 2-bit radix adder and speed can be optimized [9]. The CLA
technique is used to shorten the carry path. In Radix Full Adder, the power-delay
product and energy-delay product are reduced due to carry chain propagation. We
use the 24T transistor mirror FA as a base 2-bit adder. The total transistor count for
2-bit radix adder is 56, which is more than 2-bit PASTA. But the power-delay
product is less than the 2-bit PASTA.

For full-adder implementation, carry and sum expression are given as follows:

Cout ¼ ðAþBÞCin þAB ð6Þ

Sum ¼ ACout þCoutBþCout � Cin þABCi ð7Þ

The Radix Full Adder is used to calculate the least significant sum. We use the
CLA technique to design the circuitry for the most significant carry bit Cout. The
sum and carry are generated explicitly. By using CMOS inverter, all inputs are
complementary and least significant sum bit is calculated.

3 CMOS Implementation

A CMOS implementation is carried out for both adders. For implementation of 2-bit
PASTA and 2-bit radix adder, we have used Mentor Graphics ELDO SPICE ver-
sion tool on tsmc018.mod process. The 2:1 multiplexers are used to design 2-bit
parallel adder. The circuit diagram 2-bit PASTA is shown in Fig. 3.

The output waveform of 2-bit PASTA is shown in Fig. 4. The delay between
inputs and output is less in case of 2-bit radix adder. Power-delay product of 2-bit
PASTA is more than that of 2-bit radix adder. Dual-rail logic has been used to reset
the invalid state in circuit, and PASTA is designed with transmission gates which
reduces number of transistor count. So on the basis of power-delay product, 2-bit
radix adder is more efficient than asynchronous parallel adder. But transistor count
slightly increases with radix adder. The 2-bit PASTA is designed with 48T tran-
sistor, while in case of 2-bit radix adder having great potential to reduce the total
power consumption and used in high-speed processors. But transistor count slightly
increased in radix adder [9]. The propagation of carry through successive bit adders
and maximum carry propagation in worst case are increased for different adder such
as 4-bit and 16-bit adder [10] and [11]. The first iteration is completed by selecting
2-bit adder’s multiplexer select line to zero (Fig. 5).

The output waveform for 2-bit radix adder is shown in Fig. 6. As from com-
parison of Table 1, delay between input and generated sum is less in case of 2-bit
radix adder as compared to 2-bit addition is performed parallel. So radix adder
generates the output with less delay.
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Fig. 3 2-Bit PASTA

Fig. 4 Input–output waveforms of 2-bit PASTA
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4 Simulation Results

In this section, we present simulation results for 2-bit PASTA and 2-bit radix adder
running on Mentor Graphics tool 64-bit LINUX platform.

4.1 Result Comparison

Comparison result of parameters such as average power, delay, power-delay pro-
duct, and transistor count for both adders is given as follows.

Table 2 gives comparison result of existing 16-bit PASTA and 16-bit radix
adder.

Fig. 5 2-Bit radix adder

Fig. 6 Input–output waveforms of 2-bit radix adder
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5 Conclusion

This paper describes execution of 2-bit PASTA and 2-bit radix adder. Initially,
single-rail logic and dual-rail logic are used for designing parallel adder, and then
recursion is used to design parallel asynchronous self-timed adder. The drawback of
more power dissipation and less speed in asynchronous adder is overcome by radix
method. Radix adder has potential to decrease the delay and total power con-
sumption over parallel adder using recursive approach. Thus, radix adder is more
suitable for high-performance processors.
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Efficient Image Secret Sharing Using
Parallel Processing for Row-Wise
Encoding and Decoding

Sonali D. Patil

Abstract Secret sharing plays a vital role in secure transmission of secret infor-
mation in the form of images. Majority of the secret sharing algorithms are build
using Lagrange’s Interpolation due its information theoretic secure property. These
image-sharing algorithms use pixel values of images for construction of shares and
uses share’s pixel values for reconstruction of a secret. The larger the size of an image
the pixel values are more. The problemwith such image secret sharing algorithm is its
large computational complexity while implementing it in real-time application.
A concurrent approach is proposed here for row-wise encoding and decoding. The
concurrent approach helps to expedite the construction and reconstruction process.
The proposed approach is implemented using UNIX-based Quadra Core system. The
algorithm improves the time complexity of the construction and reconstruction
process. The step-up of the concurrent algorithm is relatively even.

Keywords Secret sharing � Parallel algorithm � Cryptography � Image processing

1 Introduction

Military or commercial applications mainly consist of secret images or texts. As that
is the case, how to store that secret images or text securely is the main issue.
Security of these secret data in terms of images or test is the huge problem. In few
decades, many techniques are developed to increase the security of secrete images
by using data hiding and watermarking algorithms. But the limitation of these
algorithms is single point failure if information carrier is lost or corrupted. Because
of which the secrete data is not retrieved back. Here, the risk is having all secret
data in one copy and with one authority. To avoid this problem, divide the secret
data among group of people. We know the data hiding and conventional encryption
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techniques, but the secret sharing method gets separated from these techniques as it
converts the secret data into multiple (n) parts. These parts are shared among the
(n) parties to avoid the loss of data accidentally or intentionally. During recon-
struction of the original secret, any t (2 � t � n) number of participants are suf-
ficient. In 1979, Shamir and Blakely proposed the concept of secretly sharing the
secret in terms of shares [1, 2]. After which many researchers began putting efforts
on secret sharing techniques. Naor and Shamir [3] put forth simple pattern-based
secret transmitting schemes for images. In [3], dealer creates shares into n shadows
and transmits to n predefined participants. Share with each participant cannot dis-
close any information about original secret. The original secret data is reformed
using any t or more shares. The original image will not get reconstructed if suffi-
cient shares are not submitted. Secret sharing along with extended capabilities [4]
also makes the schemes useful for many applications.

For sharing secret image, we need to encode and decode it pixel-by-pixel which
is computationally rigorous due to large amount of data which is to be processed.
As a result, such processing algorithms suffer with large computational complex-
ities. Practical implications need fast processing of algorithms. In [4–7] proposed
concurrent approaches for image processing algorithm. These implementations are
based on High Computing Machines. Nowadays, almost all end user machines are
with multi-core capabilities. These machines can be effectively utilized using
concurrent algorithm skeleton.

A concurrent algorithm for construction and reconstruction process is proposed
using row-wise encoding and decoding of secret data in the form of image. Every
step in the share creation and reconstruction of image from share is parallelized.
Four cores are utilized simultaneously for the implementation using POSIX library.

This paper is aligned in next five sections. Section 2 outlines literature review.
Section 3 focuses on sequential strategy for creation of shares and reconstruction of
secure image from shares. Section 4 elaborates the proposed concurrent algorithm
approach for construction and reconstruction process. Section 5 focuses on the
relative results of sequential and concurrent algorithms. Section 6 states the con-
clusion regarding proposed approach.

2 Literature Survey

The polynomial threshold secret sharing schemes are briefly interpreted in this
section.

2.1 Secret Sharing Scheme by Shamir [1]

Shamir [1] invented the sharing scheme for (t, n) where t is threshold and t � n. A
polynomial of degree one less than threshold is constructed. The constant term is a
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secret to be shared in the polynomial. The other coefficients in the polynomial are
random values.

The share values will be computed by putting participant number in the poly-
nomial. The generated share values are distinct. Those values are distributed among
the participants.

For using Shamir’s scheme for sharing secret images, the pixel value is used as a
constant term in the polynomial. For each pixel, one polynomial gets formed, by
keeping that pixel value as constant term. The number of total pixels defines the
number of polynomials to be formed. The scheme is based on linear equations. The
problem with this technique is if the size of image is large it adds the computational
complexity for the construction and reconstruction process. For m size image and (t,
n) scheme, m number of polynomials are derived. Thien and Lin’s [8] scheme
shortens computational complexity which is discussed further.

2.2 Image Secret Sharing Scheme by Thien and Lin [9]

This scheme [9] used the Shamir’s technique of secret sharing effectively for
images. It also uses the pixel values of an image to construct the shares. Unlike
using the random values as a coefficient, it effectively uses further pixel values in
sequence to form a polynomial. For m size image and (t, n) scheme, m/t number of
polynomials are derived. It helps in reducing computational complexity as evalu-
ating the number of polynomial gets reduced. Also it helps in reducing the share
size, which helps in reducing bandwidth in the network. Still, the total computa-
tional complexity can be further reduced using proposed concurrent approach.

Researchers are working on parallel strategies to make the image processing
algorithms to be in use of real-life applications. These algorithms require very high
configuration of the system like n-core systems. The paper proposes a simple
technique of parallelism in secret sharing algorithms based on regular quad core
machines with open-source libraries. The proposed algorithm is elaborated in next
section.

3 Image Secret Sharing: Construction
and Reconstruction—A Sequential Approach

3.1 Construction of Shares

i. Initially, threshold value will be taken as t. For each row, (t − 1) order
polynomial will be formed using first t pixels in sequence.

ii. Polynomial value will be computed for all participants from 1, 2, …, n.
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iii. Then, next t pixel values will be taken from the row for next polynomial.
iv. Repeat the same procedure for each row till the last pixel value of a row to

compute the value of polynomial for all participants from 1, 2, …, n.
v. Different shares will get created using computed values from polynomials.

3.2 Reconstruction of Original Secret from Shares

i. Collect t shares from the interested participants.
ii. Select the first pixel from each share which is selected.
iii. Apply Lagrange’s Interpolation formula to form an equation from t selected

pixel values of t shares.
iv. All coefficients of derived equation will be taken as pixel values for resultant

image.

4 Image Secret Sharing: Construction
and Reconstruction—A Parallel Approach

The proposed algorithm uses multi-threading strategy to achieve parallelism in
construction and reconstruction of secret sharing algorithm. It is implemented on
multi-core system. POSIX library is used to create the number of threads. For
polynomial-based threshold secret sharing [9], concurrent approach is as given below.

4.1 Construction of Shares

Parent Process:

i. The Parent process will split the image row-wise into p chunks for the
respective threads.

ii. Parent process will create p child threads.
iii. Each child thread function will be passed with parameters which will indicate

starting and ending row number of each portion.
iv. Each child thread will be assigned to a particular core.

Threads:

i. Each child thread will apply Thein and Lin’s [4] algorithm on specified rows to
form a polynomial of degree (t − 1).

ii. Each child thread will compute the value of polynomial for all participants from
1, 2, …, n.
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Parent Process:

i. Parent Process will wait till all thread joins.
ii. Parent process will transmit all the created shares to the participants.

4.2 Reconstruction of Original Secret from Shares

Parent Process:

i. The Parent process will receive t shares from the interested participants.
ii. Parent process will be responsible for deciding the column-wise p chunks for

the respective threads.
iii. Parent process will create p threads.
iv. Each thread function will be passed with parameters which will indicate

starting and ending column number for all shares.
v. Each thread will be assigned with a particular core.

Threads:

i. Each thread will select the first pixel from each share which is selected.
ii. Each thread will apply Lagrange’s Interpolation formula to form an equation

from t selected pixel values of t shares.
iii. All coefficients of derived equation will be taken as pixel values for resultant

image.
iv. Each thread will repeat the steps II and III for all specified rows.

Parent Process:

i. Parent Process will wait till all thread joins.
ii. Parent process will display the reconstructed secret image.

5 Experimental Results

The above concurrent approach is implemented using POSIX functions on Quadra
Core system to create threads and join. The results for Lena image are shown in
Figs. 1, 2 and 3.

The high PSNR values of original secret and reconstructed secret show that the
applied concurrent approach is maintaining the accuracy of the image-sharing
scheme.

The level of parallelism is checked by varying the number of threads from 1 to 4.
The time results are calculated for different images.

Table 1 shows the average time required for construction of shares for these
images. Table 2 shows reconstruction time results. The results are linear with
respect to time and number of threads.
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Fig. 1 Secret image Lena.jpg

Fig. 2 Reconstructed image Lena.jpg

Fig. 3 Reconstructed image
Lena.jpg
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The reconstruction time is less as compare to construction time. As in con-
struction algorithm, more time is required to form polynomials and calculating
shares for all n participants. The reconstruction algorithm accepts t shares only and
applied Lagrange’s Interpolation formula to reconstruct original image.

6 Analysis and Conclusion

There is a huge gap in time requirements of sequential approach and expected
timings for real-time applications. The proposed concurrent approach shows even
results with respect to adding threads with the total time required for construction
and reconstruction. The speed-up time for construction and reconstruction is
observed to be linear. Multi-threading approach keeps the proposed approach very
simple and efficient. Such concurrent approaches are very useful to apply secret
sharing in practical usage. In future, optimum threshold values can be decided for
parallel approach with various schemes.
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TXGR: A Reverse Engineering Tool
to Convert Design Patterns
and Application Software into Graph

Arti Chaturvedi, Manjari Gupta and Sanjay Kumar Gupta

Abstract Software reusability is considered as a crucial technical condition to
improve the overall software quality and also reduce production and maintenance
cost. Design pattern detection is one of the important techniques, which helps to
improve reusability of existing software. In this paper, we proposed a new reverse
engineering tool (TXGR) with the help of two open-source tools Java NetBeans and
Class Visualizer. TeXt to GRaph (TXGR) tool generates graphs for structural
information of design pattern and existing software JHotDraw (application soft-
ware). With the help of this tool, we apply graph application (subgraph isomor-
phism method) for design pattern detection.

Keywords UML � XML � Directed-labeled graph � Design pattern
JHotDraw 7.0 � Java NetBeans � Class Visualizer

1 Introduction

Gamma et al. [1] proposed 23 design patterns based on object-oriented programming
which are solutions of problems that are coming again and again in software
development process. Therefore, design pattern detection is considered vital and
coined as part of reverse engineering process. However, reverse engineering is “the
process of analyzing a subject system to (a) identify the system’s component and their
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interrelationship and (b) create representation of a system in another form at a higher
level of abstraction” [2]. To identify design patterns, extracting structural information
from the source code of system under study and converting it into graph is one of the
steps. Graph has been a powerful and popular representation formalism in pattern
recognition. So, class diagram can be perfectly mapped to graph where vertices
represent the classes, while edges correspond to a selected type of relationship (i.e.,
association, generalization, dependency, aggregation) [3]. The approaches described
in [4–13] represent UML of design patterns in graph format, but unable to express
their relationships as a whole in a single design pattern graph.Thus,reverse engi-
neering process is formulated for the representation of an Object-Oriented system as a
set of graphs to represent various relationships of design pattern. Furthermore this set
of graphs will use in pattern detection methodology based on graph matching
approach using subgraph isomorphism to identify reusable design patterns. In such a
methodology, both the system under study and the design patterns to be detected are
described in terms of graphs. According to [3], a directed graph G = (V, E) will
represent the class diagram of object-oriented system under study. The set of vertices
V corresponds to the classes of the system, while the set of all edges E presents
selected kind of relationship between the classes. (For example, if the association is to
be represented, a directed edge (r, s) 2 E will indicate an association between classes,
r and s with a direction from r to s). In [4–13], the proposed approaches represent
number of graphs, one for each kind of relationship that makes detection of design
patterns more complicated and increases the possibility of finding false-positive
instances (occurrence of design pattern). Other graph-based techniques proposed by
researchers and scientists for design pattern detection include similarity scoring
method [14] and template matching method [15], are also used multiple graphs to
represent relationships of design pattern.

Thus, TXGR tool has been developed to represent the complete structure of
design patterns in graphical format so that this will overcome the problems where
multiple graphs are used to represent the relationships of design patterns. Our
approach covers various aspects and shows complete structural view of design
patterns in a single graph that not only provides comprehensive view to expedite the
detection practice but also minimizes the likelihood of discovering false-positive
instances. The limitation of this tool is that it does not show two relationships
between two nodes in the same direction, so that it partially draws three design
patterns (i.e., decorator, interpreter, and composite) where two relationships exist in
same direction between two vertices. Therefore, the purpose of this work is to
provide a general tool that generates graphical format using input as data text file.
Moreover, the objective of this tool is to use this graphical format for further speedy
detection of design patterns using subgraph isomorphism method to improve the
reusability of legacy software.

The outline of this paper is as follows. We begin with the brief overview of
proposed approach to develop the TXGR tool in Sect. 2. Case study of on an
open-source project JHotDraw7.0 in design pattern detection perspective is dis-
cussed in Sect. 3. TXGR tool results are illustrated as JHotDraw7.0 graph and
design pattern graphs in Sect. 4. Lastly, we conclude in Sect. 5.
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2 Overview of Approach

There are lots of tools given by many researchers for reverse engineering in past. In
this proposed work, we present a tool which converts design pattern data file into a
graph. Therefore, tool provides huge assistance for users to generate the graph of
design patterns. For the development of this tool, we have used two open-source
available tools, one is Java NetBeans and other is Class Visualizer (Fig. 1).

For the development of this TXGR tool, structural information of the existing
application software and design pattern is extracted from XML and UML design
domain, and then, text file is prepared to give the information of classes and
relationship among them. Thus, TXGR will convert text information of source code
into directed and labeled graph. Here, each class is represented by node (vertex),
and each edge represents relationship between two classes. In this, three types of
classes are taken into consideration: One is of abstract class (pink color node) which
is represented by (1, 0, 0), second is concrete subclass (cyan color node) repre-
sented by (0, 1, 0), and third is concrete class (magenta color node) represented by
(0, 0, 1). Furthermore, four types of relationships are considered, where label “1”
shows dependency, label “2” shows generalization, label “3” shows association,
and label “4” shows aggregation. TXGR tool uses these properties to convert text
into graph. This has been described and interpreted using the single tuple of text file
characteristic as an example (23(1,0,0) 42(0,0,1) 4 explain class ID 23 is abstract
class and class ID 42 is concrete class, and edge label 4 shows aggregation rela-
tionship between these classes).

Source Code
(Domain)

XML/UML
Created by Java NetBeans and 

Class Visualizer
UML of Standard Design 

Pattern

Extract Structural 
Information such as Class 

Type & Relationship 

Preparing Text File

TXGR Generating Graph

Fig. 1 Flow chart of
methodology used to develop
tool
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2.1 Rules for Directed Graph

According to [16], following rules are used for directed graph.

(1) If a direct association relationship is between two classes, then an edge starts
from source class and targeted to destination class.

(2) If a generalization relationship is between two classes, then an edge starts from
child class and targeted to parent class.

(3) If a dependency relationship is between two classes, then an edge starts from
dependent class and targeted to class on which it depends.

(4) If an aggregation relationship is between two classes, then an edge starts from
whole class and targeted to part class.

2.2 Directed and Labeled Graph

A directed vertex-labeled graph G is denoted as {V(G), E(G), LV, LE}, where V
(G) and E(G) are set of vertices and directed edges, respectively; LV is a set of
vertex labels; and LE is set of edge labels. Figure 2 shows an example of a directed
vertex-labeled graph. Numbers inside the vertices are vertex IDs, and the letters
beside the vertices are vertex labels. In our approach, edges are also labeled as
described in Sect. 2.

3 Case Study

We have selected an open-source project JHotDraw 7.0 as existing application
software (domain for pattern detection) and used an open-source tool Java
NetBeans that converts JHotDraw source code file into XML file. From this file, all

2
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B

A
C A

B
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B

A

Fig. 2 Example of
directed-labeled graph [17]
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class names of JHotDraw and three relationships among these classes (where “Use
a” relationship indicates dependency, “Has a” relationship shows aggregation, and
“Is a” relationship shows generalization or inheritance) are extracted [16]. Java
NetBeans is not able to recover some relevant information for design pattern
identification. In case of Java, this XML file (Fig. 3) does not represent the
Association relationship between classes and also does not show type of classes. To
overcome these deficiencies of this tool, we use another open-source tool Class
Visualizer to recover the missing information from the source code. Class
Visualizer converts Java source code class file into UML format (Fig. 4). Using
Class Visualizer, we extract classes that are of three types: One is abstract class, in
which we take all abstract classes and interfaces and are shown as (1, 0, 0), second
is concrete subclass, in which we take those classes which are inherited from
JHotDraw 7.0 class and are shown as (0,1,0), and third is concrete class, in which
we take those classes which are inherited from Java class and are shown as (0,0,1).
Using these two tools, we extracted 308 classes from XML file of JHotDraw 7.0
and approximate 900 relationships among them.

Now, with the help of this information, we prepare separate text file manually for
JHotDraw 7.0 as well as for 23 design patterns [1]. Each tuple of this file (Fig. 5)
has two classes: One is source class and other is target class with class ID (i.e., 1, 2,
… for JHotDraw) and their types (i.e., (1,0,0), (0,1,0), (0,0,1)) and relationship
label between these classes as mentioned in Sect. 2. However, for design pattern,
class ID (node) is represented by 1001, 1002, 1003, etc.

Fig. 3 Snapshot of Java NetBeans XML file
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Fig. 4 Snapshot of UML representation by Class Visualizer

Source Target Relationship
110(1, 0, 0) 111(0, 0, 1) 4
183(0, 1, 0) 287(1, 0, 0) 1
68(1, 0, 0) 286(1, 0, 0) 1
255(0, 0, 1) 56(0, 1, 0) 4
278(1, 0,0) 281(1,0,0) 1
64(1,0,0) 306(1,0,0) 1
266(0,1,0) 12(0,1,0) 4
170(0,1,0) 290(1,0,0) 1
35(0,1,0) 281(1,0,0) 1

136(0,1,0) 284(1,0,0) 4
172(0,1,0) 293(1,0,0) 1
97(0,1,0) 150(0,0,1) 1

140(0,1,0) 290(1,0,0) 1
124(0,1,0) 197(0,0,1) 1
190(0,1,0) 152(0,0,1) 4
165(0,1,0) 283(1,0,0) 2

Fig. 5 Example of data base for JHotDraw 7
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4 Results

4.1 Tool Components

The outcome of this tool comprises of two main components that define several
classes and their relationships.

(i) Graph Visualizer: It shows graph of design pattern and JHotdraw 7.0.
(ii) Help: It is an information provider of graph where node color represents the

type of class and label shows the information about relationship between
classes.

4.2 JHotDraw 7.0 Graph

TXGR tool generates a directed and labeled graph in Fig. 6 (snapshot of first screen
and result as graph). Here, TXGR takes input as mentioned in Fig. 5. This graph
has three types of node: Pink color node represents abstract type class, cyan color
node indicates concrete subclass, and magenta color node signifies concrete class as
mentioned earlier in Sect. 2. Edges are well represented by relationships among
these classes as mentioned in Sect. 2.

4.3 Design Pattern Graph

TXGR also generates all 23 design pattern graphs that are shown below in Table 1
with their input text file according to UML structure elaborated for each pattern in
[1].

Fig. 6 JHotDraw 7.0 graph
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Table 1 TXGR generated outcome as design pattern graphs from input text file

Abstract factory: text
file
Source target relationship
1001(0,0,1) 1002(1,0,0) 3
1001(0,0,1) 1003(1,0,0) 3
1004(0,1,0) 1003(1,0,0) 2
1005(0,1,0) 1002(1,0,0) 2
1004(0,1,0) 1005(0,1,0) 1

Builder: text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 4
1003(0,1,0) 1002(1,0,0) 2
1003(0,1,0) 1004(0,0,1) 1

Factory method: text file
Source target relationship
1003(0,1,0) 1002(1,0,0) 2
1003(0,1,0) 1004(0,1,0) 1
1004(0,1,0) 1001(1,0,0) 2

Prototype: text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 3
1003(0,1,0) 1002(1,0,0) 2

Abstract factory pattern
graph

Builder design pattern
graph

Factory method design
pattern graph

Prototype design pattern
graph

Singleton: text file
Source target relationship
1001(0,0,1) 1001(0,0,1) 3

Adapter class: text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 3
1003(0,1,0) 1002(1,0,0) 2
1003(0,1,0) 1004(0,0,1) 2

Adapter object: text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 3
1003(0,1,0) 1002(1,0,0) 2
1003(0,1,0) 1004(0,0,1) 3

Bridge: text file
Source target relationship
1002(1,0,0) 1001(1,0,0) 4
1003(0,1,0) 1002(1,0,0) 2
1004(0,1,0) 1001(1,0,0) 2

Singleton design pattern
graph

Adapter class design
pattern graph

Adapter object design
pattern graph

Bridge design pattern graph

Composite: text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 3
1003(0,1,0) 1002(1,0,0) 2
1004(0,1,0) 1002(1,0,0) 2
1004(0,1,0) 1002(1,0,0) 4

Decorator: text file
Source target relationship
1002(0,1,0) 1001(1,0,0) 2
1003(0,1,0) 1001(1,0,0) 4
1003(0,1,0) 1001(1,0,0) 2
1004(0,1,0) 1003(0,1,0) 2

Façade: text file
Source target relationship
1001(1,0,0) 1002(0,0,1) 3

Flyweight: text file
Source target relationship
1002(0,1,0) 1001(1,0,0) 2
1003(0,1,0) 1001(1,0,0) 2
1004(0,0,1) 1002(0,1,0) 3
1004(0,0,1) 1003(0,1,0) 3
1004(0,0,1) 1005(0,0,1) 3
1005(0,0,1) 1001(1,0,0) 4

Composite design pattern
graph (Partial)

Decorator design pattern
graph (Partial)

Façade design pattern
graph

Flyweight design pattern
graph

(continued)
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Table 1 (continued)

Proxy: text file
Source target relationship
1002(0,1,0) 1001(1,0,0) 2
1003(0,1,0) 1001(1,0,0) 2
1003(0,1,0) 1002(0,1,0) 3

Chain of responsibility:
text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 3
1002(1,0,0) 1002(1,0,0) 4
1003(0,1,0) 1002(1,0,0) 2

Command: text file
Source target relationship
1001(0,0,1) 1002(0,0,1) 3
1001(0,0,1) 1003(0,1,0) 1
1003(0,1,0) 1002(0,0,1) 3
1003(0,1,0) 1004(1,0,0) 2
1005(1,0,0) 1004(1,0,0) 4

Interpreter: text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 3
1001(0,0,1) 1003(0,0,1) 3
1004(0,1,0) 1002(1,0,0) 2
1005(0,1,0) 1002(1,0,0) 2
1005(0,1,0) 1002(1,0,0) 4

Proxy design pattern
graph

Chain of responsibility
design pattern graph

Command design pattern
graph

Interpreter design pattern
graph (Partial)

Iterator: text file
Source target relationship
1003(0,1,0) 1002(1,0,0) 2
1003(0,1,0) 1004(0,1,0) 3
1004(0,1,0) 1003(0,1,0) 1
1004(0,1,0) 1001(1,0,0) 2
1005(0,0,1) 1001(1,0,0) 3
1005(0,0,1) 1002(1,0,0) 3

Mediator: text file
Source target relationship
1002(1,0,0) 1001(1,0,0) 3
1003(0,1,0) 1002(1,0,0) 2
1004(0,1,0) 1003(0,1,0) 3

Memento: text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 1
1003(0,0,1) 1002(1,0,0) 4

Observer: text file
Source target relationship
1001(1,0,0) 1002(1,0,0) 3
1003(0,1,0) 1002(1,0,0) 2
1003(0,1,0) 1004(0,1,0) 3
1004(0,1,0) 1001(1,0,0) 2

Iterator design pattern
graph

Mediator design pattern
graph

Memento design pattern
graph

Observer design pattern
graph

State: text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 4
1003(0,1,0) 1002(1,0,0) 2

Strategy: text file
Source target relationship
1001(0,0,1) 1002(1,0,0) 4
1003(0,1,0) 1002(1,0,0) 2

Template: text file
Source target relationship
1002(0,1,0) 1001(1,0,0) 2

Visitor: text file
Source target relationship
1001(0, 0, 1) 1002(0, 0, 1) 3
1001(0, 1, 0) 1003(1, 0, 0) 3
1004(0, 1, 0) 1003(1, 0, 0) 2
1002(0, 0, 1) 1005(1, 0, 0) 3
1006(0, 1, 0) 1005(1, 0, 0) 2

State design pattern graph Strategy design pattern
graph

Template design pattern
graph

Visitor design pattern graph
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5 Conclusion

In this paper, we have developed a reverse engineering tool (TXGR) that converts
data text file into graph with the help of two open-source tools Java NetBeans and
Class Visualizer. Earlier developed tools are not quite efficient to represent the
complete flow of specific design pattern. This work may provide great ease to
researchers, scientists, and developers to analyze and represent available relation-
ships between classes of design patterns graphically. This may results in fast design
pattern detection and therefore may be used frequently by the user to enhance the
software reusability. In future, using TXGR graphical tool, we will apply design
pattern mining techniques based on graph theory for improving the software
reusability.
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Comparative Analysis of Image Fusion
Using DCT, DST, DWT, Walsh Transform
and Kekre’s Wavelet Transform

Jyoti S. Kulkarni and Rajankumar S. Bichkar

Abstract Image fusion focuses on combining information from different images of
a scene to obtain more useful information for various applications. A large number
of transform techniques have been used for image fusion process that include DCT,
DST, DWT, Kekre’s wavelet transform and Walsh transform. This paper compares
the quality of image fusion obtained using these transforms. These techniques have
been compared with each other in the past using different quality indices that
include mean, variance, standard deviation, RMSE, PSNR and SF. This paper
attempts to compare these fusion techniques using the various quality indices so as
to get a clear picture about relative performance of these techniques. The experi-
mental results on some standard test images demonstrate that DWT and DCT are
better compared to other.

Keywords Multisensor � Multitemporal � Multiresolution � Multifocus
Visual sensor network

1 Introduction

Image fusion is a process of combining the images from different sensors. The
various types of image fusion include multifocus, multisensor, multiresolution and
multitemporal image fusion. The image fusion technique has been applied in var-
ious fields that include medical imaging, geographical analysis, change detection,
wireless sensor network.
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For example, in medical imaging applications, the images obtained by PET and
CT convey different information about internal organs in human body. These
images can be fused to obtain a single image which provides more information to a
doctor for effective diagnosis.

In multiresolution image fusion, pyramid and wavelet analyses are used. The
edge and margin of image is extracted by using wavelet transformation. The
region-based multifocus image fusion assesses the quality of images in spatial
domain. Additionally, feature aspects can be added through genetic algorithm.
Genetic algorithm is used to set the optimal block size in image [1].
A multiresolution image fusion can be implemented using least mean square error
method. The average brightness of the image is calculated through mean, whereas
intensity is calculated through relative variance [2].

Urban development is observed through the change detection reflected from
multitemporal image fusion. The change is the difference in reflectance spectra of
the object. The change detection is useful for various applications such as urban
growth, land use, forest and vegetation dynamics, disaster monitoring. But a
specific algorithm is not applicable for all these applications. Thus, researchers are
motivated to find algorithms to process remotely sensed multitemporal images and
find change without any prior knowledge [3]. Dampher Shafer evidence theory
elaborates the change detection from multispectral imagery [4].

Several transform techniques have been employed for image fusion. These
include DCT, DST, DWT, Kekre’s wavelet transform and Walsh transform. This
paper compares the quality of fused images using these transforms for multispectral
image fusion. The rest of the paper is organized as follows: Sect. 2 describes the
different aspects of image fusion. Section 3 briefly describes the various transforms
for image fusion used in this paper. Section 4 demonstrates experimental results
and discussions, and Sect. 5 gives conclusion and future scope.

2 Different Image Fusion Aspects

Image fusion method is applicable in different areas for variety of applications as
stated below.

1. Medical image fusion: Multimodal images are fused to find useful information.
Arpita et al. proposed a comparative study of fuzzy fusion approach. In mul-
tiresolution analysis, the image is decomposed using Haar wavelet transforms
into high- and low-frequency bands. The high-frequency component can be
selected using fuzzy clustering or genetic-based selection technique and
low-frequency component using averaging method [1].

2. Different resolution image fusion: Tao et al. proposed least mean square
error-based fusion method. Here, the information through pixel of coarser image
is used to modify the finer image [2].
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3. Multitemporal image fusion: Multitemporal image captured after specific time
period which is useful to find the change detection in urban development. Du
et al. proposed fusion technique to merge multiple difference images to find
spectral changes [3, 4].

4. Intelligent service robot: Luo et al. used simultaneous localization and mapping
for intelligent service robot. Fusion of images from multiple sensors is done to
perform self-localization with mapping. This robot also detects the moving
objects in service area [5].

5. Visual sensor networks: Phamila et al. designed a multifocus image fusion
method using discrete cosine transform. This is for wireless visual sensor net-
work to increase the capacity of node where images are stored [6]. Discrete
cosine transform is more useful in real-time systems [7–9].

Depending on the input images, the types of image fusion are decided. If images
are taken from same sensor with different time intervals, then it is called as mul-
titemporal image fusion. If input images are from different sensors, then it is called
as multisensor image fusion. If input images are taken from single sensor with a
different focus, then it is called multifocus image fusion. Different fields are using
the image fusion such as computer vision, automatic object detection, medical
imaging, remote sensing and robotics. Image fusion is useful in a different area for
multiple objectives. It is used to find the pose of object, to find the change in area,
for flood monitoring, for disaster monitoring, land use, agriculture and forestry, to
observe the urban growth etc. [10, 11].

3 Image Fusion Using Different Transforms

Image fusion is done at three different levels. These levels are pixel level, feature
level and decision level. As the name suggests pixel-level image fusion deals with
pixel values in the image, feature level uses the features of images before fusion. In
decision level, the appropriate decision about the algorithm to integrate the infor-
mation is taken before the fusion of images.

The image fusion techniques are divided into spatial domain and frequency
domain. The spatial-domain image fusion uses the images as it is (i.e. they directly
operate on pixels), whereas frequency domain image fusion uses transformed
images for image fusion. Spatial-domain image fusion methods are averaging
method, principal component analysis (PCA), intensity hue saturation (IHS), high
pass filtering and Brovey transform. The limitation of spatial-domain image fusion
is spectral degradation. Due to this, transform-domain image fusion is preferred.

Transform-domain image fusion method uses different transforms that include
DCT, DST, DWT, Kekre’s wavelet transform and Walsh transform. The perfor-
mance of these transforms is compared using performance parameters.

DST is represented by symmetrical, real and orthogonal matrix with time
complexity of N log N. It has very good energy compression. DCT is fast transform
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represented by real and orthogonal matrix with time complexity of N log N that
provides very good energy compaction for highly correlated data.

Discrete wavelet transform uses wavelet expansion functions. The wavelet
expansion function gives time–frequency localization and energy of the signal.
Walsh Transform is represented by separable and symmetrical matrix. The maxi-
mum energy is available near origin and goes on decreasing away from origin. The
energy compaction is less than DCT. Kekre’s Wavelet Transform represented by a
generic matrix need not have power of 2. In this, values above diagonal are 1 and
lower diagonal except below diagonal line is zero.

4 Experimental Results and Discussions

Simulation was carried out with “image processing toolbox” in MATLAB. Image
fusion is performed on a different set of input images taken from different sensors as
multispectral and panchromatic sensors. Multispectral image gives the spectral
information, and panchromatic image gives the spatial information. The set of
images is taken from http://datatang.com. The input images are applied for
experimentation using different transforms. Figure 1 shows the result generated for
test set 1. Figure 1a, b shows multispectral and panchromatic images used as input
images. Figure 1c shows standard image which is subsequently used for visual
comparison as well as to calculate various quality indices. Figure 1d–h shows the
fused images obtained by DCT, Kekre’s wavelet transform, DST, DWT and Walsh
transform, respectively. It is observed that the fused image is very similar to
standard image using DCT, whereas better spectral quality is given by DST and
Walsh transform-based technique. Also, better spatial quality is given by discrete
wavelet transform.

The second experiment is conducted on test set 2. Figure 2a gives the spectral
information, and Fig. 2b has more clarity of objects present in the image. The result
in Fig. 2d–h when compared with standard image shows that all transforms except
discrete wavelet transform give better spectral information and discrete wavelet
transform reflects the spatial information.

The fused images are compared with standard image to find the quality of image
fusion using different transforms based on quality indices parameters that include
mean, variance, entropy, standard deviation, root-mean-square error, peak
signal-to-noise ratio and spatial frequency.

These quality indices are described below where x is the vector representing
input image and F is the vector resenting fused image with dimension N. The mean
of image is the average pixel value indicating the brightness of image. The mean is
given as follows:
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Fig. 1 Image fusion of multispectral and panchromatic images from set 1 a multispectral image,
b panchromatic image, c standard image, d–h fused images using d discrete cosine transform,
e Kekre’s wavelet transform, f discrete sine transform, g discrete wavelet transform, h Walsh
transform
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Fig. 2 Image fusion of multispectral and panchromatic images from set 2 a multispectral image,
b panchromatic image, c standard image, d–h fused images using d discrete cosine transform,
e Kekre’s wavelet transform, f discrete sine transform, g discrete wavelet transform, h Walsh
transform
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l ¼
PN

i¼1 xi
N

ð1Þ

Variance is the change in intensity of image. For smooth image, variance is less.
The variance is given as:

r2 ¼
PN

i¼1 ðxi� lÞ2
N

ð2Þ

Standard deviation is the amount of variation with respect to mean. The standard
deviation is denoted as r.

Entropy describes the information contents in the image. The entropy is given as:

E ¼
XN

i¼1

xilogðxiÞ ð3Þ

The root-mean-square error is the measure of accuracy giving information about
the difference between standard values and observed or calculated value. This is
given as:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

XN

i¼1

xi� Fið Þ2
v
u
u
t ð4Þ

The peak signal-to-noise ratio describes the signal strength with respect to noise
in image. This is given as:

PSNR = 10 log
max

RMSE

h i
ð5Þ

where max is the maximum fluctuation in input image data type.
Spatial frequency gives the level of fused image. The spatial frequency is given as:

SF =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CF2 + RF2

p
ð6Þ

where CF is the column frequency and RF is the row frequency of an image.
Tables 1 and 2 give the quality indices using different transform techniques.

From the quality indices calculated for image set 1, DCT, DST and Walsh trans-
form are giving better performance for signal quality (PSNR) and root-mean-square
error. The brightness of image can be maintained by discrete sine transform. The
spatial frequency is good by using discrete wavelet transform. In image set 2,
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discrete cosine transform and Walsh transform are giving better performance for
signal quality. The brightness of image is maintained by discrete cosine transform,
and the spatial frequency component is better by using discrete wavelet transform.

5 Conclusion and Future Work

Discrete cosine transform has the advantage of more energy compaction and thus
useful in real-time applications. It gives good spatial resolution as well. Various
Kekre’s wavelet transform can be generated by changing the size of Kekre’s
transform. It provides good quality of fused image but increases in the mean square
error. Discrete sine transform gives good energy compression with mean square
error and spatial information. It also provides good signal-to-noise ratio.

Table 1 Quality indices for test set 1 using different image transform techniques

Mean Variance Std. dev. RMSE PSNR SF

Input images

MS image 69.80 4355 65.99 18.83 95.41 10.67

PAN image 32.70 5102 71.43 20.64 94.50 29.57

Standard image 53.91 5102 68.46 0 ∞ 27.87

Output images

DCT 76.72 4344 65.91 15.00 97.68 19.25

Kekre’s WT 36.96 5036 70.97 22.70 93.54 19.83

DST 81.35 4350 65.96 14.94 97.73 19.09

DWT 71.18 4619 67.96 19.09 95.28 22.45

Walsh transform 74.78 4365 66.07 14.93 97.73 20.09

Table 2 Quality indices for test set 2 using different image transform techniques

Mean Variance Std. dev. RMSE PSNR SF

Input images

MS image 65.47 436 20.89 9.59 102.16 4.35

PAN image 68.02 1299 36.04 32.61 89.92 15.36

Standard image 49.30 1299 22.89 0 ∞ 13.97

Output images

DCT 100.64 752 27.43 29.64 90.87 9.67

Kekre’s WT 67.99 703 26.51 30.32 90.65 10.19

DST 84.00 883 29.72 31.16 90.38 9.72

DWT 76.26 1223 34.97 33.05 89.79 13.48

Walsh transform 99.48 802 28.32 29.97 90.76 10.35
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Discrete wavelet transform provides good quality fused image and better
signal-to-noise ratio. It also minimizes spectral distortion. But the fused image has
less spatial resolution. Walsh transform has variation in energy from the origin. It
gives better mean square error than Kekre’s wavelet transform. But it minimizes the
spatial resolution. By comparing all the mentioned methods, only one method not
provides the good quality in all aspects. Thus, optimization of these methods is
necessary which can be done by using evolutionary approach. In future work,
image fusion using evolutionary algorithms by taking the base of these methods can
be done to find the optimized fused image.
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IoT-Based Smart Garbage Management
System

Prajyot Argulwar, Suvarna Borse, Kartik N. Argulwar
and Udge Sharnappa Gurunathappa

Abstract In the present day scenario, it is seen that the garbage bins or dustbins are
placed at different public places in the cities which are spilling over due to raise in
waste every day. Due to which it creates unhygienic condition for the people and
creates the bad smell around the surroundings. This makes the spreading of diseases
and human illness. To avoid such a situation, we designed the IoT-based garbage
management system. To keep up cities clean, this paper “IoT-based Smart Garbage
Management System” gives a very new and useful system. With this system, the
monitoring on garbage bins and the level of garbage available in the garbage bins
can be acknowledged through a Web page. The page shows a notation level of
waste bins and shows level of garbage collected in the bins in order to take an
action on it. The Web page view can be seen with LCD which displays actual level
of waste available in bins. If the garbage level crosses beyond the predefined limit,
the system buzzes. This system is usefull to make an awareness to particular
authority, so that an action can be perform to collect the garbage from bins. Hence,
this smart system gives information about garbage levels of garbage bins which
indirectly helps to keep the city neat and clean by only if the output at LCD with
graphical representation via a Web page is available.

Keywords IoT � LCD � PIC microcontroller � RS232 module � Ultrasonic sensors
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1 Introduction

The Internet of Things is a theory of surrounding things, matter, or objects which
are managed via wired and wireless structures without any user invention. In the
concept of IoT, the things or objects connect with each other and interchange the
information to serve the advanced intelligent services to the users. With commu-
nication topologies such as Wi-fi and VoLTE, various sensors, communication
methods, and advanced intelligent equipment such as mobile devices, the IoT has
achieved proper interest in academics.

In our system, the smart garbage bins are connected to Internet to collect real-time
information of the smart dustbins. In the recent years, there is a rapid growth in
population which leads to more waste disposal. So a proper waste management
system is necessary to avoid diseases and keep the city clean. Managing smart bins is
taking care by monitoring the status of it. There are number of dustbins which
located throughout the city or the campus (educational institutions, companies
hospitals, etc.). These dustbins are interfaced with microcontroller-based system
with ultrasonic sensors and RF modules.

2 Working Principle

The garbage monitoring system consists of ultrasonic sensors, PIC microcontroller,
LCD display, power supply, Wi-fi modem. The power supply unit provides fixed
9 V supply to the PIC microcontroller and Wi-fi modem. The garbage monitoring
system comprises of no. of ultrasonic sensors that capture the data from the dustbins
or garbage collector. The ultrasonic sensors are fitted into the dustbin or garbage
collector so that the level of the container can be monitored. These ultrasonic
sensors are connected to one of the port of the PIC microcontroller in order to take
the input signal.

3 Related Work

In [1], to manage the waste bins properly the integrated system is formed with the
use of ZigBee, GSM (global system for mobile communication), and ARM7. The
sensors are placed to different garbage bins at a common predefined place at dif-
ferent civic places. If the waste (garbage) reaches to the sensor, then that infor-
mation will be provided to ARM7 controller. With this, ARM7 controller gives the
warning level to truck driver to which bin is completely filled with garbage and
wants critical awareness. If trash reaches a particular sensor level, then that infor-
mation will provide to ARM7 controller. The controller will provide information to
driver which indicating that garbage bin is completely filled and wants critical
awareness. ARM7 will send the SMS using GSM module.
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In [2], they gave the importance to increasing levels of waste production with
societal concerns that how it could be reduced in proper manner. So that policy
makers have positive toward recycling and reprocess strategies to cut the order for
raw supplies and to reduce the amount of garbage available to landfill.

In [3], in this paper, it is proposed that the combination of integrated systems
such as radio frequency identification, global position system, geographic infor-
mation system, Web camera, general packet radio services will give the solution for
the problem of waste management, and with this the performance, analysis is done
through actual implementation. The process will be same as the sensors will provide
the data indication level report to the controller and the controller will send the
message to the user.

In [4], the objective in this paper is to study the categorization of garbage and
existing system of waste supervision actions. This paper indicates an overview of
existing management system of municipal solid waste, in which it shows with few
suggestions, which will be helpful to the improvement of existing waste manage-
ment system. The scenario of existing waste management system with needs of
improvement is provided. This paper shows the working system of waste man-
agement of Thoubal Municipality.

In [5], the proposed system consists of three model sensors, microcontroller, and
GUI. The sensors describe the level of garbage in the bins through the microcon-
troller. The sensors provide the information like the level of garbage in the bin to
the microcontroller, and then the microcontroller sends this information on
graphical user interface (GUI). From this GUI, the user can get details about dif-
ferent garbage bins and according to that the user will take the necessary action on
it. This proposes the smooth traffic monitoring process of waste management.

In [6], here the description of smart bin is explained with its applications. This
smart bin is designed with sensor, microcontroller, and GUI. The network sensors
activate smart bins connected through the cellular network like GSM, GPRS, LTE
which provides information, and this information will be analyzed and visualized at
real time to get the situation of waste around the city. This paper gives the proper
information for the research in the area of waste management system.

4 Problem Definition

As we have seen number of times, the dustbins are getting over flown and concern
person does not get the information within a time and due to which unsanitary
condition formed in the surroundings, at the same time bad smell spread out which
looks city with deadly diseases with illness around the locality which is easily
spreadable.
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4.1 Disadvantages of Existing System

• Time consuming and less effective: Trucks go and empty containers whether
they are full or not.

• High costs.
• Unhygienic environment and look of the city.
• Bad smell spreads which causes diseases.
• More traffic and noise.

4.2 Advantages of Proposed System

• Real-time information on the fill level of the dustbin.
• Deployment of dustbin based on the actual needs.
• Intelligent management of the services in the city.
• Effective usage of dustbins.

5 Material

Here, the PIC 18F4520 microcontroller used to fetch the information via sensor and
process information received through sensor and same data transmitted to the PC
using RS232.

5.1 PIC 18F4520 Microcontroller

• Instruction sets with C compiler.
• Interrupts and exceptions priority levels.
• Variable programmable range.
• In-circuit debug (ICD) via DIP.
• Variable voltage range—2 to 6 V.
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5.2 Ultrasonic Sensors

The ultrasonic sensor is used to detect level in the dustbin whether the dustbin is
full or not. The ultrasonic sensor consists of an emitter, detector, and associated
circuitry. The circuit required to make an ultrasonic sensor consists of two parts: the
transmitter circuit and receiver circuit.

5.3 Liquid Crystal Display

The use of LCD in a project is to show the output. We have used 16 � 2 LCD
which indicates 16 columns and two rows. So, each line consists of 16 characters.
Thus, LCD is important to display the results as well as errors occurred at different
modules of management system if in case of system failure happened, the LCD
shows the detected module so it can be easy to rectify the problem (Fig. 1).

6 Actual Working

The block diagram shows the different components used to make smart garbage
management system, in which the different components are used like ultrasonic
sensor, PIC microcontroller, power supply, transmitter as well as receiver,

Fig. 1 Block diagram of smart garbage management system
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microcontroller, and the Web browser. The project module consists of two parts:
transmitter and receiver section. Here in the transmitter part, we are using PIC
microcontroller, RF transmitter, and sensors, and these are attached to the dustbin.
Where sensor is used to detect the level of garbage in the dustbin whether the
dustbin is full or empty, the sensor senses the garbage level of the dustbin and sends
the information to PIC microcontroller power supply +9 V. Battery power supply is
given to the PIC microcontroller to drive the system, and the PIC microcontroller
reads the data from the sensor and processes the data received from sensor then
transmitted to the central system (Intel Galileo microcontroller) using RF trans-
mitter. RF transmitter is used to send the information via PIC microcontroller to the
Intel Galileo microcontroller. The Intel Galileo Gen2 microcontroller is used to
receive the data sent by the multiple transmitters and process the data and the same
data transmitted to the client, i.e., Web browser.

Figure 2 shows the transmitter as well as receiver section of smart garbage
dustbins.

In transmitter section, the ultrasonic sensors are deployed in the garbage bins
which are used to sense the level of the garbage in the bins. Once it detects the level
of garbage, it will send the detected information to the PIC controller. Then, the PIC
controller checks the status of garbage bins and sends to the central server system.

Fig. 2 Flowchart of transmitter and receiver action
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The receiver always connects to the central system once the server updates
through PIC controller the receiver always check the Bin identity if it match found
with at server lever the message will be display at LCD screen with level of
indication garbage in the bins, then the proper message will be sent to the vehicle
driver so that the collection of garbage will takes place. In other way, the receiver
sections receive the values sent by the sender through RF receiver to the central
system, check all the dustbin status, and display on the browser.

7 Result and Discussion

This IoT-based waste management is very useful for smart cities in different
aspects. it is seen that there are number of garbage is are allocated in the different
area’s and dustbins get over flown many times and the concerned people do not get
information about this. Our system is designed to solve this issue and will give total
information of which is situated at different areas throughout the city. The con-
cerned authority can operate the data from different locations at any time with
details. Accordingly, they can take the decision on this immediately (Figs. 3 and 4).

Fig. 3 Central server system with smart dustbin
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8 Conclusion and Future Scope

We have developed a smart system which helps city to keep neat and clean. This
smart system shows garbage level status of all bins which can be seen through
anyplace by any person, and depending on garbage level of dustbins, the person can
take proper action, respectively. This system is cost effective, less resource
equipment, and very efficient. In most of the cities, the waste collection vans collect
the waste from the dustbins in twice or thrice a day depending on living density of
people in different area, while some dustbins may not fill properly which indirectly
affects resources. This smart system helps to achieve a proper use of resources by
sending vans to a particular dustbin only when it gets full properly.

The following are the results which are obtained from this work:

• Waste level detection inside the dustbin is possible.
• Transmit the information wirelessly to concern.
• The data can be accessed anytime and from anywhere.
• The real-time data transmission and access.
• Avoids the overflows of dustbins.

The scope for the future work is this system can be implemented with time stamp
in which real-time clock shown to the concern person at what time garbage bins are
full and which bins garbage will collected first via shortest route.

Fig. 4 Garbage indication from different bins: a an empty bin, b half-filled bin, and c full bin

244 P. Argulwar et al.



References

1. Thakor N. V., Webster J. G., and Tompkins W. J.: Design, implementation, and evaluation of
a microcomputer-based portable arrhythmia monitor. Med. Biol. Eng. Comput., vol. 22,
pp. 151–159, (1984).

2. Kanchan Mahajan, “Waste Bin Monitoring System Using Integrated Technologies”,
International Journal of Innovative Research in Science, Engineering and Technology,
Issue 3, Issue 7, July 2014.

3. Raghumani Singh, C. Dey, M. Solid waste management of Thoubal Municipality, Manipur- a
case study Green Technology and Environmental Conservation (GTEC 2011), 2011
International Conference Chennai 21–24.

4. York, J., and Pendharkar, P.C., “Human–computer interaction issues for mobile computing
in a variable work context,” International Journal of Human-Computer Studies, Vol. 60,
No. 5–6, 2004, pp. 771–797.

5. Khattak, A. M. Pervez, Z. Jehad Sarkar, A.M., and Lee Y., “Service Level Semantic
Interoperability,” 2010 10th IEEE/IPSJ International Symposium on Applications and The
Internet, saint, pp. 387–390, 2010.

6. Vikrant Bhor, “Smart Garbage management System International Journal of Engineering
Research & Technology (IJERT), Vol. 4 Issue 03, March-2015 2000.

7. Narayan Sharma,, “Smart Bin Implemented for Smart City”, International Journal of
Scientific & Engineering Research, Volume 6, Issue 9, September-2015.

8. Barnaghi, P., Wang, W., Henson, C., and Taylor, K., “Semantics for the Internet of Things:
Early Progress and Back to the Future,” International Journal on Semantic Web and
Information Systems, vol. 8, No. 1, 2012.

9. www.engineersgarage.com/sites/default/files/LCD%2016x2.pdf.
10. www.embeddedrelated.com/usenet/embedded/…/26531-1.php.

IoT-Based Smart Garbage Management System 245

http://www.engineersgarage.com/sites/default/files/LCD%2016x2.pdf
http://www.embeddedrelated.com/usenet/embedded/%e2%80%a6/26531-1.php


Event-Driven SOA-Based IoT
Architecture

Poonam Gupta, Trupti P. Mokal, D.D. Shah
and K.V.V. Satyanarayana

Abstract In twenty-first century, the size and scope of the Internet has been
increasing as smart devices have ability to communicate with one device to another
and share data over the Internet. This is known as Internet of things (IoT).
Scalability of the entire system increases in case of more devices in IoT system. So
in IoT system, main challenges are to maintain scalability and throughput. To meet
these challenges, various architectures are used for implementing IoT applications
such as SOAP-based, RESTful, broker-based SOA architecture. While service-
oriented architecture provides system integration, interoperability, business agility.
Though service-oriented architecture is mainly used for implementing various IoT
applications, it faces some challenges such as security, interoperability, and context
awareness. Event-driven service-oriented architecture (EDSOA) is a new archi-
tectural style which is an extension of broker-based architecture and most suitable
for IoT applications. In this paper, we have tried to cover all these architectures.
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1 Introduction

In this modern century, the introduction of network technologies has enhanced the
growth of heterogeneous devices due to which application no longer sends the data
and functionality not only to humans but also to machines [1]. Internet of things
(IoT) can be thought of as billions of devices connected together where the devices
have to be intelligent and they need to interact with environment and interact with
people. And when we take these three things together and have an intelligent
system you can react and do things with benefit, we call this nothing but IoT. For
instance, consider one scenario of a medical shop. If a patient buys a particular
medicine from a medical shop, then the radio frequency identification (RFID)
sensor in medical shop gives alert message (e.g., two days left to expire) on the
mobile of that specific patient and even if that patient went to Africa or some other
country still the alert messages are provided. This is what IoT is. The “things”
include people, location (of objects), time information (of objects), and condition
(of objects). So considering above scenario we can say these things enable anytime,
anywhere connectivity.

There are various IoT applications which are listed as follows: in health care
(e.g., drugs tracking, ambulance telemetry, hospital asset tracking), for smart cities
(e.g., smart streetlight, pipeline leak detection, traffic control), for wearable (e.g.,
smart watch, entertainment), for building and home automation (e.g., light and
temperature control, energy optimization).

With the rise of IoT, there were some critical issues observed that the IoT was
facing—interoperability, business agility, etc. Moreover, another issue is tracking
of devices. There are some privacy issues around tracking and monitoring. What
about maintenance of these devices? Maintenance is a critical issue as many dif-
ferent devices are connected over the Internet.

2 Various IoT Application Architectures

As IoT devices need to interoperate the service-oriented architecture (SOA) came
into existence as a solution for interoperability issues. Moreover, a large number of
sensor networks and applications face an integration problem. To achieve business
integration, researchers have incorporated SOA technology with IoT [2]. SOA has
the ability to scale operations to meet different demand levels. SOA provides
improved manageability and security. SOA provides business intelligence, per-
formance measurement, and security attack detection. SOA also makes enterprises
being able to quickly respond to business changes with agility and support new
channels of interactions with customer, partners, and suppliers. Thus, IoT
requirements are fulfilled by SOA technology. This is why we need SOA.

SOA has two approaches: (1) SOAP (2) RESTful. In SOAP, we have
SOAP ENVELOPE, SOAP BODY, and SOAP HEADER which is an overhead
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along with actual message payload. And in case of REST, we only deal with actual
message that has to be exchanged. Since SOAP has some limitations such as tightly
coupled invocation, no hyperlink support, which can be overcome by RESTful
services, we can say that for IoT applications it is good to use RESTful-based Web
services than using SOAP-based Web services.

The main challenges faced in IoT are integration of different technologies, which
can be solved with N-to-N approach [3], but such approach is suitable only in case
if it is concerned with a limited heterogeneity of technologies. To overcome such
limitation we use broker-based architecture which is more scalable approach. In
home networks, an automatic discovery mechanism of various devices is created by
broker. Broker forwards understandable information to the interested subscribers
after receiving such understandable information. This is why broker is required.

As of today, SOA is a well-known approach and is used for integration purpose
and in business processes. In case of larger and more complex IoT service appli-
cation, it is required for an IoT service system to be a strong integration capable and
adaptable to a different and dynamically changing environment. Event-driven
architecture (EDA) provides concurrent responsive processing and support sensing.
However, EDA and SOA are different from each other; merging the advantages of
both SOA and EDA service coordination can be achieved.

2.1 RESTful

Laine et al. [4] described an end-to-end IP and RESTful Web services-based
architecture to integrate constrained devices with the Web. He discussed the uti-
lization of RESTful Web services with IoT. CoAP has been designed in different
way for M2M applications over constrained environment on the IoT. Processing
power required by RESTful Web services is low and also has advantages over
SOAP:

• lightweight
• less overhead
• statelessness
• less parsing complexity

Thus, applications that supports RESTful Web services are easy to learn and
implement in comparison with SOAP.

Rathod et al. [5] stated that SOAP-based services follow an operation-centric
approach whereas RESTful HTTP-based services follow resource-centric approach.
He proposed Web service resource bundle (WSRB) to show contribution toward
dynamic composition of RESTful Web service. He concluded that static binding of
Web service increases network traffic and consumes more memory. He also con-
cluded that the RESTful Web service gives best performance as compared to
SOAP-based Web service.
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Bohara et al. [6] explore the concept of RESTful service Mashup, which is
related to farmer’s queries, by integrating individual Web services which can fulfill
the end user’s requirements. He proposed a recursive algorithm which has complex
queries processing capability using integration of different RESTful Web services.
He described different RESTful Web services such as FarmerInformation,
GeoCoding, CropRecommendation, DataWeave, and GoogleService. He also
concluded a broad solution of RESTful Web service integration (Fig. 1).

2.2 SOAP

Lee et al. [7] described SOAP as a protocol specification to exchange structured
information while implementing Web services. They also stated that to enable
direct invocation and composition of SOAP, RESTful, and other services with
JSON, java objects BPEL engine is used to extend and bundle with adaptors. Such
a composition was made to execute complex tasks on various mobile devices. They
also concluded that request and response messages of invocations of RESTful
services can be directly transferred in between extended BPEL engine and the
RESTful services. These messages need not to be transferred via server-side SOAP
services (Fig. 2).

2.3 Broker-Based Architectures

Cheng and Chen [8] described a broker architecture called Grid quorum-based
Pub/Sub system (GQPS). This architecture supports Pub/Sub systems in IoTs.
This GQPS is compared with DHT-based approaches, after doing so it concluded
that GQPS achieves better latency, good scalability, and high fault tolerance.

Fig. 1 Restful Web services architecture
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However, for delay-sensitive IoT, it requires some space consumption which lowers
the latency.

Govindan et al. [9] proposed MQTT-SN for Wireless Sensor Networks which
provide end-to-end delay from the time the content was published to the time the
content was delivered to the doctor and sufficient probability of content delivery in
wireless healthcare IoT system. They also stated that MQTT-SN is used by sensors
mounted on human body to PUBLISH the sensed data to gateway. PUBLISH data
is sent by Gateway to server. Doctors’ side gateway accesses the patient sensors
published data after connecting to the server.

Gomes et al. [10] described a broker-based architecture called MQTT health
broker architecture in which connection between Agents and Managers established
and in home networks, an automatic discovery mechanism of new Personal health
devices (PHDs) is created by broker. In this broker is used to find new devices.
First, there is subscription to a particular topic they are interested in; this sub-
scription is done by manager, and then a new agent connects and subscribes to the
same data topic. After its subscription, an association request is sent by agent to all
managers subscribed to, and by publishing the message, the interested managers
reply to this association request. They also stated that MQTT is a lightweight
protocol that holds short processing and memory capabilities.

Luzuriaga et al. [11] presented adoption of MQTT for IoT and M2M environ-
ments where efficient handling of mobility is of great importance for overall per-
formance of IoT application. An MQTT publisher publishes the MQTT messages
with a given periodicity to a predefined MQTT broker, which then forwards the
incoming messages directly to the subscribers.

Collina and Corozza [12] proposed a new hybrid approach called QEST broker
architecture by bridging REST and MQTT. They also stated that MQTT imple-
ments Pub/Sub while HTTP is a request/response protocol. QEST broker archi-
tecture was required to bridge the gap between the things and Web allowing
existing developers to use their skills to interact with smart objects.

Fig. 2 SOAP-based web services architecture
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Rayes and Mohammadi [13] proposed an enhanced MQTT architecture where
they realized a horizontal IoT integrated framework by improving MQTT protocol
which in turn provided to hold up QoS features.

Chen and Lin [14] proposed a method to integrate MQTT protocol with ETSI
M2M architecture via a new network called MQTT proxy. They compared MQTT
proxy with HTTP proxy which concluded that MQTT proxy lowers the latency and
saves power in better way than HTTP proxy.

Dhar and Gupta [15] proposed a novel framework for IoT vehicular information
network based on MQTT protocol. They investigated authentication issues for
vehicular information network architecture based on the communication principle
of named data networking. This paper helps to make better content naming,
addressing, data aggregation, and mobility for IVC in vehicular information
network.

Avachat and Gupta [16] discussed ideal characteristics of a middleware, i.e.,
scalability, spontaneous interaction, context detection. They also described archi-
tecture of three middleware solutions, i.e., triple space-based semantic distributed
middleware, UBIWARE, and finally SOA-based middleware. They also found
which characteristics the three middleware possess.

2.4 EDSOA

As of today, SOA is a well-known approach; it provides greater speed and flexi-
bility for IT organizations and is used for integration purpose and business
processes.

Lodi et al. [17] discussed the level of dependability that can be currently
obtained by adopting SOA- and EDA-based solutions, respectively. They also
mentioned that ESB middleware is used to apply the SOA and EDA convergence
which facilitates the internetworking among different financial organizations.

Adding event processing to an SOA through an event-driven architecture
(EDA) gives your information systems the ability to sense and respond to events
rapidly, either through an automated process or human interaction. Merging these
concepts results in a new generation of middleware platforms that will inherit the
best of both worlds. Its major aim is realized in the event-driven SOA (EDSOA)
concept by SOA combining business functions and IT, and EDA focusing on data
as well as business relevant event orientation [18].

Traditional SOA architecture is not enough in real-time response and parallel
process of services execution. So this paper presents new system based on EDSOA
architecture to support real-time, event-driven, and active service execution
(Fig. 3).
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3 Comparison and Generic Framework for IoT

In this framework, Fig. 4 represents devices such as CCTV, door access, DVR use
broker for publishing the data to gateway. Gateway then sends PUBLISH data to
the server. Users connect and SUBSCRIBE to the same data topic. Thus, broker
establishes connection between these devices and user (Table 1).

Each of these devices may use distinct protocols to connect such as MQTT. The
Internet of Things is all about communication and messaging. Devices connected to
the IoT system have to connect to a kind of centralized hub that allows them to
exchange their data with other devices and services. Messages are exchanged
between protocol adapters and services using cloud.

Fig. 3 Event-driven service-oriented architecture

Fig. 4 Generic framework for IoT
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4 Implementation

System architecture for weather forecasting system based on event-driven
service-oriented architecture is shown in Fig. 5

System architecture represents a three-tier architecture which consists of three
layers: presentation layer, business layer, and data access layer. Basically, there are
three entities: weather department admin, publisher/broker, and subscriber. Weather
admin defines services such as cyclone, rain. These services are registered by
publisher. Subscriber under these publishers will register to their respective pub-
lisher. Publisher and broker are same entity, who accesses permission from weather
department. These three entities are getting data from data access layer. From
coordination of event generation module and database, event is generated. These
events are met to business layer. Finally, we are getting data through GUI in
presentation layer (i.e., registration, login).

Basically, there are two servers in this project: one is Web server, and the other
one is situation awareness server. Web server is connected to several machines
through Wi-Fi or wireless, and these machines can easily access their Web pages.
This project consists of three entities: weather admin, publisher, and subscriber.
Weather admin defines services such as cyclone, rain. These services are registered
by publisher, and subscriber registers their respective publisher. Situation

Table 1 Comparison of various IoT application architectures

Parameters Various IoT application architectures

SOAP RESTful Broker-based EDSOA

Overhead Yes No No No

Lightweight/heavyweight Heavyweight
protocol

Lightweight
protocol and
tighter
integration
with HTTP

Lightweight
MQTT protocol

Lightweight
protocol

Latency Higher Lower as
compared to
SOAP

Lower latency
and better
power saving
than REST

Lower
latency

Important characteristics Schema
confirmation,
xsd, wsdl, and
WS-standards
are key to use
SOAP-based
Web services

WSDL 2.0,
REST
principles
are used

Multiple clients
are permitted to
subscribe to the
same category,
creates an
automatic
device
discovery in
home networks

Real-time
event-driven
response,
parallel
process of
active
service
execution

Used in IoT Less Better than
SOAP

Mostly
used

Most
suitable
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awareness server is purely a standalone system, and it takes all the weather data and
performs following steps: preprocessing, K-Means clustering, HMM, fuzzy logic,
pattern identification, Gaussian distribution. Hidden Markov model
(HMM) extracts the hidden states by observing the observed states. For example, if
observed states are heavy cloud, low wind, and high humidity, then hidden state
will be rain. And if observed states are heavy cloud, high wind, and high humidity,
then hidden state will be cyclone. Now, if we will make cluster of these then there
will be two clusters based on K-Means clustering algorithm. Cluster 1 includes
heavy cloud, low wind, and high humidity, whereas cluster 2 includes heavy cloud,
high wind, and high humidity. Fuzzy logic is used for setting numerical values to
every observed state. After pattern identification is done, publish/subscribe broker
module broadcast event risks to all the subscribers using Gaussian distribution
model via SMS or email.

Figure 6 shows login page for the three entities where we can login or register
the details as weather admin or publisher or subscriber. If we login as a subscriber,
then it allows us to update profile, select alert scenario, etc.

Fig. 5 Three-tier architecture
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Figure 7 shows the selection of dataset by accessing excel sheet (i.e., Weather
data.xls) from the desktop with help of browse button. After running main.java five
clusters are built successfully by using K-Means algorithm which are shown in
Fig. 8.

Here weather forecasting department database contains the raw data which is
generated by various sensors used to measure various parameters such as temper-
ature, humidity, wind pressure. Using this data, information is generated regarding

Fig. 6 Login page for weather admin, publisher, and subscriber (module 1)

Fig. 7 Accessing data from weatherdata.xls
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forecasting of rain, cyclone and forwarded to the subscribers of the particular topics
such as rain, cyclone whenever situation arises, proposed Event driven SOA to
make this system efficient.

5 Conclusion

In this paper, detailed study of four IoT application architectures: SOAP, RESTful,
broker-based architecture, and event-driven SOA architecture is given. While
comparing SOAP and Restful architectures, it is observed that SOAP does the
parsing of XML documents whereas in RESTful does not require. At the same time,
SOAP requires significant amount of memory and processing compared to
RESTful. So RESTful is more suitable than SOAP but still uses HTTP protocol
which is heavier than MQTT. MQTT a lightweight broker-based protocol reduces
the latency and saves power in better way and has many other support features as
compared to HTTP protocol which is the basis of RESTful. So SOA approach using
broker-based architecture is better than REST approach. While EDSOA is an
extension to broker-based SOA approach, by making system event driven, each
“service” can be completely decoupled from each other. Thus, even when a busi-
ness process changes, there is no complex altering of Routing and system is both
flexible and manageable. Thus, event-driven SOA architecture is best for IoT in
comparison with SOAP and RESTful. In this paper, we have given generic
framework for IoT application using event-driven SOA approach. Various module
details about the weather forecasting system are also given where we have used
proposed architecture, i.e., EDSOA. There are multiple MQTT brokers available,
and which broker works well with EDSOA architecture can be studied in future.

Fig. 8 Cluster formations by K-Means algorithm
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FPGA Implementation of AES Algorithm
for Image, Audio, and Video Signal

C. Sapna Kumari and K.V. Prasad

Abstract The video, audio and image security, bandwidth, speed of transmitter, and
reception of data are the main concepts of every communication system. The data that
is being communicated can be safeguarded in many ways. The proposed technique
creates an effective modified advance encryption standard (AES) algorithm for data
security for encryption and decryption. In this Research work, proposes a method
based on fuzzy logic principle to control the read and write operation of the overall
S-box and also operations of memory related, that are used as inputs to AES and the
lifting scheme wavelet is utilized to diminish the data transfer capacity. It is imple-
mented using Vertex-2 Pro FPGA. The performance factors such as power, area, and
speed are calculated and compared with existing techniques. In this work, we
achieved 35% of power reduction and 46% increase in speed.

Keywords AES � Lifting scheme DWT � Fuzzy logic � Verilog
Vertex-2 Pro FPGA

1 Introduction

In today’s world, transmission of data over the Internet and security of data from
attacks is one of the major issues. In order to overcome these attacks,
encryption/decryption on data is necessary. Thus, AES is best suitable algorithm for
encryption/decryption. As the technology advances, data transfer rate increases. It is
necessary to build algorithm that matches that data rate. Cryptography helps in
providing security to the data, and it also enables us to store and transmit dedicated
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information across apprehensive networks so that the data cannot be accessed by
unauthorized people. The technique where the data is translated into an undercover
code is known as encryption. For secret communication, the technic of encryption is
being used in military service areas and also this technique is used by government
for secret transmission of data. In many kinds of civilian systems such as, Mobile
networks, e-commerce, involuntary teller machine transactions, Copy protection i.e.
software piracy the technique of encryption is being used. Only when one has the
key, the encrypted data can be decrypted. The technic is used to translate data from
a readable format to an encoded format using the key can be defined as encryption
[1]. Based on the kind of key used, encryption procedures are approximately
characterized into two types, specifically symmetric and asymmetric algorithms [2].

The private key encryption and public key encryption are the encryptions
accomplished using above kinds of ciphers. Only one key is being used in sym-
metric ciphers. To preserve privacy, this key needs to be secret. The same key is
required by the one who encodes the data and also by the receiver who decrypts the
data. The public key and the private key are the two types of key used in asym-
metric algorithm. The data is being encrypted by the public key and decrypted by
private key. Compared to the symmetric algorithms, asymmetric algorithms are
more intensive. To increase speed, symmetric ciphers are used. There are many
cryptography algorithms available like DES (data encryption standard), 3DES
(Triple DES), and AES (advanced encryption standards) [3].

The principle of AES algorithm is substitution and permutation. The AES
algorithm is a symmetric block ciphers it process data chunks of 128 bits using a
cipher key of length 128, 192, 256 bits [4]. Each data block consists of 4 � 4 array
of bytes called state, in which the basic operation of the AES algorithm is per-
formed. The AES algorithm is used for encryption and decryption of data and
images and to protect them from an unauthorized access [5]. The operation like
SubBytes (S-box)/Inv SubBytes (Inv S-box), Mix Columns/Inv Mix Columns and
Key Scheduling operations are used to provided higher security and to increase
speed of operation. The applications of AES is to provides simplicity flexibility
easiness of implementation and provides high throughput [6].

Mandal and prakash [3] focused on implementation of DES and AES algorithms
in MATLAB software. After implementation, he says that the utilization of memory
and simulation time required for implementation of AES is less than DES. In AES,
avalanche effect is very high. Chirag Parikh [6] has compared the results obtained to
implement AES algorithm on different platforms like field-programmable gate array
(FPGA), desktop, handheld devices. After comparison, the 32-bit hardware
implementation of AES on FPGA consumes less power and chains the required
throughput suitable for handheld devices. Banu et al. [7] in this paper hardware and
software technic is used to increase throughput and provide security of AES
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algorithm for the applications like smartcard and Internet. In hardware technique
like architectural optimization pipeline, loop unrolling and iterative design. In this,
author focused on pipelining technique and parallelization technique with open MP
standard which is used to increase throughput. Yoo [8] discussed about hardware
implementation of an AES algorithm in order to increase throughput.
Fully pipelined architecture achieves a throughput of 29.77 Gbps in encryption
compared to previous work. In this, author focused on ROM Macro for S-Box
implementation.

Karsannbhai [9] in this work, authors focused on implementation of AES
algorithm for wireless transmission which works at 433 MHz frequency.
Experiments are conducted to transmit the data up to range of 100 m with a speed
of 4.6 Kbps. This architecture perfectly suits for a wireless communication, and a
maximum speed of 4.6 Kbps is provided for wireless communication. Anitha
Christy [10] focused on composite field arithmetic (CFA) used in 128 bit advanced
encryption standard (AES) bit algorithm to reduce area. CFA concept of AES
algorithm used in byte substitution block and inverse byte substitution block, key
expansion block. This concept is used to reduce area compare to Look up
Table (LUT) technic in S-Box/Inverse S-Box. Author focused on a FPGA imple-
mentation of AES algorithm using multistage sub-pipelined architecture is used to
increase throughput and author compared this technic with the previous FPGA
implementation. Hammed [11] presents implementation of AES algorithm on
FPGA to increase throughput/area, efficiency compared with the previous loop
unrolled pipelined technic. This design composite field S-Box implementation is
used to relocate the mix column step and merging between the inverse isomorphic
mapping, the affine transformation multiplication and the isomorphic mapping of
the next encryption stage [12]. Here, author combines three operational blocks into
one block to achieve higher efficiency by reducing the no of slices and less number
of sub-pipelining stages required to achieve certain throughput. Hodjat [13] dis-
cusses about high-speed AES encryption; in this, author focused on the
area/throughput of a fully pipelined architecture. Here, loop unrolling technic, inner
and outer round pipelining technic are used in AES algorithm; this technique is
used to get the throughput of 30–70 Gbits/s using a 0.18-m CMOS technology. Lin
[14] in this work the implementation of different modes of operations like ECB,
CBC, CTR and CCM modes of AES algorithm are used and this design includes
two-stage pipelining for the CCM mode by a single data path to achieve the greatest
throughput of 4.27 Gbps using a 0.13 lm CMOS technology with a 333 MHz
clock rate. The cost of the hardware is 86.2 K gates with a power of 40.9 mW.

Good and Benaissa [15] author focused on implementation of AES algorithm to
reduce area/power. This architecture uses resource sharing technic with split 8-bit
data path between key and state processing of the SubBytes operation. This work
shows the best power–latency–area compared with other design. Olteanu [16]
focused on implementation of advanced encryption standard (AES); here for the
security purpose, encryption cipher is used to provide the security of the trans-
mission. The technic is used to transmit AES chipper in terms of frames. This
method analyzes the trade-off between throughput and payload size, channel error
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when AES is used to encrypt the frames. From the earlier literature survey, it is
inferred that the fully pipeline technology is used to increase speed and different
techniques are used to reduce area (LUT, CFA, ROM MACRO). To create S-Box,
the more number of computations is required in terms of multipliers, additions, and
exponential. So to reduce the number of computations in the existing AES algo-
rithm and also to overcome above discussed problems in this paper uses modified
AES algorithm with fuzzy logic concepts to control S-Box.

2 Problem Statement

For every communication system, security is very important to transmitting and
receiving of video, audio, and image. The proposed work is to develop an efficient
AES algorithm with fuzzy logic principal which is used to control S-box in order to
optimize the performance factors like speed and area for security concern and also
lifting scheme wavelet transformation technique is used to decrease bandwidth.

3 Methodology

Figure 1 demonstrates an overall block diagram of proposed work. It consists of the
following blocks namely memory module, lifting scheme which is used for com-
pression, decompression, encryption, and decryption to decode original data. The
video or audio or image is converted into pixels coefficients and stored in the
random access memory (RAM). In each memory location stores 8-bit each pixel by
providing address of memory location using counter. In one clock pulse, one pixel
value is stored, and with same clock pulse, the data will be read from memory and
applied to compression technique.

3.1 Advance Encryption Standard AES

AES key generation module as shown in Fig. 2 [4] is used to generate 128 bit key,
S-Box and XOR gates are to create round keys on each positive edge of the clock,
during enabled period and XOR operation is performing. In modified AES, shift
operation does not require any logical gates and the key register done by port
mapping according to the required shift and S-Box is created and controlled using
fuzzy logic membership between logics 0 and 1, fuzzy logic will optimized area,
power and delay. Also in this work data path is used for rearrange of bits from
register to S-Box, dynamic memory stores each round constant and retrieved data
on each clock as shown in Fig. 3 [4]. Reset, str_mix, stop are control signal. The
indicate encryption “done” signal is used and it is possible to reduce hardware
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complexity of this architecture. The control unit is not designed separately. The
four-bit counter is used to design control unit, key generation module and also to
control entire module. The control unit is shared by both round key generation and
encryption that give unique benefit to decrease hardware as compared to other
applications [4].

Inverse fuzzy logic controls memory access and counter, inverse GF creates
inverse S-box values. The created values are stored in LUT, and these values are
applied to inverse sub-byte transformation operation. Mix column. Operations are
enhanced by incorporating 256 � 8 read only memory (ROM). Galois’s multipli-
cation requires more memory to store results; in this work, XOR operation is
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Cipher text

Recorded Video/audio/
Image

Write input image pixels 
into RAM

Monitor to view 
input and output 

data

Memory module (IP-
RAM) 

Lifting scheme 
wavelet processing

Encryption 
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Inverse Lifting scheme

Compressed data

Decoded data

Decompressed data

Read the all pixels from RAM

Hardware Chipscope 
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and ICON 
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Fig. 1 Proposed block diagram of AES and wavelets processing
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logically implemented by 16 � 1 bit ROM using IP core generator for storage
of 9-, 11-, 13-, and 14-bit operations [4, 17]. Construction of decryption section is
same as encryption section, and it consists of all complimentary occupations of
encryption. Decryption unit comprises an extra register for storage of round keys.
1st round decryption used in 10th round key and 2nd round used in 9th round key
and so on. Counter register is created as block memory generator (B-RAM) which
is used to store number of slices. “Count” is the input to the key register [4, 17].
CCM-AES mode is used for processing the image pixels and create key of 128-bits
to produce an authentication in communications. To control the encryption mode
operation CTR controller is used to count number of round. When counter value is
9, then AES-CCM mode algorithm will produce the cipher text as shown in Fig. 3
[4, 17], and its flowchart is shown in Fig. 4. The proposed AES-CCM mode is to
get data confidentiality, integrity, and replay-attack protection, on the operation of
plaintext [4] accessed [17]. The construction of decryption module is shown in
Fig. 5 [4, 17].

This is because the core uses the expanded key backwards during decryption
[13]. In some cases, a key expander is not required. This might be the case when the
key does not need to be changed (and so, it can be stored in its expanded form) or
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when the key does not change very often (and thus, it can be expanded more slowly
in software).

The Galois multiplication and XOR operation technic are used in Mixcolumn
operation. The ROM-based implementation of Galois multiplication technic is used
in proposed design. The ROM IP core generator is used to store 256 multiplication
conditions for 8-bit information. In the proposed work uses two such of ROMS of
Galois multiplication for 2 and 3 operation and logical XOR operation is used in
mix column operation. The mix column procedure increases the speed of operation,
and number of slices are reduced [4, 17].

3.2 Fuzzy Logic Controller

Here, the fuzzy logic controller is implemented using the S-box which consists of
fuzzy numbers. The membership function value varies from 1 to 0 by assigning the
highest degree function value 1 to the central value and zero degree to other
numbers [1]. The membership functions to be normal and convex are shown in
Fig. 6 [1]. On both sides of the central value, the membership function varies from
1 to 0. When a � b � c � d on the right continuous function [a, b], f is
increased and on the left continuous function [c, d.] g is decreased, when b = c, A is
a fuzzy number [1].

f ðxÞ ¼ x� a
b� a

and gðxÞ ¼ d � x
d � c

: ð1Þ

In Eq. (1), f and g are functions, when b = c then A is fuzzy number [1].

0 a b c d X

Fig. 6 Fuzzification for
S-box [1]
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4 Results Analysis

The AES and lifting scheme DWT are implemented on FPGA devices and simu-
lated, and the results are shown in Fig. 8. The arrow shown in simulation results
that the pixels values of input and decrypted data are matched. The delay between
input pixel and output pixel is 5 clock pulses, each pixel passes through AES and
wavelets processing, and to get output, it will take minimum of 5 clock pulses;
therefore, the delay is 5 ns. The design summary of AES algorithm is shown in the
Fig. 7.

The modified AES with fuzzy logic and lifting scheme DWT are very effective
to provide high security for image, audio, and video data through wireless or wired
transmission. The proposed work was implemented using Verilog on Vertex-2 Pro
field-programmable gate array (FPGA), and input pixels and output pixels are
displayed on monitor using Chip scope tool which contains integrated logic ana-
lyzer (ILA) and integrated controller (ICON) to control ILA. It is also simulated
using Modelsim 10.1 PE version, analysis by IP core and Chip Scope Pro tool in
Xilinx 10.1 ISE tool for better performance comparison in terms of power, slices,
memory usage, look-up table (LUT) and throughput for the various AES methods.

Fig. 7 Design utilization summary of AES
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The proposed work consumption 460 mw of dynamic power, area utilization actual
ratio is 6, number slices occupied 206 and LUT used are 221 are shown in Table 1.

Figure 9 shows top level of lifting scheme to extract four level decomposed
sub-bands. High-frequency components are the compressed pixels and applied to
AES encryption. The top-level RTL diagram, place and route of all modules are
shown in Fig. 10.

Figure 11 shows input and output pixels of selected image from database. For
every one clock pulse, one pixel values will be read and displayed. The AES and
lifting scheme DWT are implemented on FPGA devices and simulated; the results
are shown in Fig. 11. The arrow shown in simulation results that the pixels values
of input and decrypted data are matched. The delay between input pixel and output
pixel is 5 clock pulses, each pixel passes through AES and wavelets processing, and
to get output, it will take minimum of 5 clock pulses; therefore, the delay is 5 ns.
Results obtained from the simulation of this modified AES algorithm are compared
with the results available with the literature survey and are available in Table 1.

Fig. 8 Simulation results of AES

Table 1 Comparison results with existing and proposed methods

Author Comparison between proposed and previous works

Power (MW) No. of
slices

No. of
slice LUTs

Memory
usage

No. of LUT
flip-flop’s pairs

Area
ratio

Good and
Benaissa [15]

0.692 5500 – – – –

Samiee et al.
[18]

7865 – – – –

Yoo et al. [8] 2.083 5408 4884 – – –

Jyrwa [12] 6211 – –

Present work 0.460 266 221 3131 350 6
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Fig. 9 Top-level diagram of RTL

Fig. 10 Component-level RTL diagram
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5 Conclusion

The modified AES with fuzzy logic and two-level subband lifting scheme DWT are
very effective to provide high security for image, audio, and video data through
wireless or wired transmission in communication system. The proposed work was
implemented in real time using Verilog on Vertex-2 Pro field-programmable gate
array (FPGA). The validation of proposed work is done in Chip Scope Pro analyzer
to analyze the timing waveforms of cipher and decrypted results. The utilization
parameters are found to be better performance as compared with existing works in
terms of power, slices, no. of slice LUTs by comparing 4 papers and tabulated the
same results but our work enhanced by adding another 3 parameters by memory,
area ratio, no. of LUT Flip flop’s pairs used and the results are shown in Table 1.
The proposed work consumption 460 MW of dynamic power, area utilization
actual ratio is 6, number slices 266 and slice LUT used are 221.
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Power Extraction from Small Hydropower
Plant

Prawin Angel Michael, Marcin Czubala, Matthew Palmer
and Ajay Kumar

Abstract Acquisition of renewable energy is beneficial to the environment in
which we live. We all know that in future run out of non-renewable energy sources
like natural gas, coal, or petroleum is possible. Therefore, we are looking for new
ways that allow in sufficient quantities to produce electricity and heat to the public.
This is mainly due to nature that people have invented a new way of obtaining
energy called as ‘renewable energy’. In our work, we have focused on calculation
of power potential of the Valara waterfall based on rainfall data for ten years (2001–
2010). Having knowledge of the catchment area of the stream and also on the
ground, we are able to calculate how much water will flow though the stream.
These data are necessary to calculate power potential of flowing water. Energy,
thus, generated can be stored and can be used in time of need. The results of energy
potential gave us the idea of how much energy can be produced from the hydroplant
and, therefore, how to make simulation using MATLAB software. Proper adjust-
ment is crucial for later results which will be shown later in the paper.

Keywords Discharge � Hydro � Power � Simulink � Turbine

1 Introduction

Hydroelectric power plants are the most extensively used source of renewable
energy. Hydroelectric power plants are comparably economical source of energy
but the key point lies in the availability of rich river heads so as to construct the
hydroplant. In addition to it, the development of dams for hydropower involves
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huge constructions and the creation of reservoirs. However, in the case of small
hydropower, impact on the environment is negligible. Based on the installed gen-
eration, we can coin the term as small hydropower projects. It also may depend on
the size of bleed water. Therefore, state or organization determines the size of
ingested power. This depends primarily on the degree of industrialization. Small
hydropower plant (SHPP) often uses the potential of small rivers and small reser-
voirs, irrigation systems, water supply systems. SHPP is very useful, as the energy
of them acquired can be used by local consumers with minimal transmission loss.
Small hydropower plants are mostly runoff river schemes. The water here is not
stored in the additional tanks, and turbine and generator are located in the river bed.

2 Discharge of the Stream

Power potential of the Valara waterfall was based on rainfall data for ten years from
2001 to 2010. To calculate discharge of the stream, catchment area and runoff
coefficient have to be known. The catchment area is where the water comes together
at a single point and the runoff coefficient (C) is a dimensionless coefficient. From
the runoff coefficient and the total area of catchment, the discharge of water is
calculated. Table 1 shows clearly that maximum discharge occurs during month of
July and minimum during months of January, February, and December. From these
data, it is clear that the river is completely depending on monsoon and in off
monsoon that is in other months on an average around 10 cubic meter per second of
discharge of water is observed which is more than sufficient for a reliable pro-
duction of electricity.

To calculate discharge Q, the following equation has been used:

Q ¼ C i A ð1Þ

where

Q Discharge of the stream in m3/s
C Runoff coefficient
i Rainfall intensity m/s
A Catchment area in m2

Recent research of Valara waterfall shows that catchment area is equal to
61 km2. Designation of runoff coefficient has to base on geographical data of
catchment area. Studies show that about 70% of the catchment area is under dense
mixed forest and rest of the area is utilized for human settlements and cultivation of
rubber, cardamom, tapioca, arecanut, and coconut. The rock type along the stream
is found to be pyroxene granulite. About 80% of the area has an exposed rock
presence. According to this data, runoff coefficient can be approximated as per
Table 2. The runoff coefficient was approximate to 0.3. The average discharge for
each month is shown in Table 3, and the discharge for every month for different
years is depicted in Table 4.
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Table 2 Runoff coefficient Ground cover C

Business

Downtown areas 0.70–0.95

Neighborhood areas 0.50–0.70

Residential

Single-family areas 0.30–0.50

Multiunits, detached 0.40–0.60

Suburban 0.25–0.40

Industrial

Light areas 0.50–0.80

Heavy areas 0.60–0.90

Parks, cemeteries 0.10–0.25

Playgrounds 0.20–0.35

Railroad yard areas 0.20–0.40

Lawns

Sandy soil, flat, 2% 0.05–0.10

Sandy soil, avg., 2–7% 0.10–0.15

Sandy soil, steep, 7% 0.15–0.20

Heavy soil, flat, 2% 0.13–0.17

Heavy soil, avg., 2–7% 0.18–0.22

Heavy soil, steep, 7% 0.25–0.35

Unimproved areas 0.10–0.30

Forest 0.05–0.25

Table 3 Average discharge Month Average rainfall Q (m3/s)

Jan 11.99 0.081921

Feb 12.92 0.097733

Mar 74.12 0.50642

Apr 204.293 1.442346

May 388.55 2.654744

Jun 793.56 5.602681

Jul 1104.15 7.544036

Aug 808.87 5.526554

Sep 461.14 3.255734

Oct 430.57 2.941843

Nov 143.35 1.012078

Dec 36.63 0.250272
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3 Power Potential

Power potential for stream such as Valara with a head of 100 m is calculated, the
calculated values are presented in Table 5, and the same is shown graphically in
Fig. 1.

Table 6 shows the calculated value of power potential for every month of every
year from 2001 to 2010. Calculation of power potential of SHPP was done
promptly. It is to be observed that every year we can see possibility of similar
amount of average energy potential generated. Power potential is biggest in month
July during highest rainfalls. During months January, February, and December,
power potential is lowest. According to Table 4, energy potential may not be
similar in the same month for different year.

Table 4 Discharge for each month of the year

Month Discharge Q (m3/s)

January 0.0984 0.0000 0.0000 0.0273 0.3662 0.0847 0.0150 0.0000 0.2275 0.0000

February 0.0273 0.0260 0.3157 0.0410 0.1886 0.0000 0.0232 0.0957 0.0000 0.1653

March 0.0765 0.8240 0.6368 0.1428 0.5452 0.8937 0.0096 1.0618 0.3430 0.5309

April 4.2880 1.3610 1.2271 1.4922 1.5906 0.8718 0.9524 0.4687 0.8631 0.8431

May 2.3900 2.7726 1.1588 4.9795 1.4471 4.1350 1.5359 0.5254 2.2766 5.3266

June 5.6101 5.2856 3.9430 9.6590 5.3648 2.8416 6.9609 2.3107 3.7496 8.4941

July 9.3317 4.0995 6.9664 4.0024 16.9089 6.4628 8.2290 5.5199 7.0046 6.9151

August 4.5647 7.0565 6.7504 8.5139 5.1407 3.7127 5.1640 4.5012 5.4537 4.4083

September 3.1238 2.1891 1.2189 2.6906 3.7838 3.7346 4.8995 2.5362 4.2067 3.1238

October 2.7070 4.1787 3.7879 3.1047 2.4446 2.6353 2.8484 1.3979 3.1354 3.1784

November 1.7792 0.4728 1.0235 0.7591 1.4608 1.5701 0.2357 0.2022 1.0665 1.2244

December 0.1790 0.1722 0.0738 0.0000 0.6641 0.0000 0.4332 0.0437 0.4803 0.4564

Total 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Table 5 Average power
potential for each month

Month Energy potential (kW)

January 64,29154047

February 76,70096446

March 397,4386138

April 1131,953467

May 2083,442706

June 4396,98371

Julu 5920,559166

August 4337,239227

September 2555,099889

October 2308,758013

November 794,2784601

December 196,4136053
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4 Simulation of a Hydropower Plant

The simulation for small hydroplant was prepared in MATLAB [1, 2]. MATLAB is
a computer program which was created to perform scientific and engineering cal-
culations, and to create computer simulations. Whole simulation was prepared in
one of the MATLAB base tool—Simulink. Simulink is a part of the numerical
MATLAB and is used to perform computer simulations. Simulink allows user to
build simulation models using the graphical interface and blocks. With the help of
Simulink, simulations can be carried out both discrete time and continuous [3]. The
results from our previous calculations give us an idea of how to adjust each

Fig. 1 Average power potential in MW for each month

Table 6 Power potential for each month of the each year

Month Power potential (kW)

Jan 77,21 0,00 0,00 21,45 287,41 66,49 11,80 0,00 178,56 0,00

Feb 21,45 20,38 247,73 32,17 147,99 0,00 18,23 75,07 0,00 129,76

Mar 60,06 646,67 499,75 112,07 427,90 701,36 7,51 833,27 269,18 416,63

Apr 3365,25 1068,13 963,03 1171,08 1248,30 684,20 747,48 367,84 677,39 661,68

May 1875,66 2175,94 909,41 3907,90 1135,69 3245,14 1205,40 412,35 1786,65 4180,29

Jun 4402,82 4148,12 3094,47 7580,40 4210,32 2230,10 5462,90 1813,46 2942,72 6666,16

Jul 7323,55 3217,26 5467,19 3141,12 4210,32 5072,01 6458,11 4332,04 5497,22 5426,98

Aug 3581,88 5537,97 5297,75 6681,71 4034,44 2913,76 4052,67 3532,55 4280,03 3459,62

Sep 2451,55 1718,02 956,60 2111,59 2969,53 2930,92 3845,16 1990,41 3301,44 2451,55

Oct 2124,46 3279,46 2972,75 2436,54 1918,56 2068,16 2235,46 1097,09 2460,67 2494,45

Nov 1396,29 371,06 803,24 595,73 1146,42 1232,21 184,99 158,72 837,02 960,89

Dec 140,49 135,12 57,91 0,00 521,20 0,00 339,96 34,32 376,96 358,19

Ave 2235,06 1859,84 1772,49 2315,98 2609,82 1762,03 2047,47 1220,59 1883,99 2267,18

Year 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
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Simulink block according to amount of potential energy provided by waterfall.
Simulation was based on predefined Simulink block like turbine and governor,
synchronous machine, and exciter. Simulation was based on per unit system which
describes traditional SI unit modified by Eqs. 3 and 4.

Base value in p:u: ¼ ðQuality expressed in SI unitsÞ= ðBase valueÞ: ð2Þ

The base current and the base impedance are calculated by the formulas shown
below by choosing the base power as the nominal power of the equipment and the
base voltage as the nominal voltage of the equipment.

Base current ¼ ðBase currentÞ=ðBase powerÞ ð3Þ

Base impedance ¼ ðBase voltageÞ=ðBase currentÞ
¼ ðBase voltage½ �½ � ^ 2=ðBase powerÞ ð4Þ

The simulation was based on predefined block such as hydraulic turbine and
governor block [4] as shown in Fig. 2.

Figure 3 shows the subsystem of the hydraulic turbine, and Fig. 4 is for the
servomotor [5–7].

The gate servomotor is modeled by a second-order system [8–12] as shown in
Figs. 4 and 5 shows the exciter model [9, 10].

The synchronous machine block can operate either as a generator mode or if
dictated it can work as in motor mode [13]. The main factor deciding the operating
mode is the polarity of the mechanical power. If the synchronous machine operated
in the generator mode it means that the mechanical power is positive and viceversa
if it is operated in the motor mode. The sixth-order state-space model is used to

Fig. 2 Turbine and governor
model

Fig. 3 Hydraulic turbine
model
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represent the electrical part of the machine and the mechanical system [14–18]. All
blocks provided by Simulink were assumed as shown in Fig. 6. Specific way of
connecting each block was forced by MATLAB structure. All blocks were adjusted
according to previous calculations of power potential. In this simulation,
mechanical power Pm is an input of synchronous machine which in this case is a
generator. Field voltage (Vf) is coming directly from excitation block to generator.
Right side of synchronous machine is the simulation of the grid.

Fig. 4 Gate servomotor

Fig. 5 Exciter model

Fig. 6 Simulink simulation of small hydroplant
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5 Results

The simulation model shown in Fig. 6 was simulated, and by adopting scope, var-
ious electrical outputs such as electrical power versus time (Fig. 7), output active
power versus time (Fig. 8), rotor speed versus time (Fig. 9), rotor deviation versus
time (Fig. 10), field current versus time (Fig. 11), stator current versus time
(Fig. 12), phase-to-phase voltage versus time (Fig. 13), line currents versus time
(Fig. 14), rotor mechanical angle versus time (deg) (Fig. 15), rotor angle deviation
versus time (rad) (Fig. 16) were obtained which validate the efficiency of the system.

Fig. 7 Electrical power
versus time

Fig. 8 Output active power
versus time

Fig. 9 Rotor speed versus
time
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6 Conclusion

The modeling of hydropower plant is extensively reviewed in this paper. Initially,
the literature survey was carried out on all aspects and equipments required to
construct hydropower plants. The exploration of the model proposed started with
elementary models that used system modeling. The paper presents a generalized
model that will be utilized in the simulation of SHPP using Simulink.

Fig. 10 Rotor deviation
versus time

Fig. 11 Field current versus
time

Fig. 12 Stator current versus
time

282 P.A. Michael et al.



Fig. 13 Phase-to-phase
voltage versus time

Fig. 14 Line currents versus
time

Fig. 15 Rotor mechanical
angle versus time (deg)
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The simulation was, thus, carried out with various simulation tools. Proper
adjustment of all blocks is crucial for correct working simulation of
SHPP. Servomotor as governor using PID controller will be the best choice for
governing SHPP, and also the values Ki and Kp of PID controller have significant
roles in determining the stabilizing time. Thus, the small hydropower plant was
simulated successfully and in all simulation results showed a perfect generation of
energy from hydropower plants with high efficiency.
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Enhancement of Digital Distance
Protection Scheme with Novel Transducer

A.N. Sarwade , P.K. Katti and J.G. Ghodekar

Abstract Performance of distance protection scheme (DPS) depends on selectiv-
ity, sensitivity, and speed of distance relay (DR). Correct estimation of the impe-
dance seen by DR depends on accuracy of current received via current transformer
(CT). In practice, saturation of CT disturbs the reach and operating time of DR.
A novel current transducer, Rogowski coil (RC) is attaining increased acceptance
and use in power industry due to its inbuilt linearity, greater accuracy, and extensive
operating current range. This paper presents use of RC for enhancing the perfor-
mance of DPS affected by saturation of CT. The simulation results of DPS used for
protection of 220 kV AC system show outstanding performance of RC during
normal as well as abnormal conditions.

Keywords Distance protection � Relay reach � Rogowski coil � CT saturation
PSCAD/EMTDC

1 Introduction

Distance protection scheme (DPS) is found to be more popular for protection of
high-voltage transmission line worldwide, as it provides more secure, prompt, and
reliable protection [1]. Frequency of fault occurrence is more in case of transmission
line as compared to other parts of power system. Current transformer (CT) is used
to reduce the magnitude of fault currents to a more suitable level on its secondary
side [2]. CT saturation causes distance relays (DRs) to notice lower effective current
than they would see and causes them to reach a shorter distance than they would, if
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there were no CT saturation. This also causes the DR to issue its trip decision with
certain time delay [3].

Modern digital/numerical relays make high-power output unnecessary and open
the doors of novel measurement transducers such as Rogowski coils, which have
many advantages over conventional CTs [4]. Rogowski coil (RC) can meet the
requirements of protective relaying due to its greater performance, inbuilt linearity,
exceptional dynamic response, extensive bandwidth without saturation [5]. RC is
designed such that position of the conductor inside it and electromagnetic inter-
ference caused by adjacent live conductor will not deviate its output [6, 7]. Hence,
performance of DPS can be enhanced by using RC as current transducer. This paper
presents use of RC in 220 kV DPS to overcome under reach and time-delayed
operation issue of DR. The results given by use of actual CT, ideal CT, and RC are
compared.

2 Theory of Operation

2.1 Distance Protection Scheme and CT Saturation

DPS is used to detect line faults and isolate, as quickly as possible, the faulted line.
DR relay collects voltage and current signals with the help of CT and VT and
calculates impedance which can be used to acquire information regarding operating
condition of the system and type and location of fault [8]. During abnormal con-
ditions, line current exhibits more transients than line voltages. These transients
saturate CT and distort the nature of secondary current signals. Distortion intro-
duced by CT modifies calculated impedance and disturbs the reach of DR and
causes it to under reach or over reach [9]. Hence, it is very important to search an
alternative to CT, which will help to improve performance DPS. In this paper, RC is
used as current transducer to overcome the issues related with DPS.

2.2 Rogowski Coil

In general, RC is toroidal coil wounded on insulated/air core. The flexible insulating
material core increases their use in awkward environment. Air core makes them
lighter in weight as compared to iron core CT. The insulated/air core in the coil
structure makes the relative permeability (µr) of RC as unity. RC is always placed
around the conductor whose current is to be measured. RC arrangement is shown in
Fig. 1 [4].
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The voltage induced in the coil (Vrc(t)) by current ip(t) is given by Eq. 1 [10].

VrcðtÞ ¼ �M
dipðtÞ
dt

ð1Þ

3 Modeling of 220 kV AC System

A part of 220 kV AC system is considered to find performance of DPS with RC
which consists of two Thevenin’s equivalent sources of 100 MVA, 220 kV, 50 Hz
(Fig. 2). Source impedance is 32.15 ∠ 85° Ω. The transmission line of 200 km
between bus A and B is divided in two parts to create in-zone faults. Positive and
zero-sequence impedances of transmission line are 0.2928 ∠ 86.57° Ω and
1.11 ∠ 74.09° Ω, respectively. Load of (75 + j25) MVA is connected to bus C.
Ground compensation factor for the line is 2.82 [11].

3.1 Details of CT

The actual CT is considered with CT ratio of 270. Its secondary winding resistance
and inductance are 0.5 Ω and 0.8 mH, respectively. Burden of (0.5 + j0.251) Ω is

Fig. 1 Rogowski coil

Fig. 2 PSCAD model of 220 kV AC system
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connected to CT secondary [12]. To compare performance of actual CT, an ideal
CT is considered. Ideal secondary current is obtained by dividing primary current
by number of turns.

3.2 Details of RC

RC and integrator with the following specifications are used (Table 1) [13].

4 Case Study and Simulation Results

Zone 1 setting (Z1set) of DR for 200 km line is done at 160 km (80% of 200 km) [8].
To observe the under reach phenomenon of the DR, line length of TLine1 is adjusted
as 150 km (Fig. 2). The resistance of burden connected to CT secondary (Rb) and
system X/R ratio are increased to obtain CT saturation condition. Use of ideal CT,
actual CT, and RC in distance protection scheme is analyzed with the help of sec-
ondary current waveforms, B-H curves, Zap trajectories, and operating time of DR.

4.1 Impact of CT Burden and X/R Ratio

To observe the effect of unsaturated and saturated CT, Rb is varied from 0.5 to
10 Ω. System X/R ratio is increased from 14.097 to 28.09 (Table 2) [14, 15].

Table 1 Rogowski coil details

S. No. Parameter Spec S. No. Parameter Spec

1 Mutual inductance 2 µH 6 R of integrator 100 Ω

2 L of Rogowski coil 7.8 mH 7 C of integrator 1 µF

3 R of Rogowski coil 186 Ω 8 No. of turns 270

4 C of Rogowski coil 235 pF 9 Output RMS 0.1 V/1 kA

5 Z of Rogowski coil 2 k Ω 10 Rated current 100 kA

Table 2 Details of source, line, and X/R ratio

S. No. RL (Ω) XL (Ω) RS (Ω) XS (Ω) LS (H) ZT (Ω) X/R ratio

1 2.79 46.76 2.8 32.044 0.102 79 14.09

2 2.79 46.76 2.07 32.09 0.1022 79 16.22

3 2.79 46.76 1.18 32.14 0.1023 79 19.85

4 2.79 46.76 0.02 32.19 0.1025 79 28.09
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4.1.1 Transient Response of CT and RC

Figure 3a–j shows the secondary current waveforms generated by use of ideal CT
(blue), actual CT (red), and RC (green). When the fault is created at maximum
value of voltage (Vmax), with Rb as 0.5 Ω and X/R ratio as 14.097, it is observed
that ideal CT, actual CT, and RC produce symmetrical secondary current wave-
forms which are overlaying on each other (Fig. 3a, f). With same Rb and the same
X/R ratio, when the fault is created at zero voltage, the current waveforms found to
be shifted upwards from the reference due to DC offset and some distortions are
observed in secondary current waveforms produced by actual CT (Fig. 3b, g).

When Rb is increased to 2, 5, and 10 Ω and X/R ratio to 16.22, 19.85, and 28.09,
it is observed that the actual CT secondary waveform obtains more and more
clipped and distorted shape (Fig. 3c–e and h–j), whereas it is found that RC
transforms primary current faithfully on secondary side as its secondary current
waveform overlaying on secondary current waveform produced by ideal CT.

Comparison of the secondary current effective values at different Rb and X/R
ratio is given by Table 3. It is observed that effective value of the secondary current
produced by ideal CT and RC is approximately equal, but in case of actual CT it
goes on reducing with increase in Rb and X/R ratio.

Fig. 3 Secondary current waveforms
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4.1.2 B-H Curve of CT

Figure 4a–j shows B-H curves generated by magnetization of actual CT. CT gives
linear B-H curve (Fig. 4a–f), when the fault is created at Vmax with Rb as 0.5 Ω
and X/R ratio as 14.097. With same Rb and same X/R ratio, when the fault is
created at v = 0, CT gets saturated (Fig. 4b–g). CT goes in deep saturation when Rb

is increased from 2 to 10 Ω and X/R ratio from 16.22 to 28.09 and it requires more
magnetizing force to produce same amount of flux density (Fig. 4c–e and h–j).
After CT saturation, it is observed that, increase in Rb and X/R ratio increases
magnetizing force required to produce same amount of flux density (Table 4).

4.1.3 Apparent Impedance

Figure 5a–j shows apparent impedance, Zap trajectories with ideal CT (green),
actual CT (red), and RC (blue) along with Mho circle, when SLG fault is created at
150 km. Before saturation of CT, it is observed that all the Zap trajectories are
overlaying on each other (Fig. 5a,g). Figure 5b–e and g–j shows that the Zap tra-
jectory (red) is significantly impacted by the CT saturation. To have a correct
tripping of the relay, Zap trajectory must fall inside Zone 1. But when the CT gets
saturated, Zap trajectory lies outside of its Zone 1 boundary. As the CT comes out
from saturation state, the impedance seen by DR (Mho element) matches the
unsaturated plot. Therefore, DR shows to have a tendency to under reach.

Table 5 gives the values of Zap obtained with different fault instants, increased
Rb and increased X/R ratio. The clipping of secondary current due CT saturation
increases the magnitude of impedance seen by Mho element. It is observed that
with increase in burden, Zap increases.

Table 3 Secondary currents
at different Rb and X/R ratio

Fault instant Secondary currents (Amp)

v = Vmax v = 0

Relay burden (Rb) 0.5 Ω 0.5 Ω 2 Ω 5 Ω 10 Ω

Without CT 4.21 4.25 4.25 4.25 4.25

With CT 4.21 3.72 3.52 3.35 3.205

With Rogowski
coil

4.22 4.26 4.26 4.26 4.26

Fault instant Secondary currents (Amp)

v = Vmax v = 0

X/R ratio 14.097 14.097 16.22 19.85 28.09

Without CT 4.21 4.25 4.31 4.43 4.69

With CT 4.21 3.72 3.56 3.36 3.06

With
Rogowski coil

4.22 4.26 4.31 4.436 4.71
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Fig. 4 B-H curves at different burdens and X/R ratio

Table 4 B-H parameters at
last point of saturation with
different burdens and X/R
ratio

Fault instant v = Vmax v = 0

Relay burden
(Rb)

0.5 Ω 0.5 Ω 2 Ω 5 Ω 10 Ω

B (Wb/m2) 0.27 2 2 2 2

H (AT/m) 7.75 1955 2597 3296 3840

Fault instant v = Vmax v = 0

X/R ratio 14.097 14.097 16.22 19.85 28.09

B (Wb/m2) 0.27 2 2 2 2

H (AT/m) 7.75 1955 2597 3296 3840
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Fig. 5 Impedance trajectories on Mho element with different burdens and X/R ratio

Table 5 Apparent impedance at different burdens

Apparent impedance (Zap (Ω))

Fault instant v = Vmax v = 0

Rb 0.5 Ω 0.5 Ω 2 Ω 5 Ω 10 Ω

Ideal CT 4.63 ∠ 79.21° 4.69 ∠ 78.16° 4.69 ∠ 78.16° 4.69 ∠ 78.16° 4.69 ∠ 78.16°

With CT 4.64 ∠ 79.01° 5.06 ∠ 65.61° 5.14 ∠ 65.30° 5.24 ∠ 63.84° 5.32 ∠ 63.10°

With RC 4.62 ∠ 79.34° 4.68 ∠ 78.30° 4.68 ∠ 78.30° 4.68 ∠ 78.30° 4.68 ∠ 78.30°

Apparent impedance (Zap (Ω))

Fault instant v = Vmax v = 0

X/R ratio 14.097 14.097 16.22 19.85 28.09

Ideal CT 4.63 ∠ 79.21° 4.69 ∠ 78.16° 4.69 ∠ 78.16° 4.69 ∠ 78.16° 4.69 ∠ 78.16°

With CT 4.64 ∠ 79.01° 5.612 ∠ 56.61° 5.87 ∠ 53.20° 6.25 ∠ 48.97° 6.92 ∠ 42.94°

With RC 4.62 ∠ 79.34° 4.68 ∠ 78.30° 4.68 ∠ 78.30° 4.68 ∠ 78.30° 4.68 ∠ 78.30°
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4.1.4 Operating Time

The operating time of a DR is considerable to make sure of high-speed tripping.
Before CT saturation, all DR elements (Mho elements) issue their tripping signals at
same instant (Fig. 6a, g). When Rb is increased from 2 to 10 Ω and X/R ratio from
16.22 to 28.09, CT goes in deep saturation. This CT saturation process causes the
Zap to lie outside of Zone 1 for some time and to return back when CT comes out of
saturation. It delays DR element operation connected to actual CT and results in
slower than expected tripping times (Fig. 6b–e and g–j.

Table 6 gives the time required for the DR to operate, when the Rb is increased
from 0.5 to 10 Ω and X/R ratio from 14.097 to 28.09. It is observed that increase in
Rb increases the magnitude of the Zap, causing delay at the time of operation.

Fig. 6 Tripping signals with different burdens and X/R ratio
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5 Conclusion

PSCAD-EMTDC simulations on 220 kV AC system confirm the significance of
replacing CT by RC. Influence of increased relay burden and system X/R ratio was
studied, and it is verified that these aspects can cause a CT to produce a highly
distorted secondary current. After changing the burden from 0.5 to 2.5 X and
system X/R ratio from 14.097 to 16.22, a small indication of core saturation was
observed for at least 6 cycles after the fault. After setting burden to 10.0 X and
system X/R ratio to 28.09, distortions were present during the whole simulation and
they caused RMS current to be smaller than in fact it was. This causes the DR to
under reach, and it issues a trip signal after a longer period of time than it was
originally anticipated. A novel transducer, RC produces exact replication of primary
current without distorting it with any burden and system X/R ratio and helps to
enhance the performance of distance protection scheme.
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A Hierarchical Underwater Wireless
Sensor Network Design for Tracking Ships
Approaching Harbors Using an Aerial
Mobile Sink (AMS) Node

Madhuri Rao, Narendra Kumar Kamila and Kulamala Vinod Kumar

Abstract Underwater wireless sensor networks (UWSN) is an area that is gaining
a lot of attention due to its immense possibilities of monitoring and tracking objects
on open waters. Harbor monitoring can be achieved with the help of UWSN that
can be laid under the shore up to a certain distance for tracking trespassing and
approaching ships. Sensors using spatial and temporal correlation can classify
objects as ships. Tracking mechanism in UWSN is characterized by a number of
unique constraints such as the properties of the acoustic communication channel,
longer network delays, node mobility due to water current, and very limited energy
of nodes. Here, a hierarchical network design of the UWSN topology is proposed
and verified to explore the possibilities of clustering for ensuring load sharing and
to reduce delay and jitter, thereby saving energy of the nodes to prolong the
network lifetime.

Keywords Underwater wireless sensor network (UWSN) � Hierarchical topology
Relay nodes (RN) � Cluster head (CH) � Aerial mobile sink (AMS) node
Harbor

1 Introduction

The researchers of [1] have proposed a technique for harbor surveillance using
sensors equipped with three-axis accelerometer deployed on sea surface. Using
cooperative signal processing techniques, [1] could detect and classify trespassing
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ships by exploiting spatial and temporal correlation of sensing data; however, they
had not considered the other challenges that are inherent due to ocean waves such
as node mobility due to water current. We extended the work of [1] and proposed
two algorithms in [2] and presented the impact of the proposed algorithms in
underwater sensors networks. However in [2], we considered a liner topology with
sensors deployed in a chain-like structure only on sea surface. Here, we propose a
harbor surveillance model as depicted in Fig. 1, which could address issues due to
water current and acoustic communications.

UWSN is characterized with a very dynamic network topology that changes
more frequently than WSN making the use of WSN routing protocols inefficient for
use in UWSN. The medium in UWSN is acoustic channel that results in more
failures, with very limited bandwidth and far more latency, as acoustic waves are
200,000 times slower than wireless waves [3]. The researches in [4–8] have sug-
gested various clustering techniques for routing in UWSN; however, these are
meant to function in homogenous network. The very inherent differences between
UWSN and WSN were researched in [9, 10] present a survey of routing protocols in
UWSN which vary from distributed routing to centralized routing with autonomous
sink node. Protocols addressing issues such as mobility and delay of acoustic
channel have not been well addressed.

2 Literature Survey

The problem of tracking objects such as ships on harbors cannot be well addressed
by just deploying sensors on sea surface. We propose a hierarchical network design
by employing a set of heterogeneous nodes in three levels as illustrated in Fig. 2.
The researches in [4–8] have suggested various clustering techniques for routing in
UWSN; however, there are meant to function in homogenous network. Underwater
wireless sensor networks are quite different in approach when compared to tradi-
tional wireless sensor network. They are also larger in size due to packaging of

Fig. 1 Model of network
topology design for tracking
ships in harbor
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additional components such as the acoustic modems and triggerable air bladder.
The very inherent differences between UWSN and WSN were researched in [9, 10]
present a survey of routing protocols in UWSN which vary from distributed routing
to centralized routing. We propose a hierarchical heterogeneous network set up
here, with three types of nodes as represented in Fig. 2:

(a) Underwater wireless sensor node (UWSN) nodes: They are deployed mostly in
shallow waters. These nodes comprise of acoustic modem and a triggerable air
bladder in additional to power unit, processor, sensing, and memory. They are
deployed with a greater density and require forming clusters and forwarding
their data packets to cluster heads. Here cluster heads are proposed to be elected
in successive rounds based on residual energy of the nodes as well as their
distance from the relay node (RN). Clustering ensures that these acoustic nodes
transmit only up to one hop while also rotating their role as cluster heads in
order to balance communication and processing load that arise due to nodes
drifting due to water current.

(b) Relay node (RN) deployed on sea surface: It is assumed to comprise of an
acoustic modem and a transceiver for wireless communication. The acoustic
modem enables communication with cluster heads (CH) using acoustic signals.
RN is a device with greater abilities to store, process, and convert data from
acoustic signals to wireless signals. The device is aware of path, velocity, and
time of AMS arrival.

Fig. 2 Hierarchical network design of UWSN deployed in harbors
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(c) Aerial mobile sink (AMS) node: It is a wireless sink node that moves toward
each relay node and collects information that is transmitted to the base station.
The path and velocity of the AMS are assumed to be scheduled to ensure
frequent access to relay nodes ensuring no information is missed.

The objectives of this paper are as follows:

(a) To address the concern of unbalanced energy consumption due to imbalanced
load distribution in the UWSN by clustering,

(b) To avoid redundant data transmission and avoid congestion in the bottleneck
zone: the area around the sink node,

(c) To justify that the proposed algorithm with AMS can avoid long transmission
delay time and congestion in bottleneck zone. This will help in bringing fair
load distribution with rotating cluster heads and thereby prolong the network
lifetime.

3 Problem Formulation

We consider a set S of UWSN nodes deployed in shallow waters, a set R of relay
nodes (RN) deployed on sea surface, and an aerial mobile sink node. The harbor
surveillance and monitoring area A is divided equally into R number of regions.
Each region is further logically divided into clusters.

S ¼ Sij1� i� n; n ¼ Sj jf g ð1Þ

Hence, consider a set of UWSN sensors deployed in shallow waters with radius
of acoustic communication as c1. Since these nodes are considered in a 3D space,
the volume of acoustic transmission of signals is given by expression (2).

V = c12 � p � h, where h is the height of the three-dimensional cylinder the
node coverage area creates. The height here is equivalent to the acoustic radius (r2)
of the relay node; hence,

V ¼ C12 � p� r2 ð2Þ

A is the area of the harbor that needs to be monitored and is divided into
l regions, where l is a set of relay nodes with sensing range of r2.

A ¼ l1 [ l2 [ l3 [ l4 [ l5. . .[ li ð3Þ

The wireless communication range of each relay node (RN) is r1 which enables
it to communicate with the aerial mobile sink (AMS) that has a communication
radius of a1. Figure 3 illustrates the hierarchical network coverage proposed con-
sidering heterogeneous sensor nodes. The problem is to ensure that at a given point
of time, one and only one node of the n nodes of the set is elected as a cluster head.
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The cluster head selection and cluster formation are similar to LEACH-TLCH
protocol [11] which considers average energy and distance of the cluster head from
the base station. Let’s assume that Ecurr represents the current energy of the cluster
head node and Eavg represents the average energy of all the sensor nodes in set S.

S:Eavg ¼
XN

1

EðiÞcurr: ð4Þ

The researches of [12] have presented an energy consumption model for com-
munication by considering various factors that result in transmission loss. We
would incorporate these aspects in our future work. The second consideration for
clustering and cluster head formation requires that the distance from the current
cluster head or a given node to the relay node (RN) is less than the average distance,
i.e.,

davg ¼
XN

1

di ð5Þ

If the CH energy Ecurr � Eavg and d � davg, then selecting a new cluster head
is unnecessary, otherwise the algorithm for cluster formation and cluster head
selection is needed to be performed with n rounds. In the second phase of the
clustering algorithm, the selected cluster head broadcasts its information to all the
neighboring nodes. Nodes join a given cluster while ensuring that their cluster head
is only one hop away. Due to water current UWSN nodes are likely to be drifted

r1

c1

Layer 1: wireless 
transmission 
between relay 
nodes and aerial 
sink

Layer 2: RN on sea 
surface connected to 
cluster head by r2 
radius of acoustic 
channel and connected 
to AMS via r1 radius of 
wireless link

r2

Layer 3: CH connected to 
nodes of the cluster and RN by 
c1 radius of acoustic 
communication  

Fig. 3 Hierarchical coverage for harbor monitoring
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away, and therefore to adapt to the changing topology, cluster formation will be
required in far lesser time as compared to cluster formation in other applications of
WSN. In [13], the researchers have provided a survey of existing routing techniques
in UWSN. But, an effective tracking algorithm in underwater wireless sensor net-
work has to address the following concerns: adaptation to a dynamic topology that
arises due to mobility of nodes by water current; secondly, address load imbalance
and signal propagation delay by clustering and relay nodes. We, therefore, propose
two algorithms as explained in next section. Algorithm 1 is devised using
expression (2) and (3) for relay nodes, while Algorithm 2 depends on expression (4)
and (5).

4 Proposed Algorithm

Two algorithms are proposed, simulated, and analyzed in this paper, one for relay
nodes and the second algorithm is for UWSN node for cluster formation and cluster
head selection as presented below.

5 Simulation Results and Analysis

The proposed algorithms were simulated in NS2 where a rectangular grid of
dimension 6500 m � 3000 m was considered. Forty-five nodes were deployed as
the UWSN nodes (layer 1) with 5 nodes as cluster head, 2 nodes as relay nodes, and
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one mobile sink node was considered, and in the second case a grid of 50 nodes was
deployed with one mobile sink node. File transfer protocol (FTP) traffic source was
employed for the traffic model. The simulation was executed for 200 ms, and the
average delay, jitter, and throughput of data packets reaching the sink node for both
the scenarios were obtained and plotted in Fig. 4. Our simulation result shows that
with clustering and relay nodes, the packets arriving at the sink node reach with less
delay than without clustering and relay nodes. The packet delivery fraction of the
transferred packets with our approach is 84.1786%, whereas without clustering it
was 88.609%. However, our approach yields less delay and jitter. The average
delay and jitter were found to be 0.02656 and 0.039306959 s in our technique,
while in the other scenario (without clustering and relay nodes) 0.17043 s of delay
and 0.24851635 s of jitter. Hence, our technique is efficient in terms of reducing
delay by 15.57% and jitter by 15.83%. We can see and confer from Fig. 4a, b that

Fig. 4 Simulation results for proposed model depicting the network performance in terms of
jitter, throughput, and packet delay
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the throughput with our approach has yielded higher success. We like to draw the
attention of our readers to the number of TCP packets generated in both algorithms.
Due to clustering phenomena, there is an overhead of acknowledgment packets as
can be seen in Fig. 4b. However, the number of data packets reaching the sink
nodes successfully is higher as delay and jitter are reduced as can be interpreted
from Fig. 4c–f. Delay and jitter are very important factors in underwater sensor
network scenarios. These parameters define how long the nodes need to be per-
forming. The reason the proposed algorithm yields lesser delay and jitter is due to
the reduction in resource contention by the introduction of relay nodes and aerial
mobile sink node. These factors also emphasize on the duty cycle of nodes and their
energy consumption. Thus by reducing delay and jitter in transmission of packets,
the overall energy consumption and network lifetime can be significantly improved.
Packet delivery fraction though is a term that reflects on the number of packets
successfully received to number of packets actually sent, it is not directly propor-
tional to throughput in many scenarios. On the other hand, throughput of a network
is the rate in which information is transmitted in a network. When a network is
congested, the packet delivery fraction may not be a good performance indicative
parameter; throughput in such cases may be far more resourceful. Packet delivery
fraction however can be useful in analyzing concerns causing poor throughput in a
given network. Further by applying our deterministic technique of load sharing and
packet forwarding with the help of clustering and relay nodes, bandwidth utilization
is enhanced. Acoustic communication has a narrow bandwidth 20 kHz only. By
reducing delay, jitter and by enhancing throughput, maximum utilization of this
limited bandwidth is possible.

6 Summary

This paper presents a hierarchical network design of sensor nodes for harbor
monitoring and surveillance. It addresses the concerns of the dynamically changing
network topology caused by mobility of the underwater sensor network nodes that
are drifted due to water current. A clustering-based approach is presented here to
help in dealing with mobility and essentially in reducing delay and jitter of trans-
mission packets. Our simulations results suggest that with clustering relay nodes
and aerial mobile sink, a network performance of roughly 15% is achieved in terms
of lesser delay and jitter. Our future work lies in finding the trajectory of the aerial
mobile sink node, finding the optimal number of relay nodes, and in exploiting the
spatial and temporal correlation of sensing data for tracking and classifying objects
approaching harbor.
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Development of Single and Multi-jet
Conical Nozzle Based Open Jet Facility
for Cold Jet Simulation

Kalakanda Alfred Sunny, Nallapaneni Manoj Kumar, Aldin Justin
and M. Harithra

Abstract A significant negative impact is possible on practical high-speed
propulsion applications due to shock wave and boundary layer interactions
(SWBLI) when a supersonic jet is discharged out from a nozzle. So it is important
to study the impacts associated with SWBLI. To study further, it is essential to
analyze the physics of supersonic jet flow field by developing an open jet facility
(OJF) in the laboratories. Supersonic jet can be produced in laboratories by
allowing compressed air to escape through a nozzle into the atmosphere. Modeling,
fabrication, and CFD simulation of nozzle-based open jet facility will help in
understanding the supersonic jet flow. In this paper, an open jet facility is developed
with single- and multi-jet conical nozzles in the Wind Tunnels Laboratory of
Karunya University. The performance of this facility is evaluated theoretically and
experimentally based on the runtime at different Mach numbers. Z-type schlieren
technique is also applied to analyze the cold jet flow at a Mach number 2. CFD
simulation is also carried out to verify the flow pattern that is visualized in
experimental process.

Keywords Shock wave � Boundary layer � Shock wave and boundary layer
interactions (SWBLI) � Open jet facility (OJF) � Runtime � Mach number
Z-type schlieren technique � CFD
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List of Symbols

t Runtime, s
Vt Storage tank volume, m3

A Nozzle throat area, m2

Ti Initial temperature in the tank, K
Pi Initial pressure in the tank, bar
Pf Final pressure in the tank, bar
To Stagnation temperature, K
Po Stagnation pressure, bar
n Polytrophic index (n = 1)
c Specific heat ratio (c = 1.4)
ṁ Mass flow rate, kg/s
R Universal gas constant, (R = 287 J/kg-K)
OJF Open jet facility
CFD Computational fluid dynamics
RPM Revolution per minute
SWBL Shock wave and boundary layer
SWBLI Shock wave and boundary later interaction

1 Introduction

Jet is a stream of fluid that is projected into the atmosphere or surrounding medium
from a nozzle. Jet flow with a Mach number greater than one is termed as super-
sonic jet. In a supersonic jet flow, shockwaves and boundary layers are obvious [1].
Also, the interactions between the shock waves and boundary layer commonly lead
to negative impacts or significant problems [2, 3]. This happens when an externally
generated shock wave impinges on the surface where there is a boundary layer. It
may also arise if the slope of the body surface changes in such a way to produce
sharp compression of the flow near to the surface, developing a shock wave that has
its origin within the boundary layer. In any SWBL interactions, there is the pos-
sibility of thickening and separation of boundary layer. And this is because of the
extreme unfavorable pressure gradient that is forced to act on a boundary layer by
the shock wave resulting in viscous dissipation and flow separation [4].

Some of the consequences of SWBLI occurrence are as follows [5].
On transonic wings, SWBLI will increase the drag which is having a potential to

cause the flow unsteadiness and buffet. They increase blade losses in gas turbine
engines. Complicated boundary layer control systems must be installed in super-
sonic inlets to minimize the losses that they cause either directly by reducing the
intake efficiency or by indirectly. This is due to the disruption they cause to the flow
that is entering into the compressor. These control systems add weight to aircraft
and absorb energy.
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In hypersonic flights, SWBLI can be disastrous because at high Mach numbers,
they have the potential to cause intense localized heating. This intense localized
heating is sufficient to destroy a vehicle.

In the design of scramjet engines, SWBLI that occur in the intake and in the
internal flow pose such critical issues that they significantly can limit the range of
which vehicles using this form of propulsion can be deployed successfully.

Over decades, this subject has been an extensive research area. Studies [6–12]
show the importance to know the physics of jet flows, causes for the consequences
of SWBL, impacts of SWBLI on the other parts of the flow fields, influence on the
parameters in the drag surface flux distributions, reattachment of the separated
flows, and the possible ways in which it can be avoided so that there is no much
effect. The interest and emphasis on this field have provoked the necessity in
studying the behavior of jet flows. For this purpose, an open jet facility with
supersonic nozzle is developed in the Wind Tunnels Laboratory of Aerospace
Department, Karunya University.

An open jet facility represents a useful tool for aerodynamic research. This
facility is designed especially for experimentation that usually involves
scaled-down models. It can be used to stimulate flow phenomenon that is otherwise
pertinent to a full-scale application under controlled environments. Mostly, the open
jet facility is intended to study the nozzle flow characteristics.

This motivated for the development of an open jet facility with single- and
multi-jet conical nozzles for cold jet simulation at different Mach numbers. Conical
nozzles were designed and fabricated. Further to analyze the performance of this
facility, both experimentation and CFD simulations were carried out and also for
the verification of visualized patterns.

2 Configuration of an Open Jet Facility

Configuration of an open jet facility (OJF) is shown in Fig. 1. It consists of many
components out of which the major are reciprocating air supply system with
heatless dryer, storage tank, gate valve and high-pressure regulating valve, settling
chamber, and nozzle.

All the components of an open jet facility are clearly explained in Fig. 1.

2.1 Reciprocating Air Supply System

Reciprocating air supply system consists of high-pressure 2-stage compressors and
air dryer which provides highly compressed air for the tests. High-pressure air
supply comes from two 20 HP electric-powered motors. Air is pumped up to 20 bar
pressure, and this is the maximum available value for air storage facility that is
established as a part of this open jet facility. Motor is totally enclosed with fan
cooled provision. Three-phase 415 V and 50 Hz frequency motor is chosen for this
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purpose, and it is a squirrel cage induction type having a speed of 1440 RPM. The
overall dimension of the motor is 68 * 32 * 33 inch. In order to remove the
moisture from the air, dryer and coolers were used. Once the moisture is removed,
this air is stored in a storage facility having 14.14 m3 volume. This moisture-free air
is obtained from the dryers.

2.2 Heatless Dryer System

The dryer consists of 2 desiccant towers, pre-filter, and oil-removing filter. The
wet-compressed air enters pre-filter, where moisture and dust contents are removed
to 5 lm. Then, oil contents are removed from air upon entering into oil-removing
filter by opening double-seat automatic drain valve which is fitted to the pre-filter.

2.3 Air Storage Tank

The runtime of the wind tunnel facility can be limited by parameters of a storage
facility, i.e., peak pressure and size or volume of the tank. A storage tank was
already available for supersonic wind tunnel.

This tank is 1.5 m in diameter, 8 m in length, having a volume of 14.14 m3, and
it is rated for a pressure of 150-psi. The atmospheric air is compressed using the 20
HP ELGI compressor. This compressed air at high pressures is pumped into the
storage facility using the valves.

Fig. 1 Configuration of an open jet facility (OJF)
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2.4 High-Pressure Regulating and Gate Valves

High-pressure regulating valve of 2 inch and gate valve of 6 inch are installed,
respectively, for regulating the flow from the storage facility to the settling chamber
through a 2-inch 300 class pipe.

2.5 Settling Chamber

It plays vital role in wind tunnel, and it helps in reducing the turbulence of airflow by
increasing its strength. The direction of flow is axial. It is designed using number of
screens such as structures and the honeycombs. A considerably less drop in the value
of pressure in honeycomb structure helps in removing the fluctuations in flow across
the axial length causing a comparatively less effect on the shear velocity. Apart from
honeycombs, screen also available in settling chamber made of woven wires, whose
refractive index is very small, and it is responsible for reducing the fluctuations in
shear velocity, causing a negligible effect on the direction of flow. 0.2 cm diameter
apart between each screen is maintained. This spacing allows the equal distribution of
flow. This allows the first screen to settle before the flow reaches to the second screen.
In order to maintain the flow speed constantly in the total cross section of a settling
chamber, the last screen is placed at greater apart from the source screen.

2.6 Nozzle

Nozzle is a device that enables the user to achieve the desired flow velocities in both
increasing and decreasing levels. This can be achieved when a fluid passes through the
boundaries of the designed nozzles. These are regularly used in controlling many
parameters of afluid passing through a duct or pipeline-like structure. These parameters
would be of mass of fluid, direction of the fluid, rate of flow, speed, pressure, and the
shape. There are different varieties of nozzles in trend, and they are being used based on
the applications. For this test facility, conical nozzles have been designed, simulated,
and developed [13]. Here, a nozzle which is having simple design configuration is
chosen, i.e., a conical nozzle. The design and fabrication process of conical nozzle are
quite easy compared to other kinds of nozzles and are still having its importance in the
present-day applications, especially in the case of small nozzle applications.

3 Design of an Open Jet Facility Components

One of the prerequisites of an open jet facility is the availability of compressed air
to generate required speeds.
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The compressed air for this setup is obtained from a dynamic facility associated
with Karunya University Supersonic Wind Tunnel. A reducer from 4 to 2 inch is
used to tap high-pressure air from the existing facility to the settling chamber. All
the pipelines for the open jet facility are maintained at 2 inch. Also, a gate valve of
2 inch enables the pressure regulation at the settling chamber. Therefore, settling
chamber and nozzle are designed in accordance with settling chamber pressures.

3.1 Design of Settling Chamber

The settling chamber that is designed for this purpose has a cross section of
110 * 30 cm2 with a honeycomb structure and two meshes made up of stainless
steel, which is shown in Fig. 2. Based on this design, it is fabricated and integrated
with supersonic wind tunnel facility. A reducer from 6 to 4 inch forms a storage
tank, and a reducer from 4 to 2 inch is used for tapping high-pressure air from the
existing facility to the settling chamber, which is clearly shown in Fig. 1.

3.2 Design of Single- and Multi-jet Conical Nozzles

Two supersonic conical nozzles, single jet and multi-jet for Mach number 2 were
designed and developed based on the following nozzle design equations [13].

The nozzle throat diameter is fixed to 0.4 inch and the chamber diameter as 2
inch for single-jet nozzle.

In the case of the multi-jet nozzle, the throat diameter was fixed to 0.2 inch and
the chamber diameter to 1 inch.

The nozzle exit area for any given Mach number (but here, M = 2) is calculated
using Eq. 1. [13]:
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At

� �2

¼ 1
M2

2
cþ 1

1þ c� 1
2

M2
� �� �cþ 1

c�1

ð1Þ

Fig. 2 Design of settling chamber
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The mass flow rate of the nozzle is calculated using the mathematical expression
mentioned in Eq. 2. [13]:

_m ¼ A�Poffiffiffiffiffi
To

p
ffiffiffi
c
R

r
cþ 1
2

� �� cþ 1
2ðc�1Þ

� �
ð2Þ

The thickness required for withstanding the pressure is obtained by Eq. 3 [13]:

r ¼ P � De

2t

� �
ð3Þ

Based on the input conditions, the nozzle design parameters were calculated.
These parameters are used for designing the single- and multi-jet nozzles in solid
work software tool, and the final designed models are shown in Figs. 3 and 4.

Fig. 3 3D models of single- and multi-jet nozzles modeled in solid works tool

Fig. 4 Fabricated setup of
settling chamber
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3.3 Fabrication of Settling Chamber

The designed settling chamber shown in Fig. 2 is fabricated as per the parameters
and is installed on the existing gas dynamic facility. The fabricated setup of settling
chamber is shown in Fig. 4.

3.4 Fabrication of Single- and Multi-jet Conical Nozzle

As per the design equations [13], two supersonic conical nozzles, i.e., single- and
multi-jet nozzles, are fabricated using stainless steel alloy SS-304 due to its
favorable factors such as ease of fabrication, resistance to corrosion, contamination
and oxidation, possible higher strength, and toughness at cryogenic temperatures.
The fabrication of the nozzle was carried out using CNC machining and welding.
Fabricated models are shown in Fig. 5. After fabrication process, pressure ports
were installed with the dimensions of 1 mm by drilling holes on the nozzle at
different distances. Pressure ports are inserted in the drilled holes. The K-type
thermocouples are welded on the surface of nozzle at different distances.

4 Runtime-Based Performance Test

Runtime is referred as operational duration of the setup. It is one of the important
factors to be considered for conducting any experiment in this facility.

Fig. 5 Fabricated models of single- and multi-jet conical nozzles
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4.1 Theoretical Variation of Runtime

t ¼ VtPi

_mRTi
1� Pf

Pi

� �1
n

" #
ð4Þ

The runtime is represented mathematically in Eq. 4 and it is a function of mass
flow rate ṁ, which is represented in Eq. 5, the initial pressure Pi, the final pressure
Pf, the initial temperature Ti, the tank volume Vt, polytrophic coefficient n, and the
gas constant R [14]:

_m ¼ APoffiffiffiffiffi
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4.2 Experimental Variation of Runtime

With the single-jet conical nozzle installed, the tunnel is made to run at different
stagnation pressures. The runtime at each stagnation pressurewas recorded using a stop
clock. The variation in the runtime with respect to the stagnation pressure is plotted.

When compared to the theoretical runtime, it is observed that the practical
runtime is less due to the account of losses in real time. The pressure drop across the
valve, frictional loss, and heat loss accounts for the reduction in runtime. Reduction
in runtime results in less time for the tests to be carried out. Hence, the possible
ways in improvising the runtime have to be concentrated in future.

Assuming constant temperature, the runtime for different pressures is calculated
and plotted. When the results are compared with experimental runtime, it is found
that the experimental runtime is very short due to the account of loss in real-time
conditions. Any increase in the runtime during future tests would be beneficial.
Theoretical and experimental variation of the runtime in seconds with respect to the
stagnation pressure in bar is shown in Figs. 6 and 7.
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5 Analysis of Single- and Multi-jet Flow Patterns Using
Schlieren and CFD

To analyze the performance of this facility, runtime-based experimental perfor-
mance test is carried out in and the results of that test are discussed in Sect. 4.

In this paper, apart from the performance test, CFD simulation and schlieren
technique were also used for analyzing the flow patterns whether they are visualized
in similar manner both in simulation bed and in practical case.

5.1 CFD Analysis of Single- and Multi-jet Conical Nozzle

CFD analysis is carried out to analyze the flow patterns of supersonic jet discharged
from the two nozzles which designed and developed.

The two nozzles, i.e., single and multi-jet nozzles, were modeled in solid works
as shown in Fig. 3. Later, these model files were exported to GAMBIT 2.4.6 for
creating the unstructured triangular mesh, and they are shown in Fig. 8.

And later, this unstructured mesh files are exported to ANSYS R 15.0. CFD
analysis of both single- and multi-jet nozzles was analyzed by applying the desired
boundary conditions [15, 16]. Figures 9 and 10 represent the simulation of density
contours for the single- and multi-jet nozzles.
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5.2 Schlieren Analysis of Single- and Multi-jet
Conical Nozzles

Jet flow visualization using schlieren technique is also carried out using the
experimental setup shown in Fig. 11 helps in validating the CFD results. The
images captured in schlieren [17] using camera which was kept at a distance of 1 m.
Colored image was obtained by setting the knife edge to the colored filter lens, and
shocks are clearly identified.

Fig. 8 Finely meshed single- and multi-jet nozzles in GAMBIT

Fig. 9 Contours of density for a single-jet conical nozzle

Development of Single and Multi-jet Conical Nozzle Based … 319



The analyses of the results infer that the flow out through the single-jet nozzle in
Figs. 9 and 12 show that the flow is under expanded. The flow pattern of multi-jet
conical nozzle is shown in Figs. 10 and 12, and the flow after the nozzle appears to
be pinched initially as the pressure is adjusted through the diamond shock waves,
which is followed by series of expansion waves that reflect off the free jet boundary
as the series of compression waves. This clearly validates the results obtained from
schlieren with the CFD results.

Fig. 10 Contours of density for a multi-jet conical nozzle

Fig. 11 Experimental setup for visualizing the jet flow patterns in schlieren system
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6 Conclusion

An open jet facility for the study of SWBL interactions and jet flow simulations are
engineered and built in this paper. Conventional design principles were used to
develop two conical nozzles with single and multi-jet for the tests. Based on the
performance test carried out, the runtime of the system is short and measures to
minimize the pressure losses can be implemented in order to achieve better run-
times. Flow analyses of cold jet for Mach number 2 show the formation of the
diamond shocks, which is the subject for the future SWBL studies. Further, flow
analysis for different Mach numbers was carried out and the system discharged
satisfactory performance.
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Background Noise Identification System
Based on Random Forest for Speech

Shambhu Shankar Bharti, Manish Gupta and Suneeta Agarwal

Abstract Background noise is acoustically added with human speech while
communicating with others. Nowadays, many researchers are working on voice/
speech activity detection (VAD) in noisy environment. VAD system segregates the
frames containing human speech/only noise. Background noise identification has
number of applications like speech enhancement, crime investigation. Using
background noise identification system, one can identify possible location (street,
train, airport, restaurant, babble, car, etc.) during communication. It is useful for
security and intelligence personnel for responding quickly by identifying the
location of crime. In this paper, using VAD G.729, a new algorithm is proposed for
selecting an appropriate set of noisy frames. Mel-frequency cepstral coefficient
(MFCC) and linear predictive coding (LPC) are used as feature vectors. These
features of selected frames are calculated and passed to the classifier. Using pro-
posed classifier, seven types of noises are classified. Experimentally, it is observed
that MFCC is a more suitable feature vector for noise identification through random
forest classifier. Here, by selecting appropriate noisy frames through proposed
approach accuracy of random forest and SVM classifier increases up to 5 and 3%,
respectively. The performance of the random forest classifier is found to be 11%
higher than SVM classifier.
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1 Introduction

Identification of background noise is a basic but tedious problem in audio signal
processing. Till now, it has got less attention of the researchers working on audio
signal processing. During communication through speech, background noise gets
acoustically added with the speech signal. So, this noise signal is also communi-
cated with the clean speech. These signals carry information about the background
location (street, train, airport, restaurant, babble, car, etc.) of the person during
communication. By identifying the type of background noise, one can easily
identify the possible location of a person at the time of communication. For
example, if a person is communicating using mobile phone, then the region of that
person can be traced through mobile signal tower. Using background noise iden-
tification system, possible location within that region can be identified which will
reduce the search space.

2 Previous Work

Chu et al. [1] used “composite of deep belief networks (composite-DBNs)” for
recognizing 12 different types of common environmental sounds. Mel-frequency
cepstral coefficient (MFCC) and matching pursuit (MP) are used as feature vectors.
Maximum accuracy in environmental sound classification using composite-DBNs
has been claimed as 79.6% by taking MFCC and MP features.

Frequency component of maximum harmonic weight (FCOMHW), local search
tree, effective segment length of audio data (ESLOAD) and first-order difference
mel-frequency cepstral coefficients matrix (D-MFCCM) features have been used by
Li [2] to classify environmental sound.

Toyoda et al. [3] used combination of instantaneous spectrum at power peak and
the power pattern in the time domain as features. Multi-layered perception neural
system is used for the environmental sound classification. This classifier is used to
classify 45 environmental sounds. Classification accuracy was about 92% claimed
in the paper.

Pradeep et al. [4] used audio features like zero-crossing rate (ZCR), LPC, linear
predictive cepstral coefficient (LPCC) and (log frequency cepstral coefficients)
LFCC. Gaussian mixture model was used in the paper for modelling an event.
Training audio data frame was taken of 50 ms. Using single Gaussian classifier, 76
and 80% accuracy for walking and running events, respectively, have been claimed.

Lozano et al. [5] used audio features like MFCCs, ZCR, centroid and roll-off
point for audio classification. Maximum accuracy ratio by type of sound was about
81.42% claimed in this paper.

Han and Hwang [6] used traditional features (TFs) like ZCR, MFCC; change
detection features (CDFs) like chirp rate spectrum; and acoustic texture features
(ATFs) like discrete wavelet transform (DWT), discrete curvelet transform for
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sound classification. Nonnegative matrix factorization [7] has been used for
dimensionality reduction, and SVM has been taken as classifier. Maximum accu-
racy was claimed as 86.09%.

Kraetzer et al. [8] used data mining tool WEKA with K-means as a clustering
and naive Bayes as a classification technique for the classification process. AAST
(AMSL Audio Steganalysis Toolset, version 1.03) [9] and 56 mel-cepstral
domain-based features are used.

Following are the main objectives of this paper:

(i) To develop noise identification system using random forest classifier.
(ii) To develop an algorithm for noise extraction using VAD G.729.
(iii) To find suitable feature/features for noise identification system.
(iv) To find suitable classifier for noise identification system.

The rest of this paper is organized as follows. In Sect. 3, random forest is
discussed. Section 4 explains the proposed approach. In Sect. 5, parameters used
for performance evaluation of the system are discussed. Section 6 explains the
experimental set-up followed by summarization of the results. Section 7 concludes
the paper.

3 Random Forest

Random forest or random decision forest [10, 11] uses an “ensemble learning
method” for classification. It works by constructing a multitude of decision trees at
training time. It identifies the class using mode of the classes or mean prediction
(regression) of the individual trees. The general method of random decision forests
was first proposed by Ho in 1995 [10]. Two well-known methods are boosting [12]
and bagging [13] used in classification trees. In boosting, successive trees give extra
weight to points incorrectly predicted by earlier predictors. In the end, a weighted
vote is taken for prediction. For example, if there are n classes for classification,
then samples of all the classes are selected randomly for the training purpose. If
there are K input variables in each sample, then k (k < K) is specified at each node
where k variables are selected at random. Each tree grows at its maximum extent
without any pruning. New data are classified considering maximum vote gained
from different trees.

4 Proposed Approach

Noise extraction plays an important role in noise identification system. Noise can be
better classified if the noisy frames are extracted correctly. In speech communi-
cation system, a frame either contains both human speech and noise or noise only.
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In this paper, a new algorithm has been proposed for better noise identification by
selecting the subset of noisy frames obtained from VAD G.729. Here, a framework
is also proposed for noise identification. This framework may also be useful for
language identification. Classifiers are trained using the feature/features (LPC,
MFCC, LPC and MFCC together) extracted from Aurora2 noise.

Proposed Algorithm for Noise Extraction:
INPUT: Speech signal S of size N1 � 1.
OUTPUT: Noise signal of size N2 � 1.
Assumptions and Notations:

(i) S is a vector of size N1 � 1. It contains N1 samples of speech signal.
(ii) N is the total number of frames.
(iii) N2 (N2 <= N1) is the number of samples in noise signal.
(iv) out is a matrix of size N � 2. Matrix out will have two columns. First

column represents frame number and second column represents VAD tech-
nique output.

(v) ||, represents the logical “OR” operation.
(vi) flag, flag1 and flag2 are binary variables.

Procedure noise_extract(S):
Repeat step 1 and step 2 for i = 1 to N.

Step 1: Apply VAD G.729 technique on ith frame and store its output with
corresponding frame number.

// VAD G.729 output will be either 1 or 0. 1 for those frames that contain human
speech and 0 for others.

Step 2: Save the result in matrix out.

Repeat step 3 and step 4 for i = 3 to N − 1.

Step 3: If out(i, 2) equals to 0, then

flag1 = out(i-1,2) || out(i-2,2).
flag2 = out(i-1,2) || out(i + 1,2).
flag1 = flag1 || flag2.
end If

Step 4: If flag equals to 0, then

Add the samples of that frame into noise signal.
end If

Step 5: Return noise_signal.
End Procedure.

Feature vectors are calculated for noise_signal. Noise is identified by trained
classifier using these features.
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5 Parameters Used for Measuring the Performance

Reliability ratio (RRN), accuracy ratio (ARN) [5] and confusion matrix for the
noise are used for measuring the performance of the proposed system. Suppose in a
given signal S, noise of K different classes is present. TFi is the total numbers of
frames with noise of class i in the given signal. FCi is the total number of frames
having noise of type i as classified by classifier while Ti is the number of frames
truly classified as of class i by the classifier.

Block diagram of proposed framework for noise identification system
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Reliability ratio by type of noise (RRN)
It is formulated as:

RRN ¼
Pk

i¼1
Ti
FCi

K
ð1Þ

Accuracy ratio by type of noise (ARN)
It is formulated as:

ARN ¼
Pk

i¼1
Ti
TFi

K
ð2Þ

6 Experimental Evaluation

6.1 Experimental Set-Up

To verify the performance of the proposed approach, experiments have been per-
formed on MATLAB R.2015B and Windows 8.1. Eight different types of noises
have been used for identification. These noises are taken from Aurora2 database.
Experiments have been performed in three phases. Two features LPC and MFCC
are used.

In first phase, features of noise (Aurora2) are directly extracted and are used for
training and testing of the classifier. 60% data are used for training, and remaining
are used for testing of the classifier. Classifier is trained only in first phase, and in
remaining phases, the same classifier is used for testing purpose. In second phase,
selected noises are mixed with IndicTTS database at 0 dB SNR value and named as
noisy speech. Using VAD G.729 method, noisy frames are extracted from noisy
speech and their features are calculated. These features are used for identifying the
type of noise by the classifier. In third phase, subset of noisy frames is extracted
using the procedure noise_extract(S). LPC and MFCC features of these frames are
calculated which are later used to identify the type of noise by classifier.

6.2 Results and Discussion

In Fig. 1, average accuracies of random forest classifier for all three phases are
shown. Two points are observed with this figure:

1. Average accuracy is the highest for the first phase of the experiment. It means
that noise can be better classified if the noisy frames are extracted correctly.
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2. Random forest classifier gives more accurate result using MFCC feature rather
than using LPC alone or LPC and MFCC both. It shows that accuracy of the
classifier may not be enhanced by fusing LPC and MFCC.

In Fig. 1, it is found that the performance of the same classifier is higher for the
Phase3 compared to the Phase2 of the experiment. It confirms that in Phase3, noisy
frames are extracted more appropriately than Phase2.

Figure 2 shows that for selected types of noises, random forest classifier per-
forms better using MFCC feature rather than LPC feature. It is also observed that
this classifier performs better for noises like airport, babble, car and station noise
with MFCC feature while for others with LPC and MFCC together.

By comparing Figs. 2 and 3, it is observed that the classification accuracy of
random forest classifier is better for noises extracted using procedure noise_extract
(S) rather than using VAD G.729.

In Fig. 4, average accuracies of SVM classifier for all eight types of noises are
shown. Average accuracy is the highest for first phase of the experiment. It means
that noise can be better classified if the noisy frames are extracted correctly.

Fig. 1 Average accuracy of
random forest classifier

Fig. 2 Average classification
accuracy for selected types of
noise using random forest in
Phase2

Background Noise Identification System Based on Random Forest … 329



By comparing Figs. 2 and 5, it is observed that the performance of random forest
classifier is better than the SVM classifier for Phase2 of the experiment.

By comparing Figs. 3 and 6, it is observed that the performance of random forest
classifier is better than SVM classifier for Phase3 of the experiment.

Fig. 3 Average classification
accuracy for selected types of
noise using random forest in
Phase3

Fig. 4 Average accuracy of
SVM classifier

Fig. 5 Average classification
accuracy for selected types of
noise using SVM classifier in
Phase2
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Average accuracy for random forest classifier in Phase1 of the experiment is
96%. It is obtained using MFCC feature alone/LPC and MFCC features together.
Average accuracies for random forest classifier are 64 and 69% for Phase2 and
Phase3, respectively. Maximum accuracy is obtained using MFCC feature. Thus,
average performance of the random forest classifier increases 5% from Phase2 to
Phase3, respectively. It confirms that noise extracted using procedure noise_extract
(S) is more accurate than VAD G.729 procedure.

Average accuracy for SVM classifier in Phase1 of the experiment is 96% which
is obtained using LPC and MFCC features together. Average accuracies for SVM
classifier are 55 and 58% for Phase2 and Phase3, respectively. Maximum accuracy
is obtained using LPC and MFCC feature together.

Thus, average performance of the SVM classifier increased 3% from Phase2 to
Phase3. It again confirms that noise extracted using procedure noise_extract(S) is
more accurate than VAD G.729 procedure.

The maximum average accuracy of random forest classifier is 9 and 11% higher
than SVM classifier for Phase2 and Phase3, respectively. Thus, one can conclude
from the experiment that as noise in speech can better be identified through
selection of appropriate noisy frames as shown in Table 1.

Fig. 6 Average classification
accuracy for selected types of
noise using SVM classifier in
Phase3

Table 1 Classification results of random forest and SVM classifiers for different phases of noise

Classifier Random forest SVM

Features LPC MFCC LPC + MFCC LPC MFCC LPC + MFCC

Noise Parameters

RRN ARN RRN ARN RRN ARN RRN ARN RRN ARN RRN ARN

Phase1 0.94 0.82 0.99 0.96 0.99 0.95 0.18 0.17 0.99 0.94 0.99 0.96

Phase2 0.54 0.43 0.75 0.63 0.75 0.63 0.15 0.16 0.60 0.55 0.61 0.55

Phase3 0.57 0.48 0.78 0.69 0.78 0.68 0.15 0.16 0.61 0.58 0.62 0.58
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7 Conclusion

This paper presents a new framework for noise identification in speech. As noise in
speech can better be identified through appropriate noisy; therefore, in this paper, an
approach for extracting appropriate set of noisy frame is also proposed. Random
forest classifier performs best with MFCC feature alone while to give best per-
formance SVM needs both LPC and MFCC together. The overall performance of
random forest is better than SVM for noise identification. Thus, random forest is
better choice for noise identification with respect to accuracy as well as computa-
tional cost.
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Spectral Analysis of Speech Signal
Characteristics: A Comparison Between
Healthy Controls and Laryngeal Disorder

S. Shamila Rachel, U. Snekhalatha, K. Vedhasorubini
and D. Balakrishnan

Abstract The vocal cords pathologies such as hyper-functional voice disorder,
spasmodic dysphonia, and vocal nodules affect the speech production completely or
partially. The speech signal analysis is performed to detect the pathological con-
ditions and used as a preliminary diagnostic method to identify the vocal cords
pathologies or pathologies of the larynx. This study implements the identification of
larynx condition by certain speech signal features. The main aim of the study is to
assess the lesions of the larynx using the voice signal of the patient in order to
extract the acoustic features from the recorded voice signal and to perform the
comparison between semi-automated and automated methods. The voice signal
features are calculated from the recorded voice signal and analyzed using three
different software such as PRAAT, Dr. Speech, and automated analysis using
MATLAB. The voice signal features are obtained from sustained phonation /a/ and
continuous speech. The difference between normal and abnormal voice samples
was predicted in both semi-automated and automated analyses. The acoustic fea-
tures such as shimmer, pitch, F0 tremor, jitter were extracted and obtained the
significance (p < 0.05) difference between normal and abnormal speech signal.
This study reveals that significant variations in voice parameters such as spectro-
gram, jitter, and shimmer of the patients with laryngeal disorders in comparison
with the healthy control. The voice samples of laryngeal disorder patients show
clear deviation from the normal people, and the result shows that the automated
analysis and speech spectral analysis methods can be used to detect lesions in
larynx non-invasively.
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1 Introduction

The speech signal is produced by alteration of air pressure in the lungs and vocal
cords. In normal speech, the vocal cords in the larynx touch each other smoothly.
Any disturbance or interference with the movement of vocal cords causes voice
disorder or abnormal voice. The voice disorders can be classified as follows:
(i) structural, (ii) neurogenic, (iii) functional, and (iv) psychogenic disorders. The
most common occurrence of voice disorder in population is due to structural and
functional disorders [1]. Approximately 17.9 million adults have trouble in their
voice in the USA [2]. In India, around 7.5% people were affected by speech
disorders [3]. The main causes for the voice disorders are abnormal growth of tissue
in the vocal cords, inflammation and swelling, nerve problems, hormones, and
voice abuse. The voice disorders are diagnosed using laryngoscope, stroboscope,
laryngeal EMG, and other imaging modalities such as X-ray and MRI.

The voice signal and its characteristics such as pitch, frequency, and jitter vary
for each pathology of the larynx (vocal cords). The laryngoscope cannot be taken
often, i.e., at a regular significant interval of time to assess the response to speech
therapy, as it was time-consuming, cost-effective, and causes discomfort to the
patient. Hence the spectral and formant analyses are used to assess the patient
response using the voice-recording process. The features of voice pathology from
the recorded voice can be assessed using speech processing algorithms such as
PRAAT, Dr. Speech, and MATLAB. This study implements the speech processing
algorithms to assess and monitor the progress of the larynx of the patient at regular
intervals of time which are a boon to the speech therapies.

Several researchers [4–8] have studied and diagnosed various speech signal
pathologies using the PRAAT and Dr. Speech software and obtained the quanti-
tative results in differentiating the normal and abnormal conditions. Gelzinis et al.
[9] performed automated analysis of a voice signal to diagnose the laryngeal dis-
eases. Vikram et al. [10] presented a novel method for the adaptation of
Mel-frequency cepstral coefficients (MFCC) and support vector machine (SVM) for
the diagnosis of neurological disorders using voice signal. Karunaimathi et al. [11]
implemented a method to analyze the fundamental frequency of the voice F0, which
is the subjective pitch of the voice, and hence it plays a major role in clinical voice
research. The main aim and objectives of this proposed method are given as fol-
lows: (i) to assess the lesions of the larynx and extract the acoustic features from the
recorded voice signal using semi-automated method using PRAAT and Dr. Speech
software; (ii) to extract the sound wave features using automated feature extraction
method for the comparison of healthy controls and laryngeal disorders.
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2 Methodology

2.1 Subjects

The study was carried out on ten healthy controls and ten laryngeal disorder patients
who were attending as the outpatients in the audiology and speech-language
pathology department, Faculty of Medical and Health Sciences, SRM Hospital and
Research Center (Chennai, Tamil Nadu, India). The patients were diagnosed by
performing laryngoscope and audiometry test for the confirmation of speech
pathology. People who were healthy with a perceived good voice were included in
the study. Patients with lung diseases, asthma, and heart diseases were excluded
from the study. The Ethics Committee of SRM hospital approved the study.
Informed consent was obtained from each patient.

2.2 Speech Signal Acquisition

The speech signal is recorded using a voice-recorder model proton BOOM 815 live
sound wired microphone (NX Audio, Mumbai). The voice recording is done in a
sound-attenuated (sound proof) room with the subject’s persistent tone level. The
condenser mike is placed 5 cm away from the subject so that the vocal sound
production is not affected. The speech signals were sampled at 44.1 kHz frequency
with 16-bit resolution. The subjects were solicited to phonate the sustained vowel //
a// for the duration of 10–15 s to record the continuous voice assessment. The
speech signals were analyzed using PRAAT, Dr. Speech, and MATLAB software.

2.3 Semi-automated Methods for Speech Signal Analysis

In PRAAT software version 6.022, the speech signal is recorded in two different
modes such as mono sound recording mode and stereo sound recording mode. The
operating frequency of voice signal recording ranges from 8 to 192 kHz, from
which 44.1 kHz is selected as sampling frequency [12]. The voice signal is
recorded and saved as wave file and can be visualized as the pitch curve, an
intensity curve, a spectrogram, and formant tracks. From the entire signal, a seg-
ment is selected and the features such as pitch, jitter, shimmer, and HNR
(harmonic-to-noise ratio) were extracted.

The voice signal is recorded continuously, and a segment is selected for analysis
using the Dr. Speech software version 4 (Tiger DRS, Inc, Seattle, USA). From the
selected segment, the voice features such as habitual F0, jitter, shimmer, F0 tremor,
HNR, and SNR (signal-to-noise ratio) were extracted. The voice quality was esti-
mated using the parameters such as hoarseness, harshness, and breathiness.
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2.4 Automated Methods for Voice Feature Extraction

The recorded voice signal is selected and plotted in time domain using MATLAB
software. The spectrogram is obtained for both healthy control and laryngeal dis-
order. Then, the spectral analysis is computed by short-time Fourier transform using
Hanning window to overcome the signal discontinuities. If the obtained FFT is
symmetric, then the first half of the signal is considered by eliminating the
second-half signal. The parameters such as minimum, maximum and mean signal
peaks, dynamic range (difference between the soft sound and loud sound), auto-
correlation, were extracted. The algorithm was given below in flow chart as fol-
lows:

Read the signal and crop the region of interest

Display the signal in time domain

Spectral analysis of the signal is obtained

Apply Hanning window and FFT is determined

Compute autocorrelation of the signal and display it

Calculate the minimum, maximum, mean of the peaks and 
dynamic range and autocorrelation time of the signal

3 Results and Discussions

The acoustic features such as pitch, formant frequency, jitter, shimmer, HNR, and
voice breaks are analyzed and the difference between the normal and abnormal
values is studied using PRAAT software. Table 1 indicates the voice features
extracted from PRAAT software for the total population (N = 20). Among all the
features extracted, shimmer exhibits significant (p < 0.01) difference between
normal and abnormal voice samples. The acoustic features such as pitch, formant
frequency, jitter, shimmer, HNR, F0 tremor, SNR, harshness, hoarseness, and
breathiness of the voice signal are analyzed using Dr. Speech software. Table 2
represents the features extracted from Dr. Speech software for the total population
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(N = 20). Among all the voice features extracted from the Dr. Speech software,
formant F0 and jitter produced 79 and 65.6% difference between the normal and
abnormal voice samples. Table 3 depicts the feature extracted from the automated
method for the total population (N = 20). From the automated analysis using
MATLAB software, the parameters such as RMS value and autocorrelation provide
the significant difference between the normal and abnormal voice samples.

The spectrogram of normal voice samples and abnormal voice samples is
indicated in Figs. 1 and 2. Significant variation in the time period was observed in
abnormal voice sample compared to normal. The autocorrelation of normal and
abnormal voice sample was observed in Figs. 3 and 4.

Shilaskar and Ghatol [13] in their study extracted the statistical features such as
jitter, HNR, formant frequencies f1, f2, and f3. They obtained the mean of jitter
value using PRAAT software for normal and pathological cases as 0.05 and 0.21,
respectively. The parameter HNR was found to be decreased in the pathological
case compared to normal. Mishra et al. [14] in their study obtained the jitter mean %
for normal and abnormal CVD as 1.35 and 0.86, respectively. They also found the
shimmer mean % for normal and abnormal to be 8.058 and 4.98, respectively.
Hence it was observed that the jitter and shimmer parameters exhibit decreased

Table 1 Voice features extracted from PRAAT software for the total population (N = 20)

S. No. Features Normal
mean ± SD

Abnormal
mean ± SD

%
difference

P-value

1 Pitch (Hz) 180.25 ± 62.99 201.23 ± 67.9 10.42 0.478#

2 Jitter (%) 0.463 ± 0.377 0.64 ± 0.574 28.12 0.461#

3 Shimmer
(dB)

0.384 ± 0.443 4.225 ± 3.24 90.91 0.0005**

4 HNR (dB) 20.34 ± 5.57 20.51 ± 6.29 0.82 0.886#

*p < 0.05 and **p < 0.01
#P > 0.05

Table 2 Features extracted from Dr. Speech software for the total population (N = 20)

S. No. Features Normal
mean ± SD

Abnormal
mean ± SD

%
difference

P-value

1 Pitch (Hz) 190.84 ± 51.54 201.23 ± 67.9 5.16 0.703#

2 Jitter (%) 0.229 ± 0.05 0.64 ± 0.574 65.62 0.037*

3 Shimmer
(dB)

2.202 ± 0.5 4.225 ± 3.24 47.88 0.036*

4 HNR (dB) 23.85 ± 2.62 20.51 ± 6.29 −16.28 0.13#

5 F0 Tremor
(Hz)

1.281 ± 0.30 6.192 ± 4.44 79.31 0.002**

6 SNR (dB) 22.323 ± 2.65 19.564 ± 6.05 −14.11 0.203#

*p < 0.05 and **p < 0.01
#P > 0.05
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Table 3 Features extracted from automated method for the total population (N = 20)

S. No. Parameters Normal
mean ± SD

Abnormal
mean ± SD

%
difference

P-value

1 Maximum value 0.288 ± 0.49 0.253 ± 0.28 −13.83 0.081#

2 Minimum value −0.65 ± 0.33 −0.52 ± 0.26 −25 0.025*

3 Mean −0.024 ± 0.007 −0.46 ± 0.035 −94.7 0.3#

4 RMS 0.186 ± 0.11 0.46 ± 0.035 60.86 0.001**

5 Dynamic range (dB) 82.98 ± 5.25 74.47 ± 8.65 −11.4 0.16#

6 Auto correlation
time (s)

5.172 ± 1.55 8.925 ± 11.74 42.05 0.159#

*p < 0.05 and **p < 0.01
#P > 0.05

Fig. 1 Spectrogram of a
normal voice sample

Fig. 2 Spectrogram of an
abnormal voice sample
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value in abnormal cases compared to normal. Rusz et al. [15] predicted the mean
value of jitter for normal and abnormal pathological case as 0.33 and 0.91,
respectively, and obtained the HNR (db) for a normal and abnormal conditions as
22.55 and 14.05, respectively. In our study, the jitter mean % value for normal and
abnormal voice pathologies was found to be 0.46 and 0.64, respectively. Lopes
et al. [16] compared the speech signal for normal and dysphonia patients and
obtained the jitter value for normal and dysphonia patients as 0.193 and 2.44. Also,
they obtained the shimmer value for normal and dysphonia patients as 4.03 and

Fig. 3 Autocorrelation of a
normal voice sample

Fig. 4 Autocorrelation of an
abnormal voice sample
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12.95, respectively. In our study, the mean shimmer % for the normal and abnormal
conditions was found to be 0.384 and 4.225, respectively. Also, the parameter HNR
tends to be increased in abnormal case compared to normal in our study.

4 Summary/Conclusion

A preliminary diagnostic method for finding the pathology of vocal cords in the
early stage is proposed by this analysis of voice signal. This model is based on a
spectral analysis of the voice signal and extracting the features of the voice signal
using software such as PRAAT, Dr. Speech, and MATLAB. There are distinct
changes seen in shimmer value for hyper-functional voice disorders particularly.
This study reveals variations in voice parameters such as spectrogram, jitter, and
shimmer of the patients with laryngeal disorders in comparison with normal people.
The voice samples of laryngeal disorder patients show clear deviation from the
normal people, and the result shows that the automated analysis and speech spectral
analysis methods can be used to detect lesions in larynx non-invasively.
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Analysis of Job Scheduling Algorithms
and Studying Dynamic Job Ordering
to Optimize MapReduce

Ahmed Qasim Mohammed and Rajesh Bharati

Abstract As there was a big rise in the Big Data field, Hadoop became one of the
most used platforms in many applications like clinical data analysis, Facebook,
Amazon, in which Big Data processing and utilization is required. One of the most
important features that made Hadoop, one of the most popular platform, is adopting
MapReduce, which made large changes in the market by processing huge amount
of data in parallel technique by distributing data across multiple TaskTracker nodes
and each node splits data by Map slots and shrinks the output of Map slots (key/
value) by Reduce slots. However, different algorithms are used for job scheduling
in MapReduce which is used to improve resource utilization, job allocation, and
minimizing processing time. However, research is still underway to propose opti-
mal method to improve MapReduce model, and there are still several major
drawbacks that are still not well studied. In this paper, we studied and analyzed
different job scheduling, job ordering algorithms, and dynamic slot configuration.
The study discussed the most popular and efficient systems design to find the most
efficient improvements for MapReduce and review the corresponding solutions. In
our proposed method, we are applying classification algorithm which is going to
classify job into highest utilization and poor utilization. After that, the highest
utilization job will be forwarded to PRISM algorithm, which will schedule into
phase level as there are variations in processing time and resource requirement in
each phase, for different kinds of jobs along with the application of dynamic slot
configuration, which helps to improve resources utilization and reduce time.

Keywords MapReduce � Hadoop � Scheduling algorithm � Job ordering
PRISM � Resource utilization � Dynamic slot
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1 Introduction and Related Work

This era has witnessed a huge amount of data all around, where research survey
says that 90% of the data has been generated in the last five years. This data returns
to cloud as it is the most efficient storage for data and computation.

Big Data refers to different types of huge datasets that require high-speed com-
puting to process massive amount of data with minimum possible time. With the
enormous evaluation of sources that generate Big Data, a lot of work is required for
analyzing this huge data and storing it. Huge data means more challenges to operate
or perform such operations. And here arise the needs for an efficient framework to
process this data. One of the most popular frameworks is Hadoop [1] which employs
MapReduce [2] model, and nowadays, it has become the most popular in processing
Big Data because it is an open source model and free, and, there is Dryad, [1] an
another, computing project proposed by Microsoft researchers.

As there is a need for large distributed processors to enhance the performance of
processing and storing this huge amount of data, Hadoop came to life in 2006 with
the help of Yahoo after few publications written by smart developers in 2004, one
of the reason that Hadoop became a model for intensive processing is MapReduce
[2]—a technique to process any Big Data, as this has been an open source platform
made by AFS, i.e., HDFS [3], an application which stores data in a distrbuted
system.

Hadoop has two main programing models in which one works as a memory,
where data is stored, and is known as HDFS (Hadoop distributed file system).
MapReduce is the heart of Hadoop ecosystem which contains two main phases:
Mapper in which Map Task gets processed and the other is Reducer which shrinks
intermediate output (key/value) of the mapper phase. Figure 1 shows Hadoop
processing diagram.

Both Mapper and Reducer have sub-phases [4] (Map, Merge, Shuffle, Sort,
Reduce), for achieving efficient result, and programmers have to take care of tasks

Fig. 1 Hadoop processing
diagram
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assigning jobs in each phase with understanding the relation between phases and
the data dependency between phases.

There are two constraints [5–7] in MapReduce: First is Map Task should be
processed before Reduce task and output of Mapper phase is the intermediate key/
value pairs that will be the input for Reducer; second Map tasks can be processed
only in Map slots and the same for Reduce tasks which must be processed only in
Phase slots.

Sometimes Mapper output becomes larger than the original input so to overcome
this, there is combiner who is known as “Mini-Reducer” [8] which will combine the
key value pairs and forward to the reducer phase and the output will be stored in
HDFS.

Now, we go back to our main focus, MapReduce, which is providing all
the features of parallel [9] programming which is user-friendly.

Scheduling [10–12] is a technique of allocating system resources for coming
tasks by assigning task to the free slots. The main scheduling algorithms used by
Hadoop are FIFO which is a default scheduler for Hadoop v1, and Fair scheduler,
which is a default for Hadoop v2. In Job Scheduling Algorithms section, we
explain the workings of both the schedulers. Also, many adaptive schedulers are
proposed as in the literature [11, 12].

JobTracker takes responsibility for scheduling and allocating free slots in
TaskTracker for the coming jobs [10], and communication between JobTracker and
TaskTracker is periodically through heartbeat message which contains all details of
processing task status in TaskTracker and free slots.

Each TaskTracker node consists a number of slots where there are Mapper slots
and Reducer slots which are of a fixed number by default in Hadoop. Each slot
typically contains a CPU core and memory management.

2 Overview of MapReduce

Many classical and traditional data processing and data management softwares had
an issue with Big Data analytics for the complexity and large volume of the datasets
that it included. So the need for parallel process became a necessity and important
to processing a huge volume of data in an exceedingly timely manner. MapReduce
was one of the best solutions especially after it became part of Hadoop, now
MapReduce is a highly known model used for processing huge quantity of data on
a cluster of computers.

MapReduce model is originally created for distributed system, and it is an open
source implementation. The evolution of Hadoop as a complete infrastructure was
made so that MapReduce could provide more simplicity to the user for processing
SQL and NoSQL dataset, and the examples of these applications are Pig languages
and Hive. On the other hand, there is Zookeeper, which is used for coordination
service and HBase for distributed table store.
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MapReduce considers the following features: minimal abstraction, automatic
parallel computing programming, and fault tolerance via duplication to improve
performance and takes care about 3Vs.

Typically, MapReduce model has two main phases, Mapper and Reducer, where
Mapper works to split and map input data and, in the end, it will merge and generate
intermediate output which is input for Reducer.

Figure 2 shows the basic working of MapReduce.

Phases of MapReduce

MapReduce mainly performs two tasks, Map and Reduce, which represent phases
of MapReduce. Map phase contains two sub-phases: Map and Merge.

A. Map:
First phase of Map where data chunks are first processed; chunks or data blocks
are coming from HDFS; size of these data blocks is 64 or 128 MB; in this
phase, mapping functions start and key/value pairs are generated, which it gets
collected into Buffer until this buffer gets full, and then, it starts writing on the
local disk.

B. Merge:
Second Phase of Map gets input from data already recorded into local disk and
starts grouping these key/value pairs and sends it to another buffer to be ready
for Reduce processing (Fig. 3).

Reduce phase contains three sub-phases:

A. Shuffle:
It is nothing but only a phase that fetches output of Map phase and makes it
ready for the second phase of Reduce.
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B. Sort:
This phase is just a step which uses to save Reduce phase time, where each key/
value pair gets sorted in an orderly way. It is like a secretary that sorts files for
the manager for signing.

C. Reduce:
Last step of MapReduce where data gets reduced and output will store in HDFS
as it shows in Fig. 1.

3 Job Scheduling Algorithms

Multiple users issue the jobs on Hadoop distributed network, and to control uses of
recourses, there are many scheduling algorithms would be employed at JobTracker,
in case of MapReduce v1, and ResourceManager and JobTracker in case of
MapReduce v2.

Many algorithms proposed to improve performance of job scheduling in
MapReduce model, after which we study default scheduler for MapReduce v1 and
MapReduce v2. Next, we took a look at new scheduling algorithms that deal with
phase level instead of task level.

Taking care about data dependency is an issue that causes time delay. To study
each of the phases and understanding its requirement, it is really important because
each phase requires different resources and consumes different time depending on
type of task assigned to it.

3.1 FIFO (First-In First-Out) Scheduler

The early version of Hadoop employed this algorithm in the simplest form. Fig. 4
shows the technique used in this algorithm for assigning jobs, where the first
job that comes will have priority to use all resources and get serviced first.

This algorithm suffers from issues of small jobs that will wait for an unrea-
sonable time if resources are already processing larger jobs.

Fig. 3 Phases of MapReduce
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3.2 Fair Scheduler

Fair scheduler is a default scheduling algorithm for MapReduce v2, and this
algorithm is conceptually very similar to capacity scheduler with a minor
difference.

In this scheduler, ResourceManager will pick up jobs from pool and assign these
to respective slots which are already assigned to process jobs for a specific pool.

In case any job comes while processing other jobs, ResourceManager will pick
up this job and assign it to a free slot (Fig. 5).

3.3 PRISM Scheduling Algorithm [4]

PRISM is an algorithm proposed to use phase-level scheduler instead of using
task-level scheduler to maximize resource utilization and decrease processing time
by assigning each job to one of the five phases that we have explained before.

Fig. 4 FIFO scheduler

Fig. 5 Fair scheduler
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However, PRISM still has an issue with classifying tasks and understanding the
exact requirement to process tasks in minimal time.

For that, we have to merge one of the classification techniques such as Starfish
[13] for profiling jobs. In our proposed system, we are going to use SVM algorithm
for classification.

In this scheduler, scheduling will be done into phase level. This will improve the
average job running time, as compared to task-level resource-aware schedulers.
Figure 6 shows architecture of PRISM algorithm for MapReduce workload.

PRISM consists of the following components:

1. Phase-based scheduler: It is used at the master node; phase-level scheduling
algorithm is used by phase-based scheduler. Phase-level scheduling algorithm is
designed to achieve the highest resource utilization and job performance.

2. Local node managers: This module is responsible for managing phase transi-
tions with scheduler by sending permission request with typical heartbeat
message, each which goes in 3 s from TaskTracker to JobTracker and waits for
scheduler decision. This component is located inside the TaskTracker.

3. Job progress monitor: This component is responsible for capturing phase-level
progress information [3].

Fig. 6 Architecture of PRISM [4]
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4 Comparative Study

By studying different papers, the following graph shows the response time of
PRIMS algorithm that is always better than the default schedulers of Hadoop
MapReduce. In this comparative study we used 90 Tasks; the FIFO response time
was 152 s, while Fair scheduler was lesser than FIFO with 3 s. In comparison, the
PRISM response was exactly 27 s less. Despite having little information about the
tasks, PRISM provides a better performance than FIFO and Fair (Fig. 7).

5 Proposed System Architecture

There is a lack in deploying different strategies together, such as, management [14]
of data flow, classification of tasks and scheduling algorithms.

In our proposed system, we are taking optimization through four steps. The first
step is by understanding our resource features, job requirement, and overload
details. In this step, we are going to use adaptive classifier algorithm, where the
algorithm that we are going to use is SVM which is able to work on online
environment with high prediction accuracy; where, SVM algorithm will work to
classify jobs according to the collected data into the highest utilization tasks and
poor utilization tasks.

The second step is that we are going to arrange jobs in an orderly manner with
the help of Johnson’s rule [15].

The third step involves scheduling jobs to exact phase and control progress of
job processing by using Prism algorithm.

Finally, slot configuration will be done dynamically and will provide most
accurate slot configuration for job under process. Using second and fourth steps to
minimize Makespan and total completion time where Makespan time is the time
required to finish all jobs while time completion time is summation of time required
to finish each job, there is a drawback between both, and utmost care has to be
taken (Fig. 8).
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6 Conclusion

After analyzing and studying different papers, we found that PRISM, always gives
better results than Fair scheduler and FIFO in CPU utilization, except, near the end
of execution. In the locality of tasks, PRISM completes lower task locality first,
while it delivers better performance than FIFO and Fair schedulers. According to
our analysis, PRISM reduces execution time by 24 s than Fair scheduler. However,
we also found using dynamic job ordering, before scheduling jobs into phases
By PRISM algorithm, will definitely minimize total completion time.

From the literature and the previous proposed work, we got an idea to use
several optimizations together to improve performance of Hadoop MapReduce.

For optimizing Hadoop MapReduce performance, we have to take care of the
following techniques, tuning system parameters in the best way. Slot configuration
must be dynamic as it affects a lot on the performance of the system. Dynamic
configuration of MapReduce slots improves resource utilization and follows man-
agement rules to reduce Makespan time.

In the end, we suggest to use dynamic slot configuration with efficient
scheduling algorithms and follow management rules to sort jobs. All this will lead
to a better performance.

Fig. 8 Proposed system
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Performance Analysis of QoS Against
Packets Size in WSN

Dattatray Waghole, Vivek S. Deshpande, A.B. Bagwan,
Shahistha Pirjade, Sayali Kumbhar, Apurva Mali
and Gitanjalee Chinchole

Abstract In wireless sensor network (WSN), a number of different sensors are put
in environmental field. The sensors capture the climatic conditions and changes. All
captured data are sent to the destination node. The parameters of WSN are energy
efficiency, congestion, throughput, scalability, latency, and delay. Energy efficiency
and congestion are the challenging issues of a network. For efficient performance of
the network, Mac and routing protocols are used. This paper studies MDSA Mac
protocol, ABSD algorithm, TRMAC, and on-the-fly (OTF) bandwidth reservation
algorithm. There are also certain techniques introduced, such as cross-layer oper-
ational model and CSMA protocol with polling technique. It provides advantage to
increase the energy efficiency, improve network performance, and schedule band-
width according to the traffic load. This paper is useful for beginners for studying
and achieving the various QoS factors using different Mac protocols and techniques
to improve the network performance.

Keywords WSN � QoS � Throughput � MAC � Energy efficiency
Latency � Packet size � End-to-end delay � Energy efficiency

1 Introduction

In Sensor network, a numbers of sensors are put for observing the climatic changes
and alerting the control system. The sensors put in sensor area capture the physical
conditions like temperature, pressure, humidity from environment. It performs
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analog to digital processing on the data using ADC. In sensor node, it is difficult to
replace the battery. Every sensor nodes have a limited energy resource. In wireless
sensor networks, heavy traffic and congestion are the main problem of energy
consumption in the network.

Mac protocol has an important role to carry out communication between the
sensor nodes. It is used for packet transmission and receiving between the source
nodes and destination nodes. Some MAC protocols are working with active and
sleep mechanisms. WSN focuses on the scenario when a traffic load increases in the
network. TRMAC is energy-efficient mac protocol; it reduces the wastage of energy
during the communication. It is used in less data rate and low duty cycle [1]. To
reduce energy consumption and increase throughput of the network, Cd-mac is
used. Cd-mac is an energy-efficient and robust duty-cycled Mac for various WSN
applications. This improves throughput and completely avoids data collision with
low overhead [2]. In this paper, ABSD algorithm is also studied for minimizing
network contention and for increasing throughput. The ABSD is Adaptive Beacon
Order, consists of (order) super-frame as well as cycles (duty). The main contri-
bution is to suggest an adaptive packet transmission protocol to hold up the EE for
uncertain traffic load. Two categories of energy and QoS packet transmission
algorithm are incoming traffic load estimation and node’s queue state estimation
[3]. In WSN collision occurs due to multiple sensors transmitting data packets to a
node simultaneously. This issue can be resolved by certain Mac protocols. One of
them is the MDSA Mac protocol. It is a protocol which takes responsibility of
scheduling each node in a network. The MDSA Mac protocol uses three dimen-
sions: time, code, and frequency. Increasing throughput and decreasing the collision
rate are the main design objectives of MDSA protocol [4]. Over the network, traffic
is increased due to transmission and receiving of packet. The priority Mac also
manages the different types of congestion and network load. The priority Mac has
been replaced by default CSMA/CA Mac protocol [5]. A new Mac protocol is also
studied in the following, on the basis of perceived data and the spatial correlation
between the connected nodes of the network. This protocol provides minimum
distortion and maximum energy efficiency, when compared with Smac and Cc-mac
[6]. Mac protocols play an important role in managing the entire network. Smac and
IEEE 802.11 are Mac protocols studied in this paper. In comparison of Smac and
IEEE 802.11, Smac gives better results for certain parameters [7]. In slotted Csma,
collision of packet is occurred. So for reducing collision and increasing the packet
transmission Sift protocol is designed. Slotted Csma protocol is combined with
polling technique and is used for analysis of different QoS like energy consumption,
throughput, and fairness [8]. For a good performance of the network, maximum
energy efficiency is required. For which various techniques and models are intro-
duced. One of them is network operation cross model for avoiding extra usages of
energy, which is studied in the following. The model consists of position of sensor
nodes, packet routing, MAC as well as (physical) layers. To reduce more energy
consumption in the network, control packets are broadcasted over the network. It is
also helpful to reduce channel occupancy in the network [9]. To make a network
less power consumable, harvested energy resources can also be used. For which a
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power manager (PM) is embedded into the sensor. The power management will
provide buffering and usage of the energy according to need hence, improving the
life performance of the network and creating the most energy-efficient nodes for a
network [10]. One of the protocol named as X-mac protocol is short preamble Mac
protocol. Receiver Initiates X-mac (Rix-mac) protocol gives better result for QoS
like delay, throughput and energy consumption than X-mac protocol [11]. For
increasing the speed of transmission of the data through the network, maximum
throughput is required. Throughput is a rate of packet sending through single
communication channel. Once throughput is improved, parameters like latency and
delay are also improved. So as to provide high throughput for the network, mul-
ticasting over Mac layer is done. This provides various limitations. To overcome
the limitations of multicasting over Mac layer, HiMac protocol was introduced. It
consists of the Ucf and Unf mechanism, which provides better efficient and scalable
performance of the network [12]. Maximum throughput gives better network per-
formance. The aim of WSN is that the network should give high throughput for an
efficient network performance. High level throughput is shown in this paper
because author uses cross-layer technique in this paper. In multi-hop mesh-network,
cross-layer technique is used for increase throughput of the network. Expected
multicast transmission count (EMTX.) combines the things of link quality per-
ception and wireless broadcast advantage. It also reduces the transmission overhead
[13]. The combination of WPAN and WLAN is studied in the following. It is found
that the WLAN scenario shows better results than WPAN. WLAN is further
combined with ZigBee to give maximum throughput [14]. In smart industrial
appliances, there is always a need to provide efficient and reliable communication.
Primitively various protocols were used. Recently introduced is the on-the-fly
(OTF) bandwidth reservation algorithm, which uses the 6TiSCH architecture. OTF
is used for scheduling bandwidth over a distributed network and allocating the
maximum bandwidth within the selected channel. This provides energy efficient
and reliable communication over the network [15, 16].

In Fig. 1, the last level node that is source node will sense information, send the
data to the second level node and from the level 2, it will go to the level one
(1) nodes. The level one (1) sensors send data to the sink. This is a similar mech-
anism which takes place in a wireless sensor network with the help of protocols. Mac

Fig. 1 Overview of sensor network
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and routing protocol are important to carry out communication between two nodes in
a wireless network. MAC and routing protocols are used for communication
between the sensors in the area. The routing protocol is used for a searching small
distance between sender to the receiver node. Before creating communication link,
routing protocol decides through which path the source node must transmit infor-
mation to receiver node and then only communication will take place [1, 4].

2 Literature Survey

Author proposes the traffic adaptive congestion control mechanism which effects on
network throughput. Low data rate is main reason of low throughput and maximum
latency in the sensor network. But in case of event-driven scenario, traffic may be
rapidly increased in the network. So due to the low data rate, average network
throughput will be decreased. So to solve this problem authors implement TRMAC.
This mac is working with low duty cycle mechanism for communication. In this
technique, nodes periodically change the states from sleep to active and vice versa.

TRMAC is suitable for less data rate and low duty cycle scenarios. The protocol
has different operating states like synchronised and unsynchronised states. At the
initial stage, transmitter node works in unsynchronized states and will send the
combine data packets, then waits for response from receiver node. Transmitter
sensor does same procedure again and again until receiving response from node.
After getting packets from sender nodes, it sends acknowledgement to transmitter
node. Traffic-based adaptive duty cycle as well as burst data transmission are the
two techniques used in this paper. The protocol maximizes the throughput and
energy efficiency. It is also used for scalability of a network. The duty cycle
adaption mechanism helps to achieve energy efficiency. Techniques used in this
paper helps to reduce network congestion—traffic and reduce loss of packet at the
time of transmission [1]. Reliable data delivery as well as energy-efficient packet
transmission are two important reasons for the use of low duty-cycle technique. In
case of event-driven communication, packets are rapidly increased in the network.
It suffers from packet collision specifically under busy traffic. We started contention
detectable mac (Cd-Mac), robust duty-cycled Mac, and an energy efficient for
normal WSN application. The implementations of Cd-Mac is done in TinyOS and
classify the execution on an indoor tested with single-hop and multi-hop network.
The outcome shows Cd-Mac can extremely improve throughput and can correlate
with the state-of-the-art receiver-initiated Mac protocol under busy traffic load.
Traditional TDMA reservation approaches holds certain limitations. Tdma-based
reservation approaches are hard to conclude. With very low overhead, Cd-Mac
effectively avoids data collision [2].

Energy efficiency is a big issue in wireless sensor networks. Mac and physical
layer protocols are used for to improve the energy efficiency. Main purpose of
ABSD algorithm is to minimize network contention, improve throughput, and
provide energy efficiency. Mac controls the transmission of packet, and it also plays
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important role in increasing EE. Using Mac, the sensor nodes could be the fol-
lowing modes like receiving, transmitting, idle listening, sleeping. The life span of
WSN could be extended by minimizing idle listening and increasing sleeping time.
802.15.4 i.e. ZigBee protocol is used for low power communication. ZigBee
(802.15.4) protocol is operates with low power and low data rate in network.
The ABSD is Adaptive Beacon order, super-frame order as well as duty cycle. The
main contribution is to raise the EE to develop an adaptive packet transmission
protocol for changing traffic load. It also keeps the QoS requirement. The ABSD
algorithm tracks queue status of node, burst (busy) traffic load, and make IEEE
802.15.4 super-frame parameter of sensor nodes. IEEE 802.15.4 supports small area
communication. It can operate in non-beacon enabled and beacon enabled modes.
Low duty cycle and use of guaranteed time slot (GTS) are allowed in beacon
enabled mode. For Low duty cycle & GTS are unable to use in Non - beacon mode.
By adaptive DC mechanism, expansion of sleeping time can be managed. Three
methods to obtain values are Fixing BO while varying SO, Varying BO while
fixing SO, and Varying BO while varying SO. The studied energy and QoS-aware
packet transmission algorithm gives incoming traffic load estimation. By counting
the number of incoming packets, a PAN evaluates the traffic flow because of the
variation of incoming traffic load. Also it gives node’s queue state estimation. On
the basis of the values of BI (Beacon Interval) and DC, the energy consumption is
built. ABSD algorithm offers lower energy consumption, while keeping higher
throughput, lower end-to-end delay, lower packet loss [3]. The study of
multi-dimensional slotted Aloha (MDSA) states that it is a combining advantage of
TDMA, FDMA, and CDMA. To overcome the drawback of Mac protocol that is to
overcome collision rate and to increase the throughput of slotted Aloha protocol is
the target of a paper. First protocol (MAC) is Pure Aloha. To overcome the dis-
advantage of Pure Aloha, slotted Aloha came into existence. The disadvantage of
Pure Aloha is, it does not use 100% of channel capacity. Second, the nodes do not
check whether the channel is idle or busy before sending the packets. Third, it uses
18% of total resources All the above disadvantage has overcome in slotted Aloha.
Slotted Aloha is simple and low power consumption, there is no idle listening or
overhearing in such protocols, Slotted Aloha Mac protocol can be adopted in such a
way that the throughput can be increased and collision rates can be decreased
efficiently. Slotted Aloha uses one dimension, i.e., time. In the proposed system,
MDSA utilizes the slotted Aloha with 3 dimensions: CDMA, TDMA and FDMA.
In MDSA, the base station takes responsibility to schedule each node in a network.
First, the scheduling process can start with broadcasting the total number of slots.
That is, nodes can randomly choose their data transmission. Second, every node in a
network randomly chooses one reservation time slots, code set, and frequency band.
Third, the data transmission process where every node sends its packet at the
chosen reservation time slot to a central node. Nodes which have the same time,
code, and frequency packet will collide and retransmit. Nodes which have a dif-
ferent time, code, and frequency have the opportunity for successful transmission.
A packet with same time and code will also be transferred; the central node
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distinguishes between the packets. The MDSA protocol is the conspicuously
effective protocol for short data packets and delays tolerant wireless communication
system such as WSN [4].

3 Performance Analysis

Number of sensor nodes are put using uniform random topology in NS-2. Node
densities (number of nodes) are varying from 15 to 90 nodes. Packet size in bytes
also vary from 50 to 250 bytes. Two types of protocols are used for communication
(Csma, i.e., 802.11 Mac) and finding shortest path, i.e., AODV (Ad hoc on-demand
Distance Vector Routing Protocol). Sensor nodes are deployed in
1000 m * 1000 m area. Results are taken for varying different node density and
packet size with various QoS of wireless sensor nodes.

Figure 2 indicates that average PDR for 15 nodes is constant for varying node
density as well as packet size. Average PDR for 30 nodes is slightly less as compare
to 15 nodes. Behavior of 60 nodes PDR shows decreasing and increasing order at
one threshold and threshold value of 30 nodes. Average PDR for 90 nodes is very
less and slightly decreasing when change node density 15–90 and packet size
50–250 bytes.

As node density from 15 to 90 nodes with packet size 50 to 250 nodes, average
PDR also drastically decreases near about 40–45%. When number of nodes are
more in network then, average PDR will be decreases due to the heavy traffic near
the destination node.

For node density 15 and 30 nodes, average PDR is constant and drastically better
as compare to other node density. Node density 50 and 60 are behaving like
increasing and decreasing order in the graph. It gives average PDR for different
packet size.

Average (PLR) for a packet size is shown in Fig. 3. Average PLR for 15 nodes is
slightly constant when node density as well as packet size increases. For 30 nodes it
is changing in increasing and decreasing order but it is slightly more than 15 nodes.
In case of 15 node density average PLR drastically increasing for various packet
size for 50–250 bytes. Average PLR for 60 nodes is initially less for 50 packet size.
But drastically increases when it varies from 15 to 30 nodes. After threshold of 30
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nodes average PLR for 30–90 nodes drastically decreases for varying size of
packets 50–250 bytes. In case of 90 nodes, average PLR is high as compare to other
node density and it increases 20% when packet size is from 50 to 250 bytes. Due to
heavy traffic network and congestion, average PLR will increase. Many times due
to simultaneously packet transmission in the same communication channel, colli-
sion will increase so average PLR also increases. So, graph shows that average PLR
for 15 nodes is very less and for 90 nodes is drastically high in the network.

Figure 4 indicates that average end-to-end delay for 90 nodes is more when
changing packet size from 50 to 250 packet size. Average end-to-end delay for
15–30 nodes near about same and less where packet size is varying from 50 to 250
packets per second.

For 60 nodes average delay (latency) is average as compare to 90 and 15 nodes.
But is behaving like increasing and decreasing order at threshold point 100 and 150
packet size. In case of 90 nodes due to the maximum nodes deployed in the sensor
area. Maximum data packets are generated and continuously transmitted to the
communication channel. So, maximum number of packet loss, due to the heavy
congestion in the network and less communication channel capacity the average
E-E delay increases.

Figure 5 indicate that the Avg throughout for 60 nodes drastically increases
when varying packet size 150–250 bytes. Graph shows that average throughput
drastically increases as increasing node density from 15 to 90 nodes. Maximum
number of packets transmitted through channels and due to full channel utilization
average throughput also increases. For less node density use of communication
channel is less due to the less packets are created by the sensor nodes. But when
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max nodes are put in network. So, channel utilization, i.e., rate of packet generation
and transmission also increases as per the graph. Performance of average
throughput is drastically increased for 60 nodes because of less traffic and proper
utilization of channel. So, Average throughput for 60 nodes is 10–50% increases
when packet increases from 50 to 250 packets.

Figure 6 indicates that average energy consumption for 60 and 90 nodes is
constant as well as less for changing packet size from 50 to 250 packets/s. For node
density 15–50, average energy consumption is more compare to 60, 90 node
densities. For varying packet size from 50 to 250 nodes. Packet generation and
transmission ratio is high for the 15 nodes. So, average energy consumption is also
high in the graph. Changing packet size 50–250 bytes and changing node density
from 15 to 90, average energy consumption is the constant for the same.

4 Conclusion

Average PDR graph when node density is 15 and packet size is changing from 50 to
250 packets. Then Average PDR is 35–40% better as compared to 90 node density
and 10% better as compared to 50 and 60 node densities. So, average PDR for 15
nodes is drastically better, i.e., near about 98% varying (packet size) 50–250
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packets per second. Average PLR for 15 and 30 node density drastically decreases
for varying packet size from 50 to 250. For 15 and 30 nodes, only 2–5% packets are
lost in a network. So, Average PLR is about 40–45% less for 15 and 30 nodes as
compared to 90 nodes. In case of node density 60, Average PLR drastically
increases up to the threshold point 150 packet size and later it decreases when
packet size changing from 150 to 250 packets per second. When packet size is
varying from 50 to 250 bytes packet, Average end-to-end delay for 15 nodes is
drastically less, i.e., 40–50% comparing 90 node density result. Average end-to-end
delay in case of 90 nodes is very poor as shown in graph. It increases 20–40% as
compare to 15–30 nodes. Average throughput for 60 nodes with 250 packet size is
drastically increased as comparing to other nodes. Average throughput for 60 nodes
increases near about 10% at initial stage for 50 packets and (50–60%) for 250
packet size. Node density 15, 30, 50, and 90 gives 10–20% less average throughput
as compared to 60 nodes. Average energy consumption in case of 90 nodes is 10–
20% less as compared to 15 nodes, 10% less as compared to 30, 50, 60 node
density. Result shows parameters like Average PDR, average throughput, and
average PLR are drastically better for 15 nodes, when it is varying from 50 to 250
packet size. Average throughput for 60 nodes is drastically increased when packet
size increases from 50 to 250 bytes. Average energy consumption in case of 90
nodes is less as compared to other nodes. In future, we will implement a new novel
Hybrid Mac protocol for achieving various QoS parameters of WSN.
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A Novel Method for the Conversion
of Scanned Electrocardiogram
(ECG) Image to Digital Signal

Macline Crecsilla Lewis, Manjunatha Maiya
and Niranjana Sampathila

Abstract Electrocardiogram (ECG) is the record of origin and propagation of
electrical potential through cardiac muscles. It provides information about heart
functioning. Generally, ECG is printed on thermal paper. The person having heart
abnormalities will have to maintain all the records for the diagnosis purpose, which
requires large storage space and is minimized by storing in the computer using
scanner. The stored data is processed manually, which is time consuming. So an
automatic algorithm that is developed does the conversion of the ECG image to
digital signal. In order to convert the image, image processing methods like bina-
rization, morphological techniques have been used. Usage of morphological
skeletonization helps in converting the image to digital signal form by finding the
skeleton of the ECG signal. The performance of the conversion algorithm is ana-
lyzed using root-mean-square error (RMSE), and it was found good. The average
error found between the binarized image and the skeletonized image is nearly 7.5%.
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1 Introduction

Heart-related diseases are one of the common causes of death. It kills millions of
people worldwide each year. There are various kinds of heart-related problems.
Arrhythmias are one of the problems related to heart. It occurs due to the abnor-
mality in heart rhythm. They are accessible when the heart’s electrical impulses run
with the pack of heartbeats which do not function properly. Different types of
arrhythmias include tachycardia, bradycardia, premature contraction and fibrilla-
tion. Generally, arrhythmia occurs when the electrical signal which controls the
pulses is delayed or some time blocked. This can occur only if the nerve cells that
deliver electrical signals won’t work appropriately. Once the doctor has docu-
mented that the subject has an arrhythmia, subject will need to find out whether it is
normal or abnormal or merely reflects the heart’s normal processes [1].

Electrocardiogram (ECG) is the most important and generally used strategy to
think about the heart diseases. The restorative condition of the heart is found by the
state of the ECG waveform. This will help in separating the sorts of diseases. Over
the previous decades, considerable work has been done to ease cardiologists’ task
of diagnosing the ECG recordings. The real test confronted today is the early
identification and treatment of arrhythmias [2]. The representation of electrical
activity of the heart is known as ECG. It demonstrates the standard contraction and
relaxation of the heart muscle. The recorded data contains vital data about rhythmic
attributes. It is the most effectively available bioelectrical signal that gives the
sensibly precise information with respect to the state of the heart. The heart con-
dition is analyzed by an equipment generally known as electrocardiography. The
examination of ECG waveform will help in diagnosing the various abnormalities.

ECG comprises of five fundamental waves P, Q, R, S, and T and sometimes
U waves. The typical ECG outline is appeared in Fig. 1. The P wave represents the
atrial depolarization. The QRS complex represents the ventricular depolarization.
The T wave represents the repolarization of the ventricles. It follows each of the
QRS complexes. Normally, it is isolated from the QRS by a steady interval [3].

The reported work is to read the JPEG form of ECG, from the printed form of
ECG and to convert that image to digital time series signal. The conversion pro-
cedure involves image processing approach for converting the scanned image into
digital signal form by using morphological operations and skeletonization
technique.

Fig. 1 Typical ECG
waveform
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2 Literature Review

ECG is a noninvasive, transthoracic diagnostic technique. Usually, 12-lead ECG
signal is used for the diagnosis of heart. There are 12 different segments. They are
limb leads (1, 2, and 3), chest leads (V1, V2, V3, V4, V5, and V6), and peripheral
leads (aVR, aVL, and aVF). The limb lead consists of four leads. They are located
on the left and right wrist, followed by left and right ankle. The lead connected to
the right ankle is a neutral lead. The six leads which are labeled as ‘V’ leads are
positioned on the rib cage. The generated ECG signal using 12 leads is traced on a
thermal paper using stylus. It is difficult to keep the paper-recorded signals as the
number of patients is increasing day by day, and also it takes lot of storage space. In
order to check the records as and when required, they are scanned and stored in the
electronic devices such as computer in the form of PDF files or JPEG images. This
form of ECG has to be digitized in order to get the extracted signal so that it can be
used for further process such as QRS complex detection [1].

In the study of digitization of paper-recorded ECG, MATLAB is used to change
the ECG data from paper printout into digital signals. A strategy is built that
includes preparing of ECG paper records by an effective and iterative arrangement
of digital image processing methods. The transformation of ECG image information
to digital signal brings about less storage and less recovery of data. In this study, the
methods like de-skewing, enhancement of image, color-based segmentation, and
region-based segmentation, signal representation and filtration have been used.
De-skewing uses Hough transform, and it is done to rotate the image. The color
image segmentation techniques used here are to segment the set of ECG wave
region. This can be used in ECG wave analysis and detection application. This
technique also involves the binary image as preprocessing [4].

In general, there are three types of ECG paper charts which are divided upon
their backgrounds: uniform background, background with colored grid and with
black grid. The developed algorithm consists of morphological operations to
retrieve ECG data present in the image. The results show that the method erases the
background noise and acquires the digital ECG signal from ECG paper [5].
A binary image of the ECG record is found by applying thresholding technique. It
is applied to remove the background grid present in the image. It is also applied in
order to get the digitized signal by determining the pixel scale. Automatic methods
used in the process will make the analysis easier by detecting the characteristic
waves in simpler way. In addition, these files contain one-dimensional signals
which are smaller in size compared with the image ones. This will help in sim-
plifying the patients’ record storage space [3].

From the past few years, several researchers have been working on developing
the accuracy of the conversion of the ECG image. Mainly, all researchers are trying
to reduce the time of execution for the conversion of image to digital signal. Some
of these methods had a few drawbacks such as less accuracy, high computational
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time, or more manual interaction. In order to overcome these drawbacks, the new
technique which involves image binarization, morphological operations, and some
filtering techniques have been used.

3 Methodology

Considered printed thermal paper of ECG with 12-lead signal is recorded at 25 mm/
s. In order to convert the ECG paper image to a digital signal, it is necessary to
convert the paper to image form. In order to convert the paper-printed ECG to JPEG
form, first need is to scan the paper. During digitization, ECG scan will resample
the waveform. Also it rescales the digitized waveform to the required sampling rate.
It also helps in calculating the amplitude resolution [6]. The flow diagram for
digitization of the ECG image is shown in Fig. 2.

After scanning the ECG paper, first step is to binarize the scanned image of ECG
in order to get the image in terms of 0’s and 1’s. This will help in finding the pixel
values in the binarized form. The flow diagram of the binarization process of
scanned ECG image is shown in Fig. 3.

Thresholding converts over an information set containing values that shift over
some range into another information set containing values that differ a smaller range
[6]. Thresholding is used to find binary images from a gray scale image.

Let the image intensity be Ii;j. If Ii;j is less than some fixed constant, then the
image is replaced as black pixel or else as white pixel. This can be done by known
gray levels. Thresholding is defined as an operation that involves test against a
numeric function T [7]

Scanned 
ECG 
image

Image 
Binarization

Morphological 
operation 

Digitized 
signal

Baseline 
Wander 

shift 

Filtering  

Fig. 2 Flow diagram of digitization algorithm

Crop and 
resize the 

ECG 
image

Convert 
RGB to 

Gray 
image

Thresholding
Convert 

thresholded 
image to 
binary

Fig. 3 Flow diagram of the process of binarization operation
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T0 ¼ T X; Y ;PðX; YÞ; f ðX; YÞf g; ð1Þ

where P(X, Y) represents local property of the point (X, Y). The resulting thresh-
olding image g(X, Y) is then defined as:

gðx; yÞ ¼ 1 if f X; Yð Þ[ T0
0 if f X; Yð Þ� T0

�
: ð2Þ

Binary image is also a digital image. It has two possible values for each pixel. It is
referred as an image, since it takes just binary digital to represent the every pixel. The
binarized image from the scanned ECG image is then morphologically processed in
order to find the skeleton of the binarized ECG image. The morphological operations
that are carried out in this work are erosion, dilation, and skeletonization. Figure 4
shows the flow diagram of morphological operations carried out in this work.

Erosion is the key operation for all the other morphological operations involved
in the technique of morphological image processing. In binary image morphology,
the image is considered as a subset of a Euclidean space. The fundamental is to test
the image with a simple and with the pre-characterized shape of the image. Let A be
a binary image in the given Euclidean space E. Let B be the structuring element for
A. The erosion of A by B is defined as:

A� B ¼ z 2 E Bzj �Af g; ð3Þ

where Bz is the translation of B by vector z:

Bz ¼ bþ z bj 2 Bf g; 8z 2 E: ð4Þ

Dilation is an essential operation in a mathematical morphology. It uses struc-
turing element for examining and extending the shapes of the input image. In binary
image morphology, it works as a shift-invariant operator. The dilation of A by B is
defined as:

A� B ¼ z 2 E ðBsÞz
�� \A 6¼ ø

� � ð5Þ

where Bs denotes the symmetric of B, that is

Bs ¼ x 2 Ej � x 2 Bf g: ð6Þ

A morphological skeleton technique is used to find the skeletal version of the
image. Morphological skeletons can be of two sorts, and the first one is charac-
terized by method for morphological openings to form the original shape. Another

Erosion Dilation Filtering Skeletonization
Fig. 4 Flow diagram for
skeletal image of ECG
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alternate method, suggested to use, is hit-or-miss transform. In this reported work,
the method of morphological openings is used for the reconstruction of ECG from
the printed form of the ECG. The idea of skeleton S(A), which is a subset of A, is
naturally simple. Consider a point z in S(A). (D)z is the largest disk in A, and it is
called as maximum disk. The (D)z touches the boundary of A at two or more
different locations [7]. The skeleton of A is expressed in terms of erosions and
openings.

SðAÞ ¼
[k
k¼0

SkðAÞ: ð7Þ

The skeletonized image of ECG is then used to find the end points and the
branch points of the skeletal image. These two points are then cascaded, and again
the image is regenerated. This regenerated image will have some information loss.
This regenerated image is the de-masked using geodesic distance transform.
Geodesic distance transform is mainly used for binary images. The skeletal image
formed is also a binary image, so this transform can be used to compute the distance
between the binary image that is skeletal image and seed locations specified by the
mask. Also the distance between the branch point and end point is calculated in
order to find de-mask of the skeletal image. The difference between the de-masked
image and the skeletal image of ECG will help in getting the digitized signal.

In instances where a constant, linear, and curved offset is available, detrend
technique is used to expel these impacts. Detrend fits a polynomial of an offered
request to the whole digitized ECG signal and subtracts this polynomial. This
calculation fits baseline points in the signal. This calculation also fits the polynomial
to all points, baseline, and the signal. It tends to work just when the biggest source
of signal in every sample is background obstruction. In estimations, the detrending
tends to evacuate varieties which are valuable in demonstrating. They even make
nonlinear reactions from generally direct ones.

Furthermore, the way that an individual polynomial is fit to every range expands
the measure of meddling difference in an information set. Because of these reasons,
usage of detrend is recommended just when the general signal is controlled by
backgrounds which are for the most part similar shape. Normally, the baseline is
approximated by lower order polynomial. A particular baseline reference is pro-
vided in order to shift the signal to that baseline. This baseline reference is referred
as ‘basis.’When the basis is given, the background will be evacuated by subtracting
each of these bases to acquire a low background result. The result found by detrend
technique is without negative peaks.

Smoothing is a low-pass filter. It is used for expelling the high-frequency noise
from the digitized ECG signal. This is done independently on every line of the
information grid. It accepts that the factors which are close to each other in the
information grid are identified with each other and contain comparable data which
can be arrived at the midpoint of together to remove noise without critical loss of
the signal of interest. The implemented smoothing is the Savitzky-Golay (SavGol)
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algorithm. The algorithm basically fits singular polynomials to windows around
every point in the range. These polynomials are then used to smooth the infor-
mation. The calculation requires choice of both the extent of the window that is the
channel width and the order of the polynomial. The bigger the window and lower
the polynomial order, the additionally smoothing happens. The algorithm approx-
imates and removes some abnormal components present in the ECG signal.

The performance of the algorithm is evaluated with the root-mean-square error
(RMSE) measures. That is the error between the binarized and the skeletal form of
ECG image is found. The error is found by subtracting these two images.
The RMSE is computed for n different predictions, and here the predicted value is x̂t
for times t and a dependent variable xt.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

t¼1 x̂t � xtð Þ2
n

s
: ð8Þ

4 Result Analysis

The proposed algorithm is applied on a scanned ECG paper of a patient of 46 years
old of a male sex, by using all the 12 segments from the 12-lead ECG recording.
Proposed method of skeletonization of signal contains high-frequency noises. In
order to remove the noise present in the signal, filters are applied. The accuracy of
the found result is done by calculating the root-mean-square error between the
binarized image or original image and the skeletonized image. RMSE is applied
only to check that the resultant signal found in this project is almost same as that of
the original scanned document.

Usually, ECG is printed on a thermal paper. And this thermal paper is scanned
and stored in the form of JPEG files, and these files are given as an input for the
digitization process. The image of scanned ECG printout which is given as input is
shown in Fig. 5. Among 12-lead image, only lead 2 has been selected and the
cropped form of input image is shown in Fig. 5.

The scanned image is in the color form. To discretize the waveform present in
the image, the image is converted to gray scale format. The conversion of color
image to gray scale form is shown in Fig. 6a, b. This gray scaled image is then
converted to binary image by applying a suitable threshold. The values of binary
image will be in terms of 0’s and 1’s. The values above threshold will write as 0 s.
Find the pixel values in terms of 1 and 0 s. The binarized image from the gray scale
image is shown in Fig. 6c.

Morphological operations include erosion and dilation. The result of erosion
operation on the binary image tends to loss of information present in the image.
During this process, the upper and lower limit in the Cartesian coordinates are
recorded. In order to make the image signal even, filtering is applied. Figure 7
shows the eroded, dilated and filtered, and the complement of the filtered image.
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Fig. 5 a Scanned image of ECG with 12 segments as input and b cropped image (Source Adapted
from Philips, CHC Hospital, Hebri)

Fig. 6 a, b Gray scale and c binary form of image

Fig. 7 a Eroded image, b dilated image, and c complement of filtered image
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The image formed by the above method has two edges. In order to get the
digitized signal, there must be only one edge. Thus, skeletonization method helps us
in finding the mean of the two edges of the binarized signal image. The branch
points and end points of the skeletonized ECG image are shown in Fig. 8. By
cascading the branch point image and end point image, we get the thinned skele-
tonized image. Figure 8c shows thin skeletal of the binarized ECG image.

The waveform of ECG is categorized by black pixels. The locations of the pixels
are denoted by x-y Cartesian coordinates. The image shown in Fig. 9a is the

Fig. 8 a Branch points, b end points, and c thin skeletal image of ECG
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transformed signal from image form to Cartesian coordinates. The time and voltage
values are obtained by first setting the y-axis reference.

The signal found here is of noisy signal. Especially, QRS complex has lot of
disturbances. So there is a need to make that signal noiseless using filters. In order
to find the true amplitude of the signal, the baseline is needed to be shifted to ‘0’
level and that it is filtered to remove the noise especially present in the QRS
complexes. The shift of the signal to a particular basis is shown in Fig. 9b.
Figure 9c shows the filtered image using smoothing.

The comparison between the digitized signal and the binarized image is found by
using point-by-point verification methods. It is confirmed by calculating the
root-mean-square error (RMSE) between the skeletal and the binary images of
ECG.

Table 1 shows the RMS error values for the 12 chosen recordings. This explains
the small error between the skeletonized and binarized image of ECG.

Table 1 shows that RMSE values for different patients are very less. Totally, 25
patients’ report was taken and all the records taken here were all have age above
45 years. There were 11 male records and 14 female records. Figure 10 shows the
average root-mean-square error chart for all the 25 samples. The average RMS error
found is 7.5%.

Table 1 RMSE between the skeletal image and the binary images of different patients

Root-mean-square error (RMSE)
Patient Leads aVR aVL aVF V1 V2 V3 V4 V5 V6 Mean

RMSE
(%)1 2 3

P1 6.84 6.77 10.2 5.96 10.7 7.99 9.19 8.29 8.21 7.51 8.39 8.12 8.17
P2 6.45 6.10 5.97 6.88 8.87 6.62 6.55 6.40 7.45 6.62 5.89 5.94 6.65
P3 6.24 7.52 7.17 8.83 6.09 9.18 9.84 9.40 7.62 5.92 8.04 6.42 7.68
P4 5.83 6.49 6.41 6.04 5.79 6.50 7.19 6.10 6.55 6.14 6.07 6.06 6.26
P5 7.95 8.30 7.69 7.37 8.70 8.79 7.19 6.33 8.26 6.96 6.10 5.79 7.45
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5 Conclusion

The developed algorithm converts a 12-lead ECG image to digital signal. All the 12
segments in the image do not contain same shape of ECG waveform. In order to
find the digital signal of whole image, a part by part or each single segment has to
be taken one after another. That means at a time only one segment is executable.
This is the main disadvantage of the work. But the advantage of this project is that
by executing the each segment individually, the accuracy of getting the digitized
signal is more. Other than this, the digitized signal gives the accurate signal or
similar signal as that of the original signal in the image. Here, the skeletonization
technique used will help in the conversion process. And also it makes the algorithm
very simple. If an algorithm is simple, then the execution time will also be less. So
the execution time taken for this algorithm is very less. The digitized signal derived
can be further used for the detection of P, T waves and QRS complex of the ECG
signal. All these detections will help in the classification of ECG signal.
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Fuzzy Logic Modeling for Strength
Prediction of Reactive Powder Concrete

Akshay Nadiger, C. Harinath Reddy, Shankar Vasudevan
and K.M. Mini

Abstract Compressive strength forms the major property which ensures safety and
stability in the design of any concrete structure. Addition of admixtures makes
concrete of higher strength, which is based on trial-and-error combinations. In the
present study, an attempt is made for developing a tool for compressive strength
prediction of reactive powder concrete by Mamdani-based fuzzy logic interface
system (FIS). The eight main parameters which influencing the strength of concrete
were considered as input variables. Database set of 100 data was collected from
different literature reviews and worked with trial permutation and combination with
different order of material inputs, and 125 rules are set. Twenty-five test results are
examined to check the efficiency of the proposed tool and compared with the FIS
output by applying various membership functions using both centroid and bisector
methods of defuzzification. The predicted results show the potential efficiency of
FIS in prediction of compressive strength for reactive powder concrete. The results
obtained were satisfactory with high accuracy ranging from 95 to 99%.
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1 Introduction

Technology has been accelerating the interactions of science and multidisciplinary
engineering in different fields of problem solving, decision making, diagnostics,
health monitoring, design, and rehabilitation of structures with enhanced knowl-
edge. The complexity of most problems in any discipline can be solved by using
mathematical modeling methods or by using intelligent systems for unpredictable
problems involving lot of nonlinearity. Lately, fuzzy logic and artificial neural
network are popularly used in civil engineering like structural health monitoring,
prediction of material properties, design details, and so on.

Concrete is most abundant and globally used building construction material
which consists of binder, fine aggregate, coarse aggregate, and water in certain
proportions to form a designed mix. Properties and proportions of these materials
majorly affect the mechanical properties of concrete. Concrete design is mainly
dependent upon compressive strength, and hence, the compressive strength plays a
vital role for structural safety and stability of structure. Lot of research works are
going on in concrete to improve the compressive strength, which involves the
addition of mineral and chemical admixtures. Reactive powder concrete (RPC),
well known as ultra-high-performance concrete, is a newly developing fine
powder-based material in concrete industry. It is produced on high percentage of
cement, sand, fine crushed quartz powder, high dosage of super plasticizer, and
very low water–binder ratio. Every small variation in material parameters changes
the properties of RPC in major extent. Highly efficient RPC has compressive
strength ranging from 200 to 800 MPa and flexural strength of 60–140 MPa with
excellent durability and workability [1].

Comparative studies of RPC and OPC composed of ultrafine powders of sand,
quartz powder, rice husk ash, and silica fume with low water–binder ratio less than
0.2 were studied by Sahani and Ray [2]. Incorporation of locally available industrial
additives in concrete increases its durability and reduces carbon emission [3].
Improvement in mechanical property of RPC with different admixtures is reported
by various researchers [4–7]. Preparation of green RPC of 200 MPa and its static
dynamic behavior was carried out by Hang Yunsheng et al. [8]. Stress–strain relation
of RPC in quasi-static loading on elevated temperature and mechanical properties of
steel fiber-reinforced RPC exposed to elevated temperature was carried out by Tai
et al. [9] and Bashandy [10]. Analytical study for predicting compressive strength of
self-compacting concrete, containing various proportions offly ash by FIS and ANN
was reported by Belalia Douma [11], Gencelo et al. [12] and, shrinkage effect by Da
Silva and Stemberk [13]. Prediction of heavyweight concrete, cement strength,
rubberized concrete properties and ready mix concrete, lightweight concrete, effects
of GGBS on strength modeling using ANN, and other soft computing methods are
reported by many researchers [14–21]. Durability studies were predicted using fuzzy
logic modeling by Nehdi and Bussuani [22], boundary conditions for structural
tuning and monitoring by Muthukumaran et al. [23].
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The present study aims in the production of RPC having higher strength with the
replacement of cement by various waste materials with an emphasis on sustain-
ability. As there is no specified mix design procedure for attaining higher strength,
it becomes important to work on a trial-and-error method which leads to higher
variations in strength. This also involves lot of experimentation with high amount
of materials and manual labor. The scope of study focuses on preparing tool of
prediction which ensures the specified proportion of input and expected output
using Mamdani-based fuzzy logic interface system (FIS), thus proves the potential
efficiency of FIS in prediction of compressive strength for RPC. The proposed
model eliminates lot of experimental works and expenditure involved in the pro-
duction of RPC.

2 Development of Fuzzy Logic Model

Fuzzy logic is a multivalued logic, which ranges from 0 to 1 and handles multi-
valued partial truth, and lies between completely true and completely false. It
provides easy and modified way of dealing problems in which systematic mathe-
matical formulations are set to deal with information investigation and solving
uncertainty problems. It performs mathematical computations using crisp data
simulated by membership functions. Identification and prediction of parameter as
input to expected output is the major task in fuzzy logic model. Structure detection
consists of issues such as selection of input variables, choosing fuzzy interface
systems, rule set, type, and number of membership functions [24].

2.1 Selection of Database

Compressive strength of concrete depends on many parameters such as material
properties, mix proportions, mixing methods, transporting and placing methods,
compaction, curing conditions, and testing methods. The various factors affecting the
compressive strength of reactive powder concrete are cement content, fine aggregate,
admixtures, fibers, water–binder ratio, sand–binder ratio, super-plasticizers, etc.
Concrete strength is controlled by concrete mix design, which involves proportioning
of various constituents like cement, sand, water, various binder, super-plasticizers.
Optimum water is needed for proper chemical action and hardens the cement paste;
extra water increases the fluidity and reduces strength of concrete. Compressive
strength is majorly dependent on quality control, placement, inspection and com-
paction, and testing methods should confirm to IS 516-1959.

In this study, the data collected are from available literatures and experimental
investigation with uniform conditions except material mix proportions. Hence,
study is reported to investigate the effect of various proportions of input materials to
expected output. Output is compared with available experimental test results.
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Model accuracy in prediction depends on comprehensiveness of membership
functions according to training data and fuzzy rules. A large number of experi-
mental data are collected from literature surveys and experimental analysis to
develop proper relationships between input and output, taking consideration of all
proportions and properties of material. The input parameters considered in the
present study are cement (kg/cum), silica fume (kg/cum), quartz powder (kg/cum),
steel fibers (kg/cum and %), water–binder ratio, sand–binder ratio, fly ash (kg/cum),
and GGBS (kg/cum). A database of 100 experimental data was collected from [25–
28] and some experimental study to develop FL model. A total of 75 sets were
applied for training the set, and 25 were taken to compare with output as testing
data. Table 1 shows the range of input and output data used for the development of
model, and Table 2 presents a representative sample from the training data set.

Table 1 Range of input and
output parameters

Parameter Range

Input parameters

Cement (kg/cum) 600–1200

Silica fume (kg/cum) 100–400

Quartz powder (kg/cum) 200–400

Steel fibers (kg/cum and %) 0–350 and 0–10

W/B 0.12–0.24

S/B 0.6–1.8

Fly ash (kg/cum) 180–670

GGBS (kg/cum) 200–330

Output parameter

Compressive strength (MPA) 70–230

Table 2 Sample training set of input and output

S.
No.

Cement Silica
fume

Fly
ash

GGBS Quartz
powder

Steel
fibers

W/B S/B Strength

1 1000 250 0 0 330 0 0.216 0.616 97

2 1000 140 300 330 330 280 0.169 1.255 106

3 1000 300 0 0 350 220 0.192 0.962 168.5

4 1000 300 0 0 350 340 0.192 0.931 156.5

5 1000 320 0 0 360 20 0.167 1.136 151

6 1000 0 0 0 0 60 0.18 1.761 72.5

7 1000 150 0 0 0 60 0.157 1.531 100

8 1000 0 0 0 0 50 0.18 1.639 75.5

9 1000 150 0 0 0 50 0.157 1.427 115

10 1000 300 0 0 0 50 0.138 1.185 128.5

11 1000 200 0 0 350 0 0.183 1.292 93

12 1000 250 0 0 350 0 0.176 1.241 97
(continued)
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3 Results and Discussion

Data collected from various experimental results are analyzed using fuzzy logic tool
in MATLAB R2013a, with different membership functions and defuzzification
methods. Predicted testing data were compared to actual experimental data. Results
obtained are highly accurate and satisfactory when Triangular, Gaussian, Pi, D
Sigmoid, Generalized Bell membership functions are used (Figs. 1, 2, 3, 4 and 5).
Accuracy of prediction was found to be above 99% by centroid and bisector
methods of defuzzification. Centroid method gave precise results compared to
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Fig. 1 Triangular membership function

Table 2 (continued)

S.
No.

Cement Silica
fume

Fly
ash

GGBS Quartz
powder

Steel
fibers

W/B S/B Strength

13 1000 300 0 0 350 0 0.169 1.192 116

14 1000 320 0 0 350 0 0.167 1.174 121

15 1000 300 0 0 350 0 0.154 1.153 126

16 1000 270 0 0 350 0 0.236 1.221 81

17 720 216 0 0 252 0 0.218 0.962 173.1

18 720 216 0 0 252 1% 0.218 0.934 198.3

19 720 216 0 0 252 2% 0.218 0.906 187.3

20 720 216 0 0 252 3% 0.218 0.877 181

21 745 132 0 219 0 0 0.148 1 153.2

22 884 221 0 0 0 0 0.125 1 217.4

23 737 184 184 0 0 1% 0.122 1 226.7

24 884 221 0 0 0 2% 0.125 1 218.8

25 714 216 0 0 252 6.9% 0.194 0.956 168.5
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bisector method with negligible variations. Maximum accuracy obtained was
99.48% by Triangular MF with centroid method.

The sample representation of S curve is presented in Fig. 6. Similar curve is
obtained for Sigmoid membership function. The prediction is based on the range of
values within the S curve and Sigmoid curve, where lesser range is taken care at
higher strength which results in higher accuracy, and vice versa. The corresponding
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comparison of predicted and experimental results is shown in Figs. 7 and 8.
A careful analysis of the predicted result shows nonlinearity at lesser strength
values and linear variation at higher values resulting in unsatisfactory output.

Z Curve membership function is represented in Fig. 9 which could predict more
accurate results at lower strength values due to its curve nature. The comparison
between the predicted and experimental results is shown in Fig. 10 which shows a
nonlinear variation at average range values.

P
re

di
ct

ed
 V

al
ue

GG Bell – Centroid

250
200 y = 1.0012x - 0.3086
150 R² = 0.9996

100
50

0
0 100 200 300

Experimental Value

P
re

di
ct

ed
 V

al
ue

G Bell - Bisector

250
200 y = 1.001x - 0.3673
150 R² = 0.9994
100

50
0

0 100 200 300

Experimental Value

Fig. 5 G Bell membership function

Fig. 6 Sample representation of S curve
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The average accuracy of 25 testing data corresponding to different membership
functions for both the defuzzification methods is reported in Table 3. A better
performance is observed for Triangular, Gaussian, Pi curve, D Sigmoid, and G Bell
membership functions. Z curve produces satisfactory results, whereas S Curve and
Sigmoid curve almost failed in the prediction.

From the analysis of experimental data, it is observed that out of 8 input data
which represents the behavior of RPC, the major parameters contributing to the
compressive strength (output) are cement, sand–binder ratio, water–binder ratio,
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Fig. 9 Sample representation of Z curve
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and silica fume (admixture). Hence, a study is also carried out in fuzzy interface
system to understand the various combination effects of these parameters on the
compressive strength and is represented in Figs. 11, 12 and 13.

4 Conclusion

A novel approach in prediction of compressive strength of reactive powder concrete
using fuzzy interface system is developed, which is economical and time saving,
since lot of trial-and-error experimentation is needed to achieve high strength of
concrete. The predicted results obtained from Triangular, Gaussian, D Sigmoid,
G Bell, and Pi curve are very accurate to experimental values by more than 99% on
an average basis where as an accuracy of 95–99% is obtained for individual test
data. Also the prediction of the input parameters for a desired strength is possible by
trial-and-error method within the specified range. Large variations in prediction are

Table 3 Average accuracy
of 25 test data

Membership function Centroid Bisector

Triangular 99.48 99.24

Gaussian 99.46 99.24

Pi Curve 99.42 99.22

D Sigmoid 99.46 99.24

G Bell 99.48 99.24

Z Curve 76.43 75.85

S Curve 59.95 60.25

Sigmoid 38.64 37.41

Fig. 11 Influence of cement and sand–binder ratio on compressive strength of concrete
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observed using Sigmoid, S curve, and Z curve because of its membership function
shape and range. Though Z Curve was satisfactory compared to other two, it failed
at average compressive strength prediction. Thus, application of fuzzy logic can
provide an optimal solution in prediction of compressive strength of reactive

Fig. 12 Influence of cement and water–binder ratio on compressive strength of concrete

Fig. 13 Influence of cement and silica fume on compressive strength of concrete
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powder concrete. The developed fuzzy algorithm can adjust itself to any combi-
nation of input parameters within the specified range. From the results obtained, it
can be concluded that fuzzy models are efficient and suitable in solving complex
problems accurately.
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Real-Time Intelligent NI myRIO-Based
Library Management Robotic System
Using LabVIEW

Anita Gade and Yogesh Angal

Abstract Library administration is a subcontrol of institutional administration that
focal point of consideration on particular issues confronted by library administra-
tion. Human being has always tried to give life qualities to its artifacts in an effort to
find choice for human to complete tasks by intimidating situation. The prominent
thought of robot is work and appearance similar to person. Today’s exceptionally
forming human advancement, time and labors are impediment for culmination of
assignment in expansive scales. The robotics is assuming vital part to spare human
endeavors in an expansive bit of the standard and much of the time conveyed
works. Frequently, we need labor to pick the book and give up it to the issuing
counter. People take additional time and exertion for issuing and returning the book.
To conquer this bother, we have developed automation in library for quick con-
veyance of books utilizing robot with a few degrees of freedom. The usage of robots
portrays some of cutting-edge patterns in robotization of the present day process.
This work presents automation in library using robot. To accomplish this work, task
planning algorithm is used. RFID technology is used to identify the book. This
system is NI myRIO-based mechatronic framework recognizes the book, picks a
book from source area, and places at desired location using LabVIEW software.

Keywords Book � IR sensor � LabVIEW � myRIO � National instruments
RFID � Robotic arm

A. Gade (&) � Y. Angal
JSPM’s Bhivarabai Sawant Institute of Technology & Research, SPPU, Pune, India
e-mail: anita.gade@yahoo.co.in

Y. Angal
e-mail: yogeshangal@yahoo.co.in

© Springer Nature Singapore Pte Ltd. 2018
S.S. Dash et al. (eds.), International Conference on Intelligent Computing
and Applications, Advances in Intelligent Systems and Computing 632,
https://doi.org/10.1007/978-981-10-5520-1_36

387

http://orcid.org/0000-0001-9279-9048
http://orcid.org/0000-0002-9473-9492


1 Introduction

The procreative displaying method allows evaluating the understanding endeavors
given faulty questionable data, and furthermore dissents and handles assurance in
task-organized way. Robot mechanism have transformed into the game plan,
lacking limits as cost work wage and customer’s demand. The utilization of robot
has expanded seriously; mechanical arms are exceptionally adaptable with the more
exact and productive sensors, and we can incite the robot for particular and exact
needs. This framework is utilized keeping in mind the end goal to replace human to
perform the tasks. Robotic arm is a kinematic chain of open or closed robust links
interrelated by movable joints. Robotics autonomy is related with mechanics,
gadgets, and programming. These days Robotics Research is focusing on creating
frameworks that exhibits adaptability, adaptation to internal failure, measured
quality, coordinated idea, programming condition, and perfect availability to dif-
ferent components. In this outline, connections are considered to compare with
humanoid structure [1]. Final element of arm is a wrist joint which interfaces a
gripper. All troubles required in library administration process have been strongly
assessed. In this expect, we are working up a structure using sensors, as demon-
strated by the sensor records, the advancement of the robot is controlled. Using
mechanical arm, this system picks the book from source zone and spots at fancied
range [2]. LabVIEW program empowers the robot to move from source point to
destination point keeping away from undefined obstacle present in the path. Robot
is working on principle of Sense, Think, and Action, avoiding the obstructions for
achieving the goal.

2 Related Work

2.1 System Block Diagram

Figure 1 shows implementation of system consisting of ultrasonic sensor which is
used for obstacle detection. This sensor transmits and receives the ultrasonic waves
reflected from an object. Once an electrical pulse is applied to the sensor, it vibrates
over particular range of frequencies and generates sound waves. As obstacle comes
in front of the ultrasonic sensor, the sound waves will revert in the form of echo
along with generation of electric pulse. It estimates the time taken between trans-
mitting sound waves and receiving echo. The echo patterns and sound waves
patterns will be compared to decide detected signal’s condition. The myRIO (my
reconfigurable input-/output-embedded controller) is a real-time processor. Benefit
of this device is its capability to gain and processing information in actual world.
The robot’s integral sensors and motors are controlled through the FPGA. The robot
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uses four wheels in drive [3]. Rotation of wheel is measured with optical quadrature
encoders with pulse width modulation. The driving framework consists of a main
frame, a dc motor, a pair of spur gears, and a flange. The spur gears convert rotary
motion into linear motion by operating the dc motor. An end effector is the last part
of the robotic arm, which is designed to interrelate with the situation. End effector
consists of gripping tool which is utilized for holding the book. The robotic
movement is a collaborative action of forward, reverse, left, and right direction to
perform the desired task of book griping. We have systemized Wi-fi communica-
tion in between robotic system and PC (Fig. 2).

NI myRIO

Power supply

Ultrasonic 
Sensor

PC with 
LabVIEW

RFID 
Reader

Robotic arm

Wheel drive
Platform

Motor 
Driving 
CircuitPulse Counting Circuit

Fig. 1 System block diagram

Integrated 
Wi-Fi

Stereo audio 
I/O

User defined button

Onboard 3 axis 
accelerometer

Xilinx FPGA dual 
arm cortex A9 

processor

Two – 34 
pin headers

40 digital 
I/O lines

10 analog 
I/P & 6 

analog O/P

Fig. 2 NI myRIO device
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• myRIO
• Power source

We are utilizing battery for power source.

• Actuation

Actuators are strengths of a robot, the elements which transform power into
development. Actuators are electrically driven motors that turn a steering wheel and
conventional motors control robot in variables.

• RFID

Radio-frequency recognizable proof makes use of electromagnetic radiation to
interchange data which consequently distinguish and track labels appended to
books. Our framework executes book induction and book-based handle arranging
reasonable for a manufactured operator with a particular epitome, by utilizing RFID
innovation. The labels hold electronically put away book information. The label
data is put away in memory. The RFID tag fuses programmable justification for
setting up the transmission and sensor data, independently. It can likewise go about
as a security gadget. Truth be told, library spending plans are being lessened for
staff, making it essential for libraries to add robotization to adjust for the diminished
representatives size. If RFID sensor data matches with entered book then robot
performs the action.

• Manipulation

Robots which have to work in the real world need systemized modular concept to
control the objects. Robotic hands are as often as possible indicated as gripping
tool, whereas the robot arm is referred to controller. Robot arms have flexibility of
replaceable effectors, permitting them to execute little scope of assignments. The
length of every connection has been planned according to application prerequisite.
Gripper is the gadget toward the end of automated arm, intended to collaborate with
nature comprising of holding device, utilized for grasping the book. This robot
advances in reverse, left, and right, so we can travel wherever to pick book.

• Ultrasonic Sensor

The ultrasonic sensor empowers the robot to practically see and identify and avoid
obstacles and compute distance. The working slope of ultrasonic sensor is 10 to
30 cm (Fig. 3).

• Axes of Robotic Arm
• Shoulder raises and brings down the upper arm [4].
• Elbow raises and brings down the forearm.
• Wrist pitch raises and brings down the gripper.
• Wrist roll rotates the end-effector gripper.
• Kinematic Chain.
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Robot kinematics controls the activity of the controller.
Figure 4 shows the axes of robotic arm. Basics of trigonometry give the joint

coordinates of the robot arm for location and direction of the end effector as
follows:

x ¼ L1 cos h1 þ L2 cos h1 þ h2ð Þþ h1 þ L3 cos h1 þ h2 þ h3ð Þ ð1Þ

y ¼ L1 sin h1 þ L2 sin h1 þ h2ð Þþ L3 sin h1 þ h2 þ h3ð Þ ð2Þ

ø ¼ h1 þ h2 þ h3 ð3Þ

Equations (1), (2), and (3) gives the correlation between the effector coordinates
and combined coordinates. To find the joint coordinates to the position of
end-effector coordinates (x, y, ¢), we needs to evaluate the nonlinear equations for
h1, h2, and h3.

1. Emit sound 
pulse

3. Receive Echo

2.Reflection

Fig. 3 Ultrasonic sensor

Gripper Elbow

Shoulder

Wrist 
pitch

Fig. 4 Axes of robotic arm
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Substituting (3) into (1) and (2), h3 is eliminated so that we have two equations
in h1 and h2:

x� L3 cos ; ¼ L1 cos h1 þ L2 cos h1 þ h2ð Þ ð4Þ

y� L3 sin ; ¼ L1 cos h1 þ L2 cos h1 þ h2ð Þ ð5Þ

Rename Eqs. (4) and (5) as xp ¼ x� L3 cos ;; yp ¼ y� L3 sin ; for ease.
From Fig. 5 and the law of cosines, we get Eq. (6).

cos a ¼ P2 þQ2 � L21 � L22
2L1L2

/ ¼ A cos
P2 þQ2 � L21 � L22

2L1L2

� �

h2 ¼ 180� a ð6Þ

h2 ¼ A tan 2 yp; xp
� �þA sin

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 sin h2
x2p þ y2p

s
ð7Þ

From Eq. (3)

h3 ¼ ø� h1 � h2 ð8Þ

By executing the Eqs. (6), (7), and (8) using LabVIEW, we acquired the robot
arm end-effector position. By executing Eqs. (7), (9), and (10), we got the correct
joint angles [5].

h2 ¼ h2 � 270 ð9Þ

h2 ¼ 180� h3 þ 270ð Þ: ð10Þ

x,y,øP

Q

θ1

θ2

θ3

L1

L2

L3

y

x

xp, yp

Fig. 5 Kinematic chain
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2.2 System Development

Figure 6 shows developed library management robotic system. This system con-
tains NI myRIO device which is processing element. LabVIEW software is used to
control and monitor the framework [6]. The arms are directed in X and Y directions
to place the book. For multidirectional robotic movement, DC motors are fitted
under the base of robotic chassis platform. Each book placed in rack is tagged by
RFID encoder. The robot performs a brute force method search, and when the RFID
tag information is matched with desired book, the robotic arm will close jaws to get
a hold of the book. The arm is designed so that the book which it grips should not
fall down. Suppose user wants to select particular book, then user has to give
specific number which is tagged to the book. At that same time, controller starts the
RFID module and starts book detection. RFID reader sends particular book tag
information to myRIO and then robot starts to travel. If book is detected, then it will
proceed for the verification. Arm will pick that book. After picking the book from
the rack, robot will return to the book-issuing counter and place the book.

3 Flowcharts for Execution of System

3.1 Flowchart for Issuing Book

After entering the user login details, enter the required book to be searched. At that
point, framework will show availability of book. Then, user needs to check out
book. If searched book is accessible at that time, myRIO provides the flag to robot
for fetching the book from specific rack to issuing kiosk (Fig. 7)

Ultrasonic sensor

Robotic arm

Platform with 
wheel drive

RFID 
reader

Motor driving 
circuit

myRIO

Fig. 6 System development
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3.2 Flowchart for Returning Book

While returning the book, robot grips the book and detects location of book and
moves toward this book location to place book (Fig. 8).

4 Experimental Results

While accessing library records, enter the login details for getting the record data. If
login credentials are correct, then user can access the library. Following results
show user interface VI, issuing book VI, returning book VI, searching book VI,
admin access VI, etc.

Obstacle 
cleared?

No

Yes

No

Yes No

Start

Enter login credentials

Is a login 
credentials 

correct?

Obstacle
?

Go forward

Move the robot

Issue the book

Stop

Not allowed to 
borrow the book

Turn (right or
Left)

Checkout the book

Robot moves towards book location

Grab the book

Book search

Yes

Fig. 7 Flowchart for issuing
book

394 A. Gade and Y. Angal



4.1 User Interface Display

See Fig. 9.

4.2 Issuing Book Display

See Fig. 10.

4.3 Returning Book Display

See Fig. 11.

Start

System initialize

Move the robot

Obstacle
? 

Go forward

Ungrab the book

Stop

Obstacle 
cleared?

Turn (right or left)

Grab the book

Check In the book

No

Yes

No

Yes

Fig. 8 Flowchart for
returning book
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Fig. 9 User interface display

Fig. 10 Issuing book display

Fig. 11 Returning book display
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4.4 Admin Access Display

See Fig. 12.

4.5 Book Update Display

See Fig. 13.

4.6 RFID Test Display

See Fig. 14.

Fig. 12 Admin access display

Fig. 13 Book update display
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4.7 Robot Output

See Fig. 15.

5 Conclusion

This work presents automated framework that is able of issuing and returning of
book. This system works with high precision, consistency and speed by avoiding
obstacle. This scheme eliminates the use of paper work by managing the book

Fig. 14 RFID test display

Fig. 15 Robot output
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database electronically. Admin can update database of new books in library and
their accessibility. This system has well systematized and analytically organized the
books in various categories in scheme; thus, client can simply access the library.
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A Novel Approach for Dynamic Decision
Making by Reinforcement Learning-Based
Cooperation Methods (RLCM)

Deepak A. Vidhate and Parag Kulkarni

Abstract A novel approach for dynamic decision making by reinforcement
learning-based cooperation methods (RLCM) is proposed in this paper.
Cooperation methods for reinforcement learning depending on multi-agent system
are projected and executed. Various coordination techniques for cooperative RL are
projected here, i.e., simpleGroup technique, simpleDynamic technique, simpleGoal
technique. Performance outcome has established that the recommended coordina-
tion techniques are capable to speed up the learning of agents that bring out
excellent exploitation plans. The methods are derived for changing items accessi-
bility in a three seller stores in the marketplace. Dealers can help one another so as
to obtain maximum revenue from coordination data by their individual strategies
that exactly characterize their purpose and benefit. The dealers are the knowl-
edgeable agents in the study with employed Q-learning to find out cooperation in
the state. Significant assumptions are made on the dealer’s supply plan, restock
time, and entrance process of the consumers. The situation is converted into
Markov decision process model to make it possible to use learning algorithms.
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1 Introduction

Many stores all over the county selling products to large number of consumers are
an excellent prototype of marketplace. The retailing counters of dealer verify the
data of every transaction, i.e., date, consumer number, items procured, and their
spending amount. It physically capitulate enormous quantity of documentations
each day. If collected documentation is examine and convert into data, then it
develops into functional data. It will be used a design to construct predication [1]. It
treats a process to make easy the exhibition of the experiential data. When it is
unknown then emphasize on the process liable to establish the data—for instance,
purchaser actions are identified as an absolutely unplanned. People do not go to
marketplace and procure products at random. It might be incapable to identify the
practice completely, but even practical and superior guesses might be constructed.
Such provisional calculation may not provide actual of the whole thing, although
could still capable to build some division of the information [2]. Dealers have for all
time come across the complexity of trade and the accurate commodities that would
generate the utmost returns for them. During cooperative occasion, dealers would
propose extraordinary collection of items, only tailored for every consumer, only
for the immediate on the entire items [2, 3]. Special factors are to be thought here,
i.e., disparity in period, the dependence of things, unusual concessions, cut rates,
and market circumstances. Dealers can coordinate with one another for highest
revenue in various conditions [3, 4]. A marketplace prototype in the viewpoint of
dynamic consumer actions is calculated in the paper. The following are the exact
value addition of this paper.

Three dealer retail stores are considered which sell a selected item and provide
quantity discounts for consumers purchasing many products. Seller’s supply plan,
restock time, and the entrance process of the consumers are calculated. A Markov
decision process (MDP) model is suggested for this system. A new way for
context-based dynamic decision making by cooperative multi-agent learning
algorithms is proposed. A novel move toward dynamic decision making by rein-
forcement learning-based cooperation methods (RLCM) is proposed here.
Coordination techniques for reinforcement learning based on multi-agent scenario
are projected and executed [4, 5].

The article is arranged as: Sect. 2 illustrates novel move toward dynamic deci-
sion making by reinforcement learning-based cooperation methods (RLCM),
coordination techniques are in Sect. 3, the organization of retail stores designed
through Markov decision process is described in Sect. 4. Section 5 gives results of
all four techniques having long-term price being the profit factor, and conclusion is
in Sect. 6.
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2 Reinforcement Learning-Based Cooperation Methods
(RLCM)

Coordination in multi-agent system may create a sophisticated group of fulfillment
achieved by the way of agents’ procedures. A section of fulfillment set (a whole
action policy) be allocated amongst all agents via a part action policy (Qi). Usually,
these part policies seize the limited information regarding the condition. Such
strategies may be collected to improve the sum of the partial rewards obtained by
means of sufficient coordination prototype. The action policies are derived using
multi-agent simple Q-learning algorithm by integrating all rewards and constructing
the agents to reach to the excellent policy Q*. When policies Q1; . . .;Qx are col-
lected, it is possible to construct new strategy so as to is whole action policy
WAP ¼ WAP1; . . .;WAPxf gð Þ, in which WAPi show the best reinforcements
received by agent i all over the learning techniques [5, 6].

sPlan algorithm given below is used to allocate agents’ shared knowledge
information. Policies are evaluated using a simple Q-learning for every technique.
Best reinforcements are stored in the WAP that structures a group of the
best-gathered rewards by each agent. Such rewards then disseminated by the added
agents [4–6]. Coordination is accomplished through the revolution of division
rewards as WAP is forecasted through the best reinforcements. A utility function is
utilized to discover the excellent strategy amongst the beginning states and target
state for the known policies to calculate the WAP with the excellent reinforcements.
The utility function is found out by measuring the phases an agent needs to reach
the final state and the total of the received cost in a strategy amongst all initial state
and final state. Figure 1 gives coordination amongst all agents [6].

Figure 1 explains capability of agents to preserve through data of all agents in
the coordination. Agent i utilizes simple Q-learning algorithm to construct and build
up rewards in Qi. The moment the agent i reaches through initial state to the final
state with decreased rate, an agent probably competent to assign such rewards by
fresh agents using communication techniques. Agents may restore their data after

Fig. 1 Coordination scheme
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receiving the rewards transmitted of each partial strategy Qi and cooperate into the
situation utilizing WAP [6, 7].

Multi-agent RL algorithm

Algorithm 1 is clarify as: Initialize Qi(s, a) and WAPi(s, a) and coordination
through an agents i є I; an Agent coordination until the final_state is achieved with
renew policy found out the reward cost; fun_coop function decide a coordination
techniques. event, tech, s, a, I are the factors, where event is current iteration,
communication tech is {simpleGroup, simpleDynamic, simpleGoal}, s is state, and
a is selected action; Qi of an agent i є I is updated by the way of WAPi.

3 Cooperation Techniques

Three cooperation techniques for cooperative RL are projected as [7]:

(i) simpleGroup technique—reinforcements are allocated in a series of steps.
(ii) simpleDynamic technique—rewards are distributed in each action.
(iii) simpleGoal technique—distributing the total reinforcement for agent reach-

ing to the target state (Sgoal).
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simpleGroup technique: Agents gather rewards obtained from its actions
throughout the learning sequence. Each agent put up the utility of Qj to WAP
during the last part of the progression (step q). If reward value is correct, that is, it
improves the effectiveness of other agents in support of known state. The agents
will subsequently supply to these rewards. Agent will continue to employ its
rewards with the purpose intended for assemble newest cost [7, 8].

simpleDynamic technique: The coordination in the simpleDynamic technique is
achieved as: each action performed by agent produces a reinforcement cost (+ or −),
that is, sum of received rewards to all agents to an action a achieved in a state
s. Each agent coordinates toward making the reward cost fulfilling its personal
strategy [7, 8].

simpleGoal technique: The cooperation takes place as agent reaches to the
destination at its target state. Agent coordinates during condition proposed to collect
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the highest quantity of reinforcements. It is necessary for the cause so as to in the
simpleGoal technique the agent allocates its rewards by means of a variable number
of happening. This cooperation techniques uses as a fast group of rewards taken
together by an agent during the cooperation. As soon as agent reaches to a target
state, it gives value of acquired rewards in condition to the WAP [8, 9].

4 Model Design

Consider the occasion of marriage season development. Starting with choosing the
wedding location, finalizing the menu, beautification, shooting, makeup, purchasing
of clothing, jewels, and supplementary items for bride and groom, so many
activities are involved [10]. Such seasonable condition can be practically employed
as given: consumer who would choose to purchase the cloths from cloth store
surely purchase jewels, footgear, and supplementary items. Dealers of different
items may get jointly and mutually fulfill consumer needs and would accomplish
the advantage of an enhancement in the item selling [10, 11]. Figure 2 gives
diagrammatic representation of the system.

Below are mathematical notations for above model.

• Consumers come into the marketplace by following a Poisson flow rate k.
• Seller posts per unit item price p to the incoming consumers.
• Seller has limited store capacity Imax. It maintains a permanent restructure

strategy for refilling.

States: Assume maximum stock level at each store = Imax = i1, i2, i3 = 20.
State for agent 1 becomes (x1, i1), e.g., (5, 0) that means 5 customer requests

with 0 stock in store 1. State for agent 2 becomes (x2, i2), State for agent 3 becomes
(x3, i3).

State of the system becomes Input as (xi, ii).

Store  3 
Items

P1,P2… 

Store 2
Items
P1,P2

Store 1
Items

P1,P2… 

Customer Arrival

Poisson Process

Fig. 2 Retail store model with three dealers
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Actions: Assume set of possible actions, i.e., action set for agent 1 is (that means
Price of products in store 1) A1 = Price p = {8–14} = {8.0; 9.0; 10.0; 10.5; 11.0;
11.5; 12.0; 12.5; 13.0; 13.5}. Set of possible actions, i.e., action set for agent 2 is
A2 = Price p = {5–9} = {5.0; 6.0; 7.0; 7.5; 8.0; 8.5; 9.0}. Set of possible actions,
i.e., action set for agent 3 is A3 = Price p = {10–13} = {10.0; 10.5; 11.0; 11.5;
12.0; 12.5; 13.0}.

Output is the possible action taken, i.e., price in this case. It is now the
state-action pair system can be easily modeled using Q-learning, i.e., Q(s, a). There
is need to define the reward calculation [11, 12].

Rewards: Reward is calculated in the system as R(s, a) during Q update
function.

Whenever a consumer put up a request for an item, a decision needs to be
completed regarding whether to allow or refuse the request. Another dealer studies
the actions followed by first dealer and are ready to sell his items. In this way, as
sale in one store increases automatically other stores get informed so they can sell
their products [12].

5 Results

Algorithms are tested on one year’s transaction dataset of three different retail stores
and results are observed. Figure 3 shows that profit margin versus number of state
transactions given by four methods. Profit obtained by cooperative methods, i.e.,
simpleGroup, simpleDynamic, and simpleGoal techniques is much more than that
of without cooperation method, i.e., simple Q-learning for agent 1. Cooperation by
simpleGroup and simpleDynamic technique is more suitable for agent 1 to obtain
the maximum profit.

Figure 4 shows that profit margin versus number of state transactions given by
four methods. Profit obtained by cooperative methods, i.e., simpleGroup,

Fig. 3 Profit obtained by store agent 1 using four learning methods
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simpleDynamic, and simpleGoal techniques is much more than that of without
cooperation method, i.e., simple Q-learning for agent 2. Cooperation by
simpleDynamic technique is suitable for agent 2 to obtain the maximum profit.

Figure 5 shows that profit margin versus number of state transactions given by
four methods. Profit obtained by cooperative methods, i.e., simpleGroup,
simpleDynamic and simpleGoal techniques is much more than that of without
cooperation method, i.e., simple Q-learning for agent 3. Cooperation by
simpleDynamic technique and simpleGoal technique are suitable for agent 3 to
obtain the maximum profit.

Figures 6 and 7 shows the graphical analysis of the results obtained by four
methods in four different quarters in one year. Figure 6 is described as: Agent 1 gets
maximum profit in fourth quarter using simple Q-learning, simpleGroup, and
simpleDynamic techniques, and it gets maximum profit in second quarter using

Fig. 4 Profit obtained by store agent 2 using four learning methods

Fig. 5 Profit obtained by store agent 3 using four learning methods
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simple Goal technique. Agent 2 gets maximum profit in first, second, and third
quarter using simpleDynamic technique, whereas it gets average profit in fourth
quarter using simple Q-learning, simpleGroup, and simpleGoal technique. Agent 3
gets maximum profit in first, third, and fourth quarter using simpleDynamic tech-
nique, whereas it gets average profit in second quarter using simple Q-learning,
simpleGroup, and simpleGoal technique.

Figure 7 is described as: Agent 1 gets more profit as compared to agent 2 and
agent 3 using simple Q-learning method and simpleGroup technique in fourth
quarter. Agent 3 gets more profit as compared to agent 1 and agent 2 using dynamic
in third quarter. Agent 3 gets more profit as compared to agent 1 and agent 2 using
simpleGoal technique in first quarter.

Fig. 7 Quarterly profit obtained by all store agents by four learning methods

Fig. 6 Quarterly profit obtained by all store agents by four learning methods
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6 Conclusion

Dynamic consumer activities are noticeably learned by this novel method. The
results obtained by the projected cooperation methods show with the intention of
these techniques get to a quick convergence of agents which interchange the
reinforcements. The Paper shows cooperative methods give a strong results in more
density, incompletely, and composite circumstances. It offers a help to interchange
of best rewards to obtain a good whole action plan. All cooperation methods are
able to guarantee best rewards which were acquired along learning process and
change with a group of best rewards received in incomplete action strategies. The
interchange of Q-function throughout three techniques, i.e., simpleGroup,
simpleDynamic and simpleGoal technique, a store agent evaluates the most
excellent possible items so as to get the highest revenue for each store agent.
Dynamic decision making using reinforcement learning-based cooperation methods
(RLCM) demonstrates the techniques may lead to a quick interaction between
agents by changing reinforcements.
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Interaction of Cell Phone Radiations
and Human Nervous System

Manish Kr. Gupta, R.K. Khanna, K.J. Rangra and Y.K. Vijay

Abstract Conduction of an external sensed signal in the human nervous system
can be defined in the form of electrical RC circuit equivalent which is realized very
well by the researchers. In this paper, experimental results due to the continuous
exposure to external cell phone radiation on the nervous system are being reported.
Experimental data are stored using DSO and analysed by ORIGIN software.
Comparison of rise/fall time of electrochemical KCL in the presence and absence of
cell phone radiation is shown for this purpose.

Keywords Nerve conduction � Cell phone radiations � EM signal
Electrochemical transmission

1 Introduction

The well-known behaviour of the nerve conduction is realized in the form of RC
transmission line by the biomedical researchers. It is shown that conduction in this
transmission line is dependent on excitation and de-excitation of Na and K ions [1, 2].
Change in behaviour in this conduction process and then on the overall performance
of the brain due to the presence of any external signals is still unknown.

Mechanism for the penetration of EM signal inside the skin of humans is
developed, but only thermal effects due to these signals are reported available
worldwide. Specific absorption rate (SAR) is used to define and find the penetration
of the EM field inside the skin. These effects are minimal in amount and can be
further optimized by changing the way of use of cell phones.
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Effects of EM radiations on human nervous system have already been simulated
using MATLAB® [3]. Simulation results show significant variation in the propa-
gation time of the signal through the nerve. In this paper, based on the concept of
EM field penetration in the skin, an experimental study is reported using direct
imposition of cell phone radiations on the signal propagation in a solution of an
electrochemical (KCl) body. Affects of the presence of the radiations are measur-
able and show significant variation in the signal transmission through the solution.
This work may lead to strengthen the non-thermal effects of the EM waves (Fig. 1).

2 Theory

Conduction in the nervous system is a well-defined process and can be understood
by the ion-exchange mechanism in the inner and outer side of axons [4, 5]. Na+, K+,
Cl− and proteins are major responsible ions in conduction process (Fig. 2).

Lloyd Hodgkin and Andrew Huxley developed Hodgkin–Huxley model to
explain nerve conduction and received the Nobel Prize for this in 1963 [6, 7]. This
model characterizes the initiation and propagation of neural signals in giant axons
of squids and is able to describe very well the dynamic behaviour of channel
kinetics [6] (Fig. 3).

This mathematical model also explains the experimental results of the voltage
clamp experiment [8, 9]. With this mathematical model, the prediction of stimulus
response of nerve system is possible (Fig. 4).

Fig. 1 A neuron with its electrochemicals under the exposure of external EM field [1]
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Fig. 2 Movement of charges
inside the axon in response to
a stimulus [1]

Fig. 3 An equivalent
electrical circuit for the
neuron [1]

Fig. 4 Different phases of action potential [10]
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3 Materials and Method

Hodgkin–Huxley model is successfully implemented in past using MATLAB® [2,
7]. A continuous exposure of the amount of penetrating external EM field has been
embedded in this simulation (Fig. 1). We have taken a 5 mV AC signal as a
reference for the penetrated signal [3].

The present work is focused on the investigation of whether the existence of the
non-ionizing cell phone radiations affects the working mechanism of the human
nervous system. Simulation of external EM field embedded with the Hodgkin–
Huxley model of nerve conduction is reported for this purpose [3]. An experimental
set-up for the conduction of experiments is prepared in which a glass tube is filled
with KCl and a signal is propagated from it under the absence and then presence of
cell phone radiations (Fig. 5).

Model simulation shows effective change in the propagation time of the mem-
brane potential with the variation in the frequency of the reference signal, and
experimental results show the variation in rise time and fall time of signal propa-
gation through KCl solution while placing under cell phone exposure.

4 Experimental Results and Conclusion

A significant variation in rise and fall times of KCL solution is recorded in the
presence of cell phone radiations.

Fig. 5 Experimental set-up for observation of interaction of cell phone radiations with
electrochemical
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It is clear that both rise and fall time decreases when the observation is recorded
in the presence of the radiations. This behaviour clarifies that the working of human
nervous system is not totally independent of the high-frequency non-ionized radi-
ations (Fig. 6).

This external signal works as catalyst in the case of the KCl electrochemical
solution. Because of that, the response time of nerve to any stimulus is decreased.

Similar behaviour is found in the rise time of the KCL solution in the presence of
the external cell phone radiations. Significant reduction in rise time is recorded
while the signal processing is checked in the presence of the radiations (Fig. 7).

Action potential and its transmission in a human nerve are an electrochemical
process and can be realized by equivalent electrical circuit which occurs due to the
flow of variation in concentration of different chemicals inside and outside of the
axon. Decrement in the rise and fall time of KCl solution affects the rate of flow of

Fig. 6 Variation in fall time
of pulse signal propagation
through KCL solution in the
absence/presence of cell
phone radiations: a original
real-time propagation and
b zoomed view for clear
vision
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K+ and Cl− ions which results as variation in the propagation of stimulus inside
neuron.

5 Work Under Process

Simulation based results [3] related to effects of non-ionizing radiation on human
health and experimental results reported in this work motivated us to enhance the
experimental set-up for the verification of the effects of cell radiation exposures on

Fig. 7 Variation in rise time
of pulse signal propagation
through KCL solution in the
absence/presence of cell
phone radiations: a original
real-time propagation and
b zoomed view for clear
vision
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other electrochemical. We are currently working with different electrolyte solutions
and checking the propagation of electric signal with and without the presence of cell
radiation exposures. Individual study on each electrochemical may provide
important answers of how cell phone radiations are affecting the nervous com-
munication and brain response process.

6 Future Work

Effect of EM radiation on human health is a topic of great debate. This work
evidences the effect of radiations on working of human nervous system. Further
experimental verifications are under process.

Development of the artificial membrane and analysis of this effect on the
membrane may be carried out for the detailed study.

Variation in peak action potential and propagation time may lead to some
advancement in electronic neurology.

Further studies may lead to further development in control on the nerve signal
processing.
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Simultaneous Scheduling of Machines
and Tools Considering Tool Transfer
Times in Multimachine FMS Using CSA

N. Sivarami Reddy, D.V. Ramamurthy and K. Prahlada Rao

Abstract This article addresses simultaneous scheduling of machines and tools
considering tool transfer times between machines, to produce best optimal
sequences that minimize makespan in a multimachine flexible manufacturing sys-
tem (FMS). The performance of FMS is expected to improve by effective usage of
resources, proper amalgamation and synchronization of their scheduling. Crow
search algorithm (CSA) is a potent tool which is a better choice to solve opti-
mization problems like scheduling. The proposed heuristic is tested on various
problems with makespan as objective, and the results are compared with results of
existing methods. The results show that CSA has outperformed.

Keywords Flexible manufacturing systems � Crow search algorithm
Priority dispatching rules � Simultaneous scheduling of tools and machines
Tool transporter

1 Introduction

FMS is an integrated manufacturing system which includes various facilities such
as computer numerically controlled (CNC) machines, automated guided vehicles
(AGVs), automated storage/retrieval systems (AS/RSSs), central tool magazine
(CTM), robots and automated inspection under the control of a central computer [1,
2]. Various subsystem flexibilities are integrated together to have an overall
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flexibility in FMS. One of the recent techniques in industrial automation is FMS,
and several researchers have been attracted over the last 30 years towards FMS.
FMS has various advantages such as greater productivity, low work-in-process
inventory, high machine utilization, production with least supervision, increased
product variety and high quality to satisfy customer requirements. The employing
of pallets, fixtures, tool transporter (TT) and CTM nearly eliminated the job setting
time [3].

The higher flexibility of FMS results in better utilization of resources and better
scheduling, and routing enhances the productivity [4]. Broadly, FMS is categorized
into four groups: single flexible machines (SFMs), flexible manufacturing cells
(FMCs), multimachine FMS (MMFMS) and multicell FMS (MCFMS). FMS aims
at combining the advantages of elevated efficiency in high-quantity mass produc-
tion and better flexibility in job shop production.

In FMS, in order to attain the elevated efficiency and flexibility, different
scheduling decisions such as allotment of machines to jobs and selection of tools
are made. Appropriate scheduling plays a critical task in FMS.

2 Literature Review

For improvement of shop floor productivity, scheduling is recognized to be a
crucial task. For “p” jobs and “q” machines “(p!)q”, different sequences are to be
inspected with regard to a performance measure, to suggest the best sequence in the
problem of scheduling. This implies that the search region is increased exponen-
tially for problem of larger size that makes the problem of scheduling an NP-hard
problem. In FMS, different jobs are to be assigned to machines to optimize the FMS
performance. This is analogous to job shop scheduling. The main difference
between them is that the job shop considers only jobs and machines, whereas FMS
considers resources such as AGVs, CTM, robots, AS/RS, fixtures and pallets
besides jobs and machines. Hence, problems of scheduling in FMS are also
NP-hard.

Jerald and Asokan [3] presented various optimization algorithms for solving
FMS scheduling problems. In scheduling area of FMS, for optimization, earlier the
researchers had recognized scheduling of machines and scheduling of tools as two
different problems, whereas of late much interest has been noticed for collective
effect of scheduling of machines and scheduling of tools.

Several researchers have studied tool scheduling and allocation. Tsukada and
shin [5] addressed scheduling of tool and problem of borrowing tool in FMS and
also tool sharing approach to take into account the unforeseen coming of job in
dynamic environment by employing a distributed artificial intelligence method. It is
observed that sharing of tools among different cells of FMS cuts down the cost of
tooling and improves effective utilization of tools.

Jun et al. [6], for provisioning problem and scheduling of tools in FMS, pro-
posed a greedy search algorithm to find the tools with required number from each
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type for minimizing makespan objective. This method also gives information about
extra tools to be brought when FMS configuration alters due to product-mix change.

Sureshkumar and Sridharan [7] dealt with the problem of sharing and scheduling
of tools for minimizing the objectives such as mean tardiness, conditional mean
tardiness and flow time by employing priority rules of scheduling and job
scheduling. Sureshkumar and Sridharan [8] investigated the problem of tool
scheduling in FMS by minimizing mean flow time, mean waiting time, mean
tardiness for tool and percentage of tardy parts by using various priority dispatching
rules. Agnetis et al. [1] probed a problem of concurrent part/tool scheduling in
FMC. They proposed that all the tools are placed in a central tool magazine and are
moved throughout the cell by an automatic tool transporter. When the same tool is
required by two machines, Tabu Search was employed to address the conflict and
production schedule preparation for makespan minimization and lateness maxi-
mization. The FMC overall performance may be enhanced by combined scheduling
by taking tools and fixtures into account. Prabhaharan et al. [9] attempted on
combined tool operation scheduling problem in FMC which consists of a CTM and
“m” identical work cells. They proposed simulated annealing for makespan mini-
mization for concurrent job scheduling and tool scheduling. Udhaykumar and
Kumanan [10] proposed ant colony optimization for job and tool scheduling
problems. Aldrin Raj et al. [11] addressed concurrent tool scheduling and machine
scheduling in a FMS which has machines and a CTM. They proposed four different
algorithms and AIS algorithm, to solve concurrent tool and machine problems with
makespan minimization as objective. They found that AIS algorithm yielded
superior results for concurrent scheduling of tools and machines.

Automated tool sharing system is a technological reply to high tool cost in FMS
by allowing different machines to employ the same tool by shifting them auto-
matically between machines as tooling needs evolve. In the previous studies, some
assumptions have been made about concurrent tool and machine scheduling in FMS
which consist of machines and CTM. One of those assumptions is that the trans-
ferring time of tools between different machines is negligible. However, it is highly
not practical not to consider the tool handling activities in reality, especially when
the movement of tools is completely dependent on tool transporter and travelling
times are considerable. Omitting the tool transfer times will make the scheduling
result impossible to be implemented.

In this work, a new metaheuristic search algorithm CSA is used to minimize
makespan by simultaneous scheduling of jobs and tools considering transferring
times of tools between machines and is explained in the following sections.

3 Problem Formulation

Generally, CTM is provided in FMS for storage of tools. The tool required by a
machine is transported from the CTM or shared from other machines to this
machine by a TT during the machining of job. CTM cuts down number of tools that
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are required in system and hence brings down the tool cost, whereas tool transfer
time considerably influences the makespan. The problem definition, assumptions
and constraints are given in the following sections.

3.1 Problem Definition

Consider “n” jobs {J1, J2, J3 …Jn} to be processed through “m” machines {M1, M2,
…Mm} requiring “t” tools {T1, T2, … Tt} from CTM. The best sequence by joint
selection of machines, jobs and tools is to be found which minimizes the makespan.
In the present work, CSA is employed to produce best schedules with makespan
minimization as objective. The same problem set that was analysed with methods
explained in [11] is considered, and the CSA results are compared with those
results.

The procedure employed is explained with the example problem. In Table 1, the
jobs, tools and machines given are for job set 1. The job set 1 consists of 5 jobs, the
first three jobs have three operations and remaining two jobs have two operations.
The system considered has four machines and four tools. An entity in the table gives
information about the machine, tool and processing time needed for the operation of
a job. For example, T3-M1 {8} shows that Operation I of Job I requires tool T3,
machine M1 and 8 units of processing time. The objective is to determine an
operations sequence of jobs for makespan minimization by taking machine and tool
constraints into account. Making decision on selecting a machine and tool for every
operation of a job is required during the process scheduling. Machine and CTM will
have a number of requests from incomplete jobs in the form of queue. A right
operation of a job with a request has to be picked up to minimize the makespan.
Hence, a sequence of operations is obtained which minimizes total elapsed time.

3.2 FMS Environment

FMS considered in this work has 4 machines, 4 tools in a CTM, automatic tool
changer (ATC), AGVs and TT. There is a load/unload (L/U) station on one end.
Jobs are stored in the buffer storage provided at each machine before and after
processing. The system is shown in Fig. 1 with the elements.

Table 1 Job set 1 Jobs Operation I Operation II Operation III

I Job (J1) T3-M1 {8} T4-M2 {16} T1-M4 {12}

II Job (J2) T2-M1 {20} T3-M3 {10} T1-M2 {18}

III Job (J3) T1-M3 {12} T4-M4 {8} T2-M1 {15}

IV Job (J4) T3-M4 {14} T4-M2 {18} –

V Job (J5) T2-M3 {10} T1-M1 {15} –
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• Assumptions and Constraints.
• The following assumptions are made for the problem under study.
• Each job has J different operations.
• Required machines and tools are known prior to scheduling to process each

operation.
• Operations in a job have processing order of its own.
• Each job has the pre-specified operations sequence and its corresponding pro-

cessing times.
• Each machine can process one job at a time.
• Tools are stored in CTM.
• Tool transporter moves the tools throughout the system.
• Tools are shared between machines in the system.

The problem constraints are given below.

• Precedence constraints exist, that is a set of pre-specified operations sequence
will be there for every job that cannot be changed.

Consider the operation 4143
4—Job number
1—First operation of J4
4—First operation of J4 is performed on machine 4.
3—First operation of J4 requires tool 3.
The second operation of J4 can be processed only after first operation com-

pletion, and hence, operation 42XX will not be processed before 41XX. This
constraint is known as precedence constraints.

Fig. 1 Considered FMS environment
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• A same job cannot be processed on two different machines at a time.

A new metaheuristic search algorithm CSA is used to minimize makespan by
simultaneous scheduling of jobs and tools by considering tool transfer times and is
explained in the next section.

4 Crow Search Algorithm

There is a behaviour which has resemblance with an optimization process in crow
flock. Crows keep their excess food in some hiding places of the environment, and
when they need food, they will retrieve the stored food. Crows are greedy birds
because to obtain the better food they follow each other. It is not an easy task to find
food location hidden by a crow because if a crow notices other crow is following,
crow goes to another location of environment to fool the crow that is following.
CSA tries to imitate the behaviour of crows to find solution for optimization
problems [12].

The following are the principles underlying in this algorithm.

• Crows live in group.
• Crows remember the location of hiding places of their food.
• Crows go behind other crows to do pilfering.
• Crows guard their food by a probability from being pilfered.

A d-dimensional environment is assumed which includes number of crows. N is
the number of crows (group size), and position of crow i at iteration iter in search
space is represented by a vector.

xi,iter (i = 1, 2… N, iter = 1, 2… itermax) where x
i,iter = [x1

i,iter, x2
i,iter, x3

i,iter… xd
i,iter]

and itermax is the maximum number of iterations. Each crow remembers its hiding
place in its memory. Hiding place position of crow i is shown by mi,iter at iteration
iter.mi,iter is the best position obtained so for by crow i. Crows will move in
environment and search for superior food locations that are hiding places. Assume
that crow j wishes to go to its hiding place mi,iter at iteration iter.crow i decides to
follow crow j to reach the hiding place of crow j at this iteration. Two situations
may occur.

Situation 1: Crow j does not notice that crow i is following it. So crow i
approach to the hiding place of crow j. The new location of crow i is obtained as
follows.

xi;iterþ 1 ¼ xi;iter þ ri � FLi;iter � ðmj;iter � xi;iterÞ ð1Þ

where ri is the random number between 0 and 1, and FLi,iter is the flight length of
crow i at iteration iter.

This situation and the effect of FL on search capability are shown in Fig. 2.
Large values of flight length result in global search, whereas small values of FL lead
to local search.
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Situation 2: Crow j notices that crow i is following it, as a consequence crow j
goes to another search space position in order to protect its food being pilfered.

Entirely, situations 1 and 2 are expressed as follows:

xi;iter ¼ xi;iter þ ri � FLi;iter � mj;iter � xi;iter
� �

if rj �APj;iter

¼ a random position otherwise
ð2Þ

where APj,iter is the awareness probability of the crow j at iteration iter. Awareness
probability controls the intensification and diversification. Using small values of AP
increases intensification, whereas using large values of AP increases diversification.

The flow chart for CSA is given in Fig. 3.

5 Results and Discussion

Initially, makespan optimization in FMS by concurrent scheduling of jobs, tools
and machines without considering tool transfer times has been executed by the
proposed algorithm. Totally 22 job sets are considered in the work, and the data of
these job sets are given in [11]. The job sets with different numbers of jobs, tools

(a) FL< 1

(b) FL > 1

Fig. 2 Effect of flight length on search capability
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and machines with different processing times have been taken into account to test
the efficacy of CSA method. The results are compared with the results of existing
methods [11] and are shown in Table 2.

From Table 2, it is obvious that proposed CSA method is yielding better results.
The best makespan is indicated in bold, and it is observed that CSA outperforms all
existing methods for all 22 job sets. For majority, job sets’ improvement is noticed.
For job set 22, the improvement is maximum and is 45.43%. For job set 21, the

Fig. 3 Flow chart for CSA
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improvement is 44.16%. The proposed method has given same result for 7 job sets
out of 22 job sets.

The same algorithm is now employed for scheduling jobs, machines and tools by
considering tool transfer times between machines. The transfer times of tools
between machines are taken as 70% of AGV travelling times. It is tested on first 10
job sets of aforementioned 22 job sets with four different layouts and with different
processing times. These are the benchmark instances in the literature [13]. These
results are presented in Table 3 and the best makespan is indicated in bold.

Three cases are considered here to show the influence of tool transfer times on
makespan with increasing processing times. In case I, original processing times are
used; in case II, processing time is taken as double the original processing time; and
in case III, processing time is taken as triple the original processing time. The Gantt
chart for optimal sequence produced by CSA for job set 5 and layout 2 in case I is
shown in Fig. 4. The operations that are assigned to each machine as well the start
and finish times of each operation are shown in the Gantt chart. Utilization of tools
for various operations of jobs is also shown in the Gantt chart. The Gantt chart also
indicates loaded trip times, empty trip times and waiting times of TT for transferring
tools in the system. The loaded trip of TT is labelled as “L”, empty trip is labelled as
“E”, and waiting time of TT is labelled as “W” in Fig. 4. The Gantt chart shows the
correctness of the solution provided by the proposed CSA method.

Table 3 Makespan for job sets with and without considering tool transfer times

Job
set

Makespan
without
tool
transfer
times

Makespan with tool transfer times

Case I (original
processing time) by
CSA

Case II (double
processing time) by
CSA

Case III (triple
processing time) by
CSA

AIS CSA L1 L2 L3 L4 L1 L2 L3 L4 L4

1 69 69 116 95 95 123 170 159 158 175 –

2 82 80 120 100 104 137 185 174 180 192 270

3 80 80 118 102 106 131 188 178 180 189 277

4 72 61 116 98 99 131 160 148 153 180 225

5 48 48 96 77 82 112 133 119 120 147 188

6 95 88 107 99 100 117 188 181 182 195 –

7 74 70 113 95 99 126 183 170 173 193 259

8 145 131 160 151 149 172 272 270 269 281 –

9 122 113 135 129 130 141 245 246 245 248 –

10 149 136 171 165 166 182 303 293 302 310 –
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6 Conclusion

Scheduling of jobs, tools and machines with and without considering tool transfer
times is performed with the proposed CSA. It is noticed that CSA outperforms other
algorithms in minimizing makespan without considering tool transfer times. The
same CSA is tested on 22 job sets to show its constancy. It is observed that tool
transfer times have a considerable impact on makespan in all three cases, and hence,
any schedule without considering tool transfer times cannot be implemented in
reality. The future scope of this work can be considering AGVs, as travelling time
of jobs between L/U station and machines and between machines influences the
makespan.

Fig. 4 Gantt chart for job set 5 and layout 2 in case I
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Energy-Aware Multi-objective Differential
Evolution in Cloud Computing

Archana Kollu and V. Sucharita

Abstract Cloud computing (CC) could be a massive distributed computing driven
by business, during which the services and resources are area unit delivered on
request to external consumer via the Web. The distributed computing environment
comprises of physical servers, virtual machines, data centers, and load balancers
which are appended in an efficient way. With the increasing size of a number of
physical servers and utilization of cloud services in data centers (DC), the power
consumption is a critical and challenging research problem. Minimizing the oper-
ational cost and power in a DC becomes essential for cloud service provider (CSP).
To resolve this problem, we introduced a novel approach that leads to nominal
operational cost and power consumption in DCs. We propose a multi-objective
modified differential evolution algorithm for first placement of virtual machine
(VM) in the physical hosts and optimize the power consumption during resource
allocation using live migration. The experimental results reveal that our proposed
method is significantly better against state-of-the-art techniques in terms of limited
power consumption and SLA for any given workload.

Keywords Cloud computing � Energy efficiency � Differential evolution
Virtual machine � Physical server

1 Introduction

Cloud computing (CC) could be a massive distributed computing driven by busi-
ness, during which the services and resources are area unit delivered on request to
outside customers via the Web [1]. The distributed computing environment
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comprises of servers, virtual machines, data centers, and load balancers which are
appended in an efficient way. The customers and operators are generating a huge
volume of data on different services/minute in a CC environment, which gradually
shows all premises of big data. The main benefits of CC, such as scalability,
flexibility, reliability, and availability, have made them a well favoured alternative
to restore individual in-house IT infrastructures [2]. It has proceeded as a favorable
for the organization, industry, and government to resolve the growing computing
and storage issues. Presently, there are various commercial cloud providers (CSPs)
such as Google, Amazon EC2, Azure services platform, and provided ICT
resources are “virtualized” as DC facilities.

There are unlimited measures of resources that can be accessed with regard to
CC environments. However, commercial CSP demands the consumer by an hourly
based pricing method. Accordingly, the price is not analyzed in view of the genuine
measure of assets utilized, however, as indicated by the time unit, implying that the
consumer need to reimburse for the entire rented hour although they tenure the
instances/second [3]. To the extent we know, the vast majority of the CSP offers
different kinds of VM at various costs. Consequently, it is tough for cloud scheduler
to develop an ideal strategy to perform technological work process applications
within time constraint.

Reducing carbon emission (CE) and power consumption by the cloud computing
DC requires energy-aware policies and developing of software, as well as hardware,
which arise as one of the most influential research topics both in academia and in
industry. Moreover, the power required by the DCs for its working, energy supply,
illumination, and cooling subscribes fundamentally to the aggregate operational
expenses. Hence, minimizing the energy consumption and power dispersal had
become pivot study for making CC ecologically sustainable. The power utilization
in worldwide DC represented around 1.3% of aggregate power use around the
world by 2010. As per a McKinsey report, the aggregate-assessed power bill for a
DC in 2010 was $11.5 billion and power costs in a run of the mill DC double every
5 years.

Recently, it is accounted for that 50% administration spending plan of
Amazon DC is utilized for cooling and powering the hosts or servers, and the power
consumption in cloud DCs is now consider for almost 0.5% of the world total
energy usage. In addition to the power cost, DCs also generate the substantial
amount of CO2 emissions, which will specially grant to the increasing environ-
mental concern of global warming [4]. Reducing the power consumption is
essential due to the growing factor from the perspective of cost and environmental
factors. Briefly, it is essential to enlarge a power-efficient workflow scheduling
approach to decrease power consumption as much as possible.

• The power costs for powering ICT assets and cooling systems are taking more
expenditure to the actual expenditure of buying the ICT resources.

• DCs are causing environmental concerns due to increasing power usage and
CO2 emissions.

434 A. Kollu and V. Sucharita



• The increasing power usage and high-temperature dissipation have harmful
impacts on reliability, scalability, and density of DC assets.

• The power-efficient asset allocation problem defined as selecting, deploying,
and time management of DC assets in a way that hosted applications accomplish
their QoS constraints.

In order to optimize physical resources and load balancing, increase perfor-
mance, and improve visibility in large-scale DC, efficient resource scheduling
algorithms are needed. Some traditional scheduling algorithms are first-fit, best-fit,
linear programming. [5–7] are limited in use and may not optimize the system
because of the dynamic way of the DC circumstances. The main objective of our
research is to improve resource utilization with reducing financial and environ-
mental costs and minimize power consumption in a DC by reducing the server idle
conditions and enhancing the host utilization.

The rest of the paper is organized as follows. Section 2 discussed related work.
Theoretical background related to our work is presented in Sect. 3. The modeling of
resource allocation model and proposed method is presented in Sect. 4. Section 5
presents performance evaluation and followed by conclusions in Sect. 6.

2 Related Work

Many different techniques have been proposed for scheduling resources in the
cloud, but energy efficiency is an important factor.

In order to reduce energy consumption, many researchers investigated the
concept of VM consolidation to observed overload, underload, and VM selection.
Generally, the VM placement problem is considered as an NP-hard problem [8],
and an optimal arrangement of VM cannot be obtained within polynomial time. Shi
et al. [5] proposed a first-fit heuristic algorithm for maximizing the profit under the
SLA and minimizing the power consumption. Beloglazov et al. [7] developed a
Modified Best-Fit Decreasing algorithm to place VMs in most energy-efficient and
maximizing the profit under the SLA and minimize the power consumption.
Younge et al. [9] presented a new greedy-based algorithm which maximized
resource utilization and minimized total power consumption of the servers.
Henceforth, the said algorithms have mentioned minimization of migration policy
which accomplished well concerning VM migrations, power consumption, and
service level agreements. There are various studies that have proved that meta-
heuristic algorithms are giving the results very faster and increasing the conver-
gence rate within the minimal time. Fortes [10] developed multi-objective GA
(genetic algorithm) VM placement algorithm to reduce power consumption, ther-
mal dissipation costs, and total resource wastage. However, GA consumes more
time in order to converge, and there is no proof that GA will converge to the global
optimum. Some other researchers have proposed improved PSO [11, 12] in order to
reduce power consumption. However, all said approaches do not reduce physical
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machine/host over utilization, and SLA is violated as well PSO gets trapped at local
optima and not often good at diversification.

However, in approaches as mentioned earlier, some have considered load balanc-
ing, resource wastage, and load migrations. But they have not taken into account high
power consumption in VM placements and high convergence rate. In contradiction, we
proposed a multi-objective differential evolution (MODE) model which considers fast
convergence rate, high power consumption, and utilization of resources.

3 Theoretical Background

The differential evolution (DE) method is a simple and well evolution proposed by
Stron and Price [13]. The main idea behind DE is generating trail parameter vector.
This algorithm first produces a population consisting of NP D-dimensional initial
vectors, also called as individual which is encoded as individual solutions.

Ari ¼ Ar1 ;Ar2 ; . . .. . .. . .:Arm ;m ¼ 1; 2; . . .. . .. . .;NP:

The population involves over generations through operations such as selection,
crossover, and mutation up satisfying the condition. The trail vector Pi corre-
sponding to an Ai individual (target vector) is produced through mutation and
crossover operations. The following mutant vector yi is most frequently used
mutation operator listed as follows:

00best=100 ½15� : yi ¼ Abest þFðAr2 � Ar3Þ
00rand=100 ½15� : yi ¼ Ar1 þFðAr2 � Ar3Þ
00best=200 ½15� : yi ¼ Abest þFðAr1 � Ar3ÞþFðAr3 � Ar4Þ
00rand=200 ½16� : yi ¼ Ar1 þFðAr2 � Ar3ÞþFðAr4 � Ar5Þ

where r1, r2, r3, r4, and r5 are random mutually exclusive integers between [1, NP].
Abest represents the best individual of current population, F represents scaling factor
that controls the difference vector amplification, and k represents scaling factor or
parameter that is randomly chosen between [0, 1].

00current - to - rand=100 ½16� : yi ¼ Ai þ kðAr1 � AiÞþFðAr2 � Ar3Þ

Based on Ai (target vector) and its corresponding mutant vector (MV) yi, the
offspring/trail vector Pi ¼ Pi1 ;Pi2 ; . . .PiD is produced by crossover operation, whose
element Pij can be defined as follows:

Pij ¼ yij if rand 0; 1ð Þ�CRor j ¼ jrand; j ¼ 1; 2; . . .D
Aij otherwise

�
ð1Þ
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where yij is the jth element of MV yi, and jrand is randomly chosen integer value [0,
D]. D is dimension of solution space. CR is crossover rate [0; 1] fraction of
parameter values mimic from MV.

4 Modeling of Resource Allocation Model

The main goal of our proposed approach is to decrease the energy consumption by
considering VM allocation and workload scheduling at DCs. The notations that are
used throughout the paper are mentioned in Table 1.

Let VM be the set of VMs and PS be the set of physical machines/hosts.

VM ¼ Vm1;Vm2; . . .;Vmn; PS ¼ Ps1;Ps2; . . .;Psm ð2Þ

Each physical machine/host consists of id, CPU, power storage, bandwidth.
Similarly, each VM consists of as follows:

VMi ¼ ðVmid
i ;CPUi;Memi; bwiÞ; PSj ¼ ðPsidj ;CPUj;Memj; bwjÞ ð3Þ

The main goal of our proposed approach is to maximize the physical resource
utilization and minimize the power consumption. The overall utility function
describes as follows:

Table 1 Notations

Symbol Meaning

Vmi The ith virtual machine in data center, i = 1, 2, 3…

VM Set of virtual machine

PS Set of physical machine/host

Psj The jth physical machine/host in data center, j = 1, 2, 3…

rCPUi The maximum CPU utilization of ith VM

rMem
i The maximum Mem utilization of ith VM

CCPU
j The CPU utilization of jth physical host/machine

CMem
j The Mem utilization of jth physical host/machine

Cbw
i The maximum bandwidth utilization of ith VM

Cjbw The maximum bandwidth utilization of jth physical host/machine

PSidj Physical machine jth id number

CPUj Physical machine processing power

Memj Physical machine amount of memory

bwj Physical machine amount of bandwidth
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Utility function xð Þ ¼
Max Ud

j

� �
Min

Pn
j¼1

Pm
i¼1

x � UjðiÞ
P

 ! ð4Þ

subject to:

Ud
j ¼

Pn
i¼1 xij � rdi

cdj
; 8d 2 fCPU;Mem; bwg

8j 2 1; 2; . . .;mXn
i¼1

xij ¼ 1; 8j 2 1; 2; 3. . .;m

ð5Þ

where xij is allocated only one host for each VM. Equation 5 represents that the

load on each physical machine is not greater than its total capacity. x � UjðiÞ
p rep-

resent the difference between the current utilization of physical machine placed with
vi placed in U j

p. In order to find out the total utilization of physical machine/host, the
calculation is done based on the following equation:

U j
p ¼

Xm
i¼1

UjðiÞ
p

� �
ð6Þ

where UjðiÞ
p ¼ Ud

j � 100 if xij ¼ 1 else 0. It means that ith VM is allocated to
jth physical machine, otherwise not allocated to physical machine. The overall

power consumption (OPC) of a DC can be determined as follows:

OPC ¼
Xn
j¼1

U j
p ð7Þ

where U j
p is an estimated power consumption of physical machine with utilization.

4.1 VM Placement by Using Modified DE

In this subsection, we propose a multi-objective modified DE algorithm to find the
optimal energy-aware VM placement. Each candidate solution or individual map of
VM is to be placed in available physical machine in DC.

Initially, in conventional DE, the initial populations of NP individuals are ini-
tialized randomly and then directly generated mutant vector. In our proposedmethod,
after initializing the initial population of NP individuals, each population number is
randomly allotted with one mutation strategy (MS) and its corresponding values are
picked randomly form pool. The modified DE algorithm is illustrated in Algorithm 1.
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In our proposed method, each individual is mapped to VM-host that represents
the placement of a VM on physical machine. Initially, all VMs are initialized in
various physical machines. We calculated fitness of each individual in the population
of NP individuals by using Eq. 4. Afterward, we pool the MS and its corresponding
parameter values. The each VM is randomly set to MS from the pool, and corre-
sponding parameter values are picked randomly. For each iteration, mutant step,
crossover, and selection steps are used to find the optimal solution in the population,
which provides the minimal power consumption. Thereafter, update each VM to
host by using update step until either algorithm terminates or achieves the
improvements. The VM placement using modified DE is described in Algorithm 1.

Algorithm 1: Modified Multi-objective DE
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5 Performance Evaluation

In this section, we compare our proposed approach with some state-of-the-art
approaches, energy-efficient resource scheduling approaches, i.e. [7, 10, 11], in
term of power consumption. With increasing number of workloads, increasing
number of VMs, increasing number of migrations in terms of power consumption.
We evaluated our experiments in a virtualized DC using CloudSim [14]. In our
method, we simulated a DC consisting 50 heterogeneous physical hosts. Each
physical host is distinguished by the speed of processing, the number of virtual
cores, storage, and a scheduling policy. The physical host and their description are
illustrated in Table 2. The characteristics for each VM are described in Table 3. In
this model, the VM provisionary plays a significant role in allocating VMs to
physical machines. The VMs are varied from microinstances (100 MIPS, 400 MB
RAM) to large instances (400 MIPS, 1840 MB RAM). Each VM processes
time-varying workload.

In order to perform our proposed method against the other approaches, simu-
lation platform is set to the initial parameters. We adopted [15] to use the mutation
strategy DE/current - to - rand/1/bin, and initial parameters setting NP vary from 20
to 50, k = 0.5, F-0.8, CR = 0.9. The initial population size of DE is set to 40, which
gives optimal solution and linear convergence rate with increasing number of VMs.
The number of VMs placed in each physical machine is represented in Fig. 1.

Table 2 Physical machine/host configurations

Resource
Id

Configuration Operating
system

RAM
(GB)

Band
width
(GBPS)

MIPS Storage
(GB)

R1 Dell Vostro 460,
Intel Core i5

Windows 4 40 3500 320

R2 Dell Vostro 460,
Intel Core i5

Windows 8 40 3500 320

R3 Intel Core 2
Duo-2.4 GHz

Linux 4 40 3500 320

R4 Intel G4 Xeon
52407-2.2 GHz

Linux 4 40 3500 320

Table 3 VM configurations

Resource Id RAM (MB) Band width (GBPS) MIPS Storage (GB)

R1 520 100 100 50

R2 670 100 200 50

R3 1560 100 300 50

R4 1780 100 400 50
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From Fig. 1, we observed that our proposed approach required a minimum
number of physical machines that satisfy the VM requirements compared to other
approaches. To compare the power-consuming performance, we used 400 VMs and
performed our proposed approach against other approaches. The performance
results are shown in Fig. 2. From Fig. 2, we observed that our proposed approach
required 3.42 kWh and other approaches require 5.89 and 6.21 kWh. This result
shows that our proposed approach reduces the power consumption up to 40% over
PSO and 45% over MBFD.

The convergence rate of our proposed method against other approaches is shown
in Fig. 3. From Fig. 3, we observed that our proposed method shows fast con-
vergence than other approaches. We also performed the statistical analysis, based
on the results from our proposed method which is most significant than the other
methods.
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6 Conclusions

In this paper, we presented a novel energy-aware multi-objective modified differ-
ential evolution algorithm. This method illustrated that high utilization of physical
hosts by decreasing the number of active physical hosts. In this method, we used
CloudSim simulator that chooses the VM when a physical machine is over or under
over utilized. The experimental results show that the VM placement and selection
algorithm combination leads to significant reduction in power consumption in a
virtualized DC by 40% over the GA and 45% over the MBFD. In term of con-
vergence rate, our proposed method is faster than other methods.

In our future work, we plan to propose a hybrid heuristic algorithm that
improves the performance and energy efficiency of the huge amount of servers.
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GRAPHON Tamil to English
Transliteration for Tamil Biomedicine

J. Betina Antony and G.S. Mahalakshmi

Abstract Cross-Language Information Retrieval is a fast-growing field that attracts
many researches. In a field with humongous application, basic understanding and
accessibility of words is a crucial task. Transliteration is one such vital task that
paves way for a wide range of improvements. In our work, we focus on deploying
transliteration to retrieve essential information from concealed English words in a
spool of unstructured Tamil text. These English words written in Tamil are iden-
tified, and their correct form is retrieved by performing statistical search in a
collection of built-in database. This GRAPHON (Grapheme + Phoneme)-based
Tamil to English transliteration gave an accuracy of 68% being the first of its kind.

Keywords Transliteration � Tamil biomedicine � Cross-lingual Information
Extraction � Phonetic algorithm � Soundex code

1 Introduction

Tamil, one of world’s oldest languages, is famous not only for its rich morphology
and vocabulary but also for the opulent knowledge its literature bears. Of the many
information that are passed on from generation to generation, the knowledge about
indigenous medicines and their uses has always been preserved and practised for
centuries. This knowledge, also known as Siddha System of Medicine (SSM), is put
to practice even today. Siddha is predominantly a collection of alchemy texts that is
believed to be invented by 18 Siddhars. It uses different minerals, metals and
chemical products of nature to heal human ailments, both physical and mental.

J.B. Antony (&) � G.S. Mahalakshmi
Department of Computer Science and Engineering, College of Engineering Guindy,
Anna University, Chennai 600025, Tamil Nadu, India
e-mail: betinaantony@gmail.com

G.S. Mahalakshmi
e-mail: gsmaha@annauniv.edu

© Springer Nature Singapore Pte Ltd. 2018
S.S. Dash et al. (eds.), International Conference on Intelligent Computing
and Applications, Advances in Intelligent Systems and Computing 632,
https://doi.org/10.1007/978-981-10-5520-1_41

445



The main achievement of this ancient system is its application even in the
present medicine system. The original Siddha texts are in the form of poems.
Hence, a number of works have been carried out to convert these poems to prose for
better understanding. These translations have been done for decades. As a result of
cultural advancement, a number of contemporary words and languages have also
mingled with the native language in the process of translation. Our work focuses on
identifying these non-Tamil words that are otherwise lost as noisy data in our
original information extraction system. Therefore, we seek the help of translitera-
tion to locate these non-Tamil yet significant named entities.

Transliteration is the process of converting characters from one script to another
without changing its phonetic structure. Transliteration is widely used in various
cross-lingual applications such as Cross-Language Information Retrieval,
WebSearch, Machine Translation. Transliteration is many a times confused with
translation which also involves transmuting from one language to another. But
translation strictly adheres to keeping the meaning of the word or phrase intact.
Transliteration stresses on semantic correctness but not on meaning matching. In
our work, we suggest a method that can identify and convert English terms that are
concealed inside normal text. A statistical search approach is carried out to deter-
mine the corresponding English words for the identified Tamil words and to
eliminate unrelated words. For words with colliding search results, a phoneme
matching-based tie breaker is applied.

2 Background

This work is a part of Information Retrieval for Tamil Biomedicine [1]. The
objective of the system is to retrieve medicinal information from the unstructured
text. That is, for a query (name of a disease or an ingredient), a collection of data is
obtained that contains information about the medicinal ingredients used, the dis-
eases or disorders it can cure (both these fall into the field-named entities), and the
preparatory procedure for the medicine along with information about the ingredi-
ents and directions to be followed to consume the medicine is provided. Many
challenges were encountered on the way [2], and our research has been carried out
to eradicate as many limitations in the system as possible.

Here, for the retrieval process, the identification of named entities is involved
[3]. Named entities in the context of Tamil Biomedicine refers to terms that denote
an ingredient element or its related items, its by-products, name of a disease or
disorder, the symptoms, parts of a body, etc. Our data set is a collection of
Siddha-related information obtained from published books, magazines and also to
some extent information obtained from blogs and Web portals. The latter con-
temporary information gathered contains many words from other languages pre-
dominantly from English. However, these words did to large portion share of
valuable information as they served as queries in the retrieval process. They also
indicated words that could be understood by the current generation. For example,
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most people may not recognize (paRRuyiri) which is the proper Tamil
word for (paaktiriyaa), (Bacteria). These words were lost in processing
for Information Extraction. Hence, we proceeded with this work to locate
non-Tamil words from text and identify their English alternates accurately.

3 Related Works

The works related to Tamil transliteration started in the late 90s or early 2000.
Viswanadha [4] suggested a universally accepted ICU (International Components
for Unicode) that involves Romanization of Tamil alphabets. This laid the foun-
dation for transliteration in Indic languages. Since then it has been put to test in
many multilingual querying and information processing [5–7].

When transliteration in Tamil is taken into picture, two types of analysis have
been carried out. One includes conversion of English terms to Tamil which includes
statistical as well as machine learning approaches. One particular group of
researchers have worked on the different methods of transliterating from English to
Tamil where they started by considered it as a sequence labelling problem, and
multiclassification was done based on memory learning [8] with 84.16% accuracy.
They further modelled a C4.5 decision tree classifier, in WEKA Environment [9]
with 84.82% accuracy of English names. Finally, a One Class Support Vector
Machine Algorithm was developed in 2010 [10] that outperformed both the pre-
vious methods. Finch et al. [11] suggested a bidirectional neural model to
transliterate with 62.9% accurate English to Tamil transliterate.

The other set of works includes transliteration between Indian Languages. They
were comparatively trivial as most of the Indian languages are morphologically rich
and have similar phoneme structure. Keerthana et al. [12] proposed a sequence
labelling-based method to transliterate from Tamil to Hindi. Their system produced
an accuracy of about 84% in spite of not addressing the variation in the pronun-
ciation and sound of different letters in both the languages. In [13], transliteration of
Hindi to 7 different Indic languages was carried out based on word alignment and
Soundex matching. The system, however, performed comparatively badly for Tamil
when compared to the other languages with an accuracy of 68%. A number of these
transliteration works considered Soundex code matching some of which altered the
codes to favour Indian Languages. After a thorough study of all these works, it was
evident that none of them was carried out for Tamil to English transliteration which
paved way for our research.

4 System Description

The steps involved in our transliteration work and their operations are listed in the
following sections (Fig. 1).
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4.1 Preprocessing

The input to the system is given in the form of unstructured Tamil sentences
containing Tamil biomedical instructions. Since the transliteration is done at word
level, the initial step is splitting the words to tokens. After tokenization, the com-
mon stopwords are removed. Finally, the individual words are stemmed to remove
variation.

4.2 Unicode to Tab Conversion

The first step towards transliteration is changing the text format of source language
to the target language. It is also necessary in our case as the external DB to be used
in the later stages involves words represented in target language. Hence, we convert
our unicode Tamil text to their corresponding English representation. This repre-
sentation is universally accepted standard representation (Table 1).

Fig. 1 Biotransliteration procedure

Table 1 Tamil romanization scheme

Vowels Vowels Consonants Consonants
Special 
Letters

Tamil English Tamil English Tamil English Tamil English Tamil English
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4.3 Non-Tamil Word Identification

Identifying non-Tamil words from the given lot is the strenuous part in the entire
process. We have used a Tamil WordNet, assuming they contain most of the words
in Tamil dictionary. Words that are not present in the DB are considered non-Tamil.

4.4 GRAPHON-Based Indexing

GRAPHON is a combination of grapheme- and phoneme-based phonetic algorithm
that we suggest. Generally in any language, alphabetic letters are involved.
However, when Tamil alphabets are represented in English, they involve more than
one letter as they are the agglutinated form of a vowel and a consonant in most
cases. Example (ka) is an amalgamation of the consonant (k) + vowel (a).

Phoneme indexing, however, involves grouping words based on their phonetic
representation. A phonetic algorithm generally involves giving a common code for
each phoneme based on their sound and matching words with similar codes for
indexing, comparison or other purposes. The very common phonetic algorithm used
for various applications is Soundex Algorithm [14]. Soundex is a hashing system
for English that uses a code to represent a word based on their sound. Each value of
the code is given in such a way that all similar sounding words starting with the
same alphabet are given the same value, thus identifying words with similar pho-
netics. In our system, we have first grouped our words into graphemes based on
their byte code and then assigned Soundex codes to the phonemes.

4.5 Span-Based Word Matching

Now, the Soundex code for a given Tamil word is mapped onto their corresponding
English words based on the sounding similarity. For this mapping, we have created
a table with Soundex codes for all the words from English WordNet. Initially, when
all the words with same code were considered, the system produced highly noisy
results. Hence, the first level of filtration was done by confining the search to words
with acceptable length. After few trials, the length was fixed to � that Length + 5.
All the words are now saved as an Array List.

4.6 Statistical Transliteration Based on Domain Knowledge

The final step in the transliteration process is to filter out the unrelated terms from
the retrieved list. The first level was scrutiny may have been the word length. But
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that only filters noisy data. The ability to identify the correct words from the lot is
the most challenging step. For our work, since almost 90% of the words are related
to English medicines and biomedicine, we employ a biomedicine wordlist1 that has
more than 98,100 words. Hence words that are present in the dictionary are given a
score to indicate its candidacy. Note that the values are numeric and are not
Boolean, as more than one term in the list can be present in the dictionary and this
leads to clash in assigning the terms.

To overcome the problem of multiple word assignment, each word is given a
score based on its occurrence and weight-age. Weight-age here means phoneme
match score or longest common subsequence score. Every term is assigned a score
which is the length of the longest matched subsequence with the original translit-
erated word. The word with the maximum score is selected.

Let t be the term to be iterated and B be the list of terms {b1, b2,…, bn} that are
present in the biomedical dictionary. Then, the final term t′ is assigned to the term bi
which has the maximum normalized LCS value with t (Eq. 1):

t0 ¼ bi 2 BjLCSnorm t; bið Þ�LCSnorm t; bj
� �8bj 2 B

� � ð1Þ

5 Results and Discussion

5.1 Data Set

The experiment was initially started with 668 files containing Siddha Medicinal
information collected from various sources. The sources include genuine publica-
tions dating from the 1980s to details obtain from recent Web pages using Web
crawler. As suspected, the files from earlier decades did not contain any English
texts though they had certain non-Tamil (mostly Sanskrit) words. These diluted the
accuracy of the system. Hence, the data set was narrowed down to 85 files con-
taining a total of 20,344 words. Two different WordNets (Tamil and English) and
one biomedical name list were also involved in processing.

5.2 Discussion

Since the identification of the concealed English terms is the predominant task, our
discussion revolves around the steps involved in refining the search for these terms.
The identification task involves trying to locate a term in the Tamil WordNet.

1https://github.com/Glutanimate/wordlist-medicalterms-en.
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The Tamil WordNet includes 4 different tables out of which only 2 are taken into
consideration:

(i) twn—this table contains 50,497 labels or words along with their sense details
and indexes to identify their synonyms, antonyms, hypernyms, hyponyms and
troponyms. A sample tuple for entry (paTi) (to study) is shown in Fig. 2.

(ii) morphtable—this table has a collection of 434,849 words and their corre-
sponding root word. For the example (paTi), there are about 574 different
variations of the word. Some of them are shown in Fig. 3.

It is to be noted that the number of words in morphtable is more than the number
of tables in twn. This is because the morphtable has most (but not all) of the
variations of a given word. In our system, the word was initially mapped with any
of the inflated words in the morphtable. If present, its corresponding root word was
located in the twn table which connotes the fact that the word is Tamil. Note that the
identification is purely based on words present in dictionary. This procedure had 2
major difficulties. Firstly, certain commonly used English words were already
present in the dictionary. Example, the word (aakSijan) (oxygen) was
present in both the tables, hence was ignored in processing and hence adding to
false negatives (Fig. 4). Secondly, the morphtable may not contain the particular
agglutinated form of the word. This lead to the inclusion of actual Tamil words in
the retrieved non-Tamil terms, thereby increasing the false positives and hence
greatly affecting the precision of the system.

After tokenization and stemming, the first run of operation produced 5783 words
as non-Tamil terms. This was a noisy result as the words had hidden junk bytes in
them. After elimination of these bytes, the number of junks was largely reduced to
2982.

Fig. 2 Twn table entries for word ‘paTi’

Fig. 3 Morphtable entries for
word ‘paTi’
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The non-Tamil words are changed to their corresponding English representation
by Romanization. In this case, the letters are initially split based on their graphemes
denoted by their byte codes. The units are then treated as phonemes for assigning
Soundex codes. For ease of operation, the Soundex codes for all the words (203,147
words) in the English WordNet were stored priorly. Now, the Soundex for the
English and Tamil words are mapped and all the words are retrieved:

e.g. (viTTaminTi): [Vedanta, vitamin_D].

Here, the Soundex codes for all the words are V353. The related words are saved
in the form of ArrayList to avoid duplication. Few challenges were encountered
when mapping the Soundex codes.

(i) Some letters in Tamil have different sounding patterns in different places. For
example, the letter (pi) can be applied for (pired) (bread) as well as

(pirashar) (pressure). Their difference cannot be given individually.
One solution we came up with was to replace few letters in the beginning of
the word and find Soundex for them as well. Some of the words that were
replaced are b for p, c for k, o for aa, s for c, etc.

(ii) The agglutination of non-Tamil words is difficult to uncouple as the root
words are not present in the original dictionary. For example,
(kaansaraal) (due to cancer): [conger_eel, common_sorrel, censorial] did not
identify the correct word as the Soundex for (kaansar) (cancer) is
C526 and for (due to cancer) is C5264.

(iii) Since Tamil does not support acronyms, the English acronyms are identified
wrongly. One such example is Urinary Tract Infection (UTI) (yutiai)
(UTI): [youth, yodh, youth, Yeddo, Yedo, yeti, youth, yautia, youth, youth,
youth, yet, yet, yet, yet, yet, yet].

The final step in the process is to determine the final English word to the term in
question. The words in the list are checked with the medical wordlist, if present
weighted score is given based on the total number of related words retrieved. This is
to give a normalized value for all the words irrespective of the number of candidate
terms identified. Consider the following:

(aastiyooporoosiS): [osteoporosis 1].

Fig. 4 Table entries for (oxygen)
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In this case, the retrieved term is an exact match. Hence, the terms are assigned.
Consider the following case:

(miisootheeliyam): [musteline 0, mesothelium 0.5, Mazatlan 0,
Magdalena 0, magdalen 0, mesothelioma 0.5].

(miisootheeliyoomaa):[musteline 0, mesothelium 0.5, Mazatlan 0,
Magdalena 0, magdalen 0, mesothelioma 0.5].

Here, both mesothelioma and mesothelium match the term in question when
considering the Soundex code. Here, the tie is broken by matching phonemes and
assigning ranks. Hence, after matching, the results are:

(miisootheeliyam): [mesothelium—0.81, mesothelioma—0.75].
(miisootheeliyoomaa): [mesothelium—0.81, mesothelioma—

0.916].

Note that the values are normalized to balance the varying length of the words.
The statistical results are listed in Table 2. Of the 2695 words that were retrieved,
only 185 words were found to be English words. The major dip in the accuracy of
retrieval is due to the lack of agglutinated form in the morphtable. This can be
rectified by using a different stemmer, but the cost of false negative should also be
taken into consideration. The precision value was calculated to determine the
correct assigning of English words to Tamil-written entities. The recall and hence
f-measure for system are almost impossible to determine as the total number of
words to do manual checking is comparatively high.

6 Conclusion

The Tamil to English transliteration system, the first of its kind, was successfully
built and performed effectively for a small yet productive data set. Certain diffi-
culties such as agglutinated Tamil words can be resolved by applying different
stemming algorithms on tagged non-Tamil words by non-dictionary-based meth-
ods. Also to overcome the ambiguity in pronunciation and sounding pattern,
modification to the Soundex Algorithm can be made to adjust to the language in
consideration. Even without the domain wordlist, the system will perform

Table 2 Statistics of the transliteration process

Total number of words (including duplicates) 20,344

Number of non-Tamil words retrieved (including duplicates) 2,755

Number of unique non-Tamil words 1,832

Number of unique English words 185

Number of correctly transliterated words 126

Precision (TP/TP + FP) 0.681

GRAPHON Tamil to English Transliteration … 453



efficiently for data from any corpus as word length matching is also considered. The
system obtained an agreeable result for the statistical method that was used, but the
fact that it might perform better if a machine learning strategy is used is still
debatable. Experiments to extend this work to machine translation for enhancing
Information Extraction are in progress.
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Prediction of Stock Market Indices
by Artificial Neural Networks Using
Forecasting Algorithms

Snehal Jadhav, Bhagyashree Dange and Sajeeda Shikalgar

Abstract Application of artificially intelligent methods for predictions is a fairly
old area, although it is also the one in which there is always room for improvement
in performance and in consistency, given the escalating nature of information and
the varying efficacy of prediction logics. A hybrid of simple statistical methods
coupled with intelligent computing (here artificial neural networks) is most likely to
yield the closest prediction values with modest error rates. We propose to build an
analytical and predictive model for estimating the stock market indices. This model
can guide any kind of a user with or without experience in the stock market to make
profitable investments. The forecasting done is by way of three statistical algo-
rithms and an adaptive, intelligent algorithm, thus making the process fairly robust.
Training and testing the neural network will be done with two-month stock market
index values for some of the companies listed with the Bombay Stock Exchange.
A comparative result of the four algorithms is calculated, and the one with best
precision is suggested to the user with a sale/buy/hold answer.

1 Introduction

To explain very simply, a stock market is a place where companies that wish to
generate capital sell their ownerships in the form of shares and equities. People who
wish to invest in a particular company buy its stock, sell it when its price rises, thus
earning money without any labour. Brokers or dealers guide consumers to gain
maximum profits. The reason it makes share investments risky is the innate nature
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of stock prices. They are highly volatile and dynamic making it impossible for even
an experienced broker to predict its succeeding value.

Stock prices data is in a time series pattern and predicting real-time series values
is an elaborate and complex task to even artificially intelligent systems because of
its ‘random walk nature’. A lot of economic factors like demand–supply, earnings,
investors’ sentiments, expected growth cannot be quantized into a single theory or a
model that predicts flawlessly.

Human brain is the best prediction machine, and artificial neural networks are
modelled on the human neural system. ANNs can be algorithms or softwares that
study patterns and approximate functions, eventually predicting unknown variables.

Artificial neural networks can help in these predictions by recognizing patterns
in the training data. The choice of model, learning algorithms, hyperparameters and
cost functions contributes greatly towards making most accurate predictions and
robust systems [2]. Experimenting with just enough amount and variety of data also
decides the precision of the predicting network.

2 Literature Survey

Empirical studies carried out and as published by Sabaithip Boonpeng and Piyasak
Jeatrakul in their paper ‘Decision Support System for Investing in Stock Market by
using OAA-Neural Network’ have studied the use of several multi-class classifi-
cation techniques using neural networks [3]. The multi-binary classification
experiments using one-against-one (OAO) and one-against-all (OAA) are con-
ducted on the historical stock data of Thailand stock exchange and further com-
pared with traditional NN systems. The authors have calculated the accuracy of
each of these models in different classes. Conclusively, the results show that
OAA-NN outperforms OAO-NN and the multi-class classification using a single
NN.

Meryem Ouahilal, Mohammed El Mohajir, Mohamed Chahhou, Badr Eddine El
Mohajir Murugan in their paper ‘A Comparative Study of Predictive Algorithms for
Business Analytics and Decision Support systems: Finance as a Case Study’ carried
out extensive predictive experiments on L’Oréal financial data set [4]. They have
analysed the performance of three different algorithms: multiple linear regression,
support vector regression and decision tree regression. The results obtained showed
the superiority of SVR model over MLR and DTR models.

3 Artificial Neural Network Architecture

Computational systems that have a linear path of execution also called as proce-
dural computational systems follow a sequence of steps to eventually reach an end
state or output. A real neural network being a manifestation of such a computational
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system is also additionally tethered to what are called the nodes (neurons). This
non-sequential and linked architecture results in collateral and collaborative pro-
cessing of information. A network of artificially intelligent neurons may contain a
few hundred to millions of these units. Hierarchically, the network may contain an
input, an output and a variable number of hidden layers. The input layer is an
interface to the outside world information and transfers this received information to
the inner layers. The inner layers decide the behaviour of the network from what it
has learned. A wholly linked neural network will have each of the units connected
to every other unit in every layer. Every unit has two natural behaviours to excite or
to suppress another linked neuron. The link between these units called a ‘weight’ is
a number that depicts one of these behaviours: positive for exciting and negative for
suppressing. Weight is directly proportional to a unit’s influence. This working is a
simulation of how actual brain cells activate each other over synapses.

3.1 Algorithm

The neural networks are broadly classified into feed-forward and feed-backward
networks. A non-recurrent network, which contains inputs, outputs and hidden
layers, is called the feed-forward network. The signals are allowed to travel in only
one direction. Input data is passed onto a layer of processing elements where the
calculations are performed. Each processing element makes a computation based
upon the weighted sum of the inputs. The newly calculated values thus become the
new input values, which feed the next layer. This process continues until it has
passed through all the layers and the final output has been decided. The output of a
neuron in the output layer can be quantified by a threshold function. Perception
(linear and nonlinear) and radial basis function networks are also integral part of the
feed-forward networks.

Feed-backward networks have only feed-backward paths. This means that they
can have signals travelling in both directions using loops. Neurons can have all
possible connections. Due to the presence of loops, a feed-back network becomes a
nonlinear dynamic system, which changes until a state of equilibrium is reached.
Associative memories and optimization problems can be best solved by the
feed-back network, where the networks search for the best possible arrangement of
interconnected factors (Fig. 1).

4 Methodology

A hybrid approach to financial time series prediction was observed to have better
prediction, and hence, we have adopted an ensemble of statistical and artificially
intelligent methods. The statistical algorithms capture the fundamental analysis of
the historic data, while the ANN analyses the data technically. Both the methods
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have been known to yield almost accurate results under different circumstances. An
integration of the two distinct techniques into a single technological model
encapsulates most of the approaches known for prediction of stock markets.

Indian stock market unlike other international markets is affected by factors other
than economic, for example, festivals. The market makes exception on days like
Diwali in terms of working hours. We have tried to capture this effect by taking two
data sets for a user-selected date prediction: (1) stock market data for the preceding
30 days from the selected date of the current year and, (2) stock market data for the
same period in the preceding year. This means a cumulative data of two months.
Data for the same period from two different years essentially guarantees more
varied input to the neural network that embodies all possible economic fluctuations
while avoiding overfitting.

5 The Workflow

The Yahoo API is a part of Yahoo’s finance Web services that provide us with
real-time stock market data from BSE and NSE. Every time the system is logged
into and has an active Internet connection, and this data is stored into a database and
further used to train the neural network for every new prediction request. To keep
the delay here in loading data fairly minimum, we store data for two months only.

Source 1 Source 2

Output 1 Output 2

Flow 
of 
Data

Hidden Layers

Input Layer

Output Layer

Fig. 1 ANN architecture
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Month-wise prediction

The user is given a date choice to check predictions; it is possible to view the
prediction results and analysis for all the available working days of the month
selected.

Day-wise prediction

Every time the user selects a date and an algorithm, and the closing and adjusted
closing values for the day are predicted along with a graphical trend of that stock
(Fig. 2).

START

APPLICATION FETCHES THE STOCK PORTFOLIO DATA

CONNECTED WITH 
YAHOO API

USER STARTS ANALYSIS

DISPLAYS ERROR 
MESSAGE

SELECT ALGORITHM 
FOR PREDICTION

SHOW DAILY PREDICTION

SHOW ALGORITHM WISE PREDICTION

GIVE DECISION
END

END

Fig. 2 Workflow chart explains the prediction phases from data acquisition to analysis and result
display
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6 Training and Calculating

The four algorithms used: moving averages algorithm, forecasting algorithm,
regression algorithm and a neural network algorithm. The first three being static
algorithms normalize and mathematically process the two-month data fed to the
network and arrive on an output value.

6.1 How the Neural Network Algorithm Works

See Table 1.

7 Result and Performance Analysis

The data set of the Bombay Stock Exchange for approximately two months has
been used in doing this experiment. Out of this multi-columnar data that is fetched
online every time Internet connection is provided, five major attributes are used for

Table 1 NN algorithm steps

Step 1: Get the stock data training set. Two-month data through a yahoo API.

Step 2: Calculate the linear regression factor on the stock closing value
LRFactor = (RFactor/y.Length) * 100.0
RFactor = RFactor + Math.abs(diff/y[j])
diff = y[j] − (aX + bX * x[j])
bX = sum1/sum2
aX = ym – bX * xm
Here y[j] = stock closing value set.

Step 3: Then subtract the linear regression from the set
ytemp = LR.SubtractLinearRegression(null,ytemp)
Here ytemp is the copy of the original set

Step 4: Applying fourier transform
interval1 = fa.transform(ytemp)

Step 5: After processing the data, normalize it by dividing by a constant value.

Step 6: Create a new multi-layer perceptron with specified number of neurons in layers.
MultiLayerPerceptron(TransferFunctionType transferFunctionType, int ….
neuronsInLayers)

Step 7: Provide implementation of specific neural network algorithm
MomentumbackpropogationLearningrule((MomentumBackPropogation) neuralNet.
getLearningRule())

Step 8: Set learning algorithm for this network
public void setLearningRule(L learningRule)

Step 9: Perform calculation on the whole network
public Calculate()

Step 10: Return network output vector public double[] getOutput() here Output vector is an array
collection of double value.
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the prediction process that is carried out by the four algorithms as mentioned in
above sections.

Those are as mentioned:

• Sopen
• Shigh
• Slow
• Sclose
• Sadjclose

where

Sopen opening price of company stocks for the day.
Shigh highest price of company stocks for the day.
Slow lowest price of company stocks for the day.
Sclose closing price of company stocks for the day.
Sadjclose is the normalization value which is adjacent to the closing value.

This is how the data set of the companies looks like, accumulating additional
three attributes called sdate, svolume and symid which store date of storage,
quantity of stocks and the symbol identifier of company, respectively. The table
deposits actual stock values which are used by algorithms to perform mathematical
calculation to generate next day’s opening price and to predict whether to sell/hold/
buy the stock (Fig. 3).

Fig. 3 Snapshot of database table
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In the equation given below, Ai is the actual value in the data fed to the algo-
rithms, whereas Pt is the result value or the predicted value for the same day’s
opening prices of the particular company’s stock and is the mean value of the actual
values. Mean square error is the value showing the error rate or we call it as
efficiency of the algorithms. Calculation of efficiency is based on comparing the
actual output and the predicted output of the algorithm. Efficiency is calculated
every time the algorithm runs.

Mean Square Error ¼
PN1

i¼1 Ai� Ptð Þ2
PN1

i¼1 Ai� �At
� �2

Mean square error is the value showing the error rate or we call it as efficiency of
the algorithms. Calculation of efficiency is based on comparing the actual output
and the predicted output of the algorithm. Efficiency is calculated every time the
algorithm runs.

Efficiency of each algorithm varies according to the variation in data which is
shown in Fig. 4. Out of four algorithms, the one which is intelligent (adaptive to
situation) named neural network algorithm has the highest efficiency (in case of ups
and downs in the stock indices). Other three, the statistical ones perform well in
case when parameters have stable graph, i.e. when stock indices are not discrete
(thus the system is hybrid in a way combining statistical and adaptive approaches).
Approximately, efficiency values are as stated below:

• Regression algorithm is 37%,
• Moving averages is 41%,
• Forecasting is 38% and
• Neural network is 47%.

Figure 5 is the example showing performance graph of the algorithms in case of
particularly selected company. It depicts comparison of results produced by algo-
rithm and the actual value which was supposed to be generated. Whenever both
these values match, efficiency rises.

Fig. 4 Prediction graph
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8 Conclusion

A lot of predicting softwares are constantly developed but generally employ a
single approach. Having trained a neural network with optimal amount of data, we
thus find the combinative approach of all the four algorithms best suited to cover all
possible market fluctuations and predict with maximum efficiency. Our proposed
Web-based application has a user-friendly interface with stock updates and has very
minimal latency.
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Enhanced Prediction Model for Customer
Churn in Telecommunication Using
EMOTE

S. Babu and N.R. Ananthanarayanan

Abstract Customer churn is the term that refers to the customers who are in threat to
leave the company. A growing number of such customers are becoming critical for the
telecommunication sector, and the telecom sector is also in situation to retain them to
avoid the revenue loss. Prediction of such behavior is very essential for the telecom
sector, and classifiers proved to be the most effective one for the same.
A well-balanced data set is a vital resource for the classifiers to yield the best pre-
diction. All existing classifiers tend to perform poorly on imbalanced data set. An
imbalanced data set is the one, where the classification attribute is not evenly dis-
tributed. Like the other real-time applications, the telecommunication churn application
also has the class imbalance problem. So it is extremely vital to go for fine-balanced
data set for classification. In this paper, an empirical method enhanced classifier for
telecommunication churn analysis model (EC_for_TELECAM) using enhanced
minority oversampling technique (EMOTE) has been proposed to improve the per-
formance of the classifier for customer churn analysis in telecom data set. To evaluate
the proposed method, experiments were done with various data sets. The experimental
study shows that the proposed method is able to produce well-balanced data set to
improve the performance of the classifier and to produce the best prediction model.

Keywords Telecommunication � Customer churn � Classifier
Imbalanced data set � Oversampling

1 Introduction

The telecom services are accepted all over the world as an important source of
socioeconomic growth for a nation. Particularly, the Indian telecom has attained a
phenomenal growth during the last few years and is expected to take a positive
growth in the future also. This rapid growth is possible due to the different positive
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and proactive decisions of the government and the contribution of both by the
private sector and the public. Due to the increasing competition, telecom sectors are
facing the issue of customer churn. Customer churn is the term that refers to the
customers who are in risk of leaving the company. Churn is a very critical issue in
telecom because of its association with loss of revenue and the high cost of
attracting the new customers. Prediction of such behavior is very essential for the
telecom sector, and classifiers proved to be the effective one for the same.

Classification is widely accepted data mining technique for mining the data and
predict about the future. By building the pertinent classifier, it is able to predict well
about which class the new instance is [1]. In general, classifiers presume that the data
set instances are uniformly distributed among different classes. The classifier is able
to perform better on the data set whose distribution among the class is even but poor
on the imbalanced data set. On the contrary, the real-world data sets are imbalanced
among the distribution of the class attribute. The issue of class imbalance arises
when there are many more instances in one class (majority class) and very less
instances in another class (minority class) in the training data set. The performance
of the classifiers built based on such imbalanced data set was extremely good at
majority class but very poor on minority class [2]. Conversely, in many of the real
cases, the most essential one for the prediction are minority class instances.

2 Related Work

As the churn is a critical issue in telecom, recent researchers showed more interest
in churn analysis in telecom and proposed several methods to predict the same not
by considering imbalance issue. The classifiers may lead to perform poorly on the
imbalanced data set. To obtain the best prediction system, the imbalance problem
needs to be resolved.

Ionut Brandusoiu, Gavril Toderean have proposed a churn prediction model
using support vector machine learning algorithm with four kernel functions, namely
RBF, LIN, PO, and SIG [3]. The churn data set is considered for experiments and
results analyzed in technical and practical point of view. From the analysis, it is
proved that the prediction model that employs with polynomial kernel function
performs best. But in a practical point of view, the other three models like LIN,
POL, and RBF perform best in the prediction of churn.

Nitesh V. Chawla has proposed the technique called synthetic minority over-
sampling technique (SMOTE) [4]. In the proposed work, oversampling was used
for minority class and under-sampling was used for majority class for balancing the
data set. For oversampling, the samples of minority class are populated by creating
artificial synthetic examples instead of replicating the real data. Based on the
required amount of oversampling, five nearest neighbors using k-NN algorithm are
taken randomly. From which two are chosen and the new instance was created in
the direction of each. To analyze the performance, various data sets and the clas-
sifiers like C4.5, naive Bayes, and ripper are used. The obtained results prove that
the proposed method performed well than the other re-sampling techniques.
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Maisarah Zorkeflee has presented a new under-sampling method which is a
combination of fuzzy distance-based under-sampling (FDUS) and SMOTE [5]. The
process divides data set into two classes, namely majority (Ai) and minority
(Bi) class. Using FDUS method re-sampling data set is repeated to produce the
balanced data set. During the process, SMOTE is used to balance the data set if Ai
becomes lesser than Bi. F-measure and G-mean are the measures used to analyze
the performance of FDUS+SMOTE using the data set Pima, Haberman, and Bupa.
The result of the analysis shows that the proposed method performed best on
balancing the data set than the other techniques.

Piazza Jeatrakul has introduced a model by combining both the SMOTE and
the complementary neural network (CMTNN) [6]. In the proposed method for
under-sampling, CMTNN is applied and, for oversampling, SMOTE is applied. By
combining these two methods, four techniques are developed to deal with imbal-
ance problem. German, Pima, Spect, and Haberman’s are the data sets considered
for evaluation. To evaluate the proposed balanced data set, classifiers ANN, SVM,
and k-NN are executed on the same. The comparison result of the measures like
G-mean and AUC suggests that proposed method performs well.

3 Proposed Work

In the imbalanced data set, classifiers do not give high level of priority in classi-
fying minority class instances. While constructing the tree also, the minority class
instances are treated in the lower branches of the tree, and such a treatment may
lead to the increase of the misclassification rate in the minority class instances.
Ultimately, the sensitivity becomes very poor and the overall performance too. So,
classifiers need to give more importance for the minority class instances also. With
the above brief description, the proposed work is designed as follows:
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An enhanced model EC_for_TELECAM is proposed with the main motivation to
improve the classification accuracy of the classifier. The core idea behind the pro-
posed model is that fine-tuning the misclassified instances into correctly classified
instances using their nearest neighbors. The flow starts first by improving the sensi-
tivity (true-positive rate) by calling the procedure EMOTE through which decision
rule for true class is extracted. Then by calling EMOTE, the specificity (false-positive
part) of the data set is also improved, bywhich decision rule for false class is extracted.
Then to improve the overall performance of the classifier, the new classification rule is
framed using the extracted decision rules of true and false classes.
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The flow of the procedure EMOTE begins by obtaining the imbalanced data set
(Ai) as input data set. In addition to this, the procedure also takes two additional
parameters, namely number of nearest neighbors (k) for k-NN processing and class
label (c) to define about, for which class (true of sensitivity or false for specificity)
the data set has to be balanced to enhance the classification accuracy of the clas-
sifier. By setting the class attribute, the classifier is built on the imbalanced data set.

As a primary step, various performance measures like overall accuracy, sensi-
tivity (true-positive rate) and specificity (false-positive rate) are computed from the
results of the classifier. If the accuracy of the required class label (C) is not optimal
then the actual data set (Ai) is partitioned into two different data sets, namely data set
(CCi) with correctly classified instances and data set (Mi) with misclassified
instances. As the secondary step, the instance from the misclassified instances
(Mi) whose class label identical to c (true or false given through a parameter) is
considered for tuning. To fine-tune the selected misclassified instance into correctly
classified instances, the nearest neighbors of the misclassified instance from the
correctly classified instances are retrieved. Then the selected misclassified instance
and its equivalent (based on class label) nearest neighbors which as identical class
labels are populated on the actual data set (Ai). The above step is repeated for each
misclassified instance whose class label belongs to c. As a final step with the
enhanced data set, the classifier is rebuilt, and the above said primary and secondary
steps are repeated till the optimal accuracy is attained on the class label denoted by c.

4 Results and Discussion

To evaluate the performance of proposed work, the C# application has been
developed. WEKA [7] is used for data mining process. To utilize the classes of
WEKA in the C# code, the source file WEKA.jar is transformed to WEKA.dll using
IKVM [8]. Classifier C4.5 is used in the developed code to build the classification
model. Different data sets, namely yeast, adult, phoneme, thoracic surgery, churn
from the UCI machine leaning repository, and oil spill data given by Kubat [9], are
used to test the performance of the classifier.

As part of the work is pertained with descriptive research, the primary data were
collected. Survey method was adopted using the structured questionnaire for the
collection of primary data. The attributes of the questionnaire are defined with
5-point scale. In India, Tamil Nadu was the second largest in mobile subscription,
so the same was selected as a sampling framework for this study. Totally 235
samples were collected and considered for processing.

To test the efficiency of the proposed method, different types of test have been
carried out. They are,

1. Performance evaluation of the proposed model using C4.5 on various data sets.
2. Performance evaluation of the proposed model using various classifiers on the

thoracic surgery data set.
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3. ROC analysis of the proposed model using various classifiers on churn telecom
data set.

4. Evaluation of the churn prediction model defined using the proposed work.

4.1 Evaluation of Proposed Model Using C4.5

To assess the proposed method, the classifier C4.5 was executed on the imbalanced
actual data set using WEKA. From the results of the classifier, various performance
measures are calculated. To balance the actual data set, the proposed model was
executed on the actual data set. After balancing, the classifier is executed yet again
on the balanced data set. The calculated values of both executions on various data
sets are recorded and presented in Table 1.

The obtained experimental result given in Table 1 reveals that the performance
of the classifier C4.5 on the actual data set is not fine on the prediction of true
(sensitivity) class and fine on the prediction of false (specificity) class. However, the
classifier is able to perform well in both the classes in the data set which is produced
by EMOTE. This is because the proposed method fine-tune the misclassified
instance into correctly classified instance by replicating the nearest neighbors.

4.2 Evaluation of Proposed Model Using Various Classifiers

In contrast to the comparison mentioned above, various classifiers like NB tree,
random forest, simple cart, k-NN, and multi-layer perceptron (MLP) are executed

Table 1 Performance comparison of proposed method on various data sets

Measures Data sets

Churn
telecom

Yeast Adult Oil spill Phoneme

Sensitivity Actual 30.3 47.44 63.56 31.71 79

Proposed 96.97 95.81 99.23 95.12 99.24
Specificity Actual 99.62 86.07 93.32 97.43 90.36

Proposed 99.91 97.91 99.73 99.48 99.53
Overall
accuracy

Actual 97.72 74.88 86.15 94.56 87.03

Proposed 99.83 97.31 99.61 99.57 99.44
G-mean Actual 54.94 63.9 77.01 55.58 84.49

Proposed 98.43 96.86 99.48 97.52 99.39
F-measure Actual 42.11 52.24 68.85 33.77 78.14

Proposed 96.97 95.37 99.2 95.12 99.06
AUC Actual 0.8461 0.8571 0.8872 0.5146 0.8992

Proposed 0.9988 0.9763 0.9773 0.9999 0.9858
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on the actual thoracic surgery data set. The results of the experiments are recorded
and found not fair. To enhance the performance of the classifier, the proposed
model was executed on the actual data set to balance the same. After balancing, the
classifiers stated above are again executed on the balanced data set. The results of
the executions are presented in Table 2.

The results of the experiments confirm that all the classifiers are able to prove
their efficiency only on the majority classes but fail to prove in minority classes on
actual data set. The results as well reveal that the proposed model is an efficient one
to solve such an issue. In specific, the performance of simple cart is very poor when
compared to other classifiers on minority class. Still simple cart proves that the
proposed model balances the data set in a better manner to enhance the performance
of the classifier.

4.3 Roc Analysis of the Proposed Model

The receiver operating characteristic (ROC) curves are the graphical approach for
summarizing and displaying the performance trade-offs between true-positive and
false-positive error rates of the classifiers [10]. In the ROC curve, the y-axis indi-
cates the sensitivity (true-positive rate) and x-axis indicates the specificity
(false-positive rate). The point (0, 1) in the ROC curve would be the ideal point, i.e.,
it represents that all positive instances are correctly classified as positive and no
negative classes are incorrectly classified as positive. In an ROC curve, the fol-
lowing are the various important points: (0, 0)—states all as a negative class, (1, 1)
—states all as a positive class, (0, 1)—ideal.

Table 2 Performance comparison of proposed method on various classifiers

Measures Classifiers

NB tree Random
forest

Simple
cart

k-NN MLP

Sensitivity Actual 4.23 9.86 2.82 5.63 16.9

Proposed 90.29 100 99.03 97.09 98.06
Specificity Actual 96.25 93.75 92.5 94.5 89.5

Proposed 99.75 100 98.5 96.5 99.25
Overall
accuracy

Actual 82.38 81.1 78.98 81.1 78.56

Proposed 96.53 100 98.84 96.7 98.84
G-mean Actual 20.17 30.4 16.14 23.07 38.89

Proposed 94.9 100 98.89 96.79 98.65
F-measure Actual 6.74 13.59 3.88 8.25 19.2

Proposed 94.66 100 98.31 95.24 98.3
AUC Actual 0.5773 0.6536 0.4937 0.561 0.5901

Proposed 0.9682 1 0.988 0.9423 0.974
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The ROC curves depicted in Fig. 1 are defined using various classifiers like
random forest, naïve Bayes, ADA boost, k-NN, and SVM as a base classifier on
churn telecom data set. Initially, curves created by executing classifiers on the
actual data set and next on the data set, which is balanced by the proposed model.
The depicted ROC curves indicate that the performance of the classifier has huge
variance between the actual imbalanced and the proposed balanced data set. This
shows that the number of positive correctly classified instances is less and the
number of negative incorrectly classified instances is high on the actual imbalanced
data set. However, after balancing by proposed method, the classifiers are able to
improve the result by attaining very few misclassifications on both positive and
negative instances. The steep of the curve toward the point (0, 1) on the proposed
method proves the same. This is the significant evidence to prove that the proposed
model significantly enhances the performance of the classifier.

4.4 Evaluation of Proposed Churn Prediction Model

To define the enhanced churn prediction model, the primary data set is collected
through questionnaire (235 instance: 89 True-class instances and 146 false-class
instances) are considered. In order to extract the prediction rule, the proposed
method EC_for_TELECAM was executed on the data set. The method primarily
improves the true-positive rate (sensitivity) of the data set and extracts rule for true
class. As a secondary step, false-positive rate (specificity) of the data set was
improved, and the rule for false class is extracted. The prediction rule for the churn
predicting system was framed using the rules extracted from primary and secondary
step. To check the consistency of the defined predicting system, the cross-validation
has been carried out with the actual data set. The results of the predicting system

Steep of Curve

Fig. 1 ROC comparison of proposed method on various classifiers
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have obtained predictive accuracy of 97.55%, which is high about 18.35% than
actual, and the error rate is 2.45%. In addition, it also has the true-positive rate
(sensitivity) as 94.92% and false-positive rate (specificity) as 98.93%.

The statistical test is the most effective one to prove the significance of the model
over the data. In this view, the statistical test is focused to analyze whether the
prediction rules of the predicting system have significant over the predicting class
variable or not. Discriminant function analysis is useful to deal with such an
analysis. It is a statistical test to predict the dependent variable through the inde-
pendent variable. It is also useful in finding whether a set of variable is effective in
the prediction of the dependent variable or not [11]. The discriminant function
looks like the following:

fkm ¼ u0 þ u1X1km þ u2X2km þ � � � þ upXpkm ð1Þ

There are three important variables in the discriminant factor analysis for ana-
lyzing the significance of the rule. They are eigen value, canonical correlation, and
Wilk’s lambda value. To investigate the significance of the prediction rules, the null
hypothesis is tested using discriminant function analysis.

Ho: The variables involved in the prediction rule have no significance over the
dependent variable.

To perform the test, the instances are filtered based on prediction rule and the
variables that involved in this rule are tested against the filtered instances. The
process is repeated on the randomly selected rules, and the results of the test are
presented in Table 3.

The values of Table 3 shows that the eigenvalues of all the rules except the last
two are >1, the canonical correlation rc > 0.35, and Wilks lambda values are all less
values (<0.7). The above values indicate that the rules are a good fit to the predictor.
In addition to this, p-value <0.005, hence the null hypothesis Ho is rejected. This
proves that the variables involved in the prediction rule are statistically significant
to the dependent variable. As a summary, it is proved that the proposed method is
able to define a best predicting system for customer churn in telecommunication.

Table 3 Results obtained from the discriminant factor analysis of decision rule

Eigen values Wilks’ lambda

Function Eigen value Canonical correlation Wilks’ lambda Chi-square Sig.

1 1.810 0.803 0.356 12.914 0.005

1 1.008 0.709 0.498 27.196 0.000

1 3.000 0.866 0.250 4.852 0.028

1 1.585 0.783 0.387 25.645 0.000

1 0.600 0.612 0.625 12.455 0.006

1 0.591 0.609 0.629 18.804 0.000
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5 Conclusion

The issues with imbalanced data set are inherent when used in the process of
classification. It impacts the overall performance of the classifier. Many earlier
studies focused on various approaches to improve the performance of the classifiers,
not by considering the imbalance issues. Hence, the classifiers are not able to shine
on the prediction of minority class instances. In this study, an enhanced model
EC_for_TELECAM is proposed to handle the issue of imbalance in the data set.
To evaluate the proposed method, various data sets are considered. The experi-
mental results show that the proposed method well balances the data set by which it
also improves the performance of the classifier. Hence, it is concluded that the role
of the nearest neighbors of the misclassified instances is more vital in tuning
misclassified instances into correctly classified instances. It is also concluded that
the proposed method is more precious in such a data set where uniform distribution
over the class attributes is not present. In order to define the prediction model for
customer churn, the primary data which is collected through questionnaire was used
on the proposed method. To test the significance of the rules involved in the
prediction model statistically, Discriminant factor analysis using SPSS is carried
out. The results of the test show that the rules of the prediction model are most
significant with the related attributes. As a summary, the results of the experiments
show that the proposed method EC_for_TELECAM outperformed and defined the
best predicting system for customer churn. Through the predicting system, it has
been concluded that billing, offers, accessibility, mobile number portability (MNP),
and tariff plan are the most significant factors which influence the customer churn in
telecommunication. Through this work, it is also suggested that these five factors
are more valuable factors which needs to be focused more by the service providers
in order to reduce the customer churn rate over the telecom industry.
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An Inter-Test Cube Bit Stream
Connectivity-Optimized X-Filling
Approach Aiming Shift Power Reduction

Sanjoy Mitra and Debaprasad Das

Abstract Transitions in scan cells bear much impact on the power consumption in
scan-based VLSI test systems. X-filling approaches aim to fill don’t care bits of test
cube by typically assigning binary values (i.e. either 1s or 0s) in such a way that the
mean switching activity gets lessened. We propose here a new X-filling approach
named as bit stream connectivity optimization-based X-filling technique, called
BSCO—a technique to decrease average shift-in transitions crop up during
scan-based testing. In our approach, we have not only considered the shift-in
switching activity specific to test vectors but also minimized inter-test cube
switching activity by applying BSCO approach. The experimental outcomes
attained from the benchmark ISCAS’89 clearly shows that the method is effective
for reducing average transitions during scan shift operation.

Keywords BSCO � X-filling � X-bit � Switching activity � Shift power

1 Introduction

Like other testing schemes, scan-based testing also dissipates power at a higher
extent in comparison with normal mode operation [1, 2]. This causes the following
difficulties that peril the reliability of the circuits under test (CUTs).
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1. Thermal weight rises with the increase in mean power consumption and owing
to its potential to cause structural harm to the silicon chip; this mean power
consumption is needed to be moved away from the CUT.

2. Owing to shrinking of functional power, the test power keeps increasing, and
their gap has become spacious from about 2X to 5X [1].

3. Excessive voltage drop occurring from disproportionate peak power dissipation
may result in faulty data transfer during testing, especially during capture stage
of at-speed testing; hence, the testing process becomes nullified and unneeded
test yields loss [1, 3, 4] occurs.

A shift register is formed by functional linking of flip-flops in scan mode of
testing. Three prime operating modes of scan-based testing are shift mode, capture
mode and normal mode. During functional mode or normal mode, test signals are
made ‘OFF’ and this enables the circuit to operate in its actual configuration.
Capture and shift modes together are known as test mode. Scan flip-flops are
toggled at a larger extent during test mode which causes switching activity raise in
contrast to normal functional mode.

Here, we put forward a novel BSCO-based X-filling method to drop down
shift-in switching in scan tests. In this approach, only shift power is taken into
account for switching activity reduction. Consumption of capture power occurs at
the last part of the edge of capture cycle for a period of CUTs-rated clock duration
[5]. The flip-flops are scanned-in with bit stream data during shift operation. The
shift operation during scan-based testing triggers significant raise in switching
activity and hence considered as the important cause of power dissipation [6]. This
proposal suggests a unique X-bit filling method to cut down average shift power
consumption by lowering the shift-in transitions of the applied test cube. Here, test
relaxation is applied to figure out non-essential bits in the input vector.

2 Overview of Prior Work on Low-Power Testing

Alterations are made to the circuit under test (CUT) for test power optimization, and
this was researched by quite a lot of research groups, and their works include scan
enable-disabling [7], virtual circuit partitioning [8], combinational logic division
[9–15], toggling suppression through circuitry insertion [16, 17] or scan chain
segmentation, power optimization for built-in self-test (BIST) application [18–20]
and clock gating [21]. Although above approaches are quite useful in reducing test
power, they are DFT cost-expansive and inconvenient for customary IC design and
test flow. The gating scan architecture suggested in [22] reduces average power and
also decreases peak capture transitions. The said method lowers average power by
28.17% when compared with usual scan architecture devoid of clock gating.

Usually, the X-filling techniques perform the job of filling unspecified (X) bits
present in test vector with suitable binary values in such a way so that excessive
switching activity during testing gets lessened. A much cited shift power reduction
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technique, adjacent filling [23], suffers from capture power violation. Besides this,
MTR-fill [24], MT-fill [25], also aims to reduce shift power. MTR-fill is basically a
combination of random filling and fill-adjacent techniques. In the random fill, don’t
care bits are filled up arbitrarily with 0s or 1s. In case of LC-filling [26] method,
filling of X-bits is steered by the effect of filling individual don’t care bits by ‘0’ or
‘1’. The influence of every unspecified bits on the capture and shift power is
considered, and accordingly, don’t care bits are filled [27]. The sequence of filling
these unspecified bits contributes to power reduction percentage. In this context, the
prime challenge lies in the selection of target X-bit and further on the selection of a
suitable value to be filled in the opted target bit position.

3 Proposed Technique of X-Filling

Here, we describe the proposed bit stream connectivity optimization-based X-filling
technique, called BSCO—a X-filling technique aiming reduction in average shift
power. Our focal concern is to lower transitions in test cubes during shift operation
in order to optimize test power. In our approach, significant reduction in shift power
is achieved by filling unspecified bits in the test cubes in such a way that starting bit
stream and ending bit stream of each test cube (vector) are maximized in order to
establish homogeneous bit connectivity to the maximized starting or ending bit
stream of another test cube. Initially, starting and ending bit stream maximization
corresponding to each test vector may be achieved with the following simple X-bit
filling heuristic.

Firstly, in a test cube, fill all the don’t care bits with the value of the left nearest
care bit.

After filling in such fashion, if any X-bit still remains to fill, then fill this with the
closest care bit on the right part of the cube.

Thus, the transition among successive bits will be lessened from the intra-vector
perspective and also inter-vector perspective. The majority of the research work in
this domain is focused towards filling X-bits to reduce intra-vector transition
activity resulting in shift power reduction (Fig. 1).

The shift-in transitions are measured by means of a weighted transition metric
(WTM) [28] which is shown in Eq. 1. Assuming scan vector Tk ¼
Tk;1; Tk;2; Tk;3; Tk;l with Tk;1 scanned-in before Tk;2, etc., and scan chain length to be
l. The WTM for the scan-in test vector Tk can be expressed by

WTMk ¼
Xl�1

i¼1

ðl� iÞ Tk;i � Tk;iþ 1
� �

: ð1Þ
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Scan-in average shift power, Pave corresponding to a test set
TD ¼ T 1; T2; T3; . . .Tnf g, can be estimated as follows:

Pave ¼
Pm

k¼1

Pl�1
i¼1 ðl� iÞ ðTk;i � Tk;iþ 1Þ

n
ð2Þ

In our approach, our objective is not limited to only reducing average power by
reducing shift power consumption of each test cube (vectors). We have also

Fully Specified Test Set

Random Filling

Dynamically Compacted Test Cubes

Test Relaxation

Test Cubes

Filling Heuristics 

Completely Specified Test Set 

Test Power Evaluation

Test-Functional Power
Equivalence Checking

Functional Power 
Constraints 

End 

Complete 

Incomplete 

Fig. 1 Power-aware test pattern generation flow
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emphasized to drop down the switching activity arising out of different vector shift
into the scan chain by using bit stream connectivity optimization (BSCO). We
explain the BSCO approach with the following example.

In Fig. 2, V1, V2, V3, V4 initially represent incompletely specified test cubes
generated after test relaxation process. These cubes (vectors) comprise don’t care
(X) bits along with other care bits. In the second stage of this figure, X-bits are filled
up using our proposed method in such a manner that the end stream bit sequence
and start stream bit sequence are optimized. In the final stage of the above figure,
BSCO technique is applied among all the test vectors belonging to a test set (i.e. in
this figure it is 4) in order to optimize inter-vector homogeneous bit stream length,
and in this figure, it is shown as homogeneous bit stream of 1s for stream length
‘11’ and homogeneous bit stream of 0s for stream length ‘22’.

V
V1 0 0 X X X X X X X 1
V2 X 1 X X X X X 0 X X 
V3 0 0 0 X 0 0 1 X X X
V4 X 0 X X X X X X X X 

V
V1 0 0 0 0 0 0 0 0 0 1 
V2 1 1 1 1 1 1 1 0 0 0
V3 0 0 0 0 0 0 1 1 1 1 
V4 0 0 0 0 0 0 0 0 0 0

V
V3 0 0 0 0 0 0 1 1 1 1
V2 1 1 1 1 1 1 1 0 0 0 
V4 0 0 0 0 0 0 0 0 0 0
V1 0 0 0 0 0 0 0 0 0 1 

X bit Filling

BSCO Technique

Fig. 2 Resultant test vector
matrix
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3.1 The Bit Stream Connectivity Optimization (BSCO)
Technique

The novel bit stream connectivity optimization technique is put forwarded here to
find the optimum chain of homogeneous bits from different scan vectors. This
optimization helps to reduce inter-vector switching activity to a great extent. One
initial data structure in the tabular form is given in Table 1 for further computation
in BSCO.

3.2 Experimental Set-Up

As mentioned in previous sections that the tools used are Design Compiler and
Synopsys TetraMAX ATPG [29] tool. Synopsys TetraMAX was applied for getting
relaxed test set. Experiments were conducted on ISCAS’89 [30] for verifying the
efficacy of novel BSCO X-filling method. The algorithm is programmed in C and
GCC v 3.4.5 is used for compilation. The trials are done in core i3 machine having
3.2 GHz processor speed and 4 GB primary memory. Weighted transition metric
(WTM) is utilized to compute shift power as depicted in Eq. 2.

4 Experimental Observation

In Table 2, a set of ISCAS’89 benchmarks on which experiment was conducted is
described. Here, the basic circuit information like the number of gates that are
equivalent within the circuit, ‘scan cell quantity’ and fault coverage is described.
The findings on shift transitions from BSCO fill algorithm are recorded in Table 3.

Table 1 Bit stream vector table

Fully specified test vector Starting bit stream Ending bit stream

Prefix Length Code Prefix Length Code

0000000001 0 9 09 1 1 11

1111111000 1 7 17 0 3 03

0000001111 0 6 06 1 4 14

0000000000 0 10 010 0 10 010
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Table 2 Experimented benchmark circuit details

S. No. ISCAS’89
benchmark

No. of
gates

No. of scanned
flip-flops

Fault coverage
(%)

01 s27 30 3 100

02 s349 154 15 100

03 s420 142 16 100

04 s510 227 6 100

05 s713 235 19 100

06 s838 279 32 100

07 s1196 529 18 100

08 s1238 508 18 98.2

09 s1423 657 74 100

10 s1488 653 6 88

11 s5378 2836 179 100

12 s9234 5597 228 100

13 s13207 7479 638 99.1

14 s15850 9775 534 100

Table 3 Average shift-in switching comparison

S. No. Benchmark
circuit

Average shift-in switching

0 fill 1 fill Adjacent-fill
[10]

Random
fill

Proposed
method

01 s27 1.40 1.45 0.89 1.80 1.14

02 s349 5.72 5.89 4.31 6.87 5.35

03 s420 3.83 3.77 3.36 5.41 3.32

04 s510 2.84 2.89 2.82 2.94 2.91

05 s713 6.10 5.53 5.78 8.63 5.51

06 s838 4.21 4.27 3.73 4.49 3.68

07 s1196 5.19 3.61 4.34 5.48 3.39

08 s1238 5.42 4.19 3.53 7.17 3.41

09 s1423 16.27 5.34 6.83 14.22 6.12

10 s1488 15.27 5.78 6.92 12.68 5.82

11 s5378 36.68 27.86 36.90 38.31 26.14

12 s9234 62.43 64.41 63.70 101.93 72.15

13 s13207 97.95 133.31 146.64 227.12 93.53

14 s15850 103.42 201.41 156.81 164.89 98.67
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Algorithm BSCO
1. Load the vector table into the memory
2. Sort the code values in starting bit stream and ending bit stream
3. Connect the highest ending bit stream code value with highest compatible starting bit stream
code value and scan the corresponding ending bit stream code.
4. Repeat step 3 for presently scanned ending bit stream code value.
5. Repeat step 3 to 4 until all the entries in the first column are connected.
6. End

In Table 3, a shift-in switching data obtained with our approach is contrasted
with random fill, 1-fill, adjacent-fill [22], 0-fill, etc. Data in Table 3 shows that
consumed shift power is nearly analogous to the adjacent-fill technique which is
renowned for its efficiency of lowering the shift power. Also, the proposed scheme
attains comprehensive fall down in shift transition quantity compared with other
X-filling schemes. Usually, it is observed that random fill generates lofty increase in
switching activity in contrast to 0-fill and 1-fill. The obtained results of the
experimented method are judged against other relevant filling techniques.
A discernible reduction in switching activity average is observed in the case of our
method. In many cases, it is found that average capture and shift switching decline
gradually with the circuit size enlargement. A 36.67% cut-down for the least sized
circuit (s27) and a 58.81% cut-down of average shift transitions for the larger circuit
(s13207) are observed. Maximum drop in transitions for an average shift is
observed in the s13207 circuit as compared to other filling approaches is shown in
Table 4.

Table 4 Comparison of percentage reduction in average shift-in switching with respect to random
filling approach

S. No. Benchmark circuit Average shift-in switching

0 fill 1 fill Adjacent-fill Proposed method

01 s27 22.00 19.44 50.55 36.67

02 s349 16.73 14.20 37.26 22.12

03 s420 29.20 30.31 37.89 38.63

04 s510 3.00 1.70 4.08 1.02

05 s713 29.30 5.53 33.08 36.15

06 s838 6.23 35.92 16.92 18.04

07 s1196 5.29 43.43 20.38 38.14

08 s1238 24.40 41.56 50.76 52.44

09 s1423 −14.36 62.44 51.96 56.96

10 s1488 −11.47 54.41 45.43 54.10

11 s5378 4.25 27.27 3.69 31.77

12 s9234 38.75 36.80 63.70 29.21

13 s13207 56.87 41.30 37.50 58.81

14 s15850 37.27 −16.07 4.90 40.16
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5 Conclusion

One of the prime concerns of silicon testing is power consumption. The approach is
perhaps the first ever reported method in this low-power testing domain to give
emphasis on inter-test cube switching activity minimization through efficient bit
filling of the partially specified test cubes. This technique exhibits a satisfactory
level of performance as compared to the other approaches. We have performed the
experiment on a set of ISCAS’89 full-scan benchmarks. However, the same
approach can be done on partial scan or multiple scan designs in order to get a
higher percentage of reduction in average shift power. Besides the above, this can
be integrated with SOC test data compression schemes to concurrently lessen test
power as well as a large volume of test data.
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Studying the Role of Patient and Drug
Attributes on Adverse Drug Effect
Manifestation Using Clustering

Dipali, Yogita and Vipin Pal

Abstract Adverse drug reactions represent the unwanted or undesired effects of
drugs. Timely extraction of such effects is highly required so that early warnings
can be raised against if any serious beforehand to save patients from any further
loss. It also helps in framing alternate treatment plan. There are two different ways
for identifying the side effects of drugs. First is premarketing trials, which are
conducted before floating drugs into market. But this approach is not as effective as
these trials are carried out on a restricted population for restricted time. That is why
another approach called as postmarketing surveillance is used. Under this approach,
data mining techniques have been applied frequently for finding adverse reactions
of drugs. But most of the existing techniques are based on the assumption that all
attributes are equally responsible for drug side effects which may not be applicable
for all real-life cases. In this paper, we study the role of different patients and drug
attributes in manifestation of adverse drug reactions using clustering technique.

Keywords Adverse drug reactions � Clinical trials � Data mining
Clustering � Pharmacovigilance

1 Introduction

Drugs/medicines are prescribed to patients for improving their health conditions,
but unfortunately sometimes instead of improvement in health, these medicines
induce some side effects in patients; these side effects are called adverse drug
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effects/adverse drug reactions [1]. In clinical trials, positive effects of drugs become
evident easily, but there is not always necessary information available to find out
the negative effects of drugs. Also, these clinical trials are performed only on a
restricted population for a restricted amount of time, and it is practically not pos-
sible to cover different age groups, drug dosage, etc., during this time [2]. That is
why a lot of research is going on in the area of finding out the adverse reactions of
drugs after they have been marketed for use. The activity of monitoring the impacts
of medicines after they have been allowed for use focusing on the aim of identifying
and assessing unintended and unreported responses beforehand comes under
pharmacovigilance [3].

Timely extraction of such effects is highly required so that early warnings can be
raised against if any serious beforehand to save patients from any further loss who
which have not yet taken the drug [4, 5]. It also helps the medical practitioners in
framing out any treatment for the adverse effects timely. A lot of factors are there
which affect the occurrence of ADRs like age, weight, gender, pregnancy, drug
dosage, alcohol intake [6]. Out of these factors, patient attributes like age, weight,
and drug factors have a significant effect on adverse drug effect occurrence [7, 8].

Adverse drug reactions can be detected in two ways: First is through clinical
trials before the drug is floated into market for use also called premarketing clinical
trials. These trials are carried out so that the adverse effects of drugs if any could be
found out before supplying the drug into market. But these trials are not so effective
because they are performed on a restricted number of persons and for a restricted
time so it is not possible to cover all possible cases to detect adverse effects of drugs
[9, 10].

That is why another method called postmarketing surveillance is used for
detecting harmful effects of drugs after they have been approved for use.
Nowadays, reports on adverse effects of drugs are filed by doctors, pharmacists,
consumers, manufacturers, etc., and this complete data is digitally available. One
example of this is the spontaneous reporting system of US Food and Drug
Administration (FDA) Adverse Event Reporting System (AERS) database [11].
Data mining techniques have been explored in postmarketing surveillance. Data
mining is defined as a process of discovering useful patterns from the large amounts
of data [12]. It has the potential of unearthing the hidden relationships of different
drugs and their side effects. Most of the existing works in this area utilized asso-
ciation, classification, and clustering techniques of data mining. But these works
assume all attributes equally responsible for occurrence of ADRs [2, 13–15]. But
this can be possible that some attributes have more effect as compared to others in
occurrence of ADRs.

In this paper, our aim is to study the role of different patients and drug attributes
in occurrence of adverse effects of drugs. The effect of different attributes has been
studied using clustering technique, and the contribution of different attributes in
causing adverse effects of drugs has been analyzed.

The rest of the paper is organized as follows: In Sect. 2, literature survey of
different data mining techniques used in the area of adverse drug effect detection is
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presented. In Sect. 3, methodology for the complete work is given. In Sect. 4,
parameter setting for clustering is done. In Sect. 5, result analysis is given. In
Sect. 6, the present work has been concluded.

2 Literature Survey

Adverse reactions of drugs are a serious problem. Detection of ADRs is necessary
for alerting the healthcare professionals so that early warnings can be raised against
these ADRs, and any effective solution could be framed out.

There are two different ways for identifying the side effects of drugs as follows:

Premarketing Clinical trials: These types of clinical trials are performed before a
new drug is launched to check how effective drug for a disease is and to detect
adverse effects if any so that can be addressed before starting the supply of the drug
to customers [16]. One advantage of these trials is that the positive effects of drugs
become evident easily and some of the adverse reactions are also identified. But
there are some disadvantages of these trials too. Since these trials are conducted on
a restricted population and for a restricted time frame, it is practically not possible to
cover different age groups, drug dosage, etc. That is why it is not always possible to
detect the rare adverse effects of drugs.

To overcome these limitations, postmarketing surveillance methods are used.

Postmarketing Surveillance: Postmarketing surveillance is performed after the
drug is launched into market for use. Data mining techniques have been applied in
this area for uncovering meaningful associations of medicines and their side effects.

As our work falls in the postmarketing surveillance, a brief summary of related
work for this category has been discussed next.

2.1 Association Mining

It is a technique for finding the correlation between different data attributes from a
large volume of data [12].

In paper [7], the author has extracted relationships between the adverse drug
reactions, adverse event outcomes, and the patient demographics using Apriori
algorithm, and the quality of results has been examined on bases if support, con-
fidence, and accuracy measure. From the results, it is observed that diarrhea, ane-
mia, and arthralgia are highly occurring in patients having age between 44 and
64 years. The work of paper presented in [17] has focused on analyzing the
bleeding complications instigated on antiplatelet administration and to rank the
relationships if any on basis of their frequency. As a result, total of 736 associations
are detected out of which 147 were bleeding complications. On examining these, it
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is concluded that the association of hemorrhage is strong with drug clopidogrel than
aspirin. On the other hand, for gastrointestinal bleeding complications, it is just
opposite. The author in [18] has generated list associations of drug events with sex
differences which can be helpful in investigating the sex difference in pharmaco-
dynamics and pharmacokinetics. It also gave evidence for tailored medication
instruction and prescription. For this purpose, chi-square test is used, and reporting
odds ratio is considered to quantify the sex signal differences for drug-event
combinations.

2.2 Clustering

It is an unsupervised data mining activity that deals with the generation of different
groups of data in such a way that similar data instances come under the same group
[12].

The author in [19] has identified those instances where different drug intakes
lead to similar adverse reactions and intake of same drug has resulted in different
reactions depending upon the patients’ states. For this, the author has relied on the
biclustering technique for detection of subsets of the drug adverse effects and of
drugs for which frequencies of adverse reactions persistently high for different
drugs. As a result of biclustering, total of 163 clusters are generated and about 89%
of them showed the Pearson correlation coefficients smaller than 0.5 which signify
large similarity in drug reactions and comparatively large variation in drug indi-
cations which supports the likelihood of occurrence of similar drug reactions on
taking same drug with different medical conditions. The author of paper [20] has
applied k-means clustering method on data of such children who have given
antibiotics. For this analysis, different attributes have considered, namely age of first
antibiotic use, child age, type of antibiotic, age when adverse reaction occurs. On
the analysis of clusters, it is found that the adverse effects in children occur mainly
during the late preschool age and year of birth.

2.3 Classification

It is defined the learning the features of different classes in such a manner that this
can be used for segregating future data instances in corresponding classes [12]. In
[8], the author studies hidden relationships between patient information and
Fosamax adverse events using association and classification techniques. Patient’s
age, gender and adverse event attributes, drugs reported for the event are used.
Apriori algorithm is used to perform association analysis and single-label classifi-
cation is performed in WEKA and multi-label classification is performed in MEKA
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software. Confidence in association rules is found between 90 and 96% which is
greater as compared to previous studies. F-score is used for single-label classifi-
cation evaluation. Accuracy and Hamming score are used for multi-label classifi-
cation. The performance of multi-label classification is found best among all
because a patient can have multiple adverse events at a time.

Most of the existing works which we have reviewed in the area of detecting
adverse effects of drugs have utilized association mining technique. Also, these
works assume all attributes equally responsible in occurrence of ADRs. But some
attributes can contribute more as compared to others in generating ADRs. In this
paper, we study the effect of different patients and drug attributes in manifestation
of adverse effects of drugs using clustering technique.

3 Methodology

The methodology of the complete work is shown in Fig. 1.

Data Pre-Processing 
(Attribute selection, unit conversion, impute 

missing values, discretization, handling noisy data 
etc.)

Pre-processed data

Dataset

Clustering
Optimal value of k

Apply k-mode clustering on
attributes and find S.S.E.

Combine other attributes with 
minimum S.S.E. attribute

Combination of all attributes with 
minimum S.S.E.

Parameter Setting

k-mode Clustering

Sum of squared error (S.S.E.)

Optimal value of k

Changing k-value

At approximate Same S.S.E.

Fig. 1 Complete methodology flowchart
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3.1 Dataset Selection

Dataset used in our study is publicly available on US Food and Drug
Administration Web site [11]. For our study, we have chosen 2014 quartile 2 data
which consists of total of 685,430 records. The dataset contains 7 data files
including patient demographic and administrative information, report sources,
patient outcomes, drug information, adverse events, drug therapy, and indications
for use. Out of these, we have chosen 4 data files for our study DEMO, DRUG,
REAC, and INDI files. There are a number of drugs in the dataset, but for our study,
we have chosen aspirin and its variants, for example, cardioaspirin, bayaspirin. We
have chosen aspirin particularly for this study because in our dataset there are a lot
of missing values, but in case of aspirin, missing values are less comparatively and
number of records is more as compared to other drugs. With larger number of
missing values, the quality of data degrades; that is why we have chosen aspirin for
our study because the quality of results depends on data quality.

3.2 Data Preprocessing

Before applying data mining techniques, data is preprocessed to improve its quality
by handling missing values and noisy data.

Attribute Selection: Firstly, we select attributes with which we have to work. We
have selected five attributes dose amount, patient age, patient weight, gender, and
indication for which drug has been taken and studied the result of these attributes on
incidence of adverse drug effects. In most of the studies which we have reviewed,
we see that mainly patient age and gender are taken as a contributing factor in
occurrence of ADRs, but in our study, we have used other attributes also. Age is in
numeric form in our dataset, weight is numeric, dose amount is numeric, indication
is in text form, and gender is numeric.
Unit conversion: Then, we perform unit conversion. Corresponding to each attri-
bute, there were data values with different units. We select a standard data unit for
each attribute and convert the different data units into their corresponding standard
data unit. We have converted all dose amount units including g, µg, ng, and mg/kg
into mg. We have converted the age of all patients into years from decade, month,
day, and week. For weight attribute, we have chosen kg as standard unit and
converted pound and grams into kg. If we do not perform unit conversion, it may
lead to distorted data.
Impute Missing Values: Then, we impute missing values in our dataset. For that,
we have used k-nearest neighbor method (k-NN). Most of the works done on this
dataset previously just remove the records having missing values, but removal of
data from dataset leads to information loss; as a result, the quality of results
degrades. That is why we prefer to impute missing values rather than removing
them.
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Discretization of attributes: After that, we discretize our attributes using dis-
cretization by user specification method.
Handling noisy data: For dealing with noisy data instances, we have used outlier
detection method given in [21]. When we applied this method on the entire dataset,
the outliers are not detected properly, because the value may be an outlier for one
attribute and may not be for another. That is why we applied the method on every
individual attribute and then removed outliers from the entire dataset.

3.3 Parameter Setting

In this section, we set parameters for clustering. We have used k-mode clustering
technique for our study. k-mode clustering requires the count of clusters to be
generated; as the parameter k needs to be mentioned a priori, we have to set this
parameter before applying clustering. We varied the value of k and find S.S.E. at
each point; then, we select that optimal value of k at which the value of S.S.E. starts
becoming approximately same. Then with that optimal value of k, we perform
clustering.

3.4 Clustering

We take the optimal value of k and apply k-mode clustering by taking all attributes
individually and find S.S.E. Then, we select attribute for which S.S.E. is minimum
and add other attributes one by one with this attribute. We then repeat this process
again and again until we get combination of attributes with minimum S.S.E. After
that, we analyze the effect of attributes on clustering.

4 Parameter Setting

We have used k-mode clustering technique for grouping the data. This technique
requires number of clusters to be predefined before applying clustering technique.
So we cluster the data by varying the count of total clusters generated, that is, the
value of k from 5 to 70, and accordingly finding the S.S.E. of clustering for each
value of k. The value of S.S.E. varies from 0.442 to 0.030. Then, we plot a graph
between number of clusters k and S.S.E. by taking k along x-axis and S.S.E. along
y-axis.

As shown in Fig. 2, the value of S.S.E. decreases as the number of clusters is
increasing, and after a certain point, the S.S.E. starts becoming approx. same around
k = 50. So we chose 50 as the number of clusters or optimal value of k for clus-
tering our data.
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5 Result Analysis

k-mode clustering technique has been used in our study for analyzing the effects of
different patients and drug attributes in causing ADRs.

k-Mode Results: Initially, all attributes have been considered individually and
k-mode clustering technique is applied using the optimal value of k found in
parameter setting section.

Table 1 shows all attributes taken individually with their corresponding S.S.E. In
Fig. 3, we have plotted individual attributes along x-axis and S.S.E. along y-axis.
Table 1 and Fig. 3 show that the S.S.E. is minimum for weight attribute. From this,
it can be concluded that grouping or clustering is better in case of weight attribute as
compared to other attributes, and weight attribute is more effective in grouping
ADR instances.

Further, we combine attribute having minimum S.S.E. with all other attributes
one by one and find S.S.E. for two-attribute combinations using clustering. Table 2
shows the combinations of all attributes with weight attribute, and the same is
plotted in Fig. 4. In Table 2 and Fig. 4, WD stands for weight and dose, WA
represents weight and age, WG represents weight and gender, and WI represents
weight and indication.

Number of clusters (  ) k
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.E
.)

Fig. 2 Parameter setting

Table 1 Individual attributes
and their S.S.E

Attributes S.S.E.

Dose(D) 0.678

Age(A) 0.515

Gender(G) 0.501

Weight(W) 0.214

Indication(I) 0.308
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Table 2 and Fig. 4 show that after adding other attributes with weight attribute,
S.S.E. is the lowest for weight and indication combination. So we can say that after
weight, indication is a significant factor in manifestation of adverse drug effects.

After that, we add remaining attributes with the minimum S.S.E. attributes, that
is, weight and indication, and find out S.S.E. for three-attribute combinations.
Table 3 shows all three-attribute combinations with their corresponding S.S.E., and
the same is plotted in Fig. 5. In Table 3 and Fig. 5, WID stands for weight, indi-
cation, and dose; WIA represents weight, indication, and age; and WIG represents
weight, indication, and gender.

From Table 3 and Fig. 5, we can see that after adding other attributes with
weight and indication attributes, in all three-attribute combinations S.S.E. is min-
imum for weight, indication, and age attribute. So we can say that after weight and
indication, age is an important factor in manifestation of ADRs.

Fig. 3 Individual attributes
and their S.S.E.

Table 2 Two-attribute
combinations and their S.S.E

Attributes S.S.E.

WeightDose 0.151

WeightAge 0.119

WeightGender 0.112

WeightIndication 0.071

Fig. 4 Two-attribute
combinations and their S.S.E

Table 3 Three-attribute
combinations and their S.S.E.

Attributes S.S.E.

WeightIndicationDose 0.064

WeightIndicationAge 0.049

WeightIndictionGender 0.056
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Then, with three-attribute combinations we combine two remaining attributes
and find S.S.E. Table 4 shows all four-attribute combinations with their corre-
sponding S.S.E., and the same is plotted in Fig. 6.

Table 4 and Fig. 6 show that in four-attribute combinations, S.S.E. is minimum
for weight, indication, age, and gender attribute combination. So gender comes after
weight, indication, and age in occurrence of ADRs.

Now, we combine all five attributes and find S.S.E. using clustering. Table 5
shows five-attribute combination with its corresponding S.S.E., and the same is
plotted in Fig. 7.

Table 5 and Fig. 7, show that the S.S.E. is minimum for all five-attribute
combination among all other attribute combinations. This happens because as we
increase the number of attributes, more information becomes available for clus-
tering or grouping, and clustering performance improves.

After analyzing the above results, we can say that the order of significance of
different patients and drug attributes in manifestation of ADRs is as follows:

Weight[ Indication[Age[Gender[Dose

Fig. 5 Three-attribute
combinations and their S.S.E

Table 4 Four-attribute
combinations and their S.S.E

Attributes S.S.E.

WeightIndicationAgeDose 0.064

WeightIndicationAgeGender 0.049

Fig. 6 Four-attribute
combinations and their S.S.E.

Table 5 Five-attribute
combinations and their S.S.E.

Attributes S.S.E.

WeightIndicationAgeGenderDose 0.033
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6 Conclusion

The effect of patients and drug attributes in causing adverse drug reactions using
clustering technique has been studied in the present work. Our results show that
weight is most relevant among other attributes in causing adverse drug reactions.
After that, indication for which the drug is being given to a patient is significant
because two patients can have same weight, age, etc., but if they are taking a drug
for different diseases, then the adverse reaction occurred can be different in both
cases. After that, age, gender, and dose amount play significant roles in causing
adverse drug reactions, respectively, in that order.

Another observation from our results is that the S.S.E. of individual attributes is
quite high, but as we keep on increasing the number of attributes, S.S.E. decreases
correspondingly. This happens because more amount of information becomes
available for clustering and as a result of which the clusters becomes more compact
and similar kinds of records collect in same clusters, so clustering performance
improves correspondingly. The range of S.S.E. in case of individual attributes
varies from 0.214 to 0.678. After adding other attributes, S.S.E. reduces to 0.033 at
the end when all attributes are combined.
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FPGA Implementation of a Passive Filter
for Harmonic Reduction in Inverter
Outputs in PV-Based Renewable Energy
Systems

Meenakshi Jayaraman and V.T. Sreedevi

Abstract Passive filters are considered as the most inexpensive solution to reduce
harmonics. This paper focuses on the design and analysis of inverter output
LC-type passive filter for harmonic reduction in PV-based renewable energy sys-
tems. The design procedure is based on resonant frequency characteristics, and
Bode plots are presented to validate the effectiveness of the filter design. Simulation
and experimental results are projected to validate the filter design with respect to
total harmonic distortion reduction, improved output waveforms and reduced res-
onant peaking. A FPGA-based pulse-width-modulated inverter prototype is
implemented using SPARTAN 3E-XCS250E processor. Experimental results prove
the utility of the designed LC filter for PV applications.

Keywords Photovoltaic (PV) � Pulse-width modulation (PWM)
Inverters � Field-programmable gate array (FPGA) � Harmonics
Total harmonic distortion (THD)

1 Introduction

Solar energy is dominant amid renewable sources as its utilisation is ecologically
friendly. Solar photovoltaic (PV) systems are divided into grid-connected and
stand-alone systems [1–4]. Grid-connected PV systems fitted in household com-
munities and commercial establishments utilise a PV module that produces DC
power which is transformed to AC power through an inverter to the grid [4, 5]. In
contrast, stand-alone systems widely known for their capability to electrify off-grid
rural areas are energised by PV panels to operate independent of the electric grid,
and are usually designed and sized to supply residential loads [2, 3]. Figure 1 shows
a general representation of a PV system.
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Inverters are a crucial part in most PV systems mounted for grid-connected or
stand-alone applications. They use pulse-width modulation (PWM) strategy which
involves high-speed switching of semiconductor switches to generate an AC output
which produces high-frequency harmonics and noise [5–7]. These drawbacks end
up with a distorted inverter output waveform which can be harmful to the
stand-alone load reducing its lifetime and efficiency or while connecting to the grid.
The output voltage of an inverter should follow a pure sine wave to exhibit good
power quality. There are various methods to improvise the inverter output wave-
form quality to decrease its harmonic content and level of electromagnetic inter-
ference generated during the switching process [8–12].

Traditionally, passive filters have been used to obtain good quality output
waveforms from PWM inverters [13–15]. Passive filters are considered as an
effective and economical solution to reduce harmonics. Various topologies of
passive filters are projected in the literature like single-tuned filter, first-order filter,
second-order high-pass filter [13–16]. PWM inverters use first-order L filters on the
output side to attenuate current ripples arising due to inverter switching process.
Conversely, they carry limitation due to their huge size. PWM inverters utilise LC
filters on its output side to attenuate voltage ripples [16]. A higher order LC filter
provides better harmonic suppression at lower switching frequencies with a
reduction of overall filter size [17]. The LC filter as an alternative of L filter is
prominent as it offers harmonic attenuation with the same inductance value. Also, it
allows the inverter to function in stand-alone and grid-connected modes, making it
suitable to distributed generation systems [18–20]. Higher order filters like LCL,
LCCL, LTCL are well-known and emerging configurations for grid-connected
systems. Though they attenuate harmonics significantly, the design of their
parameters is quiet complex [11, 21, 22]. Though such passive filters carry dis-
advantages like resonance, tuning issues, they are cost-effective for low-power
stand-alone solar photovoltaic systems.

The design of inverter output passive filters is very crucial for PV-based systems.
This article comprehensively discusses the design consideration of a simple
LC-type passive filter for grid-connected/stand-alone PV systems. The design
procedure considers resonant frequency, filter parameter values and inverter
switching frequency. The usefulness of the considered filter is verified using fre-
quency response characteristics and fast Fourier transform (FFT) analysis of the
inverter output waveforms. Further, to assess the performance of the filter,

Fig. 1 General representation of a PV system
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experiments have been conducted on an inverter prototype with PV as input. The
gating pulses for the inverter are generated using SPWM technique and imple-
mented using a SPARTAN-3E-XCS250E field-programmable gate array (FPGA)
processor. It is found that the designed passive filter improves the high-frequency
harmonic attenuation, reduces peaking in the resonance and gives a lesser harmonic
distortion on the inverter output waveforms.

This article is described in the following fashion: Sect. 2 shows analysis and
design of LC-type passive filter for inverter output in grid-connected/stand-alone
PV systems. Simulation and experimental outputs are displayed in Sect. 3.
Section 4 gives the conclusion.

2 Analysis and Design of Inverter with Output Passive
Filter

The power circuit of a single-phase full-bridge inverter with output filter is shown
in Fig. 2.

Sinusoidal pulse-width modulation (SPWM) technique is employed to produce
gating signals for the inverter switches S1, S2, S3 and S4. The switching pulses are
created by matching a sinusoidal signal and a triangular carrier signal. The sinu-
soidal waveform frequency decides the inverter output frequency. The intersection
of carrier and reference waves determines the switching instants [5–7]. Dead times
are inserted into PWM pulses to protect inverter switches from shoot-through. Dead
times being smaller than actual PWM period are injected at the start of each PWM
pulse. This will help to delay the turn-on period of a switch when another switch on
the same inverter leg finishes its turn-off process. This dead time may produce a
serious distortion on the inverter output waveform. In this work, harmonics gen-
erated due to PWM switching action is taken into consideration for the design of
passive filters.

Fig. 2 Power circuit of full-bridge inverter with output filter
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2.1 Constraints and Procedure on LC Filter Design

A simple technique to mitigate harmonics from an inverter is the use of passive LC
filter. The general LC filter structure applied to an inverter is depicted in Fig. 3a.
The filter contains an inductor and a capacitor to pass a selected portion of the
harmonics generated because of PWM. Harmonics, voltage drop, reactive power
absorption and power loss are key parameters to be considered when designing the
filter. The reactive elements of the filter should provide high-frequency harmonic
attenuation and pass the fundamental component. Further, the elements of the filter
should be as small as possible and the fundamental voltage drop across them should
be small. Over and above, the cost of the filter system attracts attention.

The PWM inverter output spectrum consists of harmonics at the switching
frequency, multiples of switching frequency and around them posing as sidebands.
Therefore, the frequency response of the filter requires to be widespread to display

Fig. 3 LC filter system. a System model without damping resistance, b system model with
damping resistance, c frequency response characteristics
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negligible resistance at all these frequencies. The passive LC filter is chosen by the
ratio of filter impedance to the load impedance at cut-off frequency. The LC filter
impedance is given in Eq. (1).

Zfilter ¼ Lsþ 1
Cs

: ð1Þ

The total impedance (Zsystem) of the filter system considering the load (Zload) as
shown in Fig. 3a is given in Eq. (2).

Zsystem ¼ Lsþ Zload
1þ ZloadCs

: ð2Þ

The transfer function in the frequency domain is given in Eq. (3).

GðjxÞ ¼ 1

1þLCðjxÞ2 : ð3Þ

The frequency at which resonance occurs is given in Eq. (4).

fr ¼ 1

2p
ffiffiffiffiffiffiffi
LC

p : ð4Þ

Equation (4) decides the frequency to attain required filter impedance at the
switching frequency. The resonant frequency is usually kept below the inverter
switching frequency in Eq. (4). Lower values of resonant frequency provide better
attenuation of higher frequency components.

The value of Eq. (4) should be such that it is greater than the fundamental
frequency value and lesser than half the PWM carrier frequency value. This would
ensure sufficient attenuation in and around the switching frequency and its multi-
ples. This would also ensure that the fundamental component is not filtered. For
high-frequency PWM converters, the resonant frequency can be selected to be
between (1/10) and (1/5) times of the carrier frequency [23]. The size of the
elements decreases with a higher cut-off frequency value. Hence, LC filter values
must be chosen such that it produces broader bandwidth at the fundamental,
switching and resonant frequencies. Moreover, at rated frequency, the voltage drop
across the inductance should be ensured to be lesser than 5% of the system voltage.
Also, the capacitor branch current should not exceed 10% of the output current [18]
to ensure good filter design.

The selection of L value depends on the inverter switching frequency. It is
chosen using Eq. (5), where ‘fsw’ is switching frequency, Vdc is the input DC
voltage and Δripple is ripple current chosen to be between 15 and 20% of the peak
value of the rated current [16].
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L ¼ 1
8

Vdc

Dripplefsw
: ð5Þ

The inductance L is usually kept small due to its huge volume. Moreover,
smaller value of ‘L’ helps to keep the impedance at a lower value.

The determination of the capacitor size is a significant factor in the filter design.
The capacitor in a passive LC filter reduces harmonics by creating a low impedance
path to ground. The capacitance is selected on the basis of reactive power
absorption of the LC filter [14, 16]. It should be able to offer a good power factor at
output frequency. The capacitance is judiciously selected to be low in order to
restrict currents that would harm the power switches. Equation (6) governs the
choice of ‘C’ for the passive filter connected to inverter output.

C ¼ aP

2pfoðVoutÞ2
; ð6Þ

where a represents reactive power absorption assumed to be below 5% [16], ‘P’ is
the system power, ‘fo’ is the output frequency. Vout is the inverter output voltage.
However, these passive filters introduce potentially unstable dynamics (that appears
as resonant peaks in the frequency response characteristics) that should be damped.
A direct passive damping technique is implemented by connecting a resistor Rd in
series with ‘C’ as shown in Fig. 3b. Considering damping resistance Rd, the transfer
function is modified as given in Eq. (7).

GðjxÞ ¼
jx Rd

L þ 1
LC

ðjxÞ2 þ jx Rd
L þ 1

LC
: ð7Þ

The selection of LC filter damping resistance is another design aspect. The
damping resistance value is based on quality factor (QF) [24], which is given in
Eq. (8),

QF ¼ Znat
Rd

; ð8Þ

where Znat is the impedance of the filter at natural resonance and given in Eq. (9)

Znat ¼
ffiffiffiffi
L
C

r
: ð9Þ

The quality factor is the degree of tuning sharpness which governs the damping
resistance value. The more it is, the more distinct is the valley at the resonant
frequency. For lower values, the response at resonant frequency vanishes. The
value of the damping resistance may be obtained by selecting an appropriate value
of quality factor in the range of 0.5–30 [13].
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A passive LC filter is designed based on above considerations. The Bode plot of
the designed LC filter for different damping resistance values is shown in Fig. 3c. It
is visible that the resonant peak decreases with increased damping resistance value;
however, the harmonic attenuation decreases. Thus, an appropriate value of
damping resistance that exhibits a good harmonic attenuation and, at the same time,
reduces the peak of resonance is selected.

3 Simulation and Experimental Results

The inverter with output LC-type passive filter is simulated using MATLAB
(2012b). Table 1 depicts the design specifications used for the simulation. SPWM
technique is employed for the inverter as described in Sect. 2.

Figure 4a shows the simulated waveforms without using filter. Figure 4b, c
gives the harmonic spectra of the corresponding waveforms. It is observed from
Fig. 4b, c that the THD content on the voltage waveform is 54.22% and the load
current waveform is 7.04%. It is clear from Fig. 4 that the magnitude of voltage and
current harmonics is higher near the switching frequency of 5 kHz and its multiples.

The simulated inverter output waveforms with passive LC filter is depicted in
Fig. 5a. The harmonic spectra of the corresponding waveforms are pictured in
Fig. 5b, c, respectively. It is visible that the output voltage and load current
waveforms are more towards sinusoidal and the THD content on the output
waveforms is greatly reduced. The THD is 3.57% on the output voltage and 2.60%
on the load current waveform.

To validate the simulations, a laboratory model of an inverter is built with PV as
input. To obtain the input DC voltage, a series connection of four PV panels (NEPC
solar panel) is done. The output waveforms and harmonics are measured using
Tektronix digital storage oscilloscope and Fluke-43B power quality analyzer.
A picture of experimental arrangement is shown in Fig. 6. The output obtained
from one solar PV panel is shown in Fig. 7.

In this work, SPWM technique for the inverter is implemented using
SPARTAN-3E XCS250E field-programmable gate array (FPGA) controller. VHDL
which means VHSIC (Very High Speed Integrated Circuit) Hardware Description

Table 1 System design parameters

Parameter Specification

DC voltage (from PV) 120 V

Switching frequency 5 kHz

Switches: S1 to S4 and driver IC MOSFET IRFP460 and TLP 250

Load RL load: 50 Ω, 10 mH

Inverter output voltage 85 V
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Fig. 4 Simulated waveforms without any filter. a Output voltage and current, b voltage spectrum,
c current spectrum
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Fig. 5 Simulated outputs with LC filter. a Load voltage and current, b voltage harmonic spectra,
c current harmonic spectra
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Language is used to generate code for the FPGA kit. The steps used for FPGA
implementation of SPWM technique for the inverter is given below:

1. Initialise system constraints.
2. Execute VHDL code to:

(i) Generate reference sinusoidal signal.
(ii) Determine the modulation index (The modulation index is set as 1).
(iii) Generate the triangular carrier wave signal.
(iv) Compare the reference signal with the carrier signal for generation of

pulses to S1. Generate pulses for S2 through a NOT operation on S1.

Fig. 6 Picture of experimental set-up

Fig. 7 Output obtained from a PV panel
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(v) Compare the phase-shifted reference signal with the triangular signal for
generation of pulses to S3 and generate pulses for S3 through a NOT
operation on S4.

3. View the PWM waveforms through Xilinx.

The gating pulses generated using SPARTAN-3E XCS250E FPGA kit for the
switches ‘S1’ and ‘S2’ are shown in Fig. 8.

Figure 9a, b displays the experimental waveforms for two different cases,
namely without filter and with a passive LC filter.

It is observed that the designed passive filter has improved the output waveforms
and they are more towards sinusoidal. The harmonic spectrum of the output
waveforms using LC-type passive filter is presented in Fig. 10. With designed LC
filter, the THD is reduced to 3.5% for the output voltage while that in the load
current waveform, it is decreased to 2.6% which satisfies IEEE standards.

4 Conclusion

Effective design of passive filters is very important for PV applications. This paper
has included a comprehensive parameter design steps and analysis of the perfor-
mance of a passive LC filter in rejecting harmonics on the inverter output in a PV
system. An experimental model of a PV-fed inverter with the designed passive filter
is implemented using FPGA controller to judge the usefulness of the filter con-
figuration. The results reveal that the designed filter structure provides a consid-
erable amount of harmonic reduction in the high frequency band and reduces the
peaking in the resonance. The THD content obtained with the LC-type filter is 3.5%
for the output voltage and 2.6% for the output current. With the implementation of

Fig. 8 Pulses generated for the inverter switches. a S1, b S2
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Fig. 9 Output voltage and load current waveforms. a Without any filter (50 V/div, 2 A/div),
b with passive LC filter

Fig. 10 Output voltage (left) and load current (right) harmonic spectrum with passive LC filter
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the passive LC filter, the output waveforms are more towards sinusoidal. Further,
the use of FPGA for the experimental implementation has provided rapid proto-
typing, easy computational approach and simple hardware/software design. The
filter design techniques described in this paper can be retrofitted for PV-based
small-scale renewable energy conversion systems.
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Domain Ontology Graph Approach Using
Markov Clustering Algorithm for Text
Classification

Rajinder Kaur and Mukesh Kumar

Abstract Text categorization means dividing a set of input documents into the two
or more classes to which these documents belong. Because of increase in avail-
ability of data in digital form in large amount, it becomes necessary to organize it.
Feature extraction is the crucial step in text classification. Most of the existing text
classifiers are lacking in finding out the relations among the terms. We proposed a
probabilistic approach for text classification in which the nonlinear relations among
the terms are also considered. This model uses the domain ontology graph
(DOG) with Markov clustering (MCL) algorithm. Here, ontology graph is con-
structed using DOG model and then clustering of ontology graph is done by MCL
algorithm. This approach is scalable to huge dataset also and its classification power
is not affected if relations among terms are large. Experimental results have shown
that our system is 91% accurate for 8 categories and decreases, as we increase the
classes from 8 to 10 and then to 12, from 91 to 88% and then to 85%, respectively.
We have compared our classifier with existing Naive Bayes and k-Nearest Neighbor
classifiers. Experimental results show that our proposed model is more accurate
than these two classifiers. The better results demonstrated that our presented system
is developed effectively.
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1 Introduction

Text mining also known as text data mining or knowledge discovery in text
(KDT) is the base of extracting high-quality information from raw data or text. High
quality means the information should be according to user’s need. Text classifi-
cation is an active research field of text mining. As computers take text as sequence
of strings, they can’t extract useful information. So, specific algorithms and tech-
niques should be used for preprocessing of raw data in order to get useful infor-
mation or patterns [1].

Text (document) classification is the active research area of text mining in which
assigning of text documents into classes or categories is done [2, 3]. These text
documents include letters, newspapers, articles, blogs, proceedings, journal papers,
etc. Text categorization means dividing a set of input documents into the two or
more classes to which these documents belong. Because of increase in availability
of data in digital form in large amount, it becomes necessary to organize it.

Text classification techniques can be divided into two categories: supervised
document classification and unsupervised document classification (or document
clustering). Supervised classification is one in which for defining the classes and
classifying the documents, an external mechanism (e.g., human feedback) provides
the information. Supervised machine learning techniques like Support Vector
Machine, k-Nearest Neighbors, Naive Bayes, Decision Tree are applied frequently
in text classification [1].

In unsupervised classification, the system doesn’t have any pre-defined classes
and it works without any external reference. Classification mode can also be
semi-supervised in which some documents are pre-classified by external means for
better learning of classifier. k-means, hierarchical clustering, etc., are commonly
used as unsupervised learning techniques in text classification.

Text classification is divided into two phases: training phase and testing phase as
shown in Fig. 1. Set of pre-classified or labeled documents D = {d1, d2, d3, …, dn}
as training set is belonging to set classes C = {c1, c2, c3, …, cp}. The training set is
used for machine learning, i.e., to train the classifier. Depending upon the features
selected, classifier is trained and classification algorithm is defined. The set of
unlabeled documents referred as test set is used to test the classifier’s accuracy by
comparing the result driven by classifier for known label of document in the test set.

In this paper, we propose a probabilistic approach for text classification. It
generates the domain ontology for each pre-defined class using training dataset.
This model needs no human intervention in the process of ontology learning. Here,
DOG is generated using MCL algorithm to train the classifier. The rest of the paper
is composed of background, detailed methodology used for generating the DOGs
and text classification algorithm, observations, conclusions and future scope, and
limitations.
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2 Background

2.1 Ontology

Ontology is basically a representation of real world’s knowledge. Ontology defines
a set of representative parameters for designing the model of domain of knowledge.
These representational primitives are in machine readable format and are under-
standable by the human beings also [4, 5]. These formats are composed of attributes
(properties), classes, and relationship among them. Ontology helps to develop
knowledge-based systems, like Web search engines, text classification systems,
content management systems, very effectively and efficiently. Ontology helps in
real-time applications also. So we can conclude that ontology can be widely used as
standard for semantic-based Web systems.

2.2 Ontology Learning

Ontology learning from textual data is very useful method as text data is the real
source of human knowledge. Analyzing textual data requires some natural language
processing approach [6, 7]. In recent years, for ontology learning most researchers

Training Phase Testing Phase

Result as category assigned

Training 
data

Feature 
selection

Train 
dataset

Algorithm 
for Training

Classifier

New text 
data-set

New text 
document

Fig. 1 Text classification
steps
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have used artificial intelligence approaches like machine learning or statistical
analysis approaches. The knowledge in textual data is implicit and vague, but these
techniques compute knowledge explicitly. So there are difficulties in both quality
and quantity.

2.3 Text Classification

Text Classification assigns class to the unlabeled documents. It is a task of
assigning a value to every di � cj

� � 2 D� C; here, D is the set of all unlabeled
documents, defined as D ¼ d1; d2; d3; . . .; dnf g and C is domain of all pre-defined
categories defined as C ¼ c1; c2; c3; . . .; cp

� �
. The main target of TC is to

approximate the value of function ø : D� C ! T ;Ff g. The value di � cj
� � ! T

indicates that di belongs to class cj, and the value calculated as di � cj
� � ! F

indicates that di doesn’t belongs to class cj [8].
Most of the existing techniques [9–13] for text classification are lacking in

finding the relation among the different terms of the document belonging to par-
ticular class. Sometimes, the results are biased and give error while classification.
So relation among different terms of a class is very important point for classification
and thus making the ontology. As existing system for text classification is not
considering the term relation and treating every term as a unique identity for
classification, error rate is high in them. If some systems have used the ontology for
relation of terms, they are very complex and not much efficient. Ontology-based
text classification improves the traditional system performance in terms of accuracy
and also reduces the problem of over fitting. In this paper, we propose a proba-
bilistic approach for text classification. It generates the domain ontology for each
pre-defined class using training dataset. This model needs no human intervention in
the process of ontology learning. Here, DOG is generated using MCL algorithm to
train the classifier.

3 Methodology

Text classification process is divided into two phases: training phase and testing
phase. In training phase, DOG is generated using feature extraction and MCL
algorithm. During testing phase, text classification is done for unlabeled documents.

To model the ontology of knowledge in domain, ontology graph approach is
used by the knowledge seeker system. Ontology graph is made up of four levels of
conceptual units (CUs), linked together by different types of associations. The four
CUs can be defined as:
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Term T: the smallest conceptual unit extracted from the text which is relevant to
the user’s need.
Concept C: grouping up of related terms together with conceptual relation
(CR) build the concepts, these are the basic units for concept graph (CG).
Concept Cluster CC: group of related clusters form a concept cluster CC. It tightly
binds up the clusters to form hierarchy of knowledge.
Ontology Graph: grouping up of all CC forms a big and largest cluster of
knowledge, termed as ontology graph.

3.1 Ontology Learning

At this stage, the domain of knowledge in the form of DOG is created. Graph
creation is a knowledge-extraction process. A bottom–up approach is defined for
extracting the features and designing the DOG in the form of CU (cluster unit) and
CR (cluster relations). Bottom–up means the extraction is started from the smallest
unit, i.e., term T and it ends up with the highest level, i.e., DOG. The five learning
sub-processes are defined for ontology learning [14, 15]. These are the following:

I. Term Extraction: It is the process in which all the relevant terms are extracted
from the dataset. A candidate term list T: t1; t2; t3; . . .; tnf g is extracted by
eliminating the irrelevant terms from the text corpus. Stop word removal,
stemming and lemmatization are done at this step.

II. Term-to-Class Relationship Mapping: The next step is term-to-class rela-
tionship mapping. The term-to-class mapping is done by using the nonlinear
relation among the term and classes mutual information and information
entropy is used for mapping. The information entropy for each term t and class
c is calculated using Eq. 1.

H Xð Þ ¼ �
X

x2X
P xð Þ log p xð Þ ð1Þ

Then, mutual information among the term and class is calculated using Eq. 2.

IðtjcÞ ¼ �
X

c2C

X

t2T
P t; cð Þ log pðtjcÞ

p tð Þp cð Þ ð2Þ

Then, R(t, c) relationship factor is calculated as:

R t; cð Þ ¼ 2IðtjcÞ
H tð ÞþH cð Þ : ð3Þ
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If,
R t; cð Þ\1: term a is negative dependence and not considered in the class c.
R t; cð Þ[ 1: then term t is positive dependence and considered in the class c.
All the terms having negative dependence on class are ignored. And the terms

having positive dependence are considered for class. So term lists are prepared for
all the pre-defined classes/categories in this step.

III. Term-to-Term Relationship Mapping: Further interrelationship among the
different terms in class is measured by term-to-term relationship mapping.
Similarly, the term-to-term mapping is done by using the R-factor value as
given by Eq. 4.

R ta; tbð Þ ¼ 2IðtajtbÞ
H tað ÞþH tbð Þ ð4Þ

Here, we will get the relationship factor among the terms extracted at previous
step for each class. The R-factor visualization for two classes as an example for
medical and space class is as shown in Fig. 2. In this figure, only first 11 terms are
considered for each class.

Fig. 2 Term-to-term relationship mapping for medical class
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IV. Concept Clustering using MCL algorithm: at this step, the graph generated
at previous level is clustered into tight semantic-related group. In this paper,
Markov clustering algorithm [16] defined as Algorithm 1 for graph clustering
is used.

V. DOG Generation: using the different concepts and relations defined in pre-
vious levels, DOG is generated. The node having maximum relation value
among all terms in a cluster is selected as a label for that cluster.

3.2 Text Classification

Text classification is achieved by finding the similarity of unlabeled document with
the DOG. For this, text classification process is comprised of three steps: (1).
Generation of DocOGs for the unlabeled document corresponding to each
pre-defined class DOG. (2) Deriving the score vector of document for each class.
(3) Select the class having highest score as category for the document.
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3.2.1 Generation of DocOG

DocOG will be created by using the DOGs generated at previous level. An unla-
beled document is input to the system, and then DocOGs of this document corre-
sponding to all pre-defined classes are generated. Algorithm 2 is used to generate
DocOG

3.2.2 Score Vector Calculation

Here the score vector for the document as given by Eq. 5.

Score doc;DOGj
� � ¼ score DocOG;DOGj

� � ð5Þ

S ¼ S1; S2; S3; . . .; Snf g is calculated for all the n-pre-defined categories. These
scores are calculated by finding the number of nodes matching of all DocOGs with
corresponding DOG.

3.2.3 Category Selection

After obtaining the score vector of all DocOGs here, comparison among the dif-
ferent scores for classes is done and the document is assigned to the class having
highest score, i.e., the highest scored DocOG is selected as classified domain.

4 Software and Dataset

This proposed approach is implemented in Linux operating system using java,
python, and C. Twenty Newsgroups dataset is downloaded from Jason Rennie’s
page. This dataset is a collection of 20,000 newspaper documents approximately,
partitioned in 20 categories. This dataset is freely available. We have filtered the
documents of only 12 classes, i.e., Advertisement, Automobile, Computers,
Cryptography, Electronics, Games, Medical, Politics, Religion, Science, Graphics,
and Windows for our research from these 20 categories dataset. Each file contains
on an average of 70 words. We have used different number of classes for com-
parison and for checking the efficiency of classifier. First we had taken 8 categories
then, we took 10 categories and then we had taken 12 categories for text classifi-
cation. This variation of classes is done in order to check the effect of number of
categories on classification power of classifier (Fig. 3).

522 R. Kaur and M. Kumar



4.1 Performance Measures

Error rate is the performance measure used to evaluate the classifier efficiency and
accuracy. In this precision, recall and f-measure [8] are the basic performance
measuring parameters. These can be defined as following (Table 1).

4.1.1 Precision

Precision is also known as positive predictive value. It calculates the accuracy by
finding the percentage of documents correctly retrieved to the total retrieved
documents.
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Table 1 Distribution of dataset

S. No. Class No. of
documents

Used for
learning

Used for
testing

No of
positive terms

No of
negative terms

1 Advertisement 250 220 30 288 1423

2 Automobile 300 245 55 285 1444

3 Computers 249 215 34 294 1396

4 Cryptography 251 219 32 294 1414

5 Electronics 250 215 35 294 1398

6 Games 250 210 40 285 1405

7 Medical 250 210 40 300 1389

8 Politics 250 215 35 291 1379

9 Religion 252 215 37 297 1412

10 Science 250 220 30 300 1300

11 Graphics 250 220 30 287 1362

12 Windows 250 220 30 302 1317
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Precision ¼ TP
TPþ FP

ð6Þ

Table 2 is the contingency table, in which TP is True Positive, FP is False
Positive, FN is False Negative, and TN is True Negative.

• TP: number of documents correctly labeled as belonging to positive class.
• FP: number of documents incorrectly labeled as belonging to the class.
• FN: number of documents which are not labeled as belonging to the positive

class but should have been.
• TN: number of documents which are correctly labeled as not belonging to the

class.

4.1.2 Recall

Recall is also known as sensitivity. It calculates the ability of the classifier by
measuring the percentage of correctly classified documents to the total classified
documents.

Recall ¼ TP
TPþ FN

ð7Þ

4.1.3 F-measure

It is the measure of harmonic mean of precision and recall. It gives the closeness
between precision and recall. It is defined by as mentioned in Eq. 3.

F-measure ¼ 2� precision � recall
precisionþ recall

ð8Þ

Table 2 Contingency table

Category set
C ¼ fc1; c2; c3; . . .; cjg

Expert judgments

Yes No

Classifier judgments Yes TP FP

No FN TN
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4.2 Experimental Results

The proposed algorithm for text classification is implemented and compared with
Naive Bayes and k-Nearest Neighbor classifier. Naive Bayes and k-Nearest
Neighbor classifiers are implemented in Python using the inbuilt library “sklearn.”
In k-Nearest Neighbor algorithm, ten nearest neighbors are considered for mea-
suring the distances in classification.

The three classifiers are implemented using 8, 10, and 12 classes or categories to
measure the performance of classifiers effectively. It is done to evaluate and
compare the effect of number of categories on the classification power of the
classifier. To evaluate the power of classifiers, the comparison is done using pre-
cision, recall, and f-measure.

4.2.1 Experiment 1

In Experiment 1, we have considered the number of categories N = 8 for text
classification. These are Automobile, Electronics, Religious, Sports, Medical,
Cryptography, Science, and Politics. Then, the performance is evaluated using
precision, recall, and f-measure. Table 3 shows the values of precision, recall, and f-
measure for different models using number of classes N = 8. Figure 4 gives the
representation for comparison of f-measure for different classifiers for different
classes.

The accuracy power for DOG is 91%, while those of Naive Bayes are 84% and
that of k-NN is 77%. This f-measure value shows that the DOG proposed model
performs better than other two classifiers. k-NN has lowest accuracy. And k-NN has
lower classification power as compared to others. Proposed model shows maximum
of 97% accurate results for class Electronics and minimum of 81% for class
Science. This result shows that proposed model gives better result as compared to

Table 3 Precision, recall, and f-measure for N = 8

Class Precision Recall f-measure

NB k-NN DOG NB k-NN DOG NB k-NN DOG

Automobile 0.89 0.75 0.93 0.96 0.85 0.95 0.92 0.79 0.94

Electronics 0.95 0.84 0.94 0.97 0.88 0.99 0.96 0.86 0.97

Religious 0.58 0.71 0.92 0.98 0.9 0.96 0.73 0.8 0.94

Sports 0.93 0.79 0.89 0.7 0.62 0.87 0.8 0.69 0.88

Medical 0.92 0.87 0.93 0.88 0.62 0.87 0.9 0.72 0.9

Cryptography 0.88 0.87 0.92 0.94 0.82 0.96 0.91 0.84 0.94

Science 0.93 0.64 0.9 0.61 0.73 0.74 0.73 0.68 0.81

Politics 0.98 0.76 0.79 0.51 0.78 0.88 0.67 0.77 0.83

Average 0.88 0.78 0.91 0.84 0.77 0.91 0.84 0.77 0.91
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the other two techniques. This comparison can also be expressed using graphical
representation. Figure 4 shows the graphical representation for comparison of the
three techniques such as proposed model, Naive Bayes, and k-NN algorithm for text
classification.

4.2.2 Experiment 2

In Experiment 2, we have considered the number of categories N = 10 for text
classification. These are Automobile, Electronics, Religious, Sports, Medical,
Cryptography, Science, Politics, Advertisement, and Computer. Then, the perfor-
mance is evaluated using precision, recall, and f-measure. Table 4 shows the values
of precision, recall, and f-measure for different models using number of classes
N = 10. Figure 5 gives the representation for comparison of f-measure for different
classifiers for different classes. The accuracy power for DOG is 88%, while those of
Naive Bayes are 82% and that of k-NN is 73%.
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Fig. 4 Representation for comparison of f-measure for N = 8

Table 4 Precision, recall, and f-measure for N = 10

Class Precision Recall f-measure

NB k-NN DOG NB k-NN DOG NB k-NN DOG

Automobile 0.83 0.61 0.84 0.86 0.73 0.9 0.84 0.67 0.87

Electronics 0.94 0.61 0.84 0.74 0.63 0.91 0.83 0.62 0.87

Religious 0.83 0.76 0.91 0.95 0.77 0.93 0.89 0.77 0.92

Sports 0.94 0.83 0.92 0.97 0.84 0.98 0.95 0.84 0.95

Medical 0.56 0.72 0.91 0.98 0.89 0.96 0.71 0.79 0.94

Cryptography 0.85 0.72 0.9 0.65 0.54 0.7 0.74 0.62 0.79

Science 0.9 0.86 0.93 0.88 0.58 0.87 0.89 0.69 0.9

Politics 0.87 0.85 0.9 0.94 0.81 0.96 0.9 0.83 0.93

Advertisement 0.92 0.64 0.91 0.6 0.71 0.72 0.72 0.67 0.8

Computer 0.98 0.75 0.78 0.5 0.76 0.87 0.66 0.76 0.82

Average 0.86 0.74 0.89 0.82 0.73 0.89 0.82 0.73 0.88
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This f-measure value shows that the DOG performs better as compared to other
two classifiers. k-NN has lowest accuracy. And k-NN has lower classification power
as compared to others. Proposed model shows maximum of 95% accurate results
for class Sports and minimum of 79% for class Cryptography. This result shows
that proposed model gives better result as compared to the other two techniques.
This comparison can also be expressed using graphical representation. Figure 5
shows the graphical representation for comparison of the three techniques such as
proposed model, Naive Bayes, and k-NN algorithm for text classification.

4.2.3 Experiment 3

In Experiment 3, we have considered the number of categories N = 12 for text
classification. These are Automobile, Electronics, Religious, Sports, Medical,
Cryptography, Science, Politics, Advertisement, Computer, Graphics, and
Windows. Then, the performance is evaluated using precision, recall, and f-mea-
sure. Table 5 shows the values of precision, recall, and f-measure for different
models using number of classes N = 10. Figure 6 gives the representation for
comparison of f-measure for different classifiers for different classes.

The accuracy power for DOG is 85%, while those of Naive Bayes are 79% and
that of k-NN is 69%. This f-measure value shows that the DOG proposed model
performs better than other two classifiers. k-NN has lowest accuracy. And k-NN has
lower classification power as compared to others. Proposed model shows maximum
of 92% accurate results for class Medical and Cryptography, and minimum of 76%
for class Politics. This result shows that proposed model gives better result as
compared to the other two techniques. This comparison can also be expressed using
graphical representation. Figure 6 shows the graphical representation for compar-
ison of the three techniques such as proposed model, Naive Bayes, and k-NN
algorithm for text classification.
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Fig. 5 Representation showing comparison of f-measure for N = 10
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Table 5 Precision, recall, and f-measure for N = 12

Class Precision Recall f-measure

NB k-NN DOG NB k-NN DOG NB k-NN DOG

Automobile 0.85 0.52 0.88 0.7 0.71 0.81 0.77 0.6 0.84

Electronics 0.87 0.57 0.83 0.67 0.6 0.83 0.76 0.58 0.83

Religious 0.7 0.59 0.78 0.8 0.64 0.76 0.75 0.62 0.77

Sports 0.95 0.61 0.83 0.73 0.54 0.91 0.82 0.57 0.87

Medical 0.82 0.77 0.91 0.95 0.73 0.93 0.88 0.75 0.92

Cryptography 0.91 0.82 0.87 0.97 0.82 0.98 0.94 0.82 0.92

Science 0.47 0.7 0.86 0.97 0.88 0.96 0.63 0.78 0.91

Politics 0.84 0.73 0.89 0.63 0.52 0.66 0.72 0.61 0.76

Advertisement 0.9 0.86 0.92 0.88 0.58 0.87 0.89 0.69 0.89

Computer 0.84 0.87 0.86 0.93 0.79 0.95 0.88 0.83 0.91

Graphics 0.93 0.62 0.89 0.56 0.7 0.7 0.7 0.66 0.78

Windows 0.98 0.73 0.74 0.45 0.77 0.86 0.62 0.75 0.8

Average 0.83 0.7 0.86 0.79 0.69 0.86 0.79 0.69 0.85
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Fig. 6 Representation showing comparison of f-measure for N = 12
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4.2.4 Experiment 4

Experiment 4 shows the average value of precision, recall, and f-measure for all the
three classifiers (Table 6).

Figures 7 and 8 show the graphical representation of average f-measure for all
the three classifiers. These show that with increase in number of categories, the
accuracy of the classifier decreases. As we can see that the f-measure value
decreases for every classifier with increase in value of N. By comparing the average

Table 6 Average value of f-
measure for all classifiers

f-measure

Naive Bayes k-NN DOG

Classes = 8 0.84 0.77 0.91

Classes = 10 0.82 0.73 0.88

Classes = 12 0.79 0.69 0.85

0.84 0.82 0.790.77 0.73 0.69

0.91 0.88 0.85
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Fig. 7 Comparison of average f-measure value
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values, it is also proved that the proposed classifier is more accurate than traditional
Naive Bayes and k-NN approaches for text classification.

Figure 8 shows using line-graph representation how the accuracy power of
different classifiers decreases with increase in number of categories. From this
figure, it is also concluded that proposed classifier is the more accurate among the
three classifiers.

5 Conclusion and Future Scope

This proposed scheme, to classify English texts by using probabilistic approach, is a
fully automatic system. We just give the dataset and pre-defined classes as input to
our system. DOG with hierarchical clustering was used for Chinese text. It is for the
first time that DOG model with MCL clustering is used for English text. DOG
model increases the classification power. Effective feature extraction is done by
considering the nonlinear relations among the terms. Here, the domain ontology
graph model is designed to generate the knowledge representation and MCL
clustering algorithm is used to cluster the terms of the graph. The use of MCL
algorithm makes the system efficient as it is mathematical approach, so is more
accurate. This approach is scalable to huge dataset also and its classification power
is not affected if relations among terms are large. But there are limitations also. We
have not used the synonyms and antonyms while designing the ontology. Also, in
MCL clustering, we perform the matrix multiplication as we are using the math-
ematical probabilistic approach. This matrix multiplication is of O(n3). So it is
highly complex system.

This work has devised a text classification system. It is probabilistic approach for
classifying the texts. We have used the DOG model with MCL clustering algorithm
for English text classification. Experimental results have proved that it is an
accurate and effective text classifier. This DOG model is used for the first time for
text classification. But there are many things to do. In near future, this work can be
extended. Some of the things which can be done are:

• Synonyms and antonyms can also be added while generating the domain
ontology graph.

• Semantic-based learning approach can also be used in future for improving the
system.

• It can also be applied to other languages.
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An Embedded System for Color Point
Control of LEDs Against Ambient
Temperature Variations

R. Srividya, Ciji Pearl Kurian, C.R. Srinivasan and R. Sowmya

Abstract Dynamic variation and stabilization of color temperature according to
user preferences, using multichip Red-Green-Blue LEDs, is a challenging task.
Color point can vary due to variation in junction temperature caused due to
self-heating, variation in ambient temperature, and device aging. In this paper, we
present a closed-loop system that can tune and control the color points from 2700 to
6500 K from the variations of ambient temperature. Open-loop results obtained
using forward voltage technique clearly show the effect of temperature on forward
voltage, total flux, tristimulus values, color point, and peak wavelength. The effect
of PWM dimming factor on tristimulus values is also studied. Nonuniform decay
rates of Red-Green-Blue LEDs demand the design of separate control loops. Thus, a
cost-effective hardware-in-loop simulation system with individual color control,
compensating the temperature by instantly detecting the diode forward voltage with
minimum number of components, is designed and validated.

Keywords Tristimulus values � Hardware-in-loop simulation � PWM dimming
Peak wavelength
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1 Introduction

The demands for mood lighting and smart lighting are increasing day by day.
People try to prefer cool white sources during the daytime in offices and warm
white sources during the evening time for their day-to-day activities at home.
Retailers would like to display and advertise their products under different lighting
conditions. Conventional light bulbs using fluorescent, incandescent, or tungsten
filaments can produce only one color temperature which cannot be varied. Hence,
for dynamic lighting one lamp of each color temperature needs to be installed which
would result in increased installation cost and wastage of space [1]. Advancements
in solid state lighting technology have given a smarter, efficient, and
environmental-friendly solution for this problem. Long life, small size, flexibility,
and nontoxic nature make LEDs more energy efficient. The two most generalized
methods for producing white light with LEDs are (i) combining a short-wavelength
LED with single or multiple phosphors and (ii) mixing of monochromatic LEDs in
appropriate proportions [2]. These methods have their own advantages and disad-
vantages. Phosphor LEDs are available as a single LED package but the low and
varied absorption rates of phosphors cause light loss. Color LEDs mixing technique
allows the user to vary proportion externally thereby producing much more efficient
white light making it suitable for dynamic lighting. The recent introduction of
multichip multicolored LEDs in the market has removed the need of using color
filters and has simplified the job of color mixing. Thus, multichip Red-Green-Blue
(RGB) LEDs are selected for the work presented here. Stabilizing the colors of
RGB LEDs to maintain a color point is a challenging task, which includes luminous
flux control using switch-mode power converters and color point maintenance due
to variation in junction temperature and ambient temperature [3]. Junction tem-
perature can be controlled within 150 °C as specified by several manufacturers by
designing a proper heat sink focusing on its thermal resistivity, size, and shape of
heat sink and uniform spacing of LEDs on the heat sink. There are many papers on
junction temperature control where the effect of ambient parameter is neglected as it
is not significant [4–7]. But for accurate color point control, this parameter needs to
be taken into account. Thus, in this paper, we have analyzed ambient temperature
effect on optical and electrical characteristics of LEDs. Forward voltage technique
which is widely adopted for the measurement of junction temperature is used in this
paper to measure ambient temperature. At constant current, junction temperature is
linearly related to forward voltage of LEDs. When there is rise in temperature, the
drop in forward voltage is nonuniform for RGB LEDs due to the fact that forward
voltage depends on color of LEDs. Thus, this nonuniform variation in forward
voltage causes drop in total luminous flux and nonuniform variation in tristimulus
values finally causing a shift in the color point. Similarly, ambient temperature is
also proportional to forward voltage when there is no self-heating in the LEDs.
Apart from these major factors, color point can also vary due to variation in the
dimming factors or current levels. Due to this reason, PWM driving technique is
preferred over AM [2, 8]. Hence, we focus on the design of a system which
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measures the optical and electrical parameters of the LEDs during the on condition
of PWM current for the control of color point.

This paper is organized as follows: Sect. 2 gives an overview of RGB color
mixing. Section 3 gives a detailed study of various parameters affecting color point.
Section 4 explains the system design with validation and Sect. 5 concludes the
paper.

2 RGB Color Mixing

The CIE 1931 chromaticity space diagram gives the distribution of colors ranging
from 380 to 780 nm on an x-y-plane as shown in Fig. 1. Correlated color tem-
peratures (CCTs) ranging from 1600 to 10,000 K lie on the Planckian locus and are
used to indicate a color from a black body radiator [9, 10]. The black point located
on the locus, at the center of the diagram, is the equal energy point representing
white light. Reference [11] shows the color mixing algorithm using which the
tristimulus or mixing proportions of Red, Green, and Blue (Yr Yg Yb) or (X Y Z)
were calculated theoretically for CCTs from 2700 to 6500 K by knowing the x-
y coordinates of the desired CCTs and x-y coordinates of individual red, green, and
blue LEDs. Figure 1 shows the color point of 6500 K located below the Planckian
locus obtained practically using spectro-radiometer when appropriate wavelengths
of Red, green, and blue LEDs were mixed. RGB LEDs having peak wavelengths of
625, 528 and 464 nm, respectively, were placed inside an integrating sphere and
were powered with PWM driving current levels (Dr Dg Db) according to the
theoretical mixing proportionality, and the corresponding CCTs were verified.
Ambient temperature (To) was maintained at 25 °C inside the sphere, and care was

Fig. 1 CIE 1931
chromaticity diagram for
6500 K
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taken to avoid the junction temperature rise such that To = Tj. The results of the
same are shown in [11].

Similarly, the tristimulus values (X Y Z) for all other CCTs were practically
verified. The total lumen output of the lamp consisting of 5 RGB LEDs [12] placed
on an aluminum heat sink of dimension (10.5 � 10.5) cm and thermal resistivity of
1.62 °C was fixed at 420 lm [11]. Figure 2 shows the spectral power distribution of
RGB LEDs under study obtained using spectro-radiometer for a CCT of 6500 K.

3 Experimental Study of Factors Affecting Color Point

After producing the color points, next step is to stabilize them against variations in
ambient temperature and driving techniques. Considering the optical characteristics
of LEDs as the ambient temperature increases the total target lumen output
decreases, color point shifts toward shorter wavelength and peak wavelength shifts
toward larger wavelength [8]. With respect to the electrical characteristics, changes
in To will cause a drop in forward voltage and drop in forward current thereby
disturbing the color point [7]. Accuracy of color point also depends on the driving
technique. There is a linear relationship between the PWM driving levels (Dr Dg
Db) and tristimulus values (X Y Z) [4]. This relationship was experimentally verified
as shown in Fig. 3a–c. A forward current of 136.5, 301, 63 mA and forward
voltages of 9.5, 16.5, 13.3 V corresponding to 6500 K CCT are applied to the RGB
LEDs at an ambient temperature of 25 °C. The (Dr Dg Db) values to obtain the
required current levels are 39, 86, and 18%, respectively, for the selected RGB LED
lamp. The values of (X Y Z) obtained are 100, 293, and 24 lm, respectively,
@ to = 25 °C. Normalizing the required duty cycles as 100%, the tristimulus values
corresponding to the diode forward voltage are measured as the temperature inside
the sphere is increased from 25 to 70 °C. A drop of 16 and 14 lm was observed in
tristimulus X and Y corresponding to red and green as shown in Fig. 3a, b, whereas

Fig. 2 SPD of RGB LED
with peak wavelengths of
625, 528, 464 nm for 6500 K
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a gain of 4 lm was observed in Z corresponding to blue over the span of temper-
ature rise as shown in Fig. 3c. The drop in forward voltage was 0.4 V for red, 0.5 V
for green, and 0.38 V for blue. Red LED shows the largest lumen depreciation and
less forward voltage decay compared to green. Green LED shows the largest for-
ward voltage depreciation and less lumen output decay compared to red. Blue LED
gives an increased lumen output and very less forward voltage depreciation com-
pared to other two [13, 14]. This is because of the color characteristics of blue, and
it will produce an increased lumen output or maintain 100% lumen output for the
first 500 h of operation and then will tend to decrease. The results also clearly show
that tristimulus (X Y Z) with diode voltages linearly change with temperature under
stable duty cycle [4]. Because of this linearity, the (X Y Z) for other duty cycles can
be derived as shown in Fig. 3a–c.

At constant current, the temperature and voltage are linearly related to each other
with negative slope [15]. Experimental results shown in Fig. 4 establish the relation
between ambient temperature and forward voltage Vf of the LED lamp. The
experiment was performed inside a humidity chamber where the ambient temper-
ature was controlled in steps and the corresponding voltages were noted down.

Fig. 3 a–c Experimental tristimulus values X, Y, Z versus diode forward voltage of a red LED,
b green LED, and c blue LED at different duty cycles. The data points on the graph are measured
with arise in ambient temperature from 25 to 70 °C
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The same procedure was repeated for several pulsed current levels of 5 to 350 mA.
Care was taken in ensuring that there is no rise in junction temperature by
self-heating such that Tj = To. Enough time was given between the readings for the
LEDs to adjust to the new ambient temperature, and short current pulses were
supplied for the duration of 50 ls. As seen from Fig. 4, the slope DVf/DTo becomes
steeper as current is varied from 5 to 350 mA. The slopes reduce with increasing
current from −10.3 to −14.3 mV/°C for red, −10.5 to −14.5 mV/°C for green, and
−9.3 to −14.0 mV/°C for blue. Blue decays at a faster rate compared to other two
colors which can be clearly seen by comparing their slopes @ 350 mA current [5,
13]. As seen from Fig. 5 a strong temperature dependence can be clearly seen in the
V–I characteristics of the LED luminaire. When the ambient temperature is changed
from 10 to 70 °C corresponding to fixed driving currents, drop in forward voltage is
notified. This approach also confirms that the forward voltage degradation is more
for green compared to red and blue.

When forward voltage reduces, the x-y coordinates shift resulting in a shift in the
color point. Because of the nonuniform distribution of colors in CIE 1931, it is
recommended to use CIE 1976 u′-v′ coordinates diagram for calculating color
difference. If the color point variation is less than 0.002, it will be indistinguishable
[3, 7, 16, 17]. After converting x-y to u′-v′, color variation d(u′v′) of 0.02 was
observed for 6500 K when To was raised from 25 to 70 °C. A similar significant
shift was also observed for other color points.

Fig. 4 a–c Forward voltage Vf for a red LED, b green LED, and c blue LED versus ambient
temperature at constant currents
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4 System Description with Evaluation

From the above experiments performed with the open-loop system, it was clear that
due to the variations of ambient temperature there will be shift in the color point.
Hence, it is necessary to design a closed-loop control so that the drop in Vf can be
compensated by providing increased forward current [6]. A clear view of the
designed embedded system for color point control of an RGB LED lamp is shown
in Fig. 6. The algorithm to calculate the tristimulus values with corresponding
PWM current levels for user preferred CCTs (Dr Dg Db) is designed and executed
using LabVIEW. Three individual PWM signals at a switching frequency of
300 Hz were generated using the counter channels of NI X series USB 6356 DAQ.
350 mA current-controlled floating buck converters LM3407 were used to drive the
RGB LEDs.

Ambient temperature variation was sensed by a temperature sensor and was sent
as feedback to LabVIEWwhere this sensed voltage was compared with the reference
voltage. A simple proportional controller was designed on LabVIEW to automati-
cally sense the drop in voltage every 100 ms from the sensor and accordingly
increase the driving current levels by increasing the levels of (Dr Dg Db) and thereby
compensate for the drop in voltage to maintain the color point.

Fig. 5 a–c Experimental values of forward voltage versus forward current for different ambient
temperatures of 25–70 °C
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The closed-loop experimentation was carried in two steps: (1) calibration of the
sensor and (2) actual measurement. In calibration step, sensor and RGB lamp were
placed inside the humidity chamber. Placement of the sensor was near to the lamp
but not on the heat sink to avoid unnecessary resistance adding up on the heat sink.
The sensor temperature was compared with the humidity panel temperature to
check the accuracy of the sensor. Later, a digital thermometer was also inserted
along with the setup inside the chamber. All the three temperatures were compared
to ensure accuracy of the input given to the controller from the feedback. After
calibration of the sensor, actual measurement was performed outside the humidity
chamber in a dark room. The variation in the ambient temperature was produced by
a soldering iron, and the performance of the system was validated. Figure 7a–f
shows the results of the closed-loop action on some CCTs. The gain (K) that was set
inside the controller was determined after many iterations of the closed-loop system

Fig. 6 Block diagram of the system

Fig. 7 a–f Closed-loop response for each CCT showing constant forward voltage against
variations from ambient temperature
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to achieve accuracy. The selected K values were common for all CCTs.
Accordingly, the system could efficiently maintain a constant forward voltage for
variations in ambient temperature from 25 to 50 °C.

These results were again validated by considering the open-loop response of the
system and instead of continuous closed-loop control; control was done only at
temperatures of 40 and 60 °C as shown in Fig. 8. Figure 9 shows the screenshots of
the developed VI on LabVIEW.

5 Conclusion

Making RGB LEDs suitable for dynamic white lighting with accurate color control
is a challenging task. The nonuniform variation in the electrical and optical
parameters of red-green-blue LEDs has been verified using experimental data. The
method of measuring the drop in forward voltage at the on condition of PWM and
thereby providing increased duty ratios for color point control is proposed. The
designed system can effectively reduce the variation in color by changes in ambient
temperature with reduced complexity.

Fig. 8 Closed-loop response evaluation

Fig. 9 Screenshot of the designed GUI for process control

An Embedded System for Color Point Control of LEDs … 541



Acknowledgements The authors wish to acknowledge Djordje Velickovic, Electrical and
Computer Science Engineer graduated from University of Nis, Serbia for his constant support and
contribution during the experimentations.

References

1. Niko Rolamo, Diwakar Bista et al., “Study on efficiency and quality of solid state light source
by the combination of monochromatic sources with phosphor based white light-emitting
diode”, Rentech Symposium Compendium, Vol 2, pp 30–36, 2012.

2. Subramanian muthu, Frank j. schuurmans et al., “Red, Green, and Blue LEDs for White Light
Illumination”, IEEE journal on selected topics in quantum electronics, vol. 8, no. 2, pp 333–
338, 2002.

3. Srividya R, Ciji pearl Kurian, “White Light Source Towards Spectrum Tunable Lighting- A
Review” IEEE International Conference on Advances in Energy Conversion Technologies,
pp 203–208, 2014.

4. Xiaohui qu, Siu-chung wong et al., “Temperature measurement technique for stabilizing the
light output of RGB LED lamps”, IEEE transactions on instrumentation and measurement,
vol. 59, no. 3, pp 661–670, 2010.

5. S. K. Ng, K. H. Loo et al., “Color Control System for RGB LED With Application to Light
Sources Suffering From Prolonged Aging”, IEEE Transactions on Industrial Electronics, vol.
61, pp 1788–1798, 2014.

6. Folkert d, Roscam abbing et al., “Light-emitting diode junction-temperature sensing using
differential voltage/current measurements”, IEEE sensors conference, pp 861–864, 2011.

7. Xiaohui Qu, Siu-Chung Wong, Chi K. Tse, “Temperature Measurement Technique for
Stabilizing the Light Output of RGB LED Lamps”, IEEE Transactions on Instrumentation and
measurement, vol. 59, no. 3, pp 661–670, 2010.

8. Subramanian muthu, James Gaines et al., “Red, Green and Blue LED-based White Light
Source: Implementation Challenges and Control Design”, IEEE Industry applications
conference, vol. 1, pp 515–522, 2003.

9. William Dotto Vizzotto, Guilherme Gindri Pereira et al., “Electrothermal Characterization
Applied to the Study of Chromaticity Coordinates In RGB LEDs”, Power Electronics
Conference, pp 1146–1152, 2013.

10. Ingo Speier, Marc Salsbury, “Color Temperature Tunable White Light LED System”,
International Conference on Solid State Lighting, Proc. of SPIE, Vol. 6337, pp 1–12, 2006.

11. R. Srividya, Ciji.Pearl Kurian et al., “Implementation of a Tunable RGB LED Light Source”,
International Jol. of Control theory and applications, vol 8, no. 3, pp 1251–1260, 2015.

12. Edixeon RGB LEDs, Edixeon Lighting Company, 2015.
13. Narendran, L Deng et al., “Performance characteristics of Light emitting diodes”,

International conference on Solid state lighting, proceedings of SPIE, pp 267–275, 2004.
14. Lukas Lohaus, Emanuel Leicht et al., “Advanced Color Control for Multicolor LED

Illumination Systems with Parametric Optimization”, IEEE Conference, pp 3305–3310, 2013.
15. KR Shailesh, CP Kurian et al., “Measurement of junction temperature of light-emitting diodes

in a luminaire”, Lighting Research Technology, pp 1–13, 2014.
16. Rodrigo G. Cordeiro, Alexandre S. Cardoso et al., “Indirect Control of Luminous Flux and

Chromatic Shift Methodology Applied to RGB LEDs”, IEEE Conference, 2014.
17. Saijo Prathap, Sonia Sunny, Aju S Nair, “Colour temperature tuning to improve efficacy of

white light”, Elsevier Procedia Technology, Vol 24, pp 1186–1193, 2016.

542 R. Srividya et al.



Enhance Incremental Clustering for Time
Series Datasets Using Distance Measures

Sneha Khobragade and Preeti Mulay

Abstract Incremental clustering is a prevalent task associated with time series
dataset analytics. Distance measures play important roles in incremental clustering
to form, update, and append the clusters. In this research, a system is proposed to
recommend suitable distance measure for a time series dataset. The system com-
prises of four distance measures, two incremental clustering algorithms, and map-
ping outcome of these techniques is based on time series datasets from varied
domains. The choice of suitable distance measure is crucial to the incremental
clustering process due to their diverse characteristics. With the objective of sim-
plifying this task, genetic algorithm-based process provides the suitable distance
measure and incremental clustering algorithm for particular time series dataset(s).
This proposed system is an amalgamation of four distance measure techniques and
enhanced fuzzy C-means, X-means clustering algorithms.

Keywords Incremental clustering � Distance measures � Time series datasets
Mapping � Validation

1 Introduction

Latest research in data mining focuses to find valuable informatics from temporal
patterns. Enhancement in Information gathering strategies has facilitated access to
huge quantity of temporal information, frequently termed as time series informa-
tion. This information has generated a novel kind of datasets in which each instance
consists of whole time series. The major distinctiveness of this category of infor-
mation is high dimensionality, its dynamism, its auto-association, and noisy values
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that obscure analysis on deeper extent. In vision of above problem scenario,
numerous scholars have addressed on discovering new techniques or on acclima-
tizing present data-mining procedures to derive useful statistics from these dataset.
Incremental learning via incremental clustering have been effectively tailored to
time series information in numerous application domains.

Distance measure factor is crucial in finding degree of similarity or dissimilarity
in time series information via cluster formation process. Common distance measure
like Euclidean using in data-mining algorithms fails to handle noisy information in
time series dataset and is not suitable for incremental clustering on time series
dataset. In order to overcome this, research scholars have presented large measure
for specific kind of information.

Practical results propose that not every distance procedures are suitable for dataset.
This is most likely due to exact individuality of every dataset that makes certain
distance procedures extra apt compared to other. However, option of similarity
measure is not petty as to find association amid uniqueness of temporary datasets and
properties of diverse distance procedures. The integrated approach presented in this
research work, which is mapping incremental clustering algorithm, time series
datasets and distance measures, with enhancements in two algorithms, is not very
widely presented in previous research. This work reduced “trial and error” efforts
while selecting specific distance measure suitable for time series data and incremental
clustering approach. In practical scenario, work with large temporal dataset with
multiple distance measures is impossible and achieving best trainable machine is out
of scope. Multilabel classification technique automatically selects the most suitable
distance measure for clustering a time series dataset [1]. Different time series datasets
as image data, GIS data, etc. will use multilabel classification. Multilabel classifica-
tion will not give proper solution for particular time series dataset.

This research paper presents incremental clustering technology and different
distance procedures to achieve best optimal results. The present paper focuses on
the selection of incremental clustering algorithms, distance measures for particular
time series dataset. The research carried out maps the best suitable incremental
clustering algorithm and distance measures for given time series dataset. Mapping
among those techniques gives better performance, execution time, and more
attention to incremental data because of its effectiveness with large data. It com-
pares results between time series input data with two incremental clustering algo-
rithms and four distance measures. A genetic algorithm is used to take decision over
the methods. The symmetric tree-mapping algorithm selects the multiple paths.
Quick execution time and minimum path will select the incremental clustering
algorithm and distance measures. At any stage of implementation for better exe-
cution anytime, algorithm plays an important role. Validation simulates important
role to improve the cluster quality. Splitting the cluster in the different cluster can
take decision for better performance. In this situation, validation takes an important
role. Validation improves the execution quality. In this paper, validation is checked
over clusters. It checks train test validation technique using Pearson correlation
method. As incrementally data is added, then it again checks the validation con-
dition and creates incremental clusters.
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2 Literature Review

Mobile medical recommendation system using multi-label modeling is discussed in
[2]. The recommendation system gives limited user satisfaction and performance. It
is further suggested that with incorporating incremental clustering in [2] the per-
formance can be enhanced further.

To improve searching result of a Web site, it used technique like clustering
algorithm and cross-validation technique [3]. Cross-validation technique is accepted
for partial examination and recital factors as precision, relevance speed, and user
feedback are considered for evaluation. Future scope is to develop system with user
feedback consideration. In the present paper for particular time series dataset, the
decision is taken by genetic algorithm to find out best result over incremental
clustering algorithm and distance measure technique. Cross-validation is checked
using Pearson correlation technique for improving the quality of cluster.

A distributed k-means clustering algorithm is used for the wireless sensor that
gives the idea of clustering in networking [4]. Multi-agent theory is used to develop
algorithm for data exchange. Proposed algorithm is optimal k-means solutions.
Major drawback in research is it is simulation-based and result outcomes are similar
to any centroid-based clustering. Distributed clustering in networking gives limited
performance over the network data. In the present paper, time series dataset is used.
For increment number of cluster estimation, x-means incremental clustering algo-
rithm gives suitable result for particular time series dataset.

RBF network kernel-based fuzzy clustering algorithm is compared with several
other clustering techniques like k-means, fuzzy c-means, and x-means clustering
algorithm by authors in paper [5]. RBF networks’ future direction is to focus on the
improved quality of KFCM-based clustering, and designing learning algorithm. The
present paper uses the concept of fuzzy-c incremental clustering on varied distance
measure techniques.

Computing cluster centers at minimum computational time with validity indexes
is discussed by authors in paper [6]. Authors states that most research work do not
consider number of clusters used in clustering process. Therefore, it is very vital to
consider cluster formation structure and number of clusters to be formed.
Additionally, data outburst innumerous requests, several issues such as grouping for
Web information, imbalanced data, and high attribute data, are future scope of the
work. The research proposed in this paper uses symmetric tree clustering for cal-
culating suitable group of clusters. It also gives result in minimum time period and
improves clustering quality using incremental clustering algorithm.

Tree-based incremental overlapping clustering gives the multiple paths for a
query. Search tree technique is used to show multiple paths [7]. Static dataset is
only considered for cluster formation process, and in real-time scenario, however,
cluster generation process needs to consider dynamic datasets. Research presents a
tree data structure incremental clustering technique with three-way decision support
system. Tree data structure group’s data points having increasing relevance.
Overlapping cluster generation is achieved and gives three-way decision support in
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[7]. The present paper uses the symmetric tree based technique for comparing
incremental clustering algorithm and distance measure technique.

Enormous increase in use of web information and related retrieval is discussed
by authors of [8]. Authors said that cluster formation is a challenging task, espe-
cially when quick search results are expected from specialized field like healthcare.
In [8] user trust is measured while clusters are formed to facilitate users to get
required information. Euclidean measure is used which give limited number of
searching paths. Hence in this research work varied distance measure techniques are
used by replacing static clustering approach to incremental.

In time series clustering, previous scholar work concludes that distance measures
largely affect cluster output select this factor is not easy and remains challenge [1].
Work presents multilabel classification framework to select most suitable distance
measure dynamically. Experimental analysis on five attributes has been carried out,
and observation suggests that system simplifies time series cluster formation pro-
cess. Future definition analysis and relation mapping to database would even
simplify clustering process.

Performance of clustering algorithm for high dimensional dataset uses clustering
techniques like k-means, agglomerative hierarchical clustering [9]. The evaluation
has been tested for k-values of input clusters. The empirical evaluation concludes
that hierarchical clustering is better in terms of time complexity compared over k-
means clustering. In the present paper, for particular time series dataset, a genetic
algorithm will give suitable distance measure and incremental clustering algorithm.

In single medical dataset, seven distance measures are compared with clustering
algorithm. It checks impact of different distance measures on different clustering
algorithms [10]. It examines the effect of different distance measures on clustering.
Only Euclidean and Minkowski have similar results for tested dataset. Future
complexity needs to be studied for all distance measures not covered in this paper.
Present paper will compare the four time series data with two incremental clustering
algorithms and four distance measures to check the impact on the techniques.

Image clustering issue is been addressed in this article that has majorly k-means
and similar procedures fail for image cluster generation process. Author has
implemented Gaussian-based hierarchical cluster generation process for high-value
X-ray images. k-measures are used to group similar features with Minkowski and
fractional distance measures [11]. Gaussian test technique gives validation over
clusters. In the present paper for incremental cluster validation, the Pearson cor-
relation technique will be used.
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3 Issues of Multilabel Classification

Multilabel classification gives a response to search multiple paths [12]. Multilabel
classification technique is a challenging problem in time series datasets like music.
This technique will not handle the music-categorized data. Multilabel classification
technique has chance of poorly ordered chain, and it will access limited data. For
large data, incremental clustering will find the best way to create incremental
clusters.

Multilabel classification only checks similarity and minimum distance between
the data but it cannot deal with incremental clustering and mapping between the
datasets. Experiment in the present paper will use to find out the best incremental
clustering algorithm. Our focus is to take the future performance into account
complexity and accuracy of incremental clustering in this system. The focus of this
research work is to map an incremental clustering algorithm to distance measures
suggested for time series dataset from specific domain.

4 Proposed System

4.1 Architecture of the System

Figure 1 shows the architecture of the research work presented in this paper. The
time series data is given as input for preprocessing. The use of self-learning genetic
algorithm is for taking a decision over incremental data and distance methodology.
Next step is to select a distance measure including Mahalanobis, Manhattan,
Chessboard, and Minkowski etc. Incremental clustering techniques i.e x-means
incremental clustering algorithm or fuzzy-c incremental clustering algorithm is
enhanced for generating quality clusters and appropriate mapping results.
Symmetric tree mapping is used to find out different paths over incremental clus-
tering data and distance methodology. A train, test validation technique using
Pearson correlation, helps to compute cluster performance. For incremental data, on
arrival of new input data series either the alforithm decides to update the cluster or
form a new cluster. This way the entire effectual mapping of distance measures and
time series domain is obtained by enhancing two incremental clustering algorithms.

4.2 Mind Map of Proposed System

Figure 2 shows mind map of the present paper. The mind map consists of the
following subsection:
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1. Input,
2. Data analysis,
3. Symmetric tree mapping,
4. Validation,
5. Output.

Input given to this proposed research system is time series datasets from varied
domains. These input datasets are first preprocessed as the pre-requisite for clus-
tering. Principal components are extracted from preprocessing. Data Analysis is
carried out primarily on these principal components.

Time series dataset is an input component, along with four distance measures to
two different incremental clustering algorithms. This integrated approach generates
different paths like a tree structure. Finally different paths are compared to select the
minimum path suggesting probable mapping.

Person correlation algorithm is used for validation of clusters. On arrival of new
data, genetic algorithm is invoked by the system to calculate clusters to append
already existing cluster database.

5 Methodology

5.1 Enhance Incremental Clustering Algorithms

Incremental clustering is a technique to form a group based on measuring the
similarity between the incremental data. The enhanced incremental clustering
analysis will select the cluster based on the different incremental clustering algo-
rithms. The present paper uses two incremental clustering algorithms. In the
algorithm, the BOLD point shows enhancement of incremental clustering.

5.1.1 Enhance Fuzzy c-Means Incremental Clustering

The fuzzy algorithm has a fuzzy approach clustering. In the present paper, fuzzy-
c incremental clustering algorithm will be based on abstract classifier. Fuzzy-c is an
interference engine. Steps of fuzzy-c incremental clustering algorithm are as
follows:

Input: Select preprocessed dataset attributes from different distance
measures.
Process:
Step 0: Start
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Step 1: Randomly initialize the membership matrix using Eq. (1)

X
j

c ¼ 1ljðxÞ ¼ 1 i ¼ 1; 2; . . .:k: ð1Þ

Step 2: Calculate centroid using Eq. (2) shown below

cj¼
P

i lj xið Þ½ � mxiP
i
l
xi
j½ �m

: ð2Þ

Step 3: Calculate dissimilarity between data points and centroid using
Euclidean distance Eq. (3) shown below

Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � x1ð Þ2

q
þ y2 � y1ð Þ2: ð3Þ

Step 4: Update new membership matrix using Eq. (4) shown below

ljðxiÞ ¼
N
D
;

ljðxiÞ ¼
1
dji

h i 1
m�1

P
ck¼1

1
dki

h i
1

m�1

: ð4Þ

For creating clusters incrementally, update the membership matrix function.
Step 5: Compute membership matrix numerator factor using Eq. (5)

N valueð Þ ¼ 1
dji

� � 1
m�1

: ð5Þ

This extension is implementing for fitting the time series dataset size.
Step 6: Compute membership matrix denominator value factor using
Eq. (6) as shown below

ljðxiÞ ¼
X

ck¼1
1
dki

� �
1

m� 1
: ð6Þ

Here, m is fuzzy parameter. The range of m is always [1.25–2].
This extension is implementing for fitting the time series dataset size if the
size is not fitted in numerator.
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Step 7: Go back to Step 2 unless the centroid is not changed.
Output: Enhanced clusters.

5.1.2 Enhance X-Means Incremental Clustering

The X-means incremental clustering algorithm is an extension of the k-means
algorithm to find out a number of cluster centers. However, in our approach, our
approach cannot use k-means. In this research work, X-means is used for
auto-iteration of the time series dataset because it has a low computational cost and
reduces time complexity. It has to select the coverage of cluster, respectively. It is a
rule-based classifier. It automatically creates a number of clusters. In this paper, our
plan is to apply the following steps of x-means clustering algorithm.

Input: Select preprocessed dataset attributes using genetic algorithm.
Process:
Step 0: Prepare p-dimensional data whose sample size is n.
Step 1: Set an initial number of clusters to be k0, which should be sufficiently
small.
Step 2: Apply k-means to all data with setting k = k0. We name the divided
clusters C1, C2, …Ck0.
Step 3: Repeat the following procedure from Step 4 to Step 9 by setting i = 1,
2, …, k0.
Step 4: For a cluster of Ci, apply k-means by setting k = 2. We name the
divided clusters Ci1, Ci2.
Step 5: We assume the following p-dimensional normal distribution
for the data xi contained Ci ¼ f ð;i; xÞ ¼ ð2pÞ � p=2 Vij j � 1=2�
exp 1

2 ðx� liÞtV�1
i ðx� liÞ

� �
:

Step 6: Recursive distance identification. N is number of attributes.
N! = N * (N − 1)*…*2 * 1 & that 0! = 1.
This step is processed for incremental data.
Step 7: Apply distance, density estimation change for number of cluster
estimation. Cn is cluster number, min is minimum distance, A is set of
attributes. Cn ¼ Rmin

0

P
Ai � Aiþ 1j j:

For neighbor-based cluster creation approach.
Step 8: Euclidean distance calculation. Ed is Euclidian distance
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Ed ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðAi�Aiþ 1Þ2
s

:

To calculate exact distance between two point.
Step 9: Cluster formulation, where C is cluster set and Ci is ith cluster

C ¼ Zn

0

Ai 2 EdCi:

Output: Different cluster formulations.

6 Genetic Algorithm

Multi-optimization has been a major challenge to be dealt in algorithm evolutions,
and previously scalar functions have been generated to solve multi-objective
problem. Genetic algorithm is a comparative process that learns over time to
compute multi-objective problem and has current scope of research. In this present
paper, genetic algorithm is used to take the decision for selection of incremental
clustering and distance measure. Genetic algorithm takes input like incremental
clustering algorithm list, distance measures techniques, dataset selected attribute,
and complexity parameter. For processing first, it calculates complex evaluation.
After the evaluation, analysis factor analyzed the data from the attribute list. Next
step is to identify the fitness function. Finally, genetic algorithm takes decision over
the techniques like incremental clustering and distance measure. Then, the output is
advising perfect incremental clustering, one-distance measure technique between
two incremental clustering algorithms, four distance measure techniques for a
specific domain of time series.

Input:

(A) Selection of time series dataset from the time series datasets attribute list
(wine, weather, cancer, sports, indoor signal)

(B) Selection of distance measures techniques:

(i) Mahalanobis distance measure

Dm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� lÞT

q
S�1ðx� lÞ ð1Þ
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(ii) Manhattan distance measure

Md ¼ x2� x1j j þ y2� y1j j ð2Þ

(iii) Minkowski distance measure

Mid ¼
Xn
i¼1

x� yj jp
 !1=p

ð3Þ

iv. Chessboard distance measure

Dc ¼ maxð x2 � x1j j; y2 � y1j jÞ ð4Þ

(C) Selection of incremental clustering algorithms:

(a) Enhance fuzzy c-means incremental clustering.
(b) Enhance x-means incremental clustering.

(D) Select complexity parameter.
Pearson correlation(r) for cluster validation.

Process:
Step 0: Start
Step 1: Complexity evaluation
Step 2: Analysis factor for population
Step 3: Fitness function identification
Step 4: Decision making over techniques
Output: For particular time series dataset suitable

I. Incremental clustering algorithm among enhanced fuzzy-c and x-means
incremental clustering.

II. Distance measure technique among Mahalanobis, Manhattan,
Minkowski, and Chessboard distance measure.

7 Results and Discussion

In this research paper the focus is more on mapping of most widely used distance
measure, i.e. Mahalanobis distance measure from the steps. Table 1 shows com-
putations of cluster validations including Standard Deviation (SD) and covariance
Table 2 shows Mahalanobis distance (MD), time in milliseconds for the. “Indoor
User Movement Prediction” from RSS dataset time series dataset. Graph 1 plot
indicates the average time taken for the calculation on Mahalanobis distance verses
size of selected dataset.
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8 Conclusion and Future Direction

Incremental clustering improves the cluster quality and execution time. In this
paper, the incremental clustering algorithm is used along with distance measures to
overcome the drawbacks of multilabel classification for mapping over time series
datasets [1]. Here, the incremental clustering algorithm decides the length of the
time series datasets. In addition, the various distance measures are used to find out
the minimum distance and similarity in the objects. Using distance measures
techniques is easy to calculate outliers, covariance, grid-based path, ratio for
absolute zero values in the attribute selection. Survey analysis on more than ten
articles concludes that incremental clustering output is highly influenced by dis-
tance measure. Such as, selection of distance measure challenge has overcome in

Table 2 Mahalanobis
calculation

Dataset Rows Time in Milliseconds

300 114

400 155

550 153

700 156

753 164

808 161

856 165

905 166

977 173

1153 171

1170 172

1218 173

1240 174

Graph 1 Mahalanobis
calculation graph
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the incremental clustering. Genetic procedure is promised to better option for
selection of distance measure techniques and incremental clustering techniques for
particular time series dataset. Future direction of the present paper is numerous
distance measures that are compared with numerous time series dataset and
incremental clustering, and it enhances with number of incremental clustering.

Appendix

See Figs. 1 and 2.

Fig. 1 Architecture of the present research paper

Fig. 2 Mind map of the present research paper
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BCH/Hamming/Cyclic Coding
Techniques: Comparison
of PAPR-Reduction Performance
in OFDM Systems

Pankaj Kumar, Amit Kumar Ahuja and Ram Chakka

Abstract OFDM (orthogonal frequency division multiplexing) is a
spectrum-efficient digital modulation scheme. It is widely used in various appli-
cations involving today’s as well as next-generation network (NGN). Despite many
benefits, it suffers from the drawback of high PAPR (peak-to-average power ratio)
of the transmitted OFDM signal. Channel codes are known to reduce PAPR
(Rajasekhar et al. in PAPR reduction performance in OFDM systems using channel
coding techniques. International Conference, IEEE, pp 1–5, 2014; Tsai et al. in
IEEE Trans Wireless Commun 7:84–89, 2008; Jiang and Wu in IEEE Trans
Broadcast 54:257–268, 2008; Chen and Liang in IEEE Trans Wireless Commun
6:3524–3528, 2007) [1–4]. In (Rajasekhar et al. in PAPR reduction performance in
OFDM systems using channel coding techniques. International Conference, IEEE,
pp 1–5, 2014) [1], PAPR-reduction performance of OFDM signal using Hamming
and cyclic codes was evaluated and compared. BCH codes are widely used in
mobile communication networks (Agrawal and Zeng in Introduction to wireless and
mobile systems, 2015; Hazan and Ran in Study of indoor LTE green small-cells
using mobile front haul architecture over hybrid fiber-wireless channels, IEEE,
pp 185–189, 2016) [5, 6]. Objective of this paper is to evaluate PAPR-reduction
performance of BCH-coded OFDM signal and compare the same with the case
when Hamming and cyclic codes are used. Simulation results are evaluated using
MATLAB® R2015(a). CCDF versus PAPR curves are plotted and used for com-
paring the performances of the three channel coding schemes.
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1 Introduction

With increasing usage of communication technologies, the demand for services with
higher data rates such as multimedia, voice, data over wireless links has also
increased [7]. The received signal is usually distorted due to time-varying charac-
teristics of the channel, also termed as fading [8]. MIMO (multi-input-multi-output)
systems use space diversity to reduce the effect of fading [9, 10]. Alternatively, the
multi-carrier modulation techniques are used [10, 11]. The basic idea of multi-carrier
modulation technique is to divide the single high data rate stream into several low
data rate streams to overcome the effect of multi-path fading channel [12].
A multi-carrier system such as FDM (frequency division multiplexing), as shown in
Fig. 1a, divides the total available bandwidth into subcarriers and transmits the data
simultaneously [12]. To avoid inter-carrier-interference (ICI) in FDM, the carrier
frequencies are spaced sufficiently far apart (refer to Fig. 1a). This results in lower
overall data rate at the output of FDM system. OFDM (orthogonal frequency divi-
sion multiplexing), on the other hand, is a spectrum-efficient digital modulation
scheme in which the complete channel bandwidth is divided into multiple subcar-
riers that are mutually orthogonal to each other [7, 12], as shown in Fig. 1b.
Orthogonality gives the subcarrier a valid reason to be closely spaced, even partially
overlapped, without interference (refer to Fig. 1b).

Due to its various advantages like high spectral efficiency, robustness to channel
fading, immunity to interference etc., the OFDM is widely used in digital audio and
video broadcasting, referred to as ‘DAB’ and ‘DVB,’ respectively [13]. Further,
most of the wireless LAN standards like IEEE 802.11a or IEEE 802.11g use OFDM
as main multiplexing scheme for better spectrum efficiency [14, 15]. However,
despite various benefits, OFDM suffers from the drawback of very high PAPR
(peak-to-average power ratio). This is due to large number of subcarriers that are
used in OFDM signals, as illustrated in Fig. 2.

f

f

Spectrum Saving

(a)

(b)

Fig. 1 a FDMA spectrum,
b OFDM spectrum
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As can be seen from Fig. 2, the OFDM signal, which is sum of signals at
different frequencies (‘Freq1’, ‘Freq2’, ‘Freq3’) has large dynamic range of ampli-
tude as compared to that of the single-frequency components. Further, two peaks,
with amplitude larger than that of the single-frequency components, can be seen at
0.1 and 0.9 ms (refer to Fig. 2) signifying increase in the PAPR of the OFDM
signal.

PAPR is formally defined as, measure of variation in signal amplitude from its
mean value [1]. In a given duration, PAPR is the ratio of ‘peak amplitude squared’
and ‘average signal power,’ in that duration. If PAPR is too high, the signal may be
out of the scope of LPA (linear power amplifier) to process. This introduces dis-
tortion which is usually nonlinear in nature and changes the superposition of signal
spectrum. The result is degradation in system performance. If no measures are taken
to counter this, the MIMO-OFDM system could face serious restrictions on its use
in practical applications [16]. This leads to motivation for identifying different
techniques to control PAPR of the transmitted OFDM signal, without compro-
mising its performance. A promising method, which has attracted considerable
attention of researchers in past, is to use ‘error control codes (ECC),’ also referred
to as ‘channel codes’ [1, 17].

Channel coding is known to reduce PAPR [1, 17]. In [1], the capability of cyclic
and Hamming codes, in achieving PAPR-reduction, has been demonstrated. BCH
code is an important channel coding scheme, in today’s as well as futuristic
next-generation networks (NGNs). Thus, it becomes imperative to evaluate the
PAPR-reduction performance of the BCH code and compare the same with the case
when cyclic and Hamming codes are used. This is precisely the objective of this
paper.
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Complementary cumulative distribution function (CCDF), defined as FX xð Þ ¼
PrðX[ xÞ [1], has been used as a parameter to compare the PAPR-reduction
performance of the considered channel codes. MATLAB® R2015(a) is used for the
required simulation analysis study. The evaluated results are plotted as CCDF
versus PAPR curves and are compared appropriately. Using methodology, as dis-
cussed in the upcoming section, the performance superiority (in terms of
PAPR-reduction) of the cyclic code is demonstrated over the other two, while
performances of the BCH and Hamming codes are found to be almost similar.

Section 2 covers the brief introduction of channel codes that are considered for
this study and analysis. Various parameters selected and methodology adopted have
been explained in the Sect. 3. In addition, evaluation and comparison of
PAPR-reduction performance, of the considered channel codes, have been carried
out in Sect. 3. This paper is concluded in the Sect. 4.

2 Introduction to Linear Error Codes

As mentioned earlier, cyclic, Hamming, and BCH codes are considered for this
study and analysis. Following is the brief description of each of these.

2.1 Hamming Codes

The Hamming code is defined as, for any positive integer ‘m’ with ðm� 3Þ, there
exists a Hamming code with the following parameters [18]:

• Code length ðnÞ ¼ 2m � 1.
• Number of information symbols ðkÞ ¼ 2m � m� 1.
• Number of parity-check symbols ðn� kÞ ¼ m.
• Error correcting capability ðtÞ ¼ 1 or; dmin ¼ 3ð Þ.

More details about Hamming codes can be seen from [18].

2.2 Cyclic Code

The major advantage of cyclic codes is the easier implementation of its encoder and
decoder structures. A binary code is said to be cyclic if it exhibits the following two
fundamental properties [19, 20]: (a) sum of any two codewords is also a codeword.
This is referred to as linearity property, (b) any cyclic shift to a codeword gives
another codeword. This is referred to as cyclic property. If the components of a
n-tuple, v ¼ v0; v1; . . .; vn�1ð Þ are cyclically shifted ‘i’ places to the right, the
resultant n-tuple would be:

560 P. Kumar et al.



vðiÞ ¼ vn�i; vn�iþ 1; . . .; vn�1; v0; v1; . . .; vn�i�1ð Þ ð1Þ

In Eq. (1), for binary system, parameter ‘v’ corresponds to either ‘0’ or ‘1’, while
‘i’ is nonzero positive integer. More details about cyclic codes can be seen from
[19, 20].

2.3 BCH Codes

The Bose, Chaudhuri, and Hocquenghem (BCH) codes form a large class of ran-
dom error correcting cyclic codes [17, 20]. This class of codes is a remarkable
generalization of the Hamming code, for the purpose of multiple-error corrections.
For any positive integers ‘m’ with m� 3, and, t with t\2m�1, there exists a binary
BCH code with the following parameters [20]:

• Block length ðnÞ ¼ 2m � 1.
• Number of parity-check digits ðn� kÞ�m:t.
• Minimum distance dminð Þ� 2tþ 1.

We call this code a t-error-correcting BCH code. Further details regarding BCH
code can be seen from [17–20].

3 Parameter Selected, Methodology Adopted, Results,
and Discussions

The study and analysis have been carried out under following parametric
assumptions:

OFDM parameters: Total data bits = 52 � 103; number of frames = 103;
number of subcarriers per frame = 52; frame length = 80 bits; cyclic prefix
bits = 16; IFFT length = 64; pilot insertion bits = 12; Modulation tech-
nique = binary phase-shift keying (BPSK).

Channel coding parameters: Message length (k) = 4; codeword length (n) = 7;
parity-check bits (m) = 3.

Figure 3 shows the methodology which has been adopted for this study and
analysis. Using this methodology, the PAPR is evaluated and the corresponding
CCDF, as defined earlier, is evaluated for the considered channel coding schemes.
The results are plotted as CCDF versus PAPR curves as shown in Figs. 4, 5, and 6.

Figure 4a displays the CCDF versus PAPR curve corresponding to cyclic code.
In order to show the capability of channel codes, in reducing PAPR, the CCDF
versus PAPR curve corresponding to the uncoded scheme (when transmitted data is
sent without channel coding) is also plotted in the same plot (refer to Fig. 4a). The
corresponding results when BCH and Hamming codes are used are shown in
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Figs. 4b and 5a respectively. In Fig. 5b, BCH, cyclic, and uncoded schemes are
compared, while Fig. 6a shows the comparison of cyclic, Hamming, and uncoded
schemes. Figure 6b depicts the comparison of BCH, Hamming, and uncoded
schemes, while comparison of all the considered channel codes has been shown in
Fig. 6c. It is to be noted here that, at a given PAPR, lower is the CCDF, better
would be the performance (in terms of PAPR-reduction) and vice versa.

From Figs. 4, 5, and 6, the following conclusions can be drawn.

Generate the random binary sequence

Code the binary data using given Channel code

Modulate using BPSK modulation scheme

Perform Serial to Parallel conversion

Carry out zero padding in the modulated data stream

Compute IFFT 

Add cyclic prefix

Calculate PAPR & CCDF of resulting OFDM signal

Plot CCDF vs. PAPR curve

Repeat above procedure for other channel codes

Compare CCDF vs. PAPR curve for cyclic, Hamming 
& BCH codes

START

END

Fig. 3 Flowchart depicting
methodology adopted
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• First, let us refer to Fig. 4a. As shown, the CCDF versus PAPR curve corre-
sponding to the cyclic code is lower than that of its uncoded counterpart. That is,
at a given PAPR, CCDF corresponding to the cyclic code is lower than the case
when uncoded scheme is used. Similar observations are held corresponding to
other channel coding schemes, that is, BCH code (refer to Fig. 4b) and
Hamming code (refer to Fig. 5a). These are expected results as it shows the
capability of the channel coding schemes in reducing PAPR.

• As can be observed from Fig. 5b, at a given PAPR, the value of CCDF cor-
responding to cyclic code is small as compared to the case when BCH code is
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Hamming, and uncoded scheme, c Hamming, BCH, cyclic, and uncoded schemes

564 P. Kumar et al.



used. This is observed for almost all the PAPR values in the range from 4.2 to
4.35 (refer to Fig. 5b). Similar observations are held when cyclic code is
compared with Hamming code as can be seen from Fig. 6a. This shows the
superiority of the cyclic code, in PAPR-reduction, over the other two, that is,
Hamming and BCH.

• Refer to Fig. 6b in which BCH and Hamming codes are compared. As observed,
performance of the BCH code is almost similar to that of the Hamming code.
This is because of almost similar CCDF at a given PAPR, corresponding to both
the schemes.

• All the above observations can be held from Fig. 6b in which CCDF versus
PAPR curves corresponding to all the considered coding schemes have been
displayed and compared.

Thus, it can be said that, among the three channel coding schemes that are
considered here, the cyclic code introduces maximum linearity (minimum PAPR),
while the linearity introduced by Hamming and BCH codes are almost similar.

4 Conclusions

This paper evaluates and compares the PAPR-reduction performance of the OFDM
signal using three channel coding schemes namely, cyclic, Hamming and BCH
codes. CCDF versus PAPR curves are plotted and used for comparing the perfor-
mances of these channel coding schemes. From the obtained results, cyclic code is
observed to introduce maximum linearity (minimum PAPR), while linearity intro-
duced by the Hamming and BCH codes is found to be almost similar.

One of the major advantages of this study is that, in order to gain further
improvements, it can be augmented with the selective mapping (SLM) technique.
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Study of Segmentation Techniques
for Cursive English Handwriting
Recognition

Pritam S. Dhande and Reena Kharat

Abstract This paper aims to present a study of different segmentation techniques
for optical character recognition of handwritten cursive English script. Optical
character recognition is a very challenging research field. There are scanners with
inbuilt OCR for printed documents but not for handwritten documents. Character
recognition of handwritten cursive English script is a very challenging task. In
cursive English handwriting, the characters in a word are connected to each other.
So the segmentation and feature extraction of cursive English script are much
difficult.

Keywords Feature extraction � Handwritten cursive English script
Optical character recognition � Segmentation

1 Introduction

Optical character recognition (OCR) is a method which identifies and recognizes
the text which is stored in an image of the format JPEG, GIF, etc. The text in an
image is converted into a machine-readable format viz. ASCII or Unicode. The
pixel representation of a letter is converted into its equivalent character represen-
tation using OCR. It is the machine simulation of human reading. Character
recognition is the study of how machines can observe the environment, distinguish
character of interest from their background, and make the correct decisions about
the characters. OCR has numerous applications in pattern recognition, computer
vision, and artificial intelligence. The task of character recognition is broadly
separated into two categories:
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• Handwritten documents and
• Machine-printed documents.

The characters in machine-printed documents are straight with uniform align-
ment, and there is uniform spacing between the characters. Handwritten characters
varies in shape and size because each and every person on the earth has different
handwriting. In general, there are six steps in the process of character recognition of
handwritten cursive script. These steps are as follows:

• Image acquisition,
• Preprocessing,
• Segmentation,
• Feature extraction,
• Classification, and
• Post-processing.

The flowchart for optical character recognition of handwritten documents is
given in Fig. 1.

2 Related Work

In the middle of 1940s, the first character recognition system is appeared with the
development of digital computers. The early work on the automatic recognition of
characters has been concentrated either upon machine-printed text or upon a small
set of well-distinguished handwritten text or symbols.

In the literature of cursive English handwriting recognition, in 2016, Abhishek
Bala and Rajib Saha proposed a horizontal and vertical projection method for
segmentation of cursive handwritten document. The proposed segmentation method
can segment the text lines and words. This technique gives better result for multiple
skew and overlapping characters. The samples from IAM database are taken for the
experiment. The accuracy for the line segmentation is 95.65% and for the word
segmentation is 92.56%. Proposed skew normalization method normalizes the skew
up to 96% [1].

In 2016, Kanchan Keisham and Sunanda Dixit proposed the segmentation
method based on the information energy. This energy is calculated for each and
every pixel. Artificial neural network is used for recognition of characters. The
accuracy of recognition for line segmentation is 95%, and for word and character
segmentation is 94 [2].

In 2014, Subhash Panwar and Neeta Nain proposed a novel connectivity strength
parameter. This parameter is used for deciding the groups of the components which
belong to the same line. In this approach, over-segmentation is removed by using
depth-first search method with the iterative use of the connectivity strength func-
tion. This technique is implemented with English, Hindi, and Urdu text images
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taken from benchmark database. The strength of this technique is that it is a lan-
guage adaptive approach. The average accuracy of the proposed method is 97.30%
[3].

In 2009, G. Louloudisa, B. Gatosb, I. Pratikakisb, C. Halatsisa proposed a
segmentation methodology of handwritten documents for text line and word seg-
mentation. Hough transform is used for text line segmentation [4].

In 2015, Namrata Dave discussed various methodologies to segment a text-based
image such as pixel counting approach, histogram approach. Various levels of
segmentation are also discussed viz. text line segmentation, word segmentation,
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character segmentation. The need for segmentation process is justified in the con-
text of text-based information retrieval. Then, the various factors which affect the
segmentation process are discussed [5].

In 2002, Nafiz Arica and Fatos T. Yarman-Vural proposed segmentation and
recognition algorithm for offline cursive handwriting recognition. For character
segmentation, grayscale and binary information is combined. Hidden Markov
model (HMM) is used for recognition purpose [6].

3 Motivation

Handwritten character recognition process is useful in converting the old hand-
written documents and files into an editable format. This will be helpful to create
the paperless environment. It is very difficult task to build the system with 100%
accuracy for character recognition because humans can also make the mistake while
recognizing the characters.

Many organizations use documents to get the information from the customers.
These documents are mostly handwritten such as checks, forms. For easy infor-
mation retrieval, those documents are stored in a digital format. Filling the same
data manually from documents to computer is tiresome and time-consuming task.
Therefore, there is a requirement of a handwritten character recognition system
which will automatically recognize the texts from the image.

3.1 Need and Challenges

Handwritten text is an integral part of human life. In daily life whatever we write on
blackboards, postal system, doctor’s prescription, etc., everything is handwritten.
And character recognition problem is yet unsolved. Hence, there is a need of
character recognition system which will accurately recognize the handwritten
characters.

The main challenge in the recognition of handwritten characters is that every
person on the Earth has different handwriting. There are various other factors also
which cause difference in handwriting such as multi-orientations, skewness of the
text lines, overlapping characters, connected components, pressure points. Many
scripts are there with their intrinsic variations. A single character can be written in
many forms, so it is also a challenging task to recognize a particular handwritten
character.
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4 Flow of the System

A. Preprocessing:

In preprocessing, many steps will be carried out. They are as follows:

• Noise removal:

This is a process of removing noise from scanned image by using appropriate filter
such as smoothing linear filter, order statistic filter. Smoothing process is used for
blurring and reducing noise.

• Binarization:

In this, image is converted into a grayscale image Then, grayscale image is sub-
jected to binarization. Binarization is performed by using Otsu’s thresholding
method. This method converts the grayscale image into black and white image,
wherein the pixel values of the image are either 0 or 1. Such an image is called as a
binary image.

• Cropping and resizing:

The extra portion which is present in the image other than the portion occupied by
the character need to be eliminated so that only the character can be processed. This
process is called as cropping. In the cropping process, initially, the top-leftmost
black pixel of the character is first identified, and stored in a temporary variable.
Similarly, the top-rightmost black pixel, bottom-leftmost black pixel, and
bottom-rightmost black pixel of the character are identified and stored. These values
are given to the cropping function in order to extract only the character from the
image. After cropping the character image, the image is resized.

• Thinning:

The thinning process preserves the structure of original image and reduces the
amount of data needed to process. Thinning helps to improve the extraction
accuracy and efficiency.

B. Segmentation:

In segmentation, an image is decomposed into sub-images of individual character.
Segmentation includes the following:

• Line segmentation which is a separation of line from paragraph,
• Word segmentation which is a separation of word from line, and
• Character segmentation which is a separation of character from words.

C. Feature extraction:

In this stage, essential information of the character in an image is extracted. This
process plays an important role in the recognition process.
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D. Classification:

In this stage, character recognition system uses the methodologies of pattern
recognition, which assigns an unknown sample into a predefined class.

E. Post-processing:

In post-processing, output text is matched with the dictionary, so as to improve the
recognition rate. If any character from the word is not correctly recognized, then
matching word from dictionary will be picked up.

4.1 Mathematical Model

The mathematical model for the segmentation technique is as follows:

F xð Þ ¼ FðI ! OjPÞ;

where F(x) is a function, mapping set of input images {I} to set of output strings
{O}, given a set of operations P.

The definitions of sets are as follows:

fIg ¼ fFðI1Þ ¼ Fðx1Þ : x1 2 Af g;
FðI2Þ ¼ Fðx2Þ : x2 2 Af g;

�
FðInÞ ¼ FðxnÞ : xn 2 Af g

g

where A is a set of possible pixel values, i.e., {0…255}

fOg ¼ fFðO1Þ ¼ Fðy1Þ : y1 2 Bf g;
FðO2Þ ¼ Fðy2Þ : y2 2 Bf g;

�
FðOnÞ ¼ FðynÞ : yn 2 Bf g

g

where B is a set of possible strings which themselves are formed by smaller set of
characters, small case and upper case.
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B ¼ C1;C2f g
C1 ¼ a; b; . . .; zf g
C2 ¼ A;B. . .Zf g
Now; P ¼ P1;P2; . . .Pnf g

where P1 … Pn are the operations followed in a linear fashion.

1. P1 = Noise reduction/binarization

P1 ¼ FðIÞ : I1 ! I2f g
I1 ¼ Fðx1Þ : x1 2 Af g
I2 ¼ Fðx2Þ : x2 2 Bf g

where
A ¼ 0; 1; . . .255f g
B ¼ 0; 255f g
where mapping function is given by

• Histogram equalization and
• Weight and mean initialization.
• For all thresholds,

i. Update w and u (weight and mean).
ii. Find covariance.

2. P2 = Cropping

P2 ¼ FðIÞ : I1 ! I2f g
I1 ¼ F x1ð Þ : x1 2 Af g
I2 ¼ F x2ð Þ : x2 2 Bf g

where
A ¼ 0; 255f g
B ¼ 0; 255f g
where mapping function is given by

• I1 = F(x, y)

• r sum ¼ Pn

i¼0
F xið Þ

• c sum ¼ Pm

i¼0
F yið Þ

• I2 x; yð Þ ¼ I1 x; yð Þ if ðr sum[ 0Þ or ðc sum[ 0Þ
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3. P3 = Segmentation (line)

P3 ¼ FðIÞ : I1 ! Inf gf g
I1 ¼ F x1ð Þ : x1 2 Af g
Inf g ¼ I11 ; I

2
1 ; I

3
1 ; . . .I

n
1 ;

� �

where
IiI ¼ F x1ð Þ : x1 2 Af g
A ¼ 0; 255f g
IiI ¼ Images of cropped lines
where mapping function is given by

• Horizontal and vertical projection methods.

5 Algorithms Used

For segmentation, horizontal and vertical projection methods are used [1].

A. Algorithm for line segmentation:

Line segmentation algorithm is carried out by horizontal projection as follows:

Step 1: Read a handwritten document image as a multi-dimensional array.
Step 2: Check whether the image is a binary image or not. If binary image, then
store it into a 2-D array IMG[][] with size M � N and go to Step 4; otherwise, go to
Step 3.
Step 3: Convert the image to binary image and store into a 2-D array IMG[][].
Step 4: Construct the horizontal projection histogram of the image IMG[][] and
store into a 2-D array HPH[][].
Step 5: Measure the height, starting and ending row number of each rising section
present in horizontal projection histogram and store these values in 3-D array
LH[][][] sequentially.
Step 6: Count the number of rising sections by counting the rows of the 3-D array
LH[][][]. Then, measure the threshold (Ti) value by calculating average height of
rising sections from the 3-D array LH[][][].
Step 7: Select each rising section from 3-D array LH[][][] and check whether the
height of that rising section is less than the threshold or not. If yes, then this rising
section is not considered as a line and go to Step 9; otherwise, rising section is
treated as a line and go to Step 8.
Step 8: Find the rising section’s starting and ending rows number from the array LH
[][][]. Let starting and ending rows be r1 and r2, respectively. Extract the line
segment between r1 and r2 from the original binary image denoted by IMG[][].
Step 9: Go to Step 7 for next rising sections till all rising sections are not under
consideration; otherwise, go to next step.
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Step 10: End.

B. Algorithm for word segmentation:

Word segmentation algorithm is carried out by vertical projection as follows:

Step 1: Read a segmented binary line as 2-D binary image LN[][].
Step 2: Construct the vertical projection histogram of the line LN[][] and store into
a 2-D array LVP[][].
Step 3: From the vertical projection histogram (LVP[][]), measure width of each
inter-word and intra-word gaps and store the width into 1-D array GAPSW[].
Step 4: Count the total number of gaps as TGP by calculating the size of GAPSW[].
Add width of all gaps by adding the elements of GAPSW[] and store into TWD.
Step 5: Calculate the threshold (Ti) as follows:

Ti ¼ TWD=TGP ð1Þ

In equation, Ti is the threshold value denoting average width of inter-word gaps,
TWD denotes total width of all gaps, and TGP denotes the total number of gaps.
Step 6: For each i(1 � i � sizeof(GAPSW[])), if GAPSW[i] � Ti, then these
gaps are treated as inter-word gaps; otherwise, gaps are treated as intra-word gaps.
Depending on inter-word gaps width, words are segmented from the line.
Step 7: End.

6 Conclusion

This work deals with the study of segmentation techniques for recognition of
cursive handwritten English characters. The samples used are of high quality to
reduce the complexities in the recognition process. In this work, a horizontal and
vertical histogram projection-based approach has been used as a segmentation
strategy for offline cursive handwriting recognition. The experiments using the
proposed approach on CCC benchmark dataset have been conducted.
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Wide Band Triangular Patch Textile
Antenna with Partial Ground Plane

Kunal Lala, Archana Lala and Vinod Kumar Singh

Abstract A triangular patch microstrip textile antenna with partial ground is
estimated for wide band application. The antenna resonates at 7.43 GHz frequency
having the bandwidth of 36.35% ranging from 6.06 to 8.75 GHz frequency band.
The simulated results of proposed triangular patch textile antenna are carried by
CST software. The antenna is very compact (50 mm � 50 mm � 1.0) in size and
simple to design. The reflection coefficient, gain, right polarization, directivity and
left polarization of the proposed antenna remain valid for operating frequency band.

Keywords Return loss � Polarization � Directivity and CST software

1 Introduction

Nowadays the fast development of modern communication systems is required for
transportable devices for some important features which include easy designing,
lightweight, small in size, compatible with microwave, millimetre-wave integrated
circuits, less production cost and easy fabrication of microstrip antennas. The
microstrip antenna has numerous useful properties which include minute size, low
cost of the fabrication, lightweight, ease of installation, but the main limitations of
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printed antennas remain their narrow bandwidth features which limit the range of
frequency over which the antenna can work effectively. Microstrip antenna com-
prises three most important parts which is substrate, patch and ground [1–5].
A large bandwidth capability of supporting numerous applications has become the
unavoidable feature of any modern wireless communication system. Therefore,
there remains continuous increasing demand of the performance objectives of the
printed antenna mostly used in such systems. In this regard, antennas which support
circular polarization are being preferred and their properties are continuously
investigated by researchers around the world [6–9]. Microstrip antenna plays major
role in wireless communication system and is used in high-performance aircrafts,
radar, missiles and other spacecraft. It has many advantages such as its lightweight,
simple structure, ease of addition and less cost. Microstrip antenna requires very
less space for installation as these are simple and small in size. The only space that
required is the space for the feed line [10–12].

The anticipated article is compact with partial ground which is applicable for
wide band application. The proposed triangular patch gives wide band of 36.35%
covering the frequency range from 6.06 to 8.75 GHz.

2 Antenna Configuration

The radiating element of the proposed antenna is triangular patch which comprises
triangular slots. The rectangular dielectric substrate with the overall dimensions of
50 � 50 mm and several changes have to be made to attain the essential return loss,
gain and directivity. Firstly, basic configuration is made using the triangles, and the
triangular slots are inserted to achieve the desired reflection coefficient and the gain
which is necessary for the wide band application. Copper is served as the con-
ductive material for the slots of the antenna in order to achieve the desirable
conductivity. The design parameters are given in Table 1 (Fig. 1).

Table 1 Design parameters
of triangular patch textile
antenna

Design parameters Value

Inner triangle patch dimension 4 � 4 mm

Inner triangle slot dimension 10 � 10 mm

Outer triangle patch dimension 25 � 25 mm

Microstrip feed line (L � W) 2 � 24

Substrate dimension (Ls � Ws) 50 � 50

Partial ground plane (Lg � Wg) 50 � 15
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3 Result and Discussion

Figure 2 shows the simulated reflection coefficient verses frequency plot of pre-
sented antenna. The optimized antenna resonates at 7.43 GHz and gives the −18 dB
return loss at resonating frequency. The reflection coefficient verses frequency plot
in the figure below clearly shows that the presented triangular patch textile antenna
has wide band width suitable for C-band application. Figure 3 depicts two-
dimensional radiation pattern of anticipated textile antenna at 7.43 GHz which
describes the main lobe direction = 143°, angular width (3 dB) = 44.8° and main
lobe magnitude = 2.6 dBi at u = 90. Also it gives the main lobe direction = 34° and

Fig. 1 Triangular patch textile antenna geometry: a front view and b back view
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Fig. 2 Simulated reflection
coefficient versus frequency
of proposed triangular patch
textile antenna
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main lobe magnitude = 1.7 dBi at u = 0°. Figure 4a shows three-dimensional
radiation pattern of proposed textile antenna at 7.43 GHz which gives total effi-
ciency of about −6.393 dB and directivity of 4.453 dBi.

Fig. 3 Two-dimensional radiation pattern of presented triangular patch textile antenna at
7.43 GHz
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Fig. 4 Simulated three-dimensional radiation pattern of proposed triangular patch textile antenna
at 7.43 GHz
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4 Conclusion

A triangular path textile antenna has been designed and simulated for C-band
application using CST software. The antenna resonates at the frequency of
7.43 GHz ranging from 6.06 to 8.75 GHz. The simulated value of reflection
coefficient is −18 dB at resonant frequency which suggests that there is good
impedance matching in the entire frequency band. The antenna resonates at
7.43 GHz frequency having the bandwidth of 36.35% ranging from 6.06 to
8.75 GHz frequency band.

References

1. Jamshed A. Ansari, Sapna Verma, Mahesh K. Verma, and Neelesh Agrawal,: Wide Band
Microstrip-Line-Fed Antenna with Defected Ground for CP Operation, Progress In
Electromagnetic Research C, vol. 58, pp. 169–181, (2015).

2. Nikhil Singh, Ashutosh Kumar Singh, and Vinod Kumar Singh: Design & Performance of
Wearable Ultra Wide Band Textile Antenna for Medical Applications, Microwave and
Optical Technology Letters, vol. 57, no. 7, pp.1553–1557, (2015).

3. Stuti Srivastava, Vinod Kumar Singh, Zakir Ali, and Ashutosh Kumar Singh: Duo Triangle
Shaped Microstrip Patch Antenna Analysis for WiMAX lower band Application,

Fig. 4 (continued)

582 K. Lala et al.



International Conference on Computational Intelligence: Modelling Techniques and
Applications(CIMTA-2013), Procedia Technology Elsevier 10, pp. 554–563, (2013).

4. Raghupatruni V., Ram Krishna, and Raj Kumar: Design of Temple Shape Slot Antenna for
Ultra Wideband Applications, Progress In Electromagnetic Research B, vol. 47, pp. 405–421,
(2013).

5. Balanis CA: Antenna Theory: Analysis and Design, John Wiley and Sons, New York, 2004.
6. Amit Kumar Rawat, Vinod Kumar Singh, and Shahanaz Ayub, Compact Wide band

Microstrip Antenna for GPS/WLAN/WiMax Applications, International Journal of Emerging
Trends in Engineering and Development, no. 2 vol. 7, pp. 140–145, (2012).

7. Rishabh Kumar Baudh, Ranjan Kumar, and Vinod Kumar Singh: Arrow Shape Microstrip
Patch Antenna for WiMax Application, Journal of Environmental Science, Computer Science
and Engineering & Technology, vol. 3, no. 1, pp. 269–274, (2013).

8. Janabeg Loni, Shahanaz Ayub, and Vinod Kumar Singh: Performance analysis of Microstrip
Patch Antenna by varying slot size for UMTS application, IEEE Conference on
Communication Systems and Network Technologies (CSNT-2014), pp. 01–05, (2014).

9. N. M. Din, C. K. Chakrabarty, A. Bin Ismail, K. K. A. Devi, and W. Y. Chen: Design of RF
Energy Harvesting System For Energizing Low Power Devices, Progress In Electromagnetics
Research, vol. 132, pp. 49–69, (2012).

10. Mai A. R. Osman, M. K. A. Rahim, M. Azfar N. A. Samsuri, F. Zubir, and K. Kamardin:
Design, implementation and performance of Ultra-Wideband Textile Antenna, Progress In
Electromagnetics Research B, vol. 27, pp. 307–325, (2011).

11. Vinod Kumar Singh, and Nikhil Kumar Singh: Compact Circular Slotted Microstrip Antenna
for Wireless Communication Systems, Journal of Microwave Engineering & Technologies,
vol. 1, no. 1, pp. 07–14, (2015).

12. Rajat Srivastava, Shahanaz Ayub, and V. K. Singh: Dual Band Rectangular and Circular Slot
Loaded Microstrip Antenna for WLAN/GPS/WiMax Applications, IEEE Conference on
Communication Systems and Network Technologies (CSNT-2014), pp. 45–48, (2014).

Wide Band Triangular Patch Textile … 583



A Survey on Image Enhancement
Techniques Using Aesthetic Community

Priyanka Chaudhary, Kailash Shaw and Pradeep Kumar Mallick

Abstract Nowadays, digital imaging devices and social network provide preva-
lence of sharing images through social media like Facebook. Image sharing is
nothing but artistic enhancement of images by various applications such as
Instagram, Microsoft Office Picture Manager, Adobe Photoshop as images are the
source of information for interpreting and analyzing data. For enhancements, an
image is converted from original image to new modified image, so the result is
better image which is obtained from collection of techniques which give improved
visual appearance of an image. This technique is widely used in printing industry,
graphic design, cinematography, forensic purpose, etc. In particular, to enhance
image attractiveness, the aesthetic appearance of an image is used where latent
Dirichlet allocation (LDA) can be used.

Keywords Image enhancement � Aesthetic � Community detection
LDA � Topic model

1 Introduction

Image enhancement is one of the techniques which is widely used in image research,
computer graphics. It is the subareas of image processing. The main aim of image
enhancement techniques is processing an image so the result is improved than the
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previous image. It improves the quality of images with respect to human views. It is
also used to remove blur, noise. Most of the time it is required to enhance the values
of images and therefore some image enhancement techniques are used.

Generally, image enhancement techniques are distributed in either of one spatial
domain class or it can be frequency domain class. Spatial domain method works to
manipulate the image pixels. The pixels values are calculated and manipulated to
get the desired enhancement. Partial domain techniques are logarithmic transforms,
power law transforms, histogram equalization which are related to direct use of
pixels in the image. It is also categorized into two types, i.e., point processing
operation and spatial filter operation [1]. Point processing operations (or intensity
transformation function) are the simplest spatial domain operations, and it is per-
formed on only single pixel value. The point processing approaches can be divided
into four categories, i.e., image negatives, log transformations, inverse log trans-
formations, and power law transformations [1]. Spatial filters are categorized as
linear spatial filters and nonlinear spatial filters. In the linear spatial filtering, a
convolution mask used with an image and is a weighted mask over the entire image.

The enhanced image is not linearly related to pixels in the neighborhood of
original image in linear spatial filters. Frequency domain techniques are calculated
by manipulating the orthogonal transform of the image. It is used to compute 2-D
discrete unitary transform of the image [1]. The conventional approaches for image
enhancement consists of the problem like an ideal image enhancement framework
is built by professional photographers but most of the time, due to lack of expe-
rience photographers cannot find particular aesthetic topic, some photographers can
upload thousands of images on image hosting site like Flickr, whereas some upload
very few, so it is also difficult task to describe aesthetic interest of photographers
similarly as topic of an images are retrieving from tags associated with images,
some images tag are noisy or even missing. Fully automatic image enhancement
algorithm for big scale application is little bit hard task [2].

To solve the above problem, a fully automatic framework can be used to
enhance image visual appearance by discovering aesthetic communities using a
tag-regularized LDA model can have advantage. Different image enhancement
tasks are combining into a framework using a probabilistic model [2].

2 Related Work

Over the past few years, image enhancement in image processing has become a
popular research topic because of the increased use of social media. The image
aesthetic enhancement algorithm can be mainly related to image analysis and data
mining. Tag regularized topic model i.e., Latent Dirichlet Allocation (LDA) is used
to detect aesthetic topic which is understandable and those are similar topics of
image users are discovered for making aesthetic communities which is a main part
of image enhancement. The related work is divided into two parts: aesthetic model
and community detection [2] are as follows.
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A. Aesthetic Communities

Aesthetic model gives the visual features extracting from the image. Many con-
ventional aesthetic models are researched in present days. Multimedia application
[3] which most of the time users use for assessing the aesthetic quality of a pho-
tographers using geometric rule of composition. The spatial structure, i.e., local and
global between image region from multiple channels are used to assess image
aesthetics [4]. Semantic relations are considered for optimization between fore-
ground objects [5] which is the image enhancement method for optimizing image
composition.

In human scenery aesthetic composition, [6] author mainly implements the
system on an Android platform and produces souvenir images as a result. Aesthetic
classifier [7] trained on compositional, content, and sky-illumination attributes
provides good results for human quality judgments for images. Content based
image quality assessment [8] proposed by regional and global features. Working
with large database and efficiently extracting feature have impact over various
images.

The aesthetic-driven image recomposition techniques survey [9] explains the
number of image recomposition problem, objectives, complete analysis of effec-
tiveness of each technique for obtaining the recomposition objectives. Semantically
rich photos can be retargeted [10] by finding image meaning by its tags, by a
multilable SVM. Latent stability discovery (LSD) is a key technique used as a
generative model.

B. Discovering Community

The objective of discovering community is to identify structure of community in
network. Community is group of closely connected nodes which are loosely con-
nected to others. The community detection issue, detection of overlapping com-
munities are mentioned in data mining [11, 12], bipartite graphs clusters [13], and
cluster detection [14].

Image annotation approach [15] explained labels latent semantic community
with multikernel learning. Constructing a label concept graph indicates the concepts
relationship. Semantic communities are discovered using an automatic community
detection method. The generative probabilistic modeling [16] is used to detect
community in which every community is a combination of semantic topics. Author
explains entropy filtering Gibbs sampling [16].

Topic models such as LDA [2, 17] and its different variants [18, 19] are used to
detect social communities. A social link graph is created from topic models into a
generative model. It categorizes users into different communities by sampling
process.

Multiassignment clustering (MAC) combines Boolean vectorial data among
multiple clusters [2, 20]. Two community detection schemes, i.e., modularity
optimization and Potts model clustering, on a set of benchmark graphs are evalu-
ated in [21]. Regularized probabilistic latent semantic analysis [22] is used for
learning aesthetic communities from Flicker site.
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3 Materials and Methods

A. Material

Material refers to the datasets used in different papers. There are many datasets for
evaluating photo aesthetics which are mentioned below.

The MIRFLICKR
The MIRFLICKR-25000 is an open evaluation project contains 25,000 images
which are extracted from the social photography site Flickr. These images are
stored with extra information called as tags which is a new feature.
It also consists of EXIF (Exchangable image file format) is metadata representing a
number of properties and settings of the camera. This explains information about
camera, its settings, image settings, etc. [23].

The Photo.net
The Photo.net is online community which provides a platform for those people who
are having photography as a hobby. It consists of information about the hottest gear,
tutorials to help people on journey, inspirational interviews of people, etc. It pro-
vides a robust and peer to peer educational platform where anyone can connect to
person and post their photos. This site also gives suggestions on improving pho-
tography. It consists of more than 4.8 million photographs [24]. This dataset is also
used in [4, 7].

The AVA
AVA, Aesthetic Visual Analysis, is a new bulky database. It consists of more than
200,000 images with a variety of metadata, aesthetic scores for image. It includes
well-formed labels for over 60 categories and also labels based on photographic
approach [24]. This dataset is used in [4, 9, 25].

The DPChallenge
The DPChallenge photography is league and site for images hosting which provides
a way for photographers to stay together as a team and compete against other teams
using their collective vote averages. It also gives platform for photographers to
show their talent through image. The DPL is addition to DPChallenge consists of
group of people which helps to learn new things and new techniques. People can
share, browse images through it. This dataset is used in [7].

Flickr
Flickr is one of the photo, video hosting websites with web services. Flickr is online
community allows users to exchange photographs. Image researchers and bloggers
used to host images in blogs and social network also; academic researchers
download images as a dataset and can be used for research. Flickr provides images
according to categories with tags [1, 7].
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B. Methods

1. Tag-Wise Regularized LDA [2]
A tag-wise regularized topic model is used to explore topic which is aesthetic
image user. It gives systematic and understandable topics from the visual fea-
tures and tags of images. LDA is used on images with similar aesthetic values
share similar latent aesthetic topics [2].
Modeling the aesthetic topic of each Flickr user based on the conventional LDA
suffers from two problems. Different Image users upload numbers of the images.
Some of the users might have uploaded 50,000 photos, while others have fewer
than 10 images, thus the learned LDA model is susceptible to over fitting.
Second, the tag channel is informative for reflecting a human semantically
aesthetic perception of an image, but it cannot be integrated into the conven-
tional LDA conveniently in the same way as color and textural features, since
many Flickr images do not have tags [2].
To solve the above problems, a tag-wise regularizer on the conventional LDA. It
uses Flickr images as a dataset and according to tags and latent aesthetic topics
they found good topics over a dataset. The regularizer is a structured prior which
is based on all the photo tags, which constitute an auxiliary dataset. The
structured prior depends on the relationships of tag histograms calculated from
the auxiliary dataset [2].

2. Block-LDA [26]
Generating text documents with entities with external connection between
entities pairs which allows for using supplementary annotated text for
influencing and for improving link modeling. It uses latent topics stochastic
block models blocks. The joint modeling allows information sharing of latent
topics among the network structure with text, giving result as coherent topics. In
entities, co-occurrence patterns as well as words related to them gives modeling
of links in the graph [26]. The topics in the text are extracted by entity–entity
links. Author proposed a method for performing relative inference using a
collapsed Gibbs sampler. The author uses The Munich Institute for Protein
Sequencing (MIPS) database [26, 27]. MIPS includes a hand-crafted protein
interactions collection including 8000 protein complex associations in yeast.
They found the result which shows that joint modeling gives good. Recovery is
necessary for the joint model which is internally evaluated by perplexity in two
datasets and externally by protein functional class prediction in the yeast dataset
[26].

3. Mixed Membership Stochastic Block (MMSB) [28]
Mixed membership stochastic block models are a member in relational data at
latent variable. The mixed membership model contains unit of observation with
number of clusters by membership probability. The different cluster of con-
current membership contain words constituting each document contains differ-
ent underlying topics. The objects multiple latent roles give relationships to
others. Mixed membership approach for relational data explains the interaction
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between objects of multiple roles. For example, various proteins’ intercom-
munication may be led by different function. The MIPS protein intercommu-
nication dataset and interpretations of the blocks in MMB of biological
functions are used [28].
In results, model analyzes applications in which observations giving collection
of graph is unipartite. The nested variation inference algorithm is able to be
parallel and permits fast relative inference on large graphs [28].
The following methods are for community detection where different author tries
to detect the community with nodes; similarly, overlapping community is also
focused.

4. Community-Affiliation Graph Model [29]
Network communities are main principles, which give nodes sets arrange into
densely linked clusters or groups. Communities contains many nodes which can
be repeated and may be overlap in network [29]. The research elaborates
communities overlaps are less closely connected than the non-overlapping
portion. By validating this assumption on six huge networks categories such as
social, collaboration, information networks in which nodes state community
memberships. There are four online social networks: the LiveJournal blogging
community, the Friendster online network, the Orkut social network and the
Youtube social network. The information network is Amazon product
co-purchasing network is used which is fifth and last is the collaboration net-
work of DBLP where nodes represent authors/actors and edges connect nodes
that have co-authored a paper. By ground-truth communities, they found result
that the community overlaps are more closely connected, which is opposite to
the conventional wisdom that community overlaps are more sparsely connected
than the communities themselves [29].
Existing community discovery methods fail for detecting dense overlaps com-
munities. In [29], community-affiliation graph model is proposed which is a
community detection model-based method and uses bipartite node
community-affiliation networks. This method accurately captures overlapping,
non-overlapping, and hierarchically nested communities which identifies rele-
vant communities more accurately [29]. Author uses dataset which is a col-
lection of six huge social, collaboration with information networks where
community memberships, first four are online social networks, the LiveJournal
blogging community [29], the Friendster online network [29], the Orkut social
network [29], and the YouTube social network where in each of these networks
persons create their groups where others can join. They focused on interests,
styles, hobbies, and geographical regions; second type is Amazon product which
is a co-purchasing network [29] where community is different. The network
nodes show products with edges link among co-purchased products. Each
product (i.e., node) of one or more hierarchically arranged product categories
and products from the same category show a cluster which view as a
ground-truth community. The last dataset is DBLP [29] which is an online
computer science publications dataset, providing the title, author list, and
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conference of publication for more than 350,000 papers. In it, nodes show
authors/actors and edges connect nodes that have co-authored a paper. They
found result that AGM performs good in discovering network communities and
the overlaps between communities [29].

5. Cluster-Overlap Newman Girvan Algorithm Optimized (CONGO) [11]
Many networks consist of a community format, like vertices form densely
connected groups, which are sparsely linked to another groups. Communities
discovering in networks is a demanding part, in term of overlapping. The first
algorithm, i.e., CONGA detects overlapping communities using split between-
ness. They improved the algorithm known as CONGO by adding betweenness
of local form, which is good and faster [11]. The CONGO algorithm contains
steps, where it tries to removes an edge from the network or separate a vertex
into two vertices by using local betweenness. The CONGO algorithm can be
derived from [11]. Execution time of CONGOs is built upon network structure.
They run CONGO algorithm on several real-world networks like netscience,
cond-mat-2003. They are collaborating networks of co-authorships and having
different size. In result, they found that CONGO is an powerful, fast algorithm
for detecting overlapping communities in networks than CONGA [11].

6. Community Detection with Propinquity Dynamics [12]
Most of time networks representation models complex systems. Detection of
community structure is found to be demanding task in large network data. In
[12], proposes a novel community detection algorithm, is dynamic process by
opposition of the network topology and the topology propinquity. The vertices
which are overlapped shared between communities can be determined by simple
post-processing. The propinquity is incrementally calculated for achieving better
efficiency. This algorithm is implemented on 1000 of machine. Community
detection algorithm is necessary due to abundant community structures hidden
in real networks. Social network is the implicit interpersonal communities which
are constantly as well as automatically formed by the collective general decision
of each personal. The community structure gives natural results with local form
which is a dynamic process called as propinquity dynamics and its incremental
form [12]. For performance and scalability of the algorithm on large graphs uses
Wikipedia linkage graph dataset. In this graph, nodes are Wikipedia pages and
hyperlinks in Wikipedia pages which are pointing to other normal Wikipedia
pages. If accessed, some of them will be redirected to another normal page. The
other dataset is Edinburgh Associative Thesaurus (EAT), a word association
network, which includes large volume of data word norm stimulus and
responds. The results show that the algorithm correctly places overlapping
community over real graph in dynamic scenario.
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4 Result Analysis

In [2], author compares their method with eight popular clustering algorithms, con-
taining those that consider only the graph/network structure, explore information
about profile and combine the both. The eight algorithms are: (1) mixed membership
stochastic block (MMSB) [2, 28]; (2) block-LDA [2, 26]; (3) K-means clustering
(KC) [2]; (4) hierarchical clustering (HC) [2]; (5) link clustering (LC) [2]; (6) clique
percolation (CP) [2]; (7) low-rank embedding (LRE) [2]; and (8) multiassignment
clustering (MAC) [2]. They also compare their method with three communities
detection algorithms: Gregory’s [2, 11] and Zhang et al. [2, 12]’s algorithms support
overlapping communities, and Yang and Leskovec [2, 29]’s algorithm model nodes
hard memberships into multiple overlapping communities. The number of aesthetic
communities for all three algorithms is determined by the BIC criterion.

In [2] compared approach with the above 11 clustering and communities
detection algorithms. Fixing the cluster/community number at 20 for each algorithm
and the algorithms multimodal visual features are same. In Table 1 [2], the
observations are shown. For 17 from 20 Flickr communities, their technique out-
performs for all its oppositors, as the BER scores are the highest. Tag-wise regu-
larized topic model gives advantage by optimally capturing user aesthetic topic.
Aesthetic communities can be more accurately detected like for architecture. The
method in [2] performs better on Flickr groups that contain very less users. This
again demonstrates need to incorporate a regularized term on the conventional
LDA. The Block-LDA [26] jointly models connection among entities and associ-
ated text annotated that allows co-occurrence information in text to influence link
modeling and vice versa. The methods results show that joint modeling performs
good by using only one source of information in used dataset. Improvements are
given spatially when the joint model is calculated internally and externally.

The topics convinced by the model examined effective in understanding type of
the data not only for topics discussed but also for the connectivity characteristics
between entities [26]. The Mixed membership stochastic block [28] learned
information regarding the mixed membership of objects to latent groups as well as
the patterns of connectivity between them. For describing the functional informa-
tion of the MIPS collection of protein interactions, estimates are essential part of it.
For this, using MMB as a dimensionality reduction approach which is effective for
model driven denoising of collections of interactions [28].

5 Performance Metrics

In [2], the performance is deriving from the BER score where they set different
parameters for aesthetic communities detection that is the weight of the regularizer
and parameter in the affinity matrix. The BER score reflects the accuracy of aes-
thetic communities discovery. They [2] believe that accurately mining aesthetic
communities can greatly improve image enhancement operation.
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To validate this, they calculate the percentage of users who vote their method as
the best, under different BER scores. As shown on the right of Fig. 1 [2], the
percentage of users mostly preferring their method increases stably by increasing
the BER score. This reflects the need to tune parameter setting carefully to achieve a
high BER score.

6 Conclusion

This paper is a survey of the current research activities of image enhancement by
using aesthetic community’s detection. It has been generally accepted that aesthetic
appeal of an image can be very useful for the image enhancement. A new approach
is shown where aesthetic community using tags of the images are used to form the
communities and it will become important part of image enhancement. A tag-wise
regularized topic model developed to detect the aesthetic topic of each Flickr user.
By discovering relationship between image users with aesthetic topic different
communities can be formed. Image can be enhanced from the visual features and
using operations like retargeting and recomposition.
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Parameter Optimization for Medical
Image Modality Classification

B. Sundarambal and K. Bommanna Raja

Abstract With increasing usage of medical images for the diagnosis in healthcare
sector, the size of the image repository grows enormously. Image retrieval becomes
a critical task with increasing size of repository. To address this problem, this article
deals with the design of an automated system to predict the modality of medical
image. This work then can be incorporated into image retrieval system with a large
collection of medical images. Six modalities such as CT (computed tomography),
XR (X-ray), PET (positron emission tomography), US (ultrasound), MR (magnetic
resonance imaging) and PX (photograph) are considered in this experiment.
Dense SIFT (scale-invariant feature transform) features, sampled at regular inter-
vals, are extracted from the images, represented with bag-of-words histogram and
classified by SVM (support vector machine). This paper explores three directions to
improve the classification accuracy—usage of increasing number of training ima-
ges, preferring spatial histogram rather than simple histogram and extending kernel
map from linear to hellinger in SVM classifier. The obtained results are compared
with existing complicated approaches and proved that better classification results
are obtained with proposed simple approaches.
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1 Introduction

Over the last three decades, healthcare sector is ruled by medical imaging where the
physician mainly depends on various medical imaging modalities to diagnose and
treat the diseases. Based on the type of diseases, different modalities are preferred
for different organs. For example, X-rays are suitable for diagnosing lung disease
and bone fractures, CT for tumour detection in head and abdominal disease,
ultrasound during pregnancy, etc. With the day-to-day invention of latest medical
equipment, medical images are also acquired at an increasing rate. These bulk
volumes of images are stored in a centralized repository and accessed frequently for
diagnosis and study purposes. Retrieving image from such a large repository poses
a difficult task, and hence, an effective and efficient computerized system is required
to retrieve such images. The survey shows that modality is used as one of the filters
to reduce the search space [1]. Hence, an automated system to identify and classify
the modality of medical images becomes an emerging area of the research.

To promote the research in this sector, ImageMedCLEF—a forum, organized
contest for modality classification task from the year 2010 [1]. Modality classifi-
cation is the important task of ImageMedCLEF till 2013. Evaluation of the contest
is based on the percentage of correctly classified images. Many research groups
registered for the contest and submitted their promising results. The latest task
proposed by ImageMedCLEF in 2016 such as compound figure separation also
requires the results of modality classification task. Hence, the research is continued
in modality classification task and explored in multidimensions to outperform the
classification results obtained so far.

This paper is organized as follows: literature review is given in Sect. 2. The
proposed work is discussed in Sect. 3, and experimental results are reported in
Sect. 4. At the end, Sect. 5 concludes the paper and explores the way to extend the
work in future.

2 Related Work

Several research groups performed experiments on modality classification tasks and
submitted their results in ImageCLEFmed2013 competition [2]. IBM, the research
group stood first in modality classification task, adopted sophisticated multimodal
fusion techniques and obtained 81.68% classification accuracy [3]. FCSE group
ranked second in modality classification task extracted densely sampled SIFT
features and employed spatial pyramid [4]. The medGIFT group ranked fourth in
modality classification performed feature fusion from many features descriptors and
to name a few, colour and edge directivity descriptor (CEDD), bag of visual words
(BoVW) using SIFT, fuzzy colour and texture histogram (FCTH) [5].

The fifth position bagged by Image and Text Integration (ITI) group adopted flat
and hierarchical classification strategies with SVM [6]. The best classification
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accuracy in the modality classification task obtained by DEMIR research team was
64.60%, and they preferred mixed approach by combining CEDD, FCTH and
colour layout descriptor (CLD) features along with textual information [7]. MIILab
(Medical Image Information Laboratory) participated in ImageCLEFmed2013
modality classification task and submitted the results [8]. They extracted features
using the fast filtering techniques and SURFContext with classical BoF (bags of
features) approach. The overall classification accuracy is around 65%. Dimitrovski I
et al. [9] evaluated classification results from different combinations of visual and
textual descriptors and obtained 87.10% accuracy which is the best classification
result reported so far. In [10], authors extracted different visual and textual features
and employed a strategy called joint kernel equal contribution (JKEC) to give equal
weightage to all the features used. Kalpathy-Cramer et al. developed neural
network-based, hierarchical classifier and achieved greater than 95% classification
accuracy with greyscale image [11].

Csurka et al. [12] used Fisher vector representation of the images from visual
aspect and the image captions from textual aspect for classification. The authors in
[13] used BoVW, bag of colours (BoC), CEDD, FCTH and fuzzy colour histogram
(FCH) descriptors to represent the image. Thus, the detailed survey proves that
SIFT features are used in almost many modality classification tasks giving the best
classification results. Hence, experiments are conducted to optimize some param-
eters in the existing SIFT feature extraction and also in the classification method-
ologies to improve the overall accuracy still better.

3 Proposed Methodology

On seeing the frequent application of SIFT-based BoVW (bag of visual words)
representation of images particularly for the classification tasks, we intended to
extract dense SIFT features from the image and converted to BoVW histogram but
along with some modifications in the parameters normally employed. The changes
are introduced based on the contributions from the three works as follows:

• Akata et al. [14] suggested different ways to improve the classification accuracy
with large-scale images. Among them, one suggestion is to have good number
of training images.

• Vedaldi and Zisserman [15], in their assignment on Image Classification
Practical, 2011, suggested to include spatial histogram to improve the classifi-
cation accuracy.

• Swathi Rao [16] proved that hellinger kernel outperformed linear kernel.

The proposed method combined the advantages of the above-stated three
approaches and tested for experiments. The proposed system consists of extraction
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of densely sampled SIFT descriptors of reasonable size of training images, inclu-
sion of spatial histogram from bag-of-words representation of images and com-
parison of classification results with SVM classifier using linear and Hellinger
kernel mapping. The architecture of the proposed system is illustrated in Fig. 1. The
classifier performance is evaluated at three stages, stage I with the number of
images, stage II with inclusion of spatial histogram and stage III with the com-
parison of linear and Hellinger kernels.

The various stages of the proposed system are discussed briefly in subsequent
subsections.

Fig. 1 Architecture of the proposed system for modality classification
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3.1 Dense SIFT Feature Extraction

Bag of visual words formed with SIFT features is used traditionally in many
classification problems. SIFT keypoints can be extracted in three modes, key point
detection, dense sampling and random sampling. SIFT keypoint represents a circle
with its centre depicting x and y coordinates, the radius of the circle depicting scale
and the angle depicting its orientation.

To obtain keypoints at multiple scales, Gaussian scale space is constructed. The
scale space is a collection of images obtained by smoothing the input images
progressively. Such a scale space is shown in Fig. 2. Smoothing the image results in
reducing the resolution of images.

The keypoints are then extracted at four different scales (sigma = 0.6, 1, 1.3 and
1.6 for the Gaussian filter) and sampled densely with an interval distance of 4 pixels
in an image grid. For each keypoint, 128-dimensional descriptor is obtained. To
reduce the large dimension of descriptors, the obtained descriptors are then mapped
to a codebook containing say 1000 codewords. Then, histogram containing the
proportion of the descriptors to that specific codeword is constructed.

3.2 Bag of Visual Words

The origin of BoVW is based on the regular text analysis. Normally any text
document is interpreted as the collection of words and to analyse the document; we
identify the frequency of occurrences of those words. Similarly, the image can also
be interpreted as the collection of visual words and to analyse the image, we
identify the frequency of occurrences of those visual words.

Among three modes of SIFT feature extraction, dense sampling approach pro-
vides more keypoints as the features are extracted from the whole grid image with
an interval of normally 2–4 pixels. Hence, much feature will be obtained with this
approach when compared with the other two modes, keypoint detection and random
sampling. Thus, to reduce the feature descriptor size appropriately, feature quan-
tization is done by simply running k-means on the obtained descriptors. The cen-
troids of the k-means represent the visual words of the image.

Fig. 2 Scale space of one image from training set. With increasing scale, it is observed that
resolution of image decreases
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The various steps in forming the visual words of an image are as follows:

1. Dense SIFT features are extracted from the training images.
2. Each feature has its descriptors in 128 dimensions. k-means with say 1000

centroids is run on the obtained SIFT descriptors to end up with 1000 words.
3. To represent a particular image using the visual vocabulary, again dense features

are extracted from it and assigned to the visual vocabulary. The assignment is
based on calculating the Euclidean distance (L2 distance) between a word and a
given descriptor.

4. Finally, a histogram of visual words is built to represent that particular image.

The procedure for representing BoVW histogram for one image is visually
summarized in Fig. 3.

3.3 Bag of Visual Words with Spatial Information

Another approach to improve classification accuracy is incorporating spatial
information on the existing plain BoVW histogram containing 1000 words. To
achieve this, the given image is divided into 2 � 2 subregions and the histogram is
computed for each subregion. Thus, 4 histograms with 1000 words are obtained and
they are then stacked to form an array of single dimension of size 4000 (1000 � 4).
Figure 4 shows the partition of an image into 2 � 2 subregions.

3.4 SVM Classifier with Linear and Hellinger Kernel

The support vector machine (SVM) introduced by Boser, Guyon and Vapnik in
1992 is used as the classifier along with kernel trick to maximize the margin of
hyperplanes [17]. This algorithm just plots the feature in feature space, and using
hyperplane, it identifies the boundary of each class. Kernel trick is employed to
identify the best hyperplane segregating the different classes. Two SVM classifiers
one with linear and other with Hellinger kernel are used for classification. Square
root of the histogram is considered for implementing Hellinger kernel.

Fig. 3 Formation of BoVW histogram
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To classify the images of multiple classes, two flavours of SVM, one-versus-one
and one-versus-all approaches, can be used. We preferred one-versus-all approach
in which a classifier is built for each modality/class. The examples pertaining to that
class are assigned positive labels and the remaining examples are assigned as
negative labels. SVM with linear and Hellinger kernel mapping is used.

The one-vs-all SVM classifier classifies the feature vector as positive or negative
using the Eq. 3.1.

wtxþ b� 0 for positive classification

wtxþ b\0 for negative classification
ð3:1Þ

where x, w and b are the feature vector to be classified, weight vector and bias,
respectively. The values of w and b are determined during training process and the
equations are then used to obtain decision hyperplane which classify the images as
positive or negative. The crucial aspect is to find a set of weight and bias such that
the margin is maximized. Kernel tricks are employed to obtain the best margin. The
kernel makes the data linearly separable.

4 Results and Discussion

Data set
The experiments are carried out on 780 images of six different modalities. The
training set consists of 50% of images while the testing set forms 50% of images in
the data set. Table 1 contains the detailed split up of the images into training and
testing set.

Fig. 4 BoVW with 2 � 2 spatial tiling on left and its histogram for each tile on right
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The images are collected from open-i biomedical image search engine filtered by
image modality and PubMed collections [18]. Examples of images from the training
data set are shown in Fig. 5.

The images obtained are of different size, and it is resized not to exceed 480
pixels in the row, and the column is adjusted automatically such that image aspect
ratio is preserved. In all experiments, densely sampled SIFT features on the whole
image grid with an interval of 4 pixels are extracted at 4 scales with sigma of 0.6, 1,
1.3 and 1.6. k-means with 1000 centroids is then applied on the extracted features.

As a next level, the image is partitioned into 2 � 2 subregions and again the
histogram is computed separately for each subregion.

The visual words of training image from each modality are formed and their
histograms are constructed as shown in Fig. 6.

Table 1 Training and testing
samples for each class

Class
code

Modality/class Train Test

PX Photograph 65 65

CT Computed tomography 65 65

MR Magnetic resonance imaging 65 65

PET Positron emission tomography 65 65

US Ultrasound 65 65

XR X-ray 65 65

Total 390 390

Fig. 5 Sample image from each modality/class in training set
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This histogram is the signature of the image, and because of its uniqueness for
each modality, the classifiers are trained with different histograms. One-vs-all SVM
classifiers for all modalities are tested for all the test images with two variants of
SVM classifiers—linear and hellinger kernels.

The proposed system is evaluated by identifying the overall classification
accuracy. The overall accuracy of the system is the ratio of the number of correctly
classified images to the number of all images. This is the commonly used evaluation
strategy for any classification problem.

The results are tabulated as the confusion matrix for the test set and the main
diagonal depicts the number of images correctly classified.

Evaluation with similar training and testing sets was performed for the following
choices:

1. Varying number of training images.
2. BoVW histogram and BoVW spatial histogram.
3. SVM with linear and Hellinger kernel.

In this section, the results of the proposed system for automatic classification of
medical imaging modalities are reported. Six runs are performed for modality
classification task. The classification result of all runs for each modality classifier is
shown as confusion matrix.

Run 1: SVM with linear kernel considering 10% of training images and 2 � 2
spatial histogram.
Run 2: SVM with linear kernel considering 50% of training images and 2 � 2
spatial histogram.

Fig. 6 Sample histogram from each modality/class in training set
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Run 3: SVM with linear kernel considering 100% of training images and 2 � 2
spatial histogram.
Run 4: SVM with linear kernel considering 100% of training images and histogram
without spatial information.
Run 5: SVM with hellinger kernel considering 100% of training images and his-
togram without spatial information.
Run 6: SVM with hellinger kernel considering 100% of training images and spatial
histogram.

In all the above runs, in addition to the overall classification accuracy, the
following metrics are calculated:

Accuracy =
Number of correctly classified images

Total number of images of that ground truth class
ð4:1Þ

Reliability =
Number of correctly classified images

Number of images obtained as that class
ð4:2Þ

Overall accuracy =
Total number of correctly classified images

Total number of test images
ð4:3Þ

The kappa is another metric that is also used to evaluate the classifiers. It
compares observed accuracy with expected accuracy from a random classifier. It is
calculated using the formula

Kappa =
observed accuracy � expected accuracy

1� expected accuracy
ð4:4Þ

The classifier for each modality is trained with 65 images of each modality. The
entire test image set consisting of 65 images of each modality is given to all the
classifiers to classify the corresponding modality images. The confusion matrix for
the six runs is tabulated as shown in Tables 2, 3, 4, 5, 6, 7. The various metrics are
calculated to assess the performance of the classifier as given in Eqs. 4.1–4.4.

Table 2 Confusion matrix of Run 1—SVM with linear kernel, 10% of training images and 2 � 2
spatial histogram

Modality XR US PX PET MR CT Producer accuracy
(precision)

XR 47 1 2 3 8 4 72.3

US 1 29 13 10 6 6 44.6

PX 9 7 38 5 4 2 58.4

PET 7 14 8 21 10 5 32.3

MR 7 5 8 6 27 12 41.5

CT 0 3 3 12 15 32 49.2

User accuracy
(recall)

66.1 49.1 52.7 36.8 38.5 52.4
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The overall classification accuracy and kappa for the six runs are tabulated in
Table 8. According to Fliess, kappa > 0.75 is the best classifier, 0.40–0.75 is as fair
as good and <0.40 is the worst classifier [19].

Table 3 Confusion matrix of Run 2—SVM with linear kernel, 50% of training images and 2 � 2
spatial histogram

Modality XR US PX PET MR CT Producer accuracy
(precision)

XR 56 0 4 1 3 1 86.1

US 1 48 7 4 4 1 73.8

PX 3 3 45 5 0 9 69.2

PET 7 6 4 32 4 12 49.2

MR 2 8 9 7 29 10 44.6

CT 1 2 3 18 11 30 46.1

User accuracy
(recall)

80 71.6 62.5 47.7 56.8 47.6

Table 4 Confusion matrix of Run 3—SVM with linear kernel, 100% of training images and
2 � 2 spatial histogram

Modality XR US PX PET MR CT Producer accuracy
(precision)

XR 55 0 5 0 4 1 84.6

US 1 53 5 2 3 1 81.5

PX 0 1 48 4 3 9 73.8

PET 8 4 1 40 2 10 61.5

MR 1 7 6 6 38 7 58.4

CT 0 2 3 12 13 35 53.8

User accuracy
(recall)

84.6 79.1 70.5 62.5 60.3 55.5

Table 5 Confusion matrix of Run 4—SVM with linear kernel, 100% of training images and
simple histogram

Modality XR US PX PET MR CT Producer accuracy
(precision)

XR 56 0 4 0 3 2 86.1

US 1 52 4 4 3 1 80

PX 1 1 47 4 2 10 72.3

PET 2 0 3 48 2 10 73.8

MR 0 9 5 2 40 9 61.5

CT 0 0 8 9 15 33 50.7

User accuracy
(recall)

93.3 83.8 66.1 77.6 61.5 50.7
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Table 8 shows that both classification accuracy and kappa keeps on increasing in
the consecutive 6 runs. The 6th run, the combination of SVM with Hellinger kernel,
spatial histogram and 100% training images gives the better classification accuracy
of 73.077% and kappa of 0.677. Even though the classifier cannot be rated as the
best, it is as fair as good, according to Fliess. The overall classification accuracy and
kappa for the different runs are plotted and shown in Figs. 7 and 8, respectively.

Table 6 Confusion matrix of Run 5—SVM with Hellinger kernel, 100% of training images and
simple histogram

Modality XR US PX PET MR CT Producer accuracy
(precision)

XR 59 0 3 0 3 0 90.7

US 1 52 5 3 3 1 80

PX 2 3 49 3 3 5 75.3

PET 3 3 4 44 5 6 67.6

MR 0 8 4 4 38 11 58.4

CT 0 0 4 9 13 39 60

User accuracy
(recall)

90.7 78.7 71 69.8 58.4 62.9

Table 7 Confusion matrix of Run 6—SVM with Hellinger kernel, 100% of training images and
spatial histogram

Modality XR US PX PET MR CT Producer accuracy
(precision)

XR 57 0 3 2 3 0 87.6

US 1 54 2 4 4 0 83.0

PX 3 4 48 3 3 4 73.8

PET 2 4 1 47 3 8 72.3

MR 1 5 7 6 40 6 61.5

CT 0 0 3 13 10 39 60

User accuracy
(recall)

89.0 80.5 75 62.6 63.4 68.4

Table 8 Overall
classification accuracy and
kappa

Run # Overall classification accuracy (%) Kappa

1 49.744 0.397

2 61.538 0.538

3 68.974 0.628

4 70.769 0.649

5 72.051 0.665

6 73.077 0.677
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The comparison of the proposed work with the results submitted by the research
groups in the conference organized by ImageCLEF 2013 for modality classification
task is tabulated in Table 9.

The output of the best run for each class is shown in Fig. 9. It can be seen from
the output that some images are misclassified in each class. XR and US classifiers
perform much better compared with other modality classifier. The reason behind

Fig. 7 Overall classification accuracy plot of six runs. Sixth run, the combination of SVM
classifier with Hellinger kernel, spatial histogram and 100% training images, gives the best
classification accuracy of 73.077%

Table 9 Comparison of
proposed work with existing
research works submitted in
ImageCLEF 2013 modality
classification task

Group Name Ranking position Accuracy

IBM 1st 80.79

FCSE 2nd 77.14

Proposed work 3rd 73.077
MiiLab 4th 66.46

medGIFT 5th 63.78

ITI 6th 61.50

CITI 7th 56.62

IPL 8th 52.05

Fig. 8 Kappa plot of six runs. Sixth run, the combination of SVM classifier with Hellinger kernel,
spatial histogram and 100% training images, gives the best value of 0.677. Kappa with the range of
0.40–0.75 is rated as good classifier
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Fig. 9 a Output of XR classifier. b Output of US classifier. c Output of PET classifier. d Output
of PX classifier. e Output of CT classifier. f Output of MR classifier
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Fig. 9 (continued)
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Fig. 9 (continued)

612 B. Sundarambal and K. Bommanna Raja



that is PET mostly comes in combination with CT which is misclassified as CT. As
visual similarities among CT, MR and PET are confusing even for human, the
system predicts many images from these groups in a wrong manner. Hence, further
tuning of the parameters is still required to improve the classification accuracy still
better. Perhaps if the training set is built strongly including similar type of images
which are wrongly misclassified, the classification accuracy can be improved still
better. But that approach also should not end up in overfitting. Hence, deep analysis
of wrongly misclassified images should be taken into consideration and the changes
in the parameters from multiple views can be performed to achieve the goal.

5 Conclusion

The experimental results are reported for the proposed system to classify the
modalities of medical images. This work is mainly to integrate into medical image
retrieval system where the medical images are retrieved based on its modality.
Using a data set of 780 images, six approaches are evaluated and the approach
combining densely sampled SIFT descriptors and bag-of-words spatial histogram
along with Hellinger kernel mapping of SVM gives the best overall classification
accuracy. The maximum overall classification accuracy obtained is 73.077%. In the
experiments, we have shown that increasing training images, incorporating spatial
histogram and extending linear to Hellinger kernel mapping of SVM produce good
results. As an extension to existing work, we plan to tune other parameters in future
to improve classification results.
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Exploring the Architectural Entropy
in Cloud Computing System

A.R. Manu, Shakil Akhtar, Vinod Kumar Agrawal, K.N. Bala
Subramanya Murthy and V. Suma

Abstract Architecture entropy has an impact on the quality of the software and
further on the level of customer satisfaction. Hence, every industry aims to reduce
this architectural entropy such that it should not lead to degeneration and architecture
decay. This might cause an increase in the architectural vulnerabilities at the root
level resulting in the architecture erosion over time. This work aims to understand
the architecture entropy and its impact. This is because architecture evolves over
time due to various specification changes by the customers. The changes thus made
may lead to increased architecture smells which in turn leads to architectural decay.
This paper, hence, puts forth the rationale for some of the architectural decay in
terms of entropy and has further suggested some steps to overcome the same thor-
ough instances and case study. This work enables architects to understand the impact
of entropy on value-added parameters such as consistency, reliability, integrity, and
authenticity of the cloud computing architecture in particular.
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1 Introduction

Each part or component of a system software or a software application gets
architecturally designed, developed, executes and validated in order to manage and
maintain it. Any architectural types, however, can be categorized to be either
dogmatic architecture or exploratory architecture and regulatory architecture.
Introducing the preamble design choices and resolution into the computing sys-
tem’s explanatory architecture which is not incorporated in, and/or covered by, or
else implied by the narrowed inflexible architecture leads to architectural drift while
architectural erosion happens due to changes in design choices of the computing
system’s illustrative structural and architectural design choices that breach its
dogmatic and regulatory architecture [1].

Architecture decays, if the computing system does not meet the intended
stakeholder’s business needs and if it is not documented as per industry bench-
marks. Despite the architecture meeting the customer requirements, deviation from
its intended documentation may also lead to architecture decay causing the entropy.
Architecture entropy also increases with the clustered multilateral group of stake-
holder needs to be fulfilled by the intended computing system transforms but not
with the architecture. As an outcome, it results in weakening and decreasing the
ability and available resiliency of computing systems software architecture to
congregate to business stakeholder requirements [2].

The quantity of entropy is also a gauge of the architectural disorder, or disam-
biguation or unpredictability, or uncertainty of randomness, or arbitrariness of a
computing system [3]. The notion of entropy gives profound insight into the way of
artless unplanned changes for various daily event occurrences. The estimation of
entropy affords an algebraic way to program the innate notion of which sequence is
not practical, although they would not violate the fundamental law of architectural
effort conservation—Convoy’s law.

An irreversible architectural debt arises due to shortcuts used in crafting the
architecture. It is reversible to normal stage with the infinitesimal effort of work
required to change its route from progressive freezing to progressive attenuation of
entropy with compressed architectural refactoring. For reversible progression, the
computing system is stable in its balanced computing environment, while for
irrevocable processes it is not.

Architectural, structural smells arise due to code in the incorrect place, issues in
class, package, subsystem and layer relationships of the object-oriented and proce-
dural packages/programs in computing systems, deficient decomposition, excessive
decomposition, obsolescence, and overgeneralization, etc. The shortcuts used to
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devise the architecture and its design, using short paths, also bypassing enterprise
architecure strategies and diluting the business and industry standards and guideli-
nes, due to business pressure, and market competitiveness in terms of time period,
working effort, and cost for implementing and executing auxiliary transform boost—
efficiency yields but shrink the Quality-of-Service. It has turned out to be tougher to
envisage the consequence of additional changes in the architectural design using
shortcuts and diluting standards results in consuming more price, time schedule,
value, and further amendments usually cause the as-is architecture to digress further
from the as-anticipated architecture—worsening the condition of the architecture
performance and security implementation leads to architecture decay and finally
causing the architecture erosion. Figure 1 indicates the complexity involved in
various types of architecture in the computing systems. From the figure, it can be
inferred that when changes have to be included in such complex designs, it may lead
to any of the architectural issues addressed above (Fig. 2).

Since entropy is an undesired feature, reduction or elimination of entropy
becomes a necessary action. Elimination of entropy is commonly known as entropy
cutback. This is yet again measured and quantified in the preparatory sketch,

Fig. 1 Hadoop architecture.
Source [4]

Fig. 2 Hadoop complete architecture and top-level architecture of Bash. Source [4]
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reserved for tidying up the technical debt acquired by past progressive effort put
forth during software development life cycle by using shortcuts.

Entropy measurement is the process which identifies and provides opportunity to
reuse or refactor the architectural design and code using the post hoc reviews to
clean up technical debt. It is used to measure the holes in upfront design and
architecture to address the debt issues and vulnerabilities.

In IT organizations specifically in computing system architecture, the entropy
disorder gains are due to various reasons such as computing system changes in
terms of making alterations, due to business market changes by using the shortcuts,
because of the mistakes in the architecture and so on. The architectural entropy in a
closed computing system like cloud computing systems results in the loss of a data
set or information message in transmission at rest and local storage which is due to
disorder and randomness in the computing system. There is a penchant affinity for
all material matters/substances in the space of computation to progressively move
toward a state of inert uniformity along with the accrued uncertainty and com-
plexity of the computing system. Hence, universal architecture tends and moves
toward to the disordered state than another state. It suffices that it is inevitable to
visualize the robust worsening (descent) of computing system heading to a state of
disorder/randomness leading to architecture decay. Subsequent section explains
various types of architectural entropy as observed in a cloud-based environment.

2 Architectural Entropy Types Observed in Cloud
Computing Architecture and Cloud Security
Architecture

Cloud architecture (including security architecture) can at times be experienced like
an unacknowledged task. Various types of entropy are budgetary, technology,
transitional, and time schedule entropy.

Developing the as-is or as-intended target architecture with cloud stakeholder
organization approval and budget is problematic. It can consume several weeks of time
to design and develop the intended architecture with organization consent, finances, and
resources. The crisis increases rapidly as the architecture is agreed and signed off. The
irked ink has desiccated and gets degenerated with time due to market pressure and
technological changes. It starts to degrade in the course of a process of architectural
entropy. Entropy is termed from the second law of thermodynamics. It means that the
designed things are inclined to deteriorate over time. In the box of thermodynamics, the
value of accessible amount of energy required to execute the related work and effort
needed to implement architectural design changes, due to the evolving customer
business requirements. On the other hand, this course of deprivation degeneracy state
cannot be inverted or reversed to devoid of paying out more energy.

In the security architectural framework, we employ entropy to articulate the
measured slowly degenerated architectural degradation under the market and

618 A.R. Manu et al.



business pressure of the identified constriants on the designed security architecture
over time. The architecture design location is exceptionally defined using the
uncertainty principle,

DAmDxy� �h=2; ð1Þ

where DAm is the insecurity and vulnerabilities in the existing architectural disorder
measured at a particular momentum of architectural design implementation and Dxy
is the uncertainty in architectural design in xy direction. This entails that the
momentum of a highly condensed degenerated architecture is very uncertain, since
the architecture design is located in cramped space. As a result, to reduce the
entropy of architecture in a very small space, terrific working effort is required to
manage its architecture degeneracy momentum. The objective of as-intended
architecture on its possession is futile. Previously defined, one should spend time,
cost, resources, and effort spinning it into realism.

By reworking on the design of the architecture arises, possibilities of architec-
ture degradation may occur which results in the rise of the entropy. This happens
due to compromising owing to cost pressures. Time schedule shortage results with
increasing entropy with quality degradation of as-intended target architecture.
Achieving the final end state in the purest form that outweighs the benefit of the
architecture represents the golden standard solution to vendor landscape with
potential technological solutions, helping to achieve the intended goal to devise the
vulnerability free as intended architecture with security plugin at root level of the
design. Architectural design decision compromising leads to architecture entropy
rise due to judgemental calls. The technology and architecture must be tested with
due diligence to pan out the solution as expected to eliminate the vulnerability
rooted in architecture due to architectural dimension of technical debt.

However, with the business change as a concern, the conversion from ‘A’ to ‘B’
is viewed as transformations of the architecture to require changes in the mindset of
the people, process, and technology which is already in place performing to
accomplish definite outcomes. People’s political and economical influence also has
an impact on architecture transition with respect to integrating the existing capa-
bility and idiosyncrasies to architecture results in more entropy.

Due to the business changes, coercion and cyber terrorization becomes more
advanced with the chance in technology support for new systems added to the
computing ecosystem due to innovation and also due to regulatory pressures
leading to architecture entropy. With upfront capital investment in architectural
design due to evolving changes using shortcuts and dilution of the standards results
in more time consuming, increase in cost and more effort investment, by the
security architect to invest and revalidate critical elements of security architecture.
He/She needs to make sure the security relevant aims, architectural design princi-
ples, guidance, and values are in place with effective vigilance and management
control systems in place to improve, make secure robust and rendezvous sculpt
between deliverance, process actions, and architecture design. Security architect
needs to factor it in a proper way.
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3 Current Literature Survey and Related Work

Architectural smells arise either by ignorance or knowingly or by accidentally using
the shortcuts while making the design decisions. A variety of automation tools,
techniques, related processes, and industry-benchmarked practices established a
way to find and catalog the smells and vulnerabilities cropping up at the granularity
of design and code [5]. Authors of [4, 6] have provided research directions for
architecture smells cataloging [7]. Inventing some major automation tools to sup-
port for identifying and refactoring the architecture smells and its vulnerability, for
example, SonarQube and Sonargraph, are existing in current literature [8, 9].
Authors of [10] have put forth a financial plan of architecture refactoring enu-
merating architecture smells from technical debt and vulnerabilities. The new
dimension of research considering the technical debt and its relationship with
software vulnerabilities is found in [11]. The same is a good basis for the research
on the architecture vulnerabilities leading to security risk.

Various causes for architecture entropy are further provided in various
researchers work. Authors of [12] discuss the system architecture entropy with its
complexity using an illustration of architecture entropy, and they draw the rela-
tionship between the architecture entropy and system complexity for legacy sys-
tems. This part of the research therefore puts forth the comprehension of the
architecture entropy using the various real-time instances. Authors of [1, 7, 13, 14]
have listed commonly occurring architecture smells catalogs which include ele-
mentary block overload concern, brick usage of overload, block-level cyclic
dependency, ambiguous and unused interfaces, duplicate and scattered function-
alities, component and connectors envy’s, chaining connectors, and irrelevant
superfluous adjoining connectors are some of the commonlly occuring archiectural
smells as presented by the authors of [1, 7, 13]. The authors of [15] establish the
relationship of architectural vulnerabilities with the technical debt. The authors of
[16] provide smells catalog, whereas the authors of [17–22] provide various factors
causing architectural decay and degradation very effectively. Further, it can be
found the authors of [23–27] present interrelation between technical debt’s archi-
tectural roots and vulnerabilities. The authors of [28–33] propose architecture
refactoring as a solution of architecture decay and architecture degradation factors
in real practical instances. The work [33–38] discusses our work on multilateral
security architecture and its application to the Docker container to resolve test debt
the another dimension of the technical debt.

However, authors of [4] provide structure smells of architecture in addition to
their associated issues in class, related packages, computing subsystem compo-
nents, subpackages, components, and subcomponents, methods’ superclasses, and
its layered relationships [4]. Authors of [39] have indicated the modes through
which architecture violations can be talked with appropriate solutions to improve
the structure of dependency cycles [39].
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Hence, it is clear that architecture entropy has a scope for continual improvement
and hence needs research to progress in the area. Subsequent section thus illustrates
few real-time instances where architecture evolution is discussed. Further, the
evolution is mapped to a case study taken from a leading software industry.

3.1 Real-Time Instances Illustrating Architecture Evolution

Current computing software systems such as cloud computing are with varied
coding standards having in-depth and unpredictable specifications from various
stakeholders. As an instance, the MAC-OS code, Microsoft OS, Windows, and
other Linux OS flavors have evolved to several millions of LOC since the cloud era.
Architecture evolution styles and patterns are considered in this section as an
example from micro-services and container service patterns [40, 41]. In addition to
evolved architectural patterns and styles, cloud supporting features such as scala-
bility and elasticity have an impact in terms of schedule and computing size which
leads to architecture prone to vulnerabilities. This in turn affects structural, func-
tional, and behavioral performances. Hence, refactoring the architecture becomes a
need.

Another instance where refactoring is required can be observed when architec-
ture evolved from the Microsoft OS, from Windows 2003 to Windows-NT, and
from Windows XP version to the Microsoft OS Windows Vista. The failure of

Fig. 3 Architecture disorder in Java language. Source [4]
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Vista led to complete OS refactoring of Microsoft Windows 7 and recent refac-
toring from MS Windows version 8 to MS Windows 10 which illustrates the
continuous refactoring of Windows OS versions to accommodate the new features.

Further, with the code as an instance when considered, the Java language fea-
tures and its development carried with bulk refactoring by developing language

Fig. 4 Plain component: UML diagram showing the inventory system’s order predicting generic
dependency

Fig. 5 Substitute UML
diagram components with
required interface symbols

Fig. 6 Component drawn using a UML diagram showing the order computing system depending
on another component
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Fig. 7 Logical architecture diagram for typical enterprise communications setup. Source Oracle
Corp

Fig. 8 UML architecture diagrams illustrating the dependency composite class interface structure
and composite structures
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Fig. 9 Complex enterprise implementation architecture in cloud setup [42]

Fig. 10 Enterprise architecture domains diagram [42]
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Fig. 11 Scale of complexity of the architecture viewing the communication dependency of
RM-ODP [43] Source [4]

Fig. 12 Patterns and view of complex architectural consideration in the cloud computing
ecosystem Source [4]
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library and compiling features added to the modern virtualization features in
addition to aspect-oriented programming language features support. Since the
1990s, major refactoring was carried out by evolving libraries with involved
complexities due to the improvement with versions, releases of the Java, JDK, and
JRE to the current version of Java 9 evolutions. Also, another illustration is
refactoring the C language features to object C and the innovation of Go language is
the result of refactoring the language features to support object-oriented features
and aspect-oriented language features support. Figure 3 shows the complex tangle
in Java language library illustrating the complex over dependency cycles between
various packages leading to smell, thereby increasing in the architecture decay
diagram (Source [4]).

Some more instances are depicted below which shows how architecture entropy
increases in complexity with modern computing systems. Figures 4, 5, 6 and 7
indicate increase in complexity from simple module to complex modules as
architecture evolves due to the market demands and stakeholders concern.
However, with complete design of computing system, Figs. 8 and 9 indicate the
structure of the system with increased complexity and architecture entropy.
Figures 10 and 11 further depict the complete flow of system structure in the
Hadoop and its complexity in the cloud ecosystem respectively (Fig. 12).

4 Case Study

An investigation is carried out in one of the leading software industry, which works
with current technology and supports legacy systems. Thus, the company encour-
ages the architecture to evolve in terms of operating system and code. This part of
the case study explains the code which has led to entropy.

There was a requirement to modify an existing system which was developed in
polyglot programming languages. Existing code had 20KLOC to be supported for
multiple OS platforms. The entire work was divided among two identified teams
where team 1 opts to modify the code of existing system architecture with structural
and behavioral bugs too to be fixed while team 2 opts to completely refactor,
restructure, and revise the existing architecture to ensure elimination of all types of
bugs.

Both the teams set to offer the same continuance and supporting task of
upgrading to add by approximately 3KLOC. This investigation, however, found
that the team 1 required eight times the effort, time, schedule, and cost required to
carry out the decided task as against team 2. Further, since architecture was not
completely refactored, and this resulted in degradation of the quality-of-service
(QOS) and it inturn increased dev-ops time.

Hence, this led to the architecture entropy to exist as the team failed to identify
all the issues related to architectural design using corresponding state of the art in
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technology. This negligence toward architectural design decisions further led to the
entry and subsequently decay in architectural design. Due to this fact, the pro-
ductivity of the company too reduced.

Below, stated, is the equation which indicates the data system of the computing
business processes based on the summation of all use-cases/user stories to indicate
the complexity involved in making design decisions.

Data systems ¼
Xx

i¼1

Assorted Job mix of Use casesi ð2Þ

where an information system is defined by

Information systems or data system ¼
Xx

i¼1

Jobs Processessj ð3Þ

Thus, the work process is the set of performance actions executed by any per-
sons either by individual, entity, or clustered section unit of individuals using the
automation tools and protocol technique also defined by

Information system or data systems ¼
Xx

i¼1

Jobs effortk ð4Þ

Hence, it is clear that for information systems or data systems where evolution
happens in architecture involves more amount of job processes and also more effort
in addition to it also needs to pay attention on architectural design decisions. Failure
to follow the standards and guidelines to design the architecture with evolving
needs of the customer business which may lead to residual architectural entropy.

5 Conclusion

Architecture entropy (AE) is used to depict the slower architectural design erosion
(wearing down) away from a prepared, planned, structured, ordered, controlled, and
organized solution state moving toward more disordered messy, disrupted state as
the architectural with structural and behavioral integrity, veracity, reliability of the
computing system getting eroded. This paper provides details for architecture
entropy, and its impact is further put forth using some instances in real-time
applications and a case study where entropy is further illustrated. This disorder is
dreadful in architecture as disorder drives, coerce impels with cost outlay. As a
result, it influences the quality of the system in terms of reliability, veracity, and
integrity over time. As systems evolve, however, entropy also exists and has the
tendency to increase with increased complexity in the architecture of the system
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structure. In general, the architecture entropy gain cannot be avoided, but the state
levels/phases of the entropy gain can be reduced with proper governance, control,
dominance, monitoring, measuring the disorder, and proper budgeting.

Acknowledgements Authors would like to thank Ganesh Samarthyam for timely advice and
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Analysis of Fronto-Temporal Dementia
Using Texture Features and Artificial
Neural Networks

N. Sandhya and S. Nagarajan

Abstract Fronto-temporal dementia patients show severe dis-functionality in
executive, interpersonal, behavioral traits with impaired cognitive skills and
decreased memory capabilities. This study classifies the given MRI brain images
into “healthy” or “demented” using artificial neural networks. The features are
extracted from FTD images using GLCM. We make use of back propagation
network.

Keywords FTD (Fronto-temporal dementia) � GLCM (Gray level co-occurrence
matrix) � Back propagation network (BPN)

1 Introduction

Fronto-temporal dementia patient shows emphatic changes in personality and has
problems in copying, calculations, memory skills. The patient becomes tactless,
impulsive, has speech and language problems, commits spelling mistakes, initially
reduces talking, and later shows mutism. The patient generally fails to recognize
photos, cannot remember, or name his/her acquaintances. The vision and hearing
are also affected along with other executive dis-functionalities.
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The patient does not take any interest in self-grooming, is stubborn, and does not
care for personal health, lacks persistence and not tractable. The patient may exhibit
changes in food intake. Depressions, lack of insight, dullness are some of the
common symptoms. The patient fails to conduct properly with his/her own self,
with others as well as with the society properly thus shows behavioral problems [1].

MRI is a method of getting images used in clinics to produce images of high
quality of the human body. A horizontal tube called “bore of the magnet” runs all
through. The patient lies flat into bore on a horizontal table. Depending on the type
of examination to be executed patient goes in with head inside in the beginning or
feet in side in the beginning. With the body part to be scanned lies in the isocenter
of magnetic field, scanning starts. MRI gives a better picture of the internals of the
human body. MRI provides good image information for diagnosing many injuries
and situations like brain cancer, brain tumor, and dementia analysis (Fig. 1).

1.1 Materials and Methods: Patients for MR Imaging

20 brain images of patients are taken for this study (Table 1).

Fig. 1 Sample of FTD brain images. Source Images from the Study of Dementia, PubMed
Central, US National Library of Medicine, National Institute of Health

Table 1 Brain images data Brain images Male Female Age group

20 12 8 50–68 Year
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2 Proposed System Architecture

The main steps of the implementation are as follows:

1. Image acquisition (MR brain images)
2. Image preprocessing (converting RGB image to Gray scale image, resizing,

edge detection using Sobel, binary dilation, histogram equalization, and
thresholding)

3. Segmentation of image
4. Feature extraction (texture features are extracted using GLCM)
5. Classification (neural network) (Fig. 2).

2.1 Image Acquisition

The MRI brain images were obtained by 1.5 Tesla Siemens Magnetom-Avento
SQ MRI scanner.

Fig. 2 Proposed system architecture
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2.2 Image Preprocessing

Steps of Image preprocessing are stated as below.

Removal of Skull
Skull surrounds the brain in the outer part. Its non-cerebral tissues are to be
removed. It poses a problem of segmenting non-cerebral and intracranial tissues
owing to tissues’ homogeneity intensities.
Steps in removal of skull are as follows:

(a) Find size and store the columns and rows in different variables
(b) Applying iteration for half of columns and all rows
(c) Half of image is processed by converting white pixels into black pixel and

setting gray value to zero
(d) Repeat the same steps for another column and row.

Histogram Equalization
Histogram shows how frequently pixel occurs in the input image. The non-uniform
image will be equalized to a uniform form of variation. It equalizes the image.

Binarization
A black-and-white image will be formed from an image in the range of 0–255 gray
levels by binarization. It compares the threshold value, and all pixels standing about
threshold are classified as white and other pixels are classified as black. The pixels
are shown in 0–255 gray level intensity. It extracts the affected region.

Thresholding
This separates the regions of interest form image background regions. ROI is
extracted. Thresholding achieves binarization based on different intensities/colors in
background and foreground areas of the input image [2].

For the binarization of equalized image, a thresholding technique is used as
shown below:
Binarized image Pm, n = 255 if eo (i, j) > T.
Else P m, n = 0 (add notations) where o (i, j) is the equalized image and T is
threshold for equalized image.

Morphological Operations
This sharpens regions and fills gaps in the binarized input. Imdilate in MATLAB is
made use of for dilation. Broken gaps in the edges are filled and continuities at
boundaries are formed. A 3 � 3 matrix is used for completing dilation operation.

Region Isolation
A filling operator fills close or nearby contours. Centroids form localized regions.

The extracted region will be used for eliciting massive region in the input image
(Figs. 3 and 4).
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2.3 Method for Feature Extraction

Segmentation divides the input image into many regions having various texture
properties. Classification categorizes the regions which have undergone segmen-
tation [3].

Texture has mutually related entities. A texture can be smooth, grained, rough
depending on its structure. Tone is determined by the intensity characteristics of
pixel, and structure is implied by spatial relationship between pixels. Texture refers
to the spatial arrangement of texture primitives (a set of pixels constituting the
simple or the most fundamental sub pattern), and texture elements called as Textone
[4]. They are arranged in a systematic manner.

There are three methods of extracting text features.

1. Statistical methods
2. Syntactic structural methods
3. Spectral method.

Statistical Method—Statistical features which are extracted will be shown as
vector in multidimensional space. They are emphasized on first-order,
second-order, and higher-order statistics of an input image. These feature vectors
are allocated to the class by a probabilistic decision algorithm [5].

Syntactic Method—Spatially arranged texture primitives placed according to
placement rules form a full pattern. A similarity is derived from structural pattern
and the syntax of the language [6].

Spectral method—Spatial frequencies define textures, and they are evaluated by
autocorrelation function.

Fig. 3 Segmentation of normal healthy control. Source Sample images from MRI segmentation
of the human brain, PubMed Central, US National Library of Medicine, National Institute of
Health

Fig. 4 Segmentation of a FTD brain. Source Sample images from MRI segmentation of the
human brain, PubMed Central, US National Library of Medicine, National Institute of Health
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2.4 Extraction of Features

Extraction of features is a way of reducing the data for obtaining a set of needed
variables from the image. Seven features are extracted. The four angles 0°, 45°, 90°,
and 135° are used for extracting Haralick features [7]. The spatial relationship of
pixel is determined.

The relative frequencies P (m, n, k, a) determine a co-occurrence matrix, which
shows how often pixels m occurs at a distance n at a distance k with an orientation
a in the space.

We obtain a pattern with textures from input image.
Angular Second Moment

tf 1 ¼
XN�1

m;n¼0

P2
m;n

Contrast

tf 2 ¼
XN�1

m;n¼0

P m; nð Þ � m� nð Þ2

Inverse Difference Moment

tf 3 ¼
XN�1

m;n¼0

P m; nð Þ
1þ m� nð Þ2

Dissimilarity

tf 4 ¼
XN�1

m;n¼0

P m;mð Þ � m� nð Þj j

Entropy

tf 5 ¼
XN�1

m;n¼0

P m; nð Þ � � ln P m; nð Þð Þ½ �

Maximum Probability

tf 6 ¼ maxm; nP m; nð Þ
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Inverse

tf 7 ¼
XN�1

m;n¼0

P m; nð Þ
m� nð Þ2

Energy: It measures the changing homogeneity.
Contrast: It measures clarity of the image and the texture of shadow depth. It is the
diagonal near the moment of inertia.
Entropy: It is used to measure the randomness of textures in the image.
Correlation Coefficient: It calculates the probability of pixel pairs occurrences.
Homogeneity (Inverse Difference Momentum): It measures whether the elements
are distributed along the diagonal of co-occurrence matrix and how close are they.

2.5 Classification Using ANNs

The study uses a back propagation neural network having input, one output, and
hidden units. We extract the features and inputting it to a neural classifier.

Each connection of input–output unit has a weight associated with it. Weights
are adjusted and the network is trained and accurate classification is obtained. The
results expected would be “0” for healthy controls (HC) and “1” for FTD brains.

There are two phases where in a training phase features are elicited from input
images. After training, the networks are made use of in the algorithm. When the
input image is given as an input, it undergoes a simulation with the trained network
which is stored and goes for data testing [8].

The classification process has training and testing Phases. In training phase,
features are extracted from the images in which the diagnosis is known. After
training, the trained networks are stored which will be used in the algorithm. When
an image is taken as input in the algorithm, it is simulated with the trained networks
and goes for testing the data [8].

2.5.1 Working of a Back Propagation Algorithm

For training a pattern (x, t) where x is the input and t is the desired output. “x”
produces output, and real output is termed as “o.” At the output layer, which is
compared with the expected output t and algorithm finds the error e = t − o (i.e.,
difference between expected and actual output) [9]. The rate of change of error with
the activity level of the neuron is also found out by the BP algorithm. This if
phase-I, as the transmission is in a forward direction and algorithm goes back to
previous layer of the output, computes the weights (the weight between output, last
layer) so that error is minimized; next algorithm steps back to the previous layer and
computes the weights of last hidden layer and its previous layer (next to last layer).
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Thus, the errors are found and new weight values are found marching backward
from output layer to the input layer by the algorithm. When at the input layer, if
there is no change, a steady state is reached and the algorithm repeats the process
for next pair of (x, t). Response is in forward direction, but weights are in backward
direction. Therefore, it gets the name BPN.

The error is based on the weights value. Weight updation depends on learning
rate. The learning factors of BPN are initial weights, learning rate, momentum,
generalization, hidden nodes, training data. Training has three levels—feed training
patterns, calculating the error and sending them to previous layers, upgrading
weights t.

Algorithm

The terminologies used are:
x is input pattern (x1, …xi….. xn)
t is output pattern (t1….tk….tm)
a is parameter for learning
xi is i

th input unit
v0j is layer j

th bias
w0k is layer kth bias zj is a hidden unit
dk is weight adjusted for wjkbecause of error at ykwhich will be sent back to units
hidden connected to yk
dj is weight adjusted for vij because of error sent back to unit zj

0: Initializing learning rate and weights.

I. Repeat Steps II–IX when stopping condition is false
II. Repeat Steps III–VIII for pair (x, t)
Phase 1:
III. Input xi (i varies from 1 to n) is received by input unit and sent to hidden unit
IV. Unit zj (j varies from 1 to p) summates the weighted input and computes total

input:

zinj ¼ v0j þ
X

i
xivij

Output is computed by activation function zinj [(0, 1) or (−1, + 1)]

zj ¼ f zinj
� �

Output propagated from hidden layer to output layer.
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V. Compute total input yk (k varies from 1 to m)

yink ¼ w0k þ
Xp

j¼1

zjwjk

Output is calculated using activation function

yk ¼ f yinkð Þ

Phase 2:

VI. Error correction is calculated as dk (k varies from 1 to m)

dk ¼ tk � ykð Þf 0 yinkð Þ

Based on error correction, bias and weights are changed and updated:

Dwjk ¼/ dkzj
Dw0k ¼/ dk

Send the error correction dk to the previous layer in the backward direction.

VII. At hidden unit, inputs are summated:

dinj ¼
Xm

k¼1

dkwjk

dj ¼ dinjf
0 zinj
� �

Based on dj, weights, bias are updated:

Dvij ¼/ djxi
Dv0j ¼/ dj

Phase 3:

VIII. Bias, weights are updated at yk:

wjk newð Þ ¼ wjk oldð ÞþDwjk

w0k newð Þ ¼ w0k oldð ÞþDw0k
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Updation of bias and weights happen in each hidden unit:

vij newð Þ ¼ vij oldð ÞþDvij
v0j newð Þ ¼ v0j oldð ÞþDv0j

IX. Continue the process till actual output tallies with the desired output

2.6 Decision

Classification has error rate and at times fails to identify the demented brain or
wrongly identifies a healthy brain as a demented brain.

Usually, error rate is described by true positive, false positive, true negative and
false negative as follows:

True positive—correctly named as “demented” by the algorithm
False positive—incorrectly named as “demented” where they are normal
True negative—correctly named as “normal”
False negative—incorrectly named as “normal” where they are demented

The measures of performance being are sensitivity, specificity, accuracy.
Sensitivity (True-positive fraction) is defined as proportion of true positives

which are correctly diagnosed.

Sensitivity ¼ TP= TPþ FNð Þ

Specificity (True-negative fraction) is defined as the proportion of true negatives
which are diagnosed as normal.

Specificity ¼ TN= TNþ FPð Þ

Accuracy is the probability of rightly identifying images, i.e., it is the proportion
of correct outcome either true positive or true negative.

Accuracy ¼ TPþTN= TPþTNþ FPþ FNð Þ

Sensitivity shows how well model identifies positive cases and specificity cal-
culates how well it identifies the negative cases. Accuracy is expected to measure
how well it recognizes both categories. Thus, if both sensitivity and specificity are
high (low), accuracy will be high (low). If any one of the measures (sensitivity or
specificity) is high and other is low, then accuracy will be inclined toward one of
them. Hence, only accuracy cannot be a good performance measure.

640 N. Sandhya and S. Nagarajan



3 Conclusion

This approach attempts to classify the given MRI brain images using texture-based
feature extraction in artificial neural networks. At first, the MRI database is intro-
duced which has healthy brains (HC), FTD brain images. The architecture of ANN
is designed to classify the input images. It is implemented by MATLAB R2008b
with image processing toolbox and neural network toolbox.

4 Scope for Future Study

The scope of the study is to improvise the architecture of ANNs by improving
feature functions to get the segregated result.

Declaration We, the author(s) of the paper, hereby declare that the reference images used in this
paper are the sample images taken from the PubMed Central, US National Library of Medicine,
National Institute of Health database. These images are used in this paper to illustrate the concept
and do not contain any information that is related to patient. The sample images referenced in this
paper are part of the public domain research studies published in PubMed Central and may be used
and reproduced without special permission. The sources of the images have been cited and
acknowledged in the paper.
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Revisiting the Symptoms of Work-Life
Balance: A Dependency Analysis
of Employees in ICT Sector

G. Rajini

Abstract Background/Objectives: The study aims to analyse the influence of
factors on work-life balance of employees in ICT sector, and to study the challenges
faced by them. Methods/Statistical analysis: The data for this survey were col-
lected from a sample of 150 employees in ICT sector and were analysed using
multiple regression techniques to measure the combined effects of independent
variables with SPSS 17.0. Findings: The studies found that majority of the
employees do not share work-related issues with their families. This may lead to
work-related stress and general dissatisfaction with work. Also the studies found
that most employees are depending on technology for work purposes even outside
working hours. Employees feel anxious when they cannot access technology to
check work-related messages. With regard to health-related issues, it was found that
there is a higher occurrence of health-related issues in female employees than in
male employees. However, there is no effect of age on any of the factors of
work-life balance. There is a positive effect of healthcare programs provided by the
organization on health-related issues of the employees. As the experience in the
organization increases, Managerial Support and Organization Support increase and
commitment towards the organization increases. Improvements/Applications: It is
found that long-term tenure of the employees depends highly on Organization
commitment and Managerial Support. Also, as the experience in the organization
increases, the desire for long-term tenure in the organization also increases.
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1 Introduction

Employees are the backbone of any organization. It is essential that organizations
find ways to retain their employees and keep them satisfied. One effective method
to achieve this is putting into effect work-life balance practices in the organization.
Work-life balance is the process of attempting to balance the demands and
expectations of one’s career, personal life, interpersonal relationships, partnerships
and family [1]. This balance is essential for them to function effectively both at
work and in their personal lives. Work-life balance is not simply balancing work
demands and personal life responsibility, but doing so in a way that is meaningful
to him or her (the employee) [2]. It is a continuous process where the organization
makes sure that the employee has enough time and opportunities to engage in their
personal lives in addition to their work-life. It has been suggested that an indi-
vidual’s best interests are served by living a balanced life [3]. Work interference
with family and family interference with work are shown to be negatively related to
affective commitment [4]. This need for employees to give adequate attention to
their work and other aspects of their life such as family, friends, personal health,
spirituality, etc., is addressed in work-life practices implemented by the organiza-
tion. Studies indicate that while work-life balance has conventionally been pre-
sumed to involve giving equal amounts of time to paid work and non-work roles,
more recently the notion has been accepted as more difficult and has been expanded
to integrate extra components [5]. When employees spend more and more time at
their workplace or at work-related activities, they feel as though they are neglecting
other areas of their life. Work-life practices work at removing this feeling. Such
practices have been found to reduce the overall stress that the employees face, thus
making them more motivated and satisfied, and ultimately making them more
committed to the organization. Studies have shown that work-life balance has a
positive effect on employees’ affective commitment to their organizations [6].
Affective commitment is an emotional attachment to the organizations or the
employers which can cause employees to want to remain with the organizations [7].
Work-life balance in the workplace has become a more important issue as it tends to
exhibit positive results such as low turnover, work engagement, organizational
citizenship behaviour, in-role performance, increased firm productivity, job satis-
faction and organizational commitment [8]. This enhanced emotional attachment to
the organization and led to increased outcomes [9]. Thus, work-life policies have
benefited both the employee and by extension, the organization.

2 Materials and Methods

The study is of descriptive type because each and every item is clearly described.
Research instrument that is used in this study is questionnaire. The author has
obtained all ethical approvals from an appropriate ethical committee/institutional
review board. The proposal of the study bearing the questionnaire was submitted to
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Institutional Ethics Committee, VELS University, Chennai, India, and approval was
accorded by the committee bearing ICE/ODS/2016/01 as official communication
number. There are 39 items in this instrument, with five-point Likert-like scale [10].
Reverse scoring for few items has done [11].

1. Strongly Agree, Agree, Partially Agree, Disagree and Strongly disagree
2. Always, Most of the time, Sometimes, Seldom, Never
3. Extremely satisfied, somewhat satisfied, partially satisfied, somewhat dissatis-

fied, extremely dissatisfied.

Convenience sampling [12] in case of infinite population is a method of sample
selection which gives each possible sample that was willing to participate in the
study to be selected. Informed consent by all the participants was sought appro-
priately before data collection. The convenience sampling method has an advantage
of voluntary participation of respondents, which paves way to research ethics pro-
tecting the privacy rights of individuals, and real data can be collected. The consents
of the respondents have thus been taken to use the data in this research. In order to
detect weaknesses in design and instrumentation and to provide proxy data for
selection of a sample, a pilot test was conducted to answer the following questions:

• Whether the respondents understand the entire question?
• Whether certain words in the questions need explanation?
• Are there unnecessary questions?

The deficiencies on the questionnaire are corrected. SPSS Statistics 17.0 version
is used for data analysis. Multiple regressions analysis [13] was applied which uses
quite simple as well as multiple predictions to predict Y from X values.

3 Results

Cronbach’s alpha value of all the 39 items is given as a = 0.813. The questionnaire
is reliable, and the items are internally consistent. The result is expressed in
Table 1.

Multiple Regressions

3.1 Organizational Commitment

H01: Organization commitment does not depend on the Experience of the employees,
Co-workers Support, Managerial Support, Family Support and Organization Support.

Table 1 Reliability Statistics

Reliability statistics

Cronbach’s alpha Cronbach’s alpha based on standardized items No. of items

0.813 0.805 39
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A multiple regression was run for measuring the combined effects of indepen-
dent variables (Experience X1; Co-worker Support X2; Managerial Support X3;
Family Support X4; Organizational Support X5) against dependent variable
(Organization commitment).

The equation derived from previous theories is given as:

Y1 ¼ C1 þ b1X1 þ b2X2 þ b3X3 þ b4X4 þ b5X5

where b1, b2, b3, b4 and b5 are beta coefficients.
The statistical significant of regression coefficients was worked out and tested.

The model summary is exhibited in Table 2. The ANOVA model was employed to
discern the significant variation among the five independent variables (Experience,
Co-worker Support, Managerial Support, Family Support, Organization Support).
The results are exhibited in Table 3.

The prediction ability of the regression model is denoted by R2 with value 0.123
in which 12.3% of variance in the dependent variable belongs to independent
variables with the F-value 4.044 in Table 3.

The beta weight of 0.263 and 0.256 for variable 5 and 1 (Organizational Support
and Experience) in Table 4 meant that when other variable held constant, com-
mitment towards the organization (Dependent variable) would increase by quarter
the standard deviation (0.162 and 0.217). The order of importance or predictive
importance was 0.217, 0.162, 0.149, 0.147 and −0.068 for variables 5, 1, 3, 4 and 2,
respectively, exhibited in Table 4. The t test is to confirm that the results can be
generalized to the total population by value 2.522, 2.066, 1.868, 1.573 and −0.719
in Table 4. From the ANOVA Table 3, it was found that the significant value was
0.02 which is less than 0.05 which concludes that the regression performed has
generated a good model. By substituting the value in equation:

Table 2 Modelb summary

Model R R square Adjusted R square Std. error of the estimate

1 0.351a 0.123 0.093 1.689
aPredictors: (constant), Organization Support, experience, family Support, co-worker Support,
managerial Support
bDependent variable: organization commitment

Table 3 ANOVAb table

Model Sum of squares Df Mean square F Sig.

1 Regression 57.679 5 11.536 4.044 0.002a

Residual 410.781 144 2.853

Total 468.460 149
aPredictors: (constant), organization Support, experience, family Support, co-worker Support,
managerial Support
bDependent variable: organization commitment
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Y1 ¼ C1 þ b1X1 þ b2X2 þ b3X3 þ b4X4 þ b5X5

Organization commitment = −4.044 + 0.263 (Organizational Support) + 0.256
(Experience) + 0.124 (Managerial Support) + 0.094 (Family Support) − 0.062
(Co-worker Support).

3.2 Satisfaction of Policies

H02: Satisfaction of policies does not depend on Organizational Support,
Experience, Managerial Support.

Here, this multiple regression measures the combined effects of independent
variables (Organizational Support X1a; Experience X2a; Managerial Support X3a)
against dependent variable (Satisfaction with policies).

The general form of equation derived from previous theory is given as:

Y1a ¼ C1a þ b1aX1a þ b2aX2a þ b3aX3a

where b1a, b2a, b3a are beta coefficients.
The statistical significance of regression coefficients was worked out and tested

by applying the t test, and the model summary is exhibited in Table 5.
The ANOVA was employed to discern the significant variation among the three
independent variables (Organizational Support, Experience and Managerial
Support). The results are exhibited in Table 6.

Table 4 Coefficienta—t test

Model Unstandardized
coefficients

Standardized coefficients T Sig.

B Std. error Beta

1 (Constant) 4.738 1.401 3.382 0.001

Experience 0.256 0.124 0.162 2.066 0.041

Co-worker Support −0.062 0.086 −0.068 −0.719 0.473

Managerial Support 0.124 0.079 0.149 1.573 0.118

Family Support 0.094 0.050 0.147 1.868 0.064

Organization Support 0.263 0.104 0.217 2.522 0.013
aDependent variable: organization commitment
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The prediction ability of the model is expressed by R2 with value 0.104 in which
only 10.4% of variance in the dependent variable belongs to independent variables
with the F-value 5.621 in Table 6.

The beta weight for variable 2 is 1.333 (Experience) in Table 7 which means that
when others independent variables held constant, Satisfaction of policies
(Dependent variable) would increase by half the standard deviation (0.295). The
order of importance or predictive importance was 0.295, 0.149 and −0.033 for
variables 2, 1 and 3, respectively, shown in Table 7. The t test confirms that the
results can be generalized to the total population by value 3.758, 1.765 and −0.384
in Table 7. The ANOVA Table 6 shows that the significant value was 0.001 which
is less than 0.05 thereby concluding that the regression was a good model.

By substituting all values in the equation:

Y1a ¼ C1a þ b1aX1a þ b2aX2a þ b3aX3a

Table 5 Modelb Summary

Model R R square Adjusted R square Std. error of the estimate

1 0.322a 0.104 0.085 4.83899
aPredictors: (constant), managerial Support, experience, organization Support
bDependent variable: satisfaction with policies

Table 6 ANOVAb table

Model Sum of SQUARES Df Mean square F Sig.

1 Regression 394.870 3 131.623 5.621 0.001a

Residual 3418.703 146 23.416

Total 3813.573 149
aPredictors: (constant), managerial Support, experience, organization Support
bDependent variable: satisfaction with policies

Table 7 Coefficienta—t test

Model Unstandardized
coefficients

Standardized coefficients T Sig.

B Std. error Beta

1 (Constant) 9.502 3.280 2.897 0.004

Organization Support 0.516 0.292 0.149 1.765 0.080

Experience 1.333 0.355 0.295 3.758 0.000

Managerial Support −0.077 0.201 −0.033 −0.384 0.701
aDependent variable: satisfaction with policies
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Satisfaction with policies = 9.502 + 1.333 (Experience) + 0.516 (Organizational
Support) + 0.077 (Managerial Support)

3.3 Long-Term Tenure

H03: Long-term tenure does not depend on Organization Support, Co-workers
Support, Managerial Support, Organization commitment or Satisfaction with
policies.

Again this multiple regression is to measure the combined effects of independent
variables (Organizational Support X1b; Co-worker Support X2b; Managerial Support
X3b; Organizational Commitment X4b; Satisfaction of policies X5b) on the dependent
variable (Long-Term Tenure).

This equation derived from theory is:

Y1b ¼ C1b þ b1bX1b þ b2bX2b þ b3bX3b þ b4bX4b þ b5bX5b

where b1b, b2b, b3b, b4b, b5b are beta coefficients.
The statistical significance of regression coefficients was derived and tested by

applying the t test, and the model summary is displayed in Table 8.
The ANOVA was employed to discern the significant variation among the five

independent variables (Organization Support, Co-workers Support, Managerial
Support, Organization commitment and Satisfaction with policies). The results are
exhibited in Table 9.

Table 8 Modelb summary

Model R R Square Adjusted R Square Std. error of the estimate

1 0.702a 0.493 0.475 0.716
aPredictors: (constant), policies, managerial Support, organization commitment, organization
Support, co-worker Support
bDependent variable: long-term tenure

Table 9 ANOVAb table

Model Sum of squares Df Mean square F Sig.

1 Regression 71.890 5 14.378 28.016 0.000a

Residual 73.903 144 0.513

Total 145.793 149
aPredictors: (constant), policies, managerial Support, organization commitment, organization
Support, co-worker Support
bDependent variable: long-term tenure
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The model’s prediction ability is denoted by R2 with value 0.493 in which 49.3%
of variance in the employee tenure belongs to independent variables with the
F-value 28.01 in Table 9. The order of importance was 0.610, 0.204, 0.110, 0.048
and −0.075 for variables 4, 3, 2, 5 and 1, respectively, exhibited in Table 10. The
t test confirmed that the results generalized to the total population by value 9.790,
2.814, 1.545, 0.798 and −1.127 in Table 10. ANOVA in Table 9 shows that the
significant value was 0.00 and the regression was a good model.

By substituting the value in equation:

Y1b ¼ C1b þ b1bX1b þ b2bX2b þ b3bX3b þ b4bX4b þ b5bX5b

Tenure = −1.324 + 0.341 (Organizational Commitment) + 0.095 (Managerial
Support) + 0.056 (Co-worker Support) + 0.009 (Satisfaction of policies) − 0.051
(Organizational Support)

4 Conclusion

This study has evaluated the degree of Support of each factor of work-life balance.
Mainly three dependent variables Organizational commitment, Satisfaction on
policies and employee tenure were analysed by the predictors Managerial Support,
Organizational Support, Co-worker Support and Family Support (Figs. 1, 2 and 3).
By these analyses it was found that the first and second model had dependency less
than 50 %. The p-p plots are a check on normality and the plotted points should be
in straight line. There is no Serious departures of the points from the line which
means that normality assumption are met. The third model (multiple regression)

Table 10 Coefficienta—t test

Model Unstandardized
coefficients

Standardized
coefficients

T Sig.

B Std.
error

Beta

1 (Constant) −1.324 0.562 −2.354 0.020

Organization Support −0.051 0.045 −0.075 −1.127 0.262

Co-worker Support 0.056 0.036 0.110 1.545 0.125

Managerial Support 0.095 0.034 0.204 2.814 0.006

Organization
commitment

0.341 0.035 0.610 9.790 0.000

Policies 0.009 0.012 0.048 0.798 0.426
aDependent variable: long-term tenure
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which predicted about the tenure of employees significantly depends on
Organizational commitment and Managerial Support is worthwhile statistically.
The other two models showed less than 50% dependency on the predictors. The
employees’ positive perception towards Organizational commitment, Managerial
Support leads to long-term tenure in the organization. Co-worker Support and
Satisfaction of policies were not a matter of concern for long-term tenure.

Further descriptive analysis done reveals a thorough understanding of work-life
balance as per the cognition of employees. Health is often neglected in the pursuit of
career growth. Good work-life balance includes paying attention to personal health
so that it is not negatively affected by the stresses of the workplace. There is a higher
occurrence of health-related issues in female employees than in male employees in
ICT Companies. However, there is no effect of age on any of the factors of work-life
balance [14]. Time is insufficient for the employees for attention to personal health
such as time for physical exercise. However, providing more healthcare programs to
the employees was shown to have a positive effect on their health. Work-life balance
is reflected in the ability of the employees to achieve a balanced lifestyle. The
employees of ICT organizations were able only moderately to achieve a balanced
lifestyle. Encouraging its employees to achieve a balanced lifestyle could be given
importance by the organization. Most employees also do not share work-related
issues with their families, and the presence of an on-site counsellor would help them
share the problems and reduce their work-related stress. Technology is two-faced. It
can help us stay connected and aid our career growth, but it can also be a cause for
stress if overly dependent on it. Although technology [15] was found to have a
positive effect on the stress levels of the employees, it was found that they become
anxious when not able to access technology for work purposes.

Fig. 1 Normal P-P plot of
regression Y standardized
residual
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Fig. 3 Normal P-P plot of
regression Y1b standardized
residual

Fig. 2 Normal P-P plot of
regression Y1a standardized
residual
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A Compact Tri-band Microstrip Patch
Antenna for WLAN and Wi-MAX
Applications

Namrata Singh, R.P.S. Gangwar and A.K. Arya

Abstract In this paper, a compact microstrip patch antenna with offset feeding
technique is proposed for WLAN (2.4/5.2 GHz) and Wi-MAX (3.5 GHz) appli-
cations. The design includes defected ground structure (DGS) for bandwidth
improvement. A single complimentary split ring resonator (CSRR) is introduced on
the main patch. Along with a CSRR ring, the main radiator is also loaded with a
rectangular slot. The proposed antenna is compact with a size of 24 � 24 � 1.6 mm3.
The design is validated and optimized by using Ansofts’ HFSS 13.0, EM full wave
software. Experimental and simulated results are compared, and a good agreement
between them is observed.

Keywords WLAN �Wi-MAX � DGS � MSA � CSRR � Bandwidth improvement

1 Introduction

In recent years, there has been a considerable advancement in wireless communi-
cations field. Microstrip patch antennas are of main interest in this advancement of
technology because of their low cost and simplicity in fabrication. Multiband MSA
has attracted researchers as the single antenna can cover specific applications
simultaneously [1]. As per IEEE standards, WLAN operates in 2.4 GHz band
(2.4–2.48 GHz) and 5 GHz band (5.15–5.35 GHz), and Wi-MAX operates in
3.5 GHz band (3.4–3.6 GHz) [2]. Earlier, dual-band slot antennas for WLAN were
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developed [3, 4] that were quite large. Recently, MSA with defected ground
structure (DGS) was developed for WLAN and Wi-MAX applications [5, 6].
Applying the DGS is one of the techniques to improve the antenna performance in
terms of bandwidth and size.

Defect on the ground disturbs the shielded current distribution, and this distur-
bance depends upon the size of the defect.

Nowadays to achieve the multiband behaviour in the antennas, complimentary
split ring resonators (CSRRs) are used [7]. CSRRs are couple of complementary
split ring resonators (SRRs) and mainly used for synthesizing meta-material
structures.

In this paper, the proposed antenna operates in 0–6 GHz frequency range for
WLAN and Wi-MAX applications. The antenna has a defected ground plane and
the main radiator patch of which is loaded with single CSRR ring and a rectangular
slot for achieving tri-band operation that operates in 2.4, 3.5 and 5 GHz bands.
Simulations are carried out by using Ansofts’ HFSS. The proposed antenna is
fabricated using photolithographic technique, and then its parameters in terms of
reflection coefficient, gain and radiation patterns are measured using vector network
analyzer (VNA) and anechoic chamber. The simulated results have been compared
with the experimental results, and it is found that there is good agreement between
them. The fabricated antenna is compact as compared to earlier reported works.

2 Materials and Methods

The proposed antenna is developed on FR-4 epoxy substrate having relative per-
mittivity (er) of 4.4 and tangent loss (d) of 0.002. The patch is loaded with a single
CSRR ring and a rectangular slot above it as shown in Fig. 1a. The design is
developed as follows: first resonating band at 3.5 GHz is achieved because of the
main patch; for second resonating band at 2.4 GHz, a CSRR ring is introduced on
the patch; and for third resonating band at 5 GHz, a rectangular slot has been
introduced above CSRR ring as shown in Fig. 1a. Further, the performance of the
design is improved with the use of offset feed and DGS as depicted in Fig. 1.
Dimensions of the patch are calculated using the following equations [6]:

Wp ¼ c=2fo er þ 1ð Þ=2½ ��1=2 ð1Þ

Lp ¼ c=2fo
ffiffi

e
p

reff � 2DL ð2Þ

where ɛreff and DL are calculated from [6]. The values of the other parameters have
been analysed after a series of optimization. Table 1 includes values of all design
parameters used in design of the proposed antenna. A staircase defective ground
structure has been used for bandwidth improvement, and the patch is slightly
(0.5 mm) displaced from the centre axis of the microstrip antenna that contributes
to impedance matching.
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(a) Top-view

(b) Bottom-view

Fig. 1 Geometry of the
proposed antenna

Table 1 Design parameters used in antenna geometry

Design parameter Value (mm) Design parameter Value (mm)

L 24 a 0.8

W 24 b 0.5

Lp 20 c 6.4

Wp 20 d 5.5

Lr 11.4 e 0.5

Wr 2.5 L1 20

Ls 14.5 L2 22

Ws 0.5 S 1
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3 Results and Discussion

In the proposed antenna design, resonating band at 3.5 GHz occurs because of basic
patch. For resonating band at 2.4 GHz, a single CSRR ring is added. The dimen-
sions of the ring affect resonance frequency [7]. With the increase of length of ring a
downward frequency shift occurs, whereas decreasing the length of ring an upward
frequency shift occurs. For resonating band at 5.2 GHz, a rectangular slot is
introduced on the patch, and its length and location from centre of the patch affects
the resonating band. Increasing the length of slot leads to a downward frequency
shift in higher band, whereas decreasing the length has an opposite impact. Through
the parametric study of all parameters, optimized dimensions are achieved and
shown in Table 1.

From analysis, it is found that offset feed has provided better results. Thus, offset
feed is selected for further analysis as shown in Fig. 2. Then for bandwidth
improvement, staircase type defected ground structure is used. Analysis is done for
different staircases out of which dual staircase has provided improved results as
shown in Fig. 3.

After finalizing the DGS structure as dual staircase, the patch is shifted from
centre towards the feed side (right) resulting in better impedance matching. The
proposed antenna design is fabricated, and its top, bottom and perspective views are

Fig. 2 Feed comparison

Fig. 3 Comparison in DGS
structures
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presented in Fig. 4 (a, b and c, respectively). Experimental results have been
compared with the simulated ones.

The comparison between the simulated and experimental|S11| (dB) is presented
in Fig. 5. It is found that these results are almost matched except some frequency
shifts in upper bands. Impedance bandwidth for each frequency band in simulated
and experimental analysis is presented in Table 2.

Radiation patterns for the above-mentioned bands are presented in Fig. 6 from
which it is found that the simulated and measured patterns are similar. Figure 7
shows the measured peak gain at different resonant frequencies of interest. It is clear
from this figure that the gain is quite good in these resonant frequencies.

In Table 3, the performance parameters of the fabricated antenna are compared
with that of earlier reported works. It shows that antenna is quite compact.

Fig. 4 Fabricated antenna: a top-view, b bottom-view, and c perspective view

Fig. 5 |S11| (dB) versus
frequency

Table 2 Impedance bandwidth comparison

Analysis Impedance bandwidth

2.4 GHz band 3.5 GHz band 5 GHz band

Simulation 2.3909–2.4873
(96.4 MHz)

3.4162–3.6853
(269.1 MHz)

4.9391–5.2843
(345.23 MHz)

Experimental 2.365–2.48 (115 MHz) 3.15–3.625 (475 MHz) 4.75–5.125 (375 MHz)
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(a) E & H Plane at 2.4 GHz

(b) E & H Plane at 3.5 GHz

(c) E&H Plane at 5.2 GHz

Fig. 6 Radiation pattern at three resonating bands
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4 Conclusion

In this paper, a compact tri-band microstrip antenna is designed, simulated, fabri-
cated and measured for applications of WLAN (2.4/5 GHz) and Wi-MAX
(3.5 GHz) operations. The presented work is quite compact in design. Antenna is
experimentally tested, and it is found that the simulated and experimental results are
almost similar. Antenna works in 2.4 GHz band with impedance bandwidth of
115 MHz (2.365–2.48 GHz), in 3.5 GHz band with impedance bandwidth
of 475 MHz (3.15–3.625 GHz) and in 5 GHz band with impedance bandwidth of

Fig. 7 Measured peak gain
in dB

Table 3 Comparison with earlier reported works

Antenna
design

Ground plane
size (mm2)

Resonant
band (GHz)

Band width
(MHz)

Material
used

er h (mm)

[1] 45 � 35 2.4 760 4.4 (FR-4) 1.57

5.2 72,090

[2] 100 � 45 2.4 90 2.2
(RT-5800)

0.127

3.5 290

5.2 440

[3] 260 � 200 2.4 90 0.999991
(Cu)

10

5.2 39

[4] 75 � 75 2.4 270 4.7 0.8

5.2 1850

[5] 50 � 50 2.4 82 4.4 (FR-4) 1.6

3.5 175

5.2 546.9

[6] 57 � 50 1.8 60 4.4 (FR-4) 1.6

3.6 50

[7] 40 � 46 2.4 100 4.4 (FR-4) 1.6

Fabricated
antenna

24 � 24 2.4 115 4.4 (FR-4) 1.6

3.5 375

5.2 475
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375 MHz (4.75–5.125 GHz). In experimental results, frequency shift is observed in
upper bands because of fabrication errors.
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Statistical vs. Rule-Based Machine
Translation: A Comparative Study
on Indian Languages

S. Sreelekha, Pushpak Bhattacharyya and D. Malathi

Abstract In this paper, we present our work on a case study between statistical
machine translation (SMT) and rule-based machine translation (RBMT) systems on
English-Indian language and Indian to Indian language perspective. Main objective
of our study is to make a five-way performance comparison: such as, (a) SMT and
RBMT; (b) SMT on English–Indian language; (c) RBMT on English–Indian lan-
guage; (d) SMT on Indian to Indian language perspective; (e) RBMT on Indian to
Indian language perspective. Through a detailed analysis, we describe the
rule-based and the statistical machine translation system developments and its
evaluations. Further, with a detailed error analysis, we point out the relative
strengths and weaknesses of both the systems. The observations based on our study
are: (a) SMT systems outperform RBMT; (b) In the case of SMT: English to Indian
language MT systems perform better than Indian to English language MT systems;
(c) In the case of RBMT: English to Indian language MT systems perform better
than Indian to English language MT systems; (d) SMT systems perform better for
Indian to Indian language MT systems compared to RBMT. Effectively, we shall
see that even with a small amount of training corpus SMT system has many
advantages for high-quality domain-specific machine translation over that of a
rule-based counterpart.

Keywords Machine translation � Statistical machine translation
Rule-based machine translation � English-Indian machine translation
Indian-Indian language machine translation
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1 Introduction

Machine translation (MT) is a process of automating the translation process from
one language to another using the techniques from linguistics, translation theory,
and statistics. The difference between the source and target languages and their
ambiguities are the major difficulties in MT. There are many ongoing attempts to
develop MT systems for regional languages using various approaches [1, 20]. The
approaches to MT are categorized as rule-based or knowledge-driven approaches,
and corpus-based or data-driven approaches. The RBMT approaches are further
classified into transfer-based MT, Interlingua MT, and dictionary-based MT, while
the corpus-based approaches are classified into example-based MT and SMT. Many
studies have been conducted in the case of English to Indian language and Indian to
Indian language MT system development [2–8]. This paper discusses a comparative
study on RBMT and SMT approaches used in English to Indian language and
Indian to Indian language MT systems.

The organization of the paper is as follows: Sect. 2 starts with the discussion
about rule-based and statistical-based MT approaches; Sect. 3 presents the exper-
iments conducted, evaluations, and error analysis which convey the main compo-
nents of the paper; Sect. 4 concludes the paper.

2 Rule-Based Versus Statistical

RBMT system requires a huge human effort to prepare the rules and linguistic
resources, such as morphological analyzers, part-of-speech taggers, syntactic par-
sers, bilingual dictionaries, transfer rules, morphological generator, and reordering
rules. In the case of English to Indian languages and Indian to Indian languages,
there have been many attempts with all the four RBMT approaches [3–10].
Data-driven approaches, which provide an alternative to direct- and rule-based MT
systems, have come to the fore of language processing research over the past
decade. These approaches uses supervised or unsupervised statistical machine
learning algorithms to build statistical models from the bilingual parallel corpora.
There are three different statistical approaches in MT, word-based translation,
phrase-based translation, and hierarchical phrase-based model. This paper discusses
the phrase-based statistical approaches used against the rule-based approaches in
the English-Indian language and the Indian-Indian language MT system develop-
ments to generate quality translations.
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2.1 Rule-Based Machine Translation

Rule-based MT systems works based on the rules created for morphology, syntax,
lexical selection, transfer, and generation. Collection of rules and a bilingual or
multilingual lexicon is the resources used in RBMT. The transfer model involves
three stages: analysis, transfer, and generation. Figure 1 shows the complete work
flow of translation in the form of a pipeline.

During the analysis phase linguistic analysis is performed on the input source
sentence in order to extract information in terms of morphology, parts of speech,
phrases, named entity, and word sense disambiguation. During the lexical transfer
phase: there are two steps namely word translation and grammar translation. In
word translation, source language root word is replaced by the target language root
word with the help of a bilingual dictionary and in grammar translation, suffixes are
getting translated. In generation, phase genders of the translated words are corrected
and it will be followed by short-distance and long-distance agreements performed
by intra-chunk and the inter-chunk module. This ensures that the gender, number,
and person of local groups of phrases agree as also the gender of the subject’s verbs
or objects reflects those of the subject.

2.2 Statistical Machine Translation

The statistical approach works by generating the statistical models from the parallel
aligned bilingual text corpora with some probability [11–13]. The best translation

Fig. 1 RBMT work flow
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will be extracted from the words which have the highest probability. Language
divergence and reordering divergence are the major concerns while translating from
a source language to target language [1, 8, 14]. Figure 2 shows the functional flow
diagram of an SMT system. The major steps in SMT are: corpus preparation,
training, decoding, and testing. Corpus preparation, alignment, and its cleaning will
be done in the preprocessing step. Training is a process in which the statistical tables
are extracted from the parallel corpora using supervised or unsupervised statistical
algorithms [13]. In statistical machine translation, word by word and phrase-based
alignment plays the major role during parallel corpus training. Translational model,
language model, distortion table, phrase table, etcetera are modeled during
the training. Decoding [11, 12, 15] is the most complex task in machine translation
[15], where the trained models will be decoded. It is the major process in which the
target language translations are being decoded using the generated phrase table,
translation model, and language model. The two major concerns with SMT are
the decoding complexity and the target language reordering [16].

Fig. 2 SMT work flow
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3 Experimental Discussions

We now describe the SMT system experiments and the comparisons with the results
of the rule-based system described above. We use Moses [17] and Giza++ for the
alignments and for the statistical model generation. Our experiments are focused on
two research directions:

1. Indian-Indian language perspective1,2;
2. English-Indian language perspective.3,4

For Indian-Indian language MT system case study, we have used Marathi–Hindi
as the base language pairs, and for the English-Indian language MT system case
study, we have used English–Malayalam as the base language pairs.

3.1 Statistical Machine Translation System Experiments

We manually cleaned a 90,000 sentence parallel corpus for both the Marathi-Hindi
and the English–Malayalam language pairs. We have corrected the grammatical
structure of the sentences and tokenized it, thereby making available a high-quality
corpus for training. Table 1 describes the corpus resources we have used for
training. We followed the training steps of Moses baseline system. In order to
perform the tuning, we have used 500 sentence pairs. We observed that there was
only slight improvement on the translation quality. Since the sentence pairs used for
tuning had a number of stylistic constructions, and the BLEU based tuning tends to
cause deterioration of quality. We have tested the translation system with a corpus
of 1000 sentences taken from the ‘ILCI tourism health’ corpus as shown in Table 1.
The added advantage in the case of Marathi–Hindi compared to English–
Malayalam was the SOV ordering similarity between Marathi and Hindi. However,
there were difficulties in handling inflected words.

Evaluation

To analyze the quality of translation, we have used both subjective evaluation and
BLEU score [18] evaluation. We have used fluency as an indicator to evaluate the
correct grammatical constructions present in the translated sentence and the ade-
quacy as an indicator for the amount of meaning being carried over from the source
to the target. Depending on how much sense the translation made and its

1http://tdil-dc.in/mt/common.php.
2http://www.cfilt.iitb.ac.in/SMT-System/.
3http://www.cfilt.iitb.ac.in/SMT-EM/.
4http://www.cfilt.iitb.ac.in/SMT-ME/.
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grammatical correctness, we assigned scores between 1 and 5 for each translation.
The formula [19] used for computing the scores is shown in Eq. (1):

A=F ¼ 100 � S5þ 0:8 � S4þ 0:6 � S3ð Þð Þ=N: ð1Þ

We considered the sentences with scores above 3 only. We penalize the sen-
tences with scores 4 and 3 by multiplying their count with 0.8 and 0.6 respectively
in order to make the estimate of scores much better. The results of our evaluations
are given in Table 4.

3.2 English-Indian Language Case Study Results

In order to perform the English-Indian language case study, we have used English–
Malayalam and Malayalam–English as the base language pairs. The results of
BLEU score evaluation, subjective evaluations in terms of adequacy and fluency
are shown in Table 2.

Table 1 Corpus statistics

S. No. Corpus
source

Training corpus [manually cleaned and
aligned]

Corpus size
[sentences]

1 ILCI Tourism 23,500

2 ILCI Health 23,500

Total 47,000

S. No. Corpus
source

Tuning corpus [manually cleaned and
aligned]

Corpus size
[sentences]

1 ILCI Tourism 250

2 ILCI Health 250

Total 500

S. No. Corpus
source

Testing corpus [manually cleaned and
aligned]

Corpus size
[sentences]

1 ILCI Tourism 1000

2 ILCI Health 1000

Total 2000

S. No. Corpus
source

Testing corpus (subjective evaluation)
[manually cleaned and aligned]

Corpus size
[sentences]

1 ILCI Tourism 250

2 ILCI Health 250

Total 500
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3.3 Indian to Indian Language Case Study Results

In order to perform the Indian-Indian language MT case study, we have used the
Marathi–Hindi and the Hindi–Marathi system as the base pairs. The results of
BLEU score evaluation, subjective evaluations in terms of adequacy and fluency
are shown in Table 3.

3.4 SMT Versus RBMT Analysis

We have done a detailed error analysis on both RBMT and SMT systems. Table 4
shows the observations during the case study analysis. Further, we explain the
observations of a detailed case study betweenEnglish–Malayalam andMarathi–Hindi

Table 2 Results of
English-Indian language case
studies

English–Malayalam MT
system

Adequacy
(%)

Fluency
(%)

Rule-based 55.6 47

Statistical 77.23 87

English–Malayalam MT system BLEU score

Rule-based 20.8

Statistical 39.90

Malayalam–English MT
system

Adequacy
(%)

Fluency
(%)

Rule-based 64.6 50.45

Statistical 74.89 84.34

Malayalam–English MT system BLEU score

Rule-based 29.9

Statistical 37.90

Table 3 Results of
Indian-Indian language case
studies

Marathi–Hindi MT system Adequacy (%) Fluency (%)

Rule-based 69.6 58

Statistical 79.8 88.4

Marathi–Hindi MT system BLEU score

Rule-based 23.3

Statistical 51.60

Hindi–Marathi MT system Adequacy (%) Fluency (%)

Rule-based 64.8 56.78

Statistical 75.89 85.14

Hindi–Marathi MT system BLEU score

Rule-based 17.9

Statistical 43.30
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Table 4 Performance comparison of SMT over RBMT

S. No. Performance comparison of SMT over RBMT

SMT RBMT

1 Being able to handle the rich
morphology, can easily separate suffixes
from inflected words with gender
number person aspect and mood,
leading to meaning transfer

Not able to split suffixes from inflected
words with gender number person
aspect and mood by itself and hence
fails to handle rich morphology

2 Able to handle the verb phrases and
the function words, since SMT follows
memory-based training to learn phrases

Unable to effectively handle the
appropriate translation and generation
of function words, verb phrases, etc.

3 Rapid, easier to create, maintain, and
improve upon; in short cost-effective
development

Robust, high development and
customization cost

4 Can handle ambiguity since it records
phrase translations with its frequency of
occurrence which acts as more natural
word sense disambiguation

Fails to handle ambiguity due to poor
quality WSD approaches

5 Good fluency and adequacy due to
plentiful evidences of good quality
phrase pairs recorded in phrase table

Lack of fluency

6 The language model used helped in
generating more natural translations

Morph analyzers process word by word
and hence fail to generate natural
translations

7 Data-driven and hence domain-specific Knowledge-driven and hence can work
for out of domain data also

Table 5 Performance comparison of English–Malayalam SMT over Malayalam–English SMT

S. No. English–Malayalam SMT Malayalam–English SMT

1 English equivalents for the Malayalam
agglutinative suffixes are in the form of
prepositions. While translating from
English to Malayalam, English word
can easily get aligned to the
agglutinated words in Malayalam, since
it is a single word

While aligning from Malayalam–

English, the agglutinated Malayalam
word may map only to root words. Since
it is separate words and there is a chance
to miss out the preposition mapping in
English

2 Require morphology generation for
Malayalam

Require morphology analysis for
Malayalam

3 Rapid, easier to create, maintain, and
improve upon; in short cost-effective
development

Rapid, easier to create, maintain, and
improve upon; in short cost-effective
development

4 Good fluency and adequacy, since there
is more probability to get mapped to the
inflected Malayalam word from English
word

Less fluency, since multiple words have
to get mapped from a single inflected
form during translation is more
erroneous

5 The language model used helped in
generating more natural translations

The language model used helped in
generating more natural translations
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language pairs with the SMT and RBMT experiments. Tables 5, 6, 7, and 8 show the
performance comparison analysis of various aspects of SMT and RBMT approaches
over Indian-Indian language and English-Indian language MT systems.

Figures 3 and 4 showSMTversus RBMTevaluation graphs for the English-Indian
and Indian-Indian Language case study results.

Table 6 Performance comparison of Malayalam–English RBMT over English–
Malayalam RBMT systems

S. No. Malayalam–English RBMT English–Malayalam RBMT

1 English equivalents for the
agglutinated Malayalam suffixes are in
the form of prepositions

While translating from English to
Malayalam, word by word processing of
analysis and generation steps may not
help to generate the correct agglutinative
Malayalam word formation

2 Require morphology analysis for
Malayalam

Require morphology generation for
Malayalam

3 During morphology analysis from a
single inflected word, agglutinated
suffixes are getting separated and
equivalent group words are translated
during lexical transfer

During morphology generation from a
group of English words, all words may
not get properly formed. There is higher
chances to get error in proper generation
of the inflected form

4 Generating pre-positioned English
words is easy

Generating rich morphological
Malayalam agglutinative suffixed words
is difficult

5 Fluency and adequacy will be more Fluency and adequacy will be less

Table 7 Performance comparison of Marathi–Hindi SMT over Hindi–Marathi SMT

S. No. Marathi–Hindi SMT Hindi–Marathi SMT

1 Hindi equivalents for the Marathi
agglutinative suffixes are in the form of
post-positions. Since Marathi and Hindi
have the same SOV order, it can easily
map the inflections to a great level

While aligning form Hindi to Marathi,
there is a probability that the
agglutinative words may miss out from
the post-position mapping of Hindi,
since it is separate words in many cases
compared to Marathi

2 Require morphology analysis for
Marathi

Require morphology generation for
Marathi

3 Rapid, easier to create, maintain, and
improve upon; in short cost-effective
development

Rapid, easier to create, maintain, and
improve upon; in short cost-effective
development

4 Good fluency and adequacy, since it is
easy to map from the Marathi word to
the Hindi equivalent form

Less fluency, since a single inflected
word has to map from multiple words
during the translation is more erroneous

5 The language model used helped in
generating more natural translations

The language model used helped in
generating more natural translations

Statistical vs. Rule-Based Machine Translation … 671



Table 8 Performance comparison of Marathi–Hindi RBMT over Hindi–Marathi RBMT

S. No. Marathi–Hindi RBMT Hindi–Marathi RBMT

1 Hindi equivalents for the Marathi
suffixes are in the form of
post-positions. So group of Hindi words
have to generate during the analysis
from Marathi to Hindi

From group of Hindi words,
agglutinative Marathi inflected form has
to generate

2 Require morphology analysis for
Marathi and generation for Hindi

Require morphology analysis for Hindi
and morphology generation for Marathi

3 During morphology analysis from a
single inflected word, agglutinated
suffixes are getting separated and
the equivalent Hindi words are
translated during the lexical transfer

During morphology generation from
word by word, all words may not get
properly formed to generate the correct
Marathi word. There is higher chance to
get error in proper generation of
the inflected form

4 Generating post-positioned Hindi words
is easy

Generating the rich morphological
Marathi agglutinative suffix word is
difficult. Morph analyzers process word
by word and hence fails to generate
the natural Marathi translations

5 Fluency and adequacy will be more Fluency and adequacy will be less

Fig. 3 SMT versus RBMT English-Indian language evaluations graph
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4 Conclusions

In this paper, we have mainly focused on the comparative performance of SMT and
RBMT systems on Indian to Indian language perspective and English to Indian
language perspective. Our major observations are

1. Translation quality of SMT is relatively high as compared to the RBMT sys-
tems, considering that the efforts required to build RBMT systems are huge.

2. SMT performs better for English to Malayalam systems comparing to
the Malayalam to English systems.

3. RBMT performs better for Malayalam to English compared to the English to
Malayalam.

4. SMT system performs better for Marathi–Hindi compared to the Hindi–Marathi.
5. RBMT performs better for Marathi–Hindi compared to the Hindi–Marathi.
6. For English-Indian language scenario: SMT performs better for morphologically

low language to rich language, and on the other hand RBMT performs better for
morphologically rich language to low language.

7. Indian to Indian language MT performs better than English to Indian language
MT in terms of SMT.

8. English to Indian language MT performs better than Indian to Indian language
MT in terms of RBMT.

We observed that translation quality of statistical machine translation is rela-
tively high than the rule-based system, since the efforts required to build RBMT
systems are huge. Also, SMT which cannot split suffixes by itself was unable to

Fig. 4 SMT versus RBMT Indian-Indian language evaluations graph
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handle the translation of inflected suffix words in some cases. RBMT, being able to
use the morph analyzer can easily separate the suffixes from the inflected words and
can generate translations.
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