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Preface

This LNNS volume contains selected papers presented at the ICICT 2016: Second
International Congress on Information and Communication Technology. The
conference was held during December 12–13, 2016, Bangkok, Thailand and
organized communally by G R Foundation, and Computer Society of India
Division IV—Communication and Division V—Education and Research. It has
targeted state of the art as well as emerging topics pertaining to ICT and effective
strategies for its implementation for engineering and intelligent applications. The
objective of this international conference was to provide opportunities for the
researchers, academicians, industry persons, and students to interact and exchange
ideas, experience, and expertise in the current trend and strategies for information
and communication technologies. Besides this, participants were also enlightened
about vast avenues, and current and emerging technological developments in the
field of ICT in this era and its applications were thoroughly explored and discussed.
The conference attracted a large number of high quality submissions and stimulated
cutting-edge research discussions among many academic pioneering researchers,
scientists, industrial engineers, and students from all around the world. Proposed
new technologies shared their experiences and discussed future solutions for
designing infrastructure for ICT. The deliberations enriched technocrats and aca-
demicians by presenting their innovative and constructive ideas and focused on
innovative issues at international level by bringing together the experts from dif-
ferent countries. Research submissions in various advanced technology areas were
received and after a rigorous peer-review process with the help of program com-
mittee members and external reviewers, 32 papers were accepted with an accep-
tance ratio of 0.21. The conference featured many distinguished personalities such
as Dr. Somsak Choomchuay, Professor, Department of Electronics, King
Mongkut’s Institute of Technology Ladkrabang, Bangkok and Mr. Aninda Bose
from Springer India. Separate invited talks were organized in industrial and aca-
demia tracks on both days. The conference also hosted few tutorials for the benefit
of participants. We are indebted to G R Foundation and CSI Division IV and V for
their immense support to make this conference possible in such a grand scale.
A total of four sessions were organized as a part of ICICT 2016 including two
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technical, one plenary, and one inaugural sessions. A total of 26 papers were
presented in two technical sessions with high discussion insights. The total number
of accepted submissions was 32 with a focal point on ICT and Intelligent Systems.
Our sincere thanks to all sponsors, press, print, and electronic media for their
excellent coverage of this conference.

Indore, India Durgesh Kumar Mishra
Benha, Egypt Ahmad Taher Azar
Ahmedabad, India Amit Joshi
December 2016
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Automation of Railway Engine Pilot
Security System Using Multimodal
Biometric Identification

K. Sujatha, K. Senthil Kumar, Nallamilli P.G. Bhavani, V. Srividhya,
T. Kalpalatha Reddy and K.S. Ramkumar

Abstract Railways are the most convenient mode of transport, but safety pre-
caution is lagging. Train accidents due to an unknown person operating the engine
will lead to the end of many lives and also loss of railway property. The golden
solution to meet this problem here the proposed effective system is ‘Automation of
Railway Engine Pilot Security System using Multimodal Biometrics Identification’
(AREPSS using MBI). Iris and fingerprint inputs are given by engine pilot from
cabin to control room. In control room, identification takes place by fusing inputs,
then passing the decision signal to automatically start the engine. It is the most
commonly used unimodal biometric system, which can be seen in most of the
places due to its popularity. Its reliability has decreased because it requires larger
memory footprint and higher operational cost and it has slower processing speed.
So, we are introducing Multimodal Biometric Identification System which uses iris
and fingerprint for security purpose. The major advantage of this multimodal
analysis is based on the template-matching phenomenon which utilizes less
memory for storage as compared with footprint. User corroboration by multiple
modality methods yields high output, high reliability, and high accuracy. So this
technique enhances security in engine and thus saves lives and property.
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1 Introduction

Since Indian Railway is a cosmic system with more than 7,000 stations comprising
of around 7000 engines, 34,000 coaches, 5,550 other railway vehicles, and 291,360
farm carts [1]. To control the network of whole railway is more complicated. So
there is a need to increase the security in railways. Automation is one of the best
approaches (solution) to increase the security in railways. Here, we introduce one of
the automation approaches for pilot security in railway engine using effective
multimodal biometric recognition [2].

The basic idea is that the iris andfingerprint biometric inputs are given by the driver
from the engine cabin to the control room. In the control room, the verification process
of fusing both the inputs takes place and verifies the detail about the driver and then
passes the signal to the engine to operate [3]. Misidentification rate of iris is very less.
So here fingerprint is combined with iris to increase the identification efficiency of
pilot security scheme by means of fusion process. Here, password-based authenti-
cation is replaced by multimodal biometric authentication [4].

2 Existing System

Presently, pilot security in railway engine is not automated. According to the
ongoing trend, the driver inserts the key which in turn produces the required voltage
necessary to run the train [5]. The driver and the guard are the decision makers
while the train is running, though they get the required signal from the control
room. So when an unknown person operated the engine, it leads to the end of many
lives and also the loss of railway property. So there is a need to increase the security
system in railways [6].

2.1 Problems in Existing System

Problems in existing system are as follows: manual control, high risk of train
passengers, loss of railway property, and less security. Since the pilot is the ultimate
decision maker to operate the engine, all these problems are said to exist in the
present system [7].

2.2 Existing Methodologies

Iris and fingerprint biometric authentication technique is more effective to improve
the pilot security. The existing biometric identification techniques are unimodal
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biometric identification and multimodal biometric identification with two complete
unimodal systems. The unimodal biometric system consists of its own unique
feature extractor and classifier. Its reliability is decreased because it requires larger
memory footprint and less accuracy and it has slower processing speed [8]. The
pictorial representation of the unimodal biometric scheme is depicted in Fig. 1.

The block diagram of the existing multimodal biometric detection scheme is
depicted (two complete unimodal schemes) in Fig. 2. Two or more unimodal
schemes are combined to form the existing multimodal biometric systems [9].
Every unimodal method possesses its exclusive set of trait extractor and com-
parator, consequently blending their scores with a supplementary score for nor-
malization process and a multifaceted blending approach. The customary
multimodal method has a progress in the correctness and constancy of the structure
over unimodal method. But this development increases the rate of system and

Fig. 1 Unimodal biometric system

Fig. 2 Existing multimodal biometric system
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requires larger memory for footprint storage [10]. In the majority cases, it needs
either several algorithms or numerous sensors or both of them.

2.3 Drawbacks in Existing Methodologies

It requires larger memory footprint, high operational cost, multiple algorithms. Each
unimodal system contains separate matcher (classifier), moderate fusion score level,
and slower processing speed.

3 Proposed System

The main approach of the planned scheme involves developing a fully controlled
and automated pilot security in railway engine using fusion-based multimodal
biometric identification scheme devoid of the accessibility of two comprehensive
unimodal structures [11, 12]. Here, iris and fingerprint are used as a part of bio-
metric. Fusing these two input images reduces the chances of hacking. The sche-
matic for the planned real-time system is illustrated in Fig. 3.

First, the input is given by the driver from the engine cabin to the control room;
in the control room, the verification process of fusing both the inputs, i.e., iris and

Fig. 3 Proposed automated pilot security system
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fingerprint, takes place. For better safety, both the biometric inputs send to control
room. Thus, the priority is given to the control room operator, who checks first, then
verifies the detail about the driver, and then passes the signal to the engine to start.
This process is repeated for each driver in break journey for long distance traveling
trains, whereas for the short distance traveling like local trains, there are shifts for
each driver or they may be used only for one-way journey.

3.1 Advantages of Proposed System

The merits include automated checkout and loss prevention. Safe journey for
passengers eliminates the loss of railway property, provides high security, and is
maintenance free.

3.2 Proposed Methodology

One of the key objectives for the growth of the planned methodology was to display
that it is probable to devise an effectual multimodal biometric scheme devoid of two
comprehensive unimodal systems. This proposed approach is used to overcome the
problems occurred in existing methodologies and improve the pilot security in the
existing system. The block diagram for the proposed methodology is shown in
Fig. 4. Advancement in fingerprint- and iris-based multimodal biometric detection
scheme with high score ranking for fusion makes use of a weighted Euclidean
distance correlation or single Hamming distance correlation.

The first fingerprint biometric input is acquired and passed to the fingerprint trait
extractor. The chosen base value is judged with the pattern in the information base
using the distance correlation mentioned already. In the meantime, the subsequent
input is obtained and moved frontward to the iris trait extractor. In the gap of
computing the correlation value, the analysis of the initial biometric takes place and
a correlation is obtained. Meanwhile, the second biometric input is processed and is
prepared for evaluating the correlation coefficient value. The equivalent correlation
technique is used to measure the reference value of iris biometric and compared
with the templates to produce the corresponding output. The fusion is initiated only
if the correlation values are presented. Proposed fusion-based multimodal biometric
approach (Fig. 4) is for both modalities utilized same classifier is that both output
scores will be same format. The overall proposed system will improve the security
among pilot in railways.
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3.3 Advantages of Proposed Methodology

Eradicating the additional normalization functions, advances the handing speed,
shrinks the storage space, simple design process and both modalities utilize a single
classifier.

4 Recognition (Identification) Process

Planned multimodal biometric detection scheme with solo classifier for both
methods is that both yielded scores will be in similar configuration, and it also
simplifies the design process. The implementation of multimodal biometric system
consists of the following processes: (1) iris recognition process, (2) fingerprint

Fig. 4 Proposed multimodal biometric system
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recognition process, and (3) fusion process. The implementation approach is
involved in the procedure of obtaining an image of the region enclosing the text,
preprocessing that image, dividing the individual lettering, relating the characters in
a type appropriate for the processor to handle it, and recognizing it.

4.1 Iris Recognition Process

The iris detection is a very steadfast technique of individual recognition. The iris
image is inimitable for all and does not get altered throughout the existence. The iris
detection scheme is to robotically distinguish the individuality of anyone from a
fresh image by matching up to the human iris samples denoted with uniqueness in
the piled-up catalog. Iris detection method has quad stages. (1) First, a picture
enclosing the user’s eye is captured by CCD or infrared camera (image acquisition).
(2) Then, the image is preprocessed to regularize the scale and lighting to confine to
the iris in the image (image preprocessing). (3) The third step is the feature
extraction indicating the extraction of iris patterns. It is done by using Daugman’s
approach. This approach includes iris marking, cropping, polar format, and wavelet
encoding (converts polar to analog format). This process is shown in Fig. 5.
(4) Finally, the choice is completed using classification (Classifier). Classifier refers
to the ultimate decision for detection. This method not only is restricted to

Fig. 5 Iris feature extraction process
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comparison but also coordinates in obtaining the information from iris. In similar
systems, it can be experienced by using the weighted Euclidean distance
(WED) algorithm. WED can be used to judge against two templates, particularly if
the template is of integer values. WED gives a gauge of similarity check over a
collection of values between two templates.

4.2 Fingerprint Recognition Process

A fingerprint encompasses ridges and valleys. The ridges are the shady regions of
the fingerprint, and the basins are the white regions flanked by the ridges.

4.2.1 Binarization

The fingerprint expressed as ‘0s’ and ‘1s’ is called as a binary image, as shown in
Fig. 6. Binarization is used to convert grayscale image into binary image by setting
up a threshold value. The pixel values higher than and lower than the threshold are
set to 1 and 0, respectively.

4.2.2 Block Filter

Block filter image of fingerprint is shown in Fig. 7. The binarization of image is
thinned using block filter to reduce the thickness of all ridge lines to a single pixel
width to extract minutiae points effectively. Thinning does not change the location
and orientation of minutiae points compared to original fingerprint which ensures
accurate estimation of minutiae points. Thinning preserves outermost pixels by
placing white pixels at the boundary of the image; as a result, first five and last five
rows, first five and last five columns are assigned as value of 1. Dilation and erosion
are used to thin the ridges.

Fig. 6 Binarization process
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4.2.3 Minutiae Extraction

Minutiae extraction of fingerprint is shown in Fig. 8. The minutiae location and
minutiae angles are derived after minutiae extraction. The termination which lies at
the outer boundaries is not considered as the minutiae points, and the crossing
number is used to locate the minutiae points in the fingerprint image. The crossing
number is defined as the half of the sum of difference between intensity values of
the adjacent pixels. If the crossing number is 1, 2, and 3 or greater than 3, then the
minutiae points are classified as termination, normal ridge, and bifurcation,
respectively.

4.3 Fusion Process

The fusion of images is the procedure of joining two or more (iris and fingerprint)
images into only image retaining important features from each. Recently,
multi-resolution analysis is one of the acceptable methods to analyze the remotely
sensed images. Several approaches to image fusion can be distinguished, depending
on whether the images are fused in the spatial domain or they are transformed into
another domain, and their transforms are fused. A new method based on discrete
wavelet transform is proposed here. The DWT-based techniques became popular
due to their multi-resolution properties. The wavelet transform—Heuristic additive
rule-based method—is used given by i3 = ((i1 + i2)/2) + ((i1 + i2)/100). It can
show a good position of a function (here this function is the image) in spatial and
frequency space. It is used to display the efficient recognition rate of combined

Fig. 7 Block filter process

Fig. 8 Minutiae extraction
process
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image. The iris–fingerprint fusion process has the following advantages such as
high security, easy to implement, no training is required, universally accepted by
all, and noise reduction.

5 Results and Discussion

Identification of engine pilot is based on the classifier output and fusion score level.
In this section, we are going to discuss simulation output for classifier using
MATLAB. The details regarding the identification database and false accept error
rates are provided in MATLAB coding for all the three process. In this identifi-
cation process, one fingerprint/iris image is selected as the verification image input
from database. Then, input image is matched against the entire database images. If
the given input matched with the database, then the user is identified as an
authorized person to start the engine and the maximum matching score value will be
displayed. If the given input not matched with the database, then the user is
identified as unauthorized person and the minimum matching score value is dis-
played with error percentage. The simulation results of fingerprint and iris are
shown in Figs. 9 and 10.

Fig. 9 Simulation matching result for fingerprint
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When the fusion process score value is compared with the individual score
values of both input images, it will improve the efficiency of the average score
value. The simulation result of fusion process is shown in Fig. 11.

The simulation result of the proposed fusion-based multimodal biometric iden-
tification clearly shows the improved recognition rate compared with existing
identification method.

Fig. 10 Simulation matching result for iris

Fig. 11 Simulation result for
fusion process
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6 Conclusion

The proposed work in this paper has the concept of combining the features of both
iris and fingerprint. We can attain very high efficiency, and the performance is also
improved. The major advantage of this multimodal biometric identification is that
both modalities utilized the same matcher, low cost with a small memory footprint,
and easier for hardware implementation. This recognition can be implemented in
high-security areas such as airports, war fields, ATM centers instead of using
passwords. The simulation results clearly show that the proposed multimodal
biometric identification is more secure and efficient for automation of pilot security
in railway engine. So this technique enhances high security in railway engine and
thus saves lives and property.
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Extracting Hidden Patterns Within Road
Accident Data Using Machine Learning
Techniques

S. Vasavi

Abstract Road accidents may not be stopped altogether, but can be reduced. Driver
emotions such as sad, happy, and anger can be one reason for accidents. At the same
time, environment conditions such as weather, traffic on the road, load in the vehicle,
type of road, health condition of driver, and speed can also be the reasons for
accidents. Hidden patterns in accidents can be extracted so as to find the common
features between accidents. This paper presents the results of the framework from the
research study on road accident data of major national highways that pass through
Krishna district for the year 2013 by applying machine learning techniques into
analysis. These datasets collected from police stations are heterogeneous.
Incomplete and erroneous values are corrected using data cleaning measures, and
relevance attributes are identified using attribute selection measures. Clusters that are
formed using K-medoids, and expectation maximization algorithms are then ana-
lyzed to discover hidden patterns using a priori algorithm. Results showed that the
selected machine learning techniques are able to extract hidden patterns from the
data. Density histograms are used for accident data visualization.

Keywords Machine learning techniques � Road accident data analysis �
Preprocessing � Clustering � Association rule mining � Visualization

1 Introduction

Road safety means development and management of roads, provision of safer
vehicles, and a comprehensive response to accidents [1]. Modern traffic manage-
ment systems, such as real-time adjustment of traffic flow, model predictive control
(MPC) technique in traffic light control, tolling strategy, etc., can be used in design
and maintenance of roads, and also for producing safer vehicles. BRT system of
Ahmadabad city has achieved its objective of providing a safe mode of transport
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with more than 50% decrease in road traffic [2]. According to the National Crime
Records Bureau [3], there were 39,344 road accidents, which resulted in the death
of 14,966 persons. Another point of concern is that, while 8.9% of all accidents in
the country occur in the state, the percentage of all deaths is higher at 10.8% t.
Statistics also reveal that most accidental deaths involve people traveling in
three-wheelers. More than 25% of accident deaths involving passengers of
auto-rickshaws throughout the country are in Andhra Pradesh [3]. About 1,734
persons died in road accidents involving auto-rickshaws, and the state has the
highest number of such deaths in the country [3]. According to the report given in
[4], road accidents are the ninth leading cause of death in 2004 and expected to be
fifth leading cause of death by 2030 worldwide. This paper proposes a framework
that is based on the cluster analysis using K-medoids and expectation maximization
(EM) and association rule mining using a priori algorithm. Association rule mining
is further applied on these clusters to generate association rules. Performance is
analyzed using precision and recall measures. The paper is organized as follows:
Sect. 2 presents literature survey on various existing methods for accident data
analysis. Methodology of proposed system is described in Sect. 3. Section 4
includes results obtained from our proposed system and analysis with respect to the
performance measures. Conclusions and future work are given in Sect. 5.

2 Literature Survey

Results from the research study on applying large-scale data mining methods into
analysis of traffic accidents on the Finnish roads are presented in [5]. The main
intension is to show that the selected data mining methods are able to produce
understandable patterns from the data, finding more fertilized information could be
enhanced with more detailed datasets. The work of [6] emphasizes the importance
of data mining classification algorithms in predicting the vehicle collision patterns
occurred in training accident dataset. They followed a stepwise procedure which
finally yields the required accident analysis results: data cleaning, data transfor-
mation, and relevance analysis. The feature selection algorithms have been explored
to improve the classifier accuracy. The research work in [7] emphasizes the sig-
nificance of data mining classification algorithms in predicting the factors which
influence the road traffic accidents specific to injury severity. Further they applied
feature selection methods to select the relevant road accident-related factors and
Meta classifier Arc-X4 to improve the accuracy of the classifier. In order to improve
road safety, the authors of [8] analyzed the Andalusia Complementary Road
Network, by using advanced data mining techniques in order to discover hidden
relationships between characteristic of the roads, ESM, and crashes. The research
work in [9] is that accidents are not randomly scattered along the road network, and
that drivers are not involved in accidents at random. Authors focused on the
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contribution of road-related factors to accident severity in Ethiopia. Work presented
in [10] is about discovering interesting rules from a set of generated rules using both
association rule algorithms. Work reported in [11] is to reduce the number of road
accidents in main cities of Tamil Nadu. They used WEKA tool and H-DTANN
techniques in order to predict the road accident injury levels.

3 Proposed System

The main objective of this research is to investigate the role of human-, vehicle-,
and infrastructure-related factors in accident severity by applying machine learning
techniques on road accident data. The overall architecture of the proposed system is
shown in Fig. 1. The steps include data cleaning, data transformation, relevance
analysis, clustering, association rules generation, and finally performance
evaluation.

3.1 Database Creation

A total of 30 attributes that focus on various criteria, such as accident-specific
attributes, driver-specific attributes, FIR details, circumstance-specific attributes,
and other attributes given in the FIR report, form the input dataset.

Accident 
Dataset

Data Pre-
processing 
(Data Cleaning)

Relevance Analysis 
(A ribute Selec on 
Measures)

Clustering Algorithms  
( k- Clusters )

Associa on Rule 
Mining (Hidden 
Pa erns extrac on)

Visualiza on of 
pa erns

Fig. 1 Proposed system architecture
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3.2 Data Preprocessing

Data preprocessing helps to remove noise, missing values, and inconsistencies.
Missing values are replaced with NULL. Also each attribute data is discretized in
order to make it appropriate for further analysis. Table 1 presents the data before
and after transformation.

3.3 Attribute Selection Measures

Entropy measures information gain, and Gain ratio and Gini index are used to
choose relevant attributes useful for performing analysis. Table 2 presents the

Table 1 Data transformation

Accident time Accident place Accident month Deceased age

Before After Before After Before After Before After

8.30 Morning Chittinagar Chittinagar January January 50 Senior

Table 2 Top 20 attributes given by attribute selection measure for a Nunna dataset

Information gain Gain ratio Gini index Attribute chosen

Place of accident Any damage Place of accident Number injured

Any damage Cost of damage Any damage Accident time

Cost of damage Accused emotions Cost of damage Place of accident

Hospital reported Place of accident Hospital reported Temperature

Month Hospital reported Month Cost of damage

Accident type Accident type Accident type Highway

Deceased emotions No injured Deceased emotions Accident type

No injured Ambulance used No injured Heavy traffic
involved

Deceased age Deceased emotions Deceased age Vehicles involved

Ambulance used Month Accident time Deceased emotions

Accident time Heavy traffic
involved

Ambulance used Accused emotions

Accused emotions Highway Accused emotions Deceased age

Highway Deceased age Highway Hospital reported

Vehicles involved Vehicles involved Weather Month

Heavy traffic
involved

Accident time Vehicles involved Ambulance used

Weather Weather Heavy traffic
involved

Speed limit

Temperature Temperature Temperature Road condition

Lightness Lightness Lightness Lightness

Road condition Road condition Road condition Weather
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comparison of ranking of top 20 attributes given by each of the measure for sample
dataset.

3.4 Clustering

K-medoids and expectation maximization algorithms are used for clustering, and
the following clusters are formed.

Cluster 1 is the traffic cluster in which accidents happen because of low and high
traffic. A total of 15% of the accidents occurred during high traffic, 76% of acci-
dents occurred during low traffic, and 6% of accidents occurred during medium
traffic.
Cluster 2 is the time of accident cluster in which accidents happen during morning,
afternoon, evening, and night. A total of 32% of accidents occurred during morning
time, 19.3% of accidents occurred in the afternoon, 18.5% of accidents occurred in
the evening, and 29.2% of accidents occurred during nighttime.
Cluster 3 is the age of the drivers cluster in which 2.2% of accidents occurred to the
age group children, 67.2% of accidents occurred to teenagers, 22.5% of accidents
occurred to youth, 34.2% of accidents occurred to middle-aged people, 20.2% of
accidents occurred to senior citizens, and 17% of accidents age value is missing.
Cluster 4 is the accident occurred month, in which 10.5% of accidents occurred in
January, 7.7% of accidents occurred in February, 11.04% of accidents occurred in
March, 9% of accidents occurred in April, 12.3% of accidents occurred in May,
11.3% of accidents occurred in June, 8.3% of accidents occurred in July, 10.24% of
accidents occurred in August, 8.3% of accidents occurred in September, 7.4% of
accidents occurred in October, 7.04% of accidents occurred in November, and 8.6%
of accidents occurred in December.
Cluster 5 is the weather condition at the time of accident, in which 34.6% of
accidents occurred when weather is cool, 33.5% of accidents occurred when
weather is clear, and 31.9% of accidents occurred when weather is hot.
Cluster 6 is the lightening condition at the time of accident, in which 33% of
accidents occurred when lightening is dark, 25.5% of accidents occurred in dim
light, and 41.5% of accidents occurred in bright light.
Cluster 7 describes about type of accident, in which 69.5% of accidents occurred
because of rash driving, 3.7% of accidents occurred because of single vehicle
runoff, 0.33% of accidents occurred because of vehicle skidding, 0.33% of acci-
dents occurred because of overlooking, 6.2% of accidents occurred because of
overriding, 11.6% of accidents occurred because of hit by other vehicles, 8% of
accidents occurred during lane change, and 0.34% of accidents are because of
sudden turn back or animal hit, wrong direction.
Cluster 8 describes the speed limit of vehicles at the time of accident, in which 32%
of accidents occurred at normal speed limit, 44.5% of accidents occurred at high
speed limit, and 33.5% of accidents speed limit value is missing.
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3.5 Discovery of Frequent Patterns and Association Rules

The next step is to extract hidden patterns and facts from road accident data using a
priori algorithm. These hidden patterns may give analysis on various unknown risk
factors behind fatal accidents and predict accident-prone areas. These rules are
evaluated using support and confidence measures. Interesting measure, lift is used
to rank the rules. From each of the cluster, top 20 rules are taken for analysis in this
study. These rules are further visualized using density histograms.

3.6 Cluster Validation

F-measure is used for cluster analysis because it performs node-based analysis
using Eqs. (1)–(3) [12].

Precision = TP/ TP + FPð Þ ð1Þ

Recall = TP/ TP + FNð Þ ð2Þ

F-Measure ¼ 1þ að Þ= 1=Precisionð Þþ a=Recallð Þð Þ where a ¼ 1: ð3Þ

3.7 Visualization

Graphical representation techniques will help in identifying the risk of the accident
immediately by government officials. Density histograms for visualizing
region-wise results are generated using MATLAB software as shown in Figs. 2
and 3 for sample dataset.

Fig. 2 Fatal versus weather
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Similar graphs are generated for time versus day, fatal versus month, fatal versus
traffic, and fatal versus age.

4 Results and Analysis

Road accidents and injuries occur because of human fault or vehicle fault or
infrastructure fault or sometimes combinations of these factors. Each of these
factors individually or in combination may cause accident. It was observed from the
dataset that accidents mainly occurred because of combination of human fault and
vehicle fault as shown in Table 3.

Human alone factors such as “helmet and seat belt not used” are not reported in
the FIRs and as such are not known. Table 4 presents top 3 contributing factors for
accidents, highest being rash driving of the people.

Analysis like type of vehicles (two-wheeler, car, bus, lorry, jeep, truck, etc.) is
not given in the FIR report, and as such, analysis is not done. Figures 4 and 5
present percentage distribution of accidents on various criteria, speed limit, and
injury severity.

Similar analysis is done on other criteria such as distribution of accidents by time
of accidents and deceased age, distribution of accidents by month and weather
during the accident, distribution of accidents by lightness and speed limit, distri-
bution of accidents by accident type (human factors), distribution of accidents by
day of accident and deceased age, distribution of accidents by deceased emotions,

Fig. 3 Fatal versus time

Table 3 Contributing factors
for accident

Contributing factor Percentage of accidents (%)

Human–vehicle 83.64

Human 16.3

Infrastructure 0.06
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distribution of accidents by hospital reported and ambulance used. Because of space
limit, all graphs are not listed here.

K-medoids uses the cluster center to create clusters, whereas EM clustering uses
the probabilities of the clusters to further calculate the optimized clusters. The
results of two clusters formed from K-medoids and EM are given in Table 5.

The performance of the EM clustering is low compared to K-medoids clustering
algorithm, because it uses probability measures to cluster the data. The number of
iterations and runs taken to cluster the data using EM clustering is more when
compared with the K-medoids clustering technique. Table 6 presents precision and
recall values for both clustering algorithms.

Table 4 Top 3 contributing
factors for accidents

Contributing factor Percentage of accidents (%)

Rash driving 62.57

Object hit 26.67

Lane change 8.1
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From the data analysis, accident distribution is even in normal days, and it is
observed to be higher in weekend. Accidents occurrence is high at cold nights
compared to hot and clear conditions. Most accident-prone area is observed to be
Kesarapalli village road and Venkateswara theater in Gannavaram. It is observed to
be fatal accidents are high among the old-aged group and non-fatal in young-aged
and middle-aged people. Accidents are high in the month of August and low in the
month of June. Females involved in accidents are observed to be 20.16% of overall
accidents to 73.45% of male.

5 Conclusions and Future Work

The aim of this paper is to generate association rules that will analyze how to
discover hidden patterns that are the root causes for accidents among different
combinations of attributes of a larger dataset. Density histograms for visualizing
regionwise such as fatal versus weather, fatal versus time, time versus day, fatal
versus month, fatal versus traffic, and fatal versus age are performed. Percentage
distribution of accidents on various criteria, speed limit and injury severity, dis-
tribution of accidents by time of accidents and deceased age, distribution of acci-
dents by month and weather during the accident, distribution of accidents by
lightness and speed limit, distribution of accidents by accident type (human fac-
tors), distribution of accidents by day of accident and deceased age, distribution of
accidents by deceased emotions, distribution of accidents by hospital reported and
ambulance used is also made. Future work is to make analysis on road accidents’
dataset by considering more features and clusters and also to use deep learning
techniques so as to better cluster the records.

Table 6 Performance measures for K-medoids and EM algorithm

Dataset Precision Recall F-measure

EM K-medoids EM K-medoids EM K-medoids

1504 tuples 0.5 0.8 0.4 0.6 0.45 0.69

Table 5 Comparison of clustering techniques based on emotion

K-medoids C6 (age) C Y M S NULL

Obtained 1 28 35 43 11

Expected 1 28 35 43 11

Expectation maximization C6 (age) C Y M S NULL

Obtained 1 28 35 43 11

Expected 1 28 35 43 11
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Implementation of Smart Job First
Dynamic Round Robin (SJFDRR)
Scheduling Algorithm with Smart Time
Quantum in Multi-core Processing System
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Abstract Modern computer system is organized with multi-core processing sys-
tem. The scheduling of processes in multiprocessing may turn into more complex
task. In multi-core processing system, there are two or more cores embedded into a
single chip. This architecture provides more efficiency in terms of throughput than
single processor architecture. Previously, most of the work has been done in cre-
ating new scheduling algorithms for multi-core processing system, but small con-
sideration has been given to merge user priority and system priority. In this paper,
researcher has proposed Smart Job First Dynamic Round Robin Algorithm with
smart Time Quantum (SJFDRR) in multi-core processing system in which a smart
priority factor (SPF) is calculated for each process. The process which has lowest
value of SPF is scheduled first. The time quantum is calculated dynamically for
each processor. By this algorithm the average waiting time and average turnaround
time and context switch is significantly decreases which lead to increase in per-
formance of the system.
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1 Introduction

In multi-core processing system, two or more processing units or cores are
embedded on a single chip. There are two types of multi-core processors archi-
tecture exist in computer architecture. One is synchronous multi-core processors
(SMPs) in which all the cores have similar architecture, and second is asynchronous
multi-core processors (ASMPs) in which all the cores have different architecture.
The multi-core processing unit uses the shared-memory architecture. Previously,
the multi-core processors have been developed in the variety of multiprocessor
system on chip (MPSoC), but they were restricted to use in a sector of applications
such as networking. The simple accessibility of multi-core has required software
developer to modify the way they imagine and write their applications.
Unfortunately, the applications written so far are in order in nature [1]. The
multi-core processor architecture is shown in Fig. 1.

Most of the multi-core processors have single shared cache storage which leads
to mutual accesses in processing. The multi-core processing systems do not auto-
matically provide performance improvements to applications. The applications are
restructured to enhance their parallelism. Similarly, CPU schedulers are also
restructured to enhance the performance of this new application parallelism [2].
Previously, most of the work has been done in creating new scheduling algorithms
for multi-core processing system, but small consideration has been given to merge
user priority and system priority.

The construction of the paper is as described below. Section 2 discusses various
scheduling criteria. On the basis of these criteria, the performance of scheduling
algorithm is evaluated. Section 3 discusses classical scheduling algorithms avail-
able in literature. Section 4 containing literature survey, in which various approa-
ches of scheduling algorithm on multi-core processing system have been discussed.
Section 5 discusses the proposed Smart Job First Dynamic Round Robin Algorithm
with smart Time Quantum (SJFDRR) in multi-core processing system concept in
detail. Section 6 demonstrated the proposed algorithm using one example and

Fig. 1 Multi-core processing
system [2]
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discusses and compares the results of proposed algorithm with SJF-RR in
multi-core system [3]. Section 7 illustrates the comparative results evaluated on
simulator. Section 8 concludes the proposed algorithm with advantages and prob-
lem of proposed algorithm.

2 Scheduling Criteria

There are many CPU scheduling algorithms having different properties, and the
selection of a particular algorithm may favour one class of processes over another.
The algorithm is selected for a particular state; we must judge properties of a verity
of algorithms. The criteria contain the following [4, 5]:

• Context Switch: A context switch occur when a process interrupt the normal
execution sequence of another process. The CPU stores all relevant information
of interrupted process in task control box (TCB). The context switch includes
wastage of time, memory and scheduling overhead. So scheduling algorithm is
designed in such way that it can minimize the number of context switches.

• Throughput: This term is defined as number of process completed per unit
time. So scheduling algorithm is designed in such way that it can maximize the
throughput.

• CPU Utilization: From the performance wise concern the CPU cannot be sit
ideal. So scheduling algorithm is designed in such way that it cans maximum
use of CPU as possible.

• Turnaround Time: It is the difference in the time of process when a process is
ready to execute and when it complete its execution. So scheduling algorithm is
designed in such way that it can minimize the turnaround time.

• Waiting Time: It is the sum of all waiting done by a process in ready queue for
execution. So scheduling algorithm is designed in such way that it can minimize
the waiting time.

• Response Time: Response time is the time it takes to start its execution not the
time it takes to output the response.

3 Classical Scheduling Algorithm

There exist different scheduling algorithms, each of them has advantages and dis-
advantages and as follows:

• First-Come-First-Served (FCFS) FCFS is simple scheduling algorithm in
which process are executed on the basis of their arrival time in ready queue. This
scheduling algorithm is non-pre-emptive in nature. The disadvantages of this
algorithm are long waiting time and response time for high-priority process.
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• Shortest-Job-First (SJF) In this algorithm, the process which have minimum
CPU burst time will schedule first. This algorithm can be implemented in two
ways, one is pre-emptive and another one is non-pre-emptive. This is also
known as shortest remaining time first (SRTF). This algorithm may lead to a
problem that we cannot predict how long a job will be executed.

• Priority Scheduling In this algorithm, the process which has priority among the
processes will schedule first. This algorithm may lead to a problem of starvation
which is defined as if high-priority processes are regularly available in ready
queue, then waiting time for low priority may become infinite.

• Round Robin (RR) algorithm which is the main concern of this research is one
of the oldest, simplest and most widely used scheduling algorithms. This
algorithm works on time-sharing phenomenon. A time slice is given to every
process, and every process will be executed for particular defined time slice.
New processes are added to the last of ready queue. The scheduler picks the
process from the starting point of the ready queue and sets the timer to a defined
time slice and also set an interrupt. If the process still not completed its complete
execution within a time slice, it will be pre-empted after a time slice and added
at the end of ready queue. The Round Robin scheduling gives the better
response time, minimizes waiting time and turnaround time and maximizes
throughput and CPU utilization [4, 5].

4 Literature Survey

In paper [1], Vaidya proposed a dynamic scheduling algorithm in which the
scheduler is defined on all cores of a multi-core processing unit and accesses a
shared task data structure (TDS) to select process which is in ready queue. This
algorithm may lead to a problem that it senses additional wait times for cores due to
it accessing shared task structure. The TDS is accessing using locks due to integrity
of data. As the number of cores increases, then there will be more waiting time
which may leads to problem of decreasing in performance of system. In paper [2],
Jeet proposed scheduler algorithm which schedules the multiple tasks on multiple
cores of a single-chip processor. One task is assigned to a single core, and the one is
on another core processor within a single-chip processor for parallel processing.
The proposed algorithm will allow each processor core to execute at least one task
on single instance of time. This means if the number of processor cores is three,
then three tasks will be execute simultaneously on all four cores. In paper [6], Li
proposed that fair-share scheduling algorithm is inaccurate or inefficient and
non-scalable for multiprocessors. He has defined a new scheduling algorithm
DWRR which solve the problem of fair-share scheduling algorithm.

In [3], Mohsin et al. proposed scheduling in multi-core systems by minimizing
average waiting time by merging (Round Robin with Shortest-Job-First Technique).
In this paper, they have used two core processing systems. Each processor has its
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own queue. The queue can have maximum five processes at a time. The scheduler
dispatched five processes in first processor queue (PQ1). Then, next five processes
are dispatched to next processor queue (PQ2). The PQ1 and PQ2 assigned the
priority to the processes in the manner that the process having shortest burst time
has maximum priority and the process having highest burst has lowest priority.
Then, the processes are dispatched by PQ1 to processor1 and by PQ2 to processor2.
The processes are scheduled on processor using Round Robin algorithm by static
time quantum. They have compared their algorithm with FCFS-RR scheduling in
multi-core processing system and found that their algorithm has given better result
in terms of decreasing average waiting time. The main drawback of this algorithm is
that time quantum is taken static, and there is no use of user priority. To overcome
these problems, we have defined a new algorithm SJFDRR with smart time
quantum in multiprocessing system which is described in Sect. 5.

5 Proposed Work

In the proposed work, first described how the SJFDRR with smart time quantum
algorithm work. In this work, there have been taken four assumptions which are
described as:

(i) The processes are independent process.
(ii) The arrival time of all process is zero.
(iii) The synchronous multi-core processor (SMPs) architecture is used.
(iv) The two core processor architecture is used.

5.1 SJFDRR with Smart Time Quantum

In this algorithm, first calculate a smart priority factor (SPF) for every process. The
process which has smallest ‘SPF’ value will be scheduled first. In this work, every
process has two types of priority; one is user priority which is given by user itself
(PRU), and second is the system priority which is defined by scheduling system in
such a way that lowest burst time has highest system priority (PRS) (here, the
researcher considers lower number represent higher system priority). The two
important factors are also taken for calculating smart priority factor (SPF) which is
user priority ratio (UPR) and system priority ratio (SPR). The user priority has more
importance so the user priority ratio is given 55% weight and system priority ratio is
given 45% weight. Suppose that all the processes has arrived at same time i.e.
arrival time = 0. Then, smart priority factor ‘SPF’ is calculated as
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SPF = PRU * UPR + PRS * SPR ð1Þ

So we calculate SPF for every process and decide which process will schedule
first on the basis of SPF value.

Second, we will calculate smart time quantum (STQ) which is calculated as

(a) First, we will median for the set of processes in ready queue by given formula
as given below

Median ðMÞ ¼
Ynþ 1

2
if n is odd

1
2 Yn

2
þ Yn

2þ 1

� �
if n is even

(
ð2; 3Þ

where

M median
Y number situated in the middle of a cluster of process numbers arranged in

ascending order of burst time
n number of processes

(b) Then, the smart time quantum is calculated as follows:

Smart TimeQuantum STQð Þ¼ Btmax þMð Þ=2 ð4Þ

where Btmax is maximum burst time among all the process in ready queue and M is
median.

The smart time quantum is assigned to each process and is recalculated taking
the remaining burst time in account after each cycle. This procedure goes on until
the ready queue is empty.

5.2 The Example on Uniprocessor Architecture

Case: We Assume five processes arriving at time = 0, with increasing burst time
(P1 = 9, P2 = 15, P3 = 27, P4 = 43, P5 = 82) as shown in Table 1. Table 2 shows
the output SJFDRR. Figure 2 shows Gantt chart for the algorithm.

Table 1 Processes with burst
time and priority

Processes Arrival time Burst time User priority

P1 0 9 5

P2 0 15 2

P3 0 27 4

P4 0 43 1

P5 0 82 3
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5.3 SJFDRR in Multi-core Processing System

Now, we are defining the SJFDRR in multi-core processing system which is defined
as

1. There are two cores and each core has two queues PQ1 and PQ2. The maximum
processes assigned to each queue are 5.

2. The first five processes are selected from ready queue and dispatched to PQ1.
3. Then, next five processes are selected from ready queue and dispatched to PQ2.
4. If ready queue is not empty, then all remaining process will wait until PQ1 or

PQ2 is empty.
5. Then, the processes are arranged in the ascending order of their burst time in

PQ1 and PQ2.
6. In PQ1 and PQ2, first we will calculate the smart priority factor (SPF) by using

Eq. (1).
7. Now, we will calculate the smart time quantum (STQ) for PQ1 and PQ2 by

using Eq. (4).
8. Now, schedule the process on core1 and core2 by using SJFDRR algorithm

described in Section B.

6 Implementation of SJFDRR with Example

Case: We assume ten processes arriving at time = 0, with increasing burst time
(P1 = 4, P2 = 8, P3 = 6, P4 = 10, P5 = 2, P6 = 8, P7 = 12, P8 = 8, P9 = 6,
P10 = 2) as shown in Table 3. Tables 4, 5 and 6 show the output comparison of
SJFDRR in Uniprocessor, RR-SJF and SJFDRR in multi-core processor system.

Table 2 Output using SJFDRR on uniprocessor system

Algorithm Time quantum Avg. TAT Avg. WT CS

SJFDRR 54.5, 27.5 82 46.8 5

Fig. 2 Gantt chart using SJFDRR
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Table 3 Processes with burst
time and priority

Processes Arrival time Burst time User priority

P1 0 4 1

P2 0 8 2

P3 0 6 1

P4 0 10 3

P5 0 2 4

P6 0 8 2

P7 0 12 1

P8 0 8 5

P9 0 6 4

P10 0 2 3

Table 4 Processes with the
value of UPR, PRS and SPF
in PQ1

Processes UPR PRS SPF

P5 4 1 2.65

P1 1 2 1.45

P3 1 3 1.90

P2 2 4 2.90

P4 3 5 3.90

Table 5 Processes with the
value of UPR, PRS and SPF
in PQ2

Processes UPR PRS SPF

P10 3 1 2.10

P9 4 2 3.10

P6 2 3 2.45

P8 5 4 4.55

P7 1 5 2.80

Table 6 Average waiting
time comparison between
RR-SJF and SJFDRR in
multi-core processing system

Algorithm Time
quantum
in PQ1

Time
quantum
in PQ2

Average
waiting
time in
PQ1

Average
waiting
time in
PQ2

RR-SJF [3] 4 4 10.4 14.8

SJFDRR in
multi-core
system

8, 2 10, 2 9.2 14.4

SJFDRR in
uniprocessor
system

9.5, 2, 0.5 25.65
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(ii) SJF-RR PQ2 in Processor 2(TQ=4)

(i) SJF-RR PQ1 in processor 1 (TQ=4)

Fig. 3 Gantt chart showing waiting time for each processor PQ1 and PQ2 using RR-SJF in
multiprocessors

(iii) SJFDRR in Uni-Processor System

Fig. 4 Gantt chart showing waiting time using SJFDRR in uniprocessor system

(iv) SJFDRR PQ1 in processor 1

(v) SJFDRR PQ2 in processor 2

Fig. 5 Gantt chart showing
waiting time for each
processor PQ1 and PQ2 using
SJFDRR in multiprocessors
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Figures 3, 4 and 5 show Gantt chart for the algorithm SJFDRR in Uniprocessor
system, RR-SJF in multiprocessing and SJFDRR with smart time quantum in
multiprocessing, respectively.

Now, here the researcher presented the evaluation of proposed algorithm.

1. First, the processes P1, P2, P3, P4 and P5 are allocated to queue PQ1, and the
processes P6, P7, P8, P9 and P10 are allocated to queue PQ2 of core1 and core2,
respectively, as per proposed algorithm.

2. Now, the processes are arranged in the ascending order of their burst time in the
respective queues PQ1 and PQ2.

3. Now, the processes are assigned to the system priority (PRS) in PQ1 and PQ2
which is defined as the process which has lowest burst time will be assigned
highest system priority.

4. Now, the smart priority factor (SPF) is calculated using Eq. (1) for each process
in PQ1 and PQ2. Tables 4 and 5 show the process with system priority and SPF
in PQ1 and PQ2, respectively.

5. As per the proposed algorithm, the process which has lowest value of factor SPF
will be schedule first. So in PQ1, the process execution order in round 1 will be
P1, P3, P5, P2 and P4. And in PQ2, the process execution order will be P10, P6,
P7, P9 and P8.

6. Now, the researcher has calculated the smart time quantum (STQ) for first round
in PQ1 and PQ2 using Eqs. (2), (3) and (4) which is calculated as follows:

i. The STQ for PQ1 and PQ2 in first round.
ii. First calculate median value which is M = 6 in PQ1 and M = 8 in PQ2 by

using Eq. (1). The STQ for PQ1 is calculated as here the highest burst time
in PQ1 is 10. So STQ for PQ1 (10 + 6)/2 = 8 by using Eq. (4). And here,
the highest burst time in PQ2 is 12. So STQ for PQ2 (12 + 8)/2 = 10 by
using Eq. (4).

iii. So assign the calculated STQ for PQ1 and PQ2 to core1 and core2 in first
round.

iv. In first round, in core1, the processes P1, P2, P3 and P5 have finished their
execution. The process P4 is not completed their execution. It remains
2 ms execution, so it will be executed in next round. Again, the smart time
quantum is calculated, and the STQ will be 2 ms in next round in PQ1.
Similarly in first round, in core2, the processes P6, P8, P9 and P10 have
finished their execution. The process P7 is not completed their execution. It
remains 2 ms execution, so it will be executed in next round. Again the
smart time quantum is calculated, and the STQ will be 2 ms in next round
in PQ 2 (Figs. 6, 7, and 8; Tables 7 and 8).
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Table 7 Average turnaround time comparison between RR-SJF and SJFDRR in multi-core
processing system

Algorithm Time quantum
in PQ1

Time quantum
in PQ2

Avg TAT
in PQ1

Avg TAT
in PQ2

RR-SJF [3] 4 4 16.4 22

SJFDRR in multi-core
system

8, 2 10, 2 15.2 21.6

SJFDRR in
uniprocessor system

9.5, 2, 0.5 32.25
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7 Simulation Result

The researcher has designed a simulator in net framework which gives the com-
parison result of SJFDRR with smart time quantum and SJF-RR in multi-core
processing system. Here in this paper, researcher has included some result on
randomly generated process in Figs. 9, 10, 11, 12, 13, and 14. The number of
process is taken: 10, 15, 20, 25, 40 and 50. Figure 15 shows the comparison graph.
The simulation result gives that SJFDRR with smart time quantum is perform better
in terms of decreasing the number of context switches, average waiting time and
average turnaround time.

Table 8 Number of context switches comparison between RR-SJF and SJFDRR in multi-core
processing system

Algorithm Number of context switches

RR-SJF [3] 17

SJFDRR in multi-core system 10

SJFDRR in Uniprocessor system 12

Fig. 9 Simulation result (number of process = 10)
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Fig. 10 Simulation result (number of process = 15)

Fig. 11 Simulation result (number of process = 20)
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Fig. 12 Simulation result (number of process = 25)

Fig. 13 Simulation result (number of process = 40)
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Fig. 14 Simulation result (number of process = 50)
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Fig. 15 Comparison graph (number of processes 10, 15, 20, 25, 40 and 50)
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8 Conclusion

From the simulation and analysis, it is founded that proposed algorithm SJFDRR
(Smart Job First Dynamic Round Robin) with smart time quantum performs better
than the SJF-RR in multi-core processing system in terms of decreasing the average
waiting time, turnaround time and number of context switches. So the decreasing in
waiting time, turnaround time and number of context switches will be increases
performance of scheduling in multi-core processing system. But this work limited
only for when arrival time of all process are zero and for independent processes. So
the future enhancement can be first, considering different arrival time of the pro-
cesses and second, considering dependent processes in scheduling. So the future
research work can be focused on these two problems.
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Security Enhancement in MANETs Using
Fuzzy-Based Trust Computation Against
Black Hole Attacks

Ashish Kumar Jain, Vrinda Tokekar and Shailendra Shrivastava

Abstract Mobile ad hoc networks (MANETs) are much more susceptible to
routing attacks as compared to wired networks and infrastructure-based wireless
networks. MANETs lack infrastructure and trusted centralized authority, thereby
vulnerable to black hole attacks. This paper presents novel approach based on
weighted binary relational fuzzy trust model to mitigate black hole attacks in ad hoc
on demand distance vector (AODV) protocol. It uses trust computing approach,
which is by default a fuzzy approach. Direct trust computation method is applied to
determine malicious nodes and thereby safe route in MANETs. The results show
performance improvement of proposed protocol over AODV protocol.

Keywords Black hole attacks � Mobile ad hoc network � Trust computing �
Fuzzy � Trust formulation

1 Introduction

The MANET is a peer-to-peer (p2p), a self-motivated, self-governing, multihop
network [1]. MANETs have essential operation of distributed collaborations and
information sharing [2]. These operations need that the competitive nodes should
participate in trustworthy manner. MANETs are generally applied in unrestrained
environment, thereby probability of nodes being compromised in MANETs
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increase substantially. So, aggressive nodes of MANETs need to be vigilant
whenever they cooperate with each other.

In black hole attack, malicious node advertises that they have a path to the
destination node by sending root reply (RREP) packet. Afterward, node simply
drops the data packet. Furthermore, there is cooperative black hole attack, in which
two nodes cooperate to attack and diminish the network performance [3].

Security and mobility are very vital topics for the design of routing protocol for
MANETs. Security and mobility can be considered as reciprocal to each other [4].
Trust-based computation and trust management are challenging issues as nodes are
mobile and autonomous in MANET which creates frequent topology changes [5].

This paper proposes fuzzy-based trust computation protocol (FTCP) to mitigate
black hole attack in MANETs, thus enhancing security of AODV routing protocol.
We discuss related work in Sect. 2. We propose fuzzy-based trust computation
model to detect black hole attacks in Sect. 3. In Sect. 3, we also present several
trust relation properties useful for trust-based computation in MANETs. Section 4
presents results and performance evaluation of simulated fuzzy-based trust com-
putation system. Finally, conclusion is given in Sect. 5.

2 Related Work

Nguyen et al. [6] have described attacks in MANETs, and they have shown that the
malicious node in black hole attack first occupies its position in the path and
captures the data packets and then drops some or all the data packets it received.

Ayday et al. [7] have established a scheme for trust management for
delay-tolerant networks. As a result, trust value of nodes reduces severely may be
lower than the threshold value. Thereby normal nodes may be detected as malicious
node, and it results in decay in the network performance. Hence, our approach uses
maximum product scheme, in which lower trust values are automatically ignored.

Mohanty et al. [8] have proposed that devices taking part in MANETs offer huge
attack space which is vulnerable. Secret malevolent functionality of MANET
devices can be used to hack MANET software. Authors have developed trusted
MANET module to overcome these attacks.

Chatterjee et al. [9] have proposed black hole node avoidance using triangular
encryption in MANET. Authors were able to avoid black holes only not to detect
them. Their protocol takes more runtime.

Liu et al. [10] have proposed B-AODV protocol which intends to find the route
and local repair to rebuild the routing. Authors have shown that it improves routing
repair capacity and network performance.

Guo et al. [11] have proposed trust management framework and able to detect
abnormal trust behavior and also the parameter for abnormal node.Authors have applied
Grey theory and fuzzy sets and calculate total trust value by using relational factors.

Sivagurunathan et al. [12] have proposed trust-based security model to withstand
attacks in military ad hoc networks. They have calculated direct trust, indirect trust,
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situational trust, and stereo trust. On combining all these, they have computed
overall trust of a node. They have taken three different trust levels to classify the
nodes of network as untrusted, partially trusted, and trusted nodes.

3 Weighted Binary Relational Fuzzy Trust Model

Trust should be a necessary element of distributed systems which depends on
relationship between different entities of the distributed systems [6]. Trust is a
reliance of one entity to the other. It depends on the first entity that how much it
believes in second. An entity may rely fully on the other entity. But in practical
scenario, this is not possible. Therefore, trust can be modeled as a probabilistic
value, which can be denoted as a fractional value between 0 and 1. Hence, trust
computation approach is by default a fuzzy approach.

Trust can be modeled mathematically as a binary relation on A � A, where A is a
set of nodes in MANET. This binary relation is weighted as the weights of this
relation are fractional trust values of one node to the other node. These weights
represent the extent to which a node believes in other node.

Nodes of MANET are mobile in nature; therefore, computed trust should be
based on spatial local information. Such kind of information can change rapidly
[13]. Hence, trust should be dynamic. Dynamic variables should be treated as
continuous variable. Hence, trust value is kept as continuous value ranges in [0, 1].

Trust has to be a reflexive relation as a node has to trust itself. Consider
Cartesian product A � A. T is a trust relation on this product. That means
T � A � A. Let us consider a node N. So, T(N, N) = 1 that means a node fully
trusts itself. So, the relation has to be reflexive.

In trusted relation, consider two nodes N andM. Both of them may not trust each
other with equal extent. So, the relation has to be asymmetric essentially.

In MANETs, trust value of strange node is calculated based on preceding trust
values of neighboring nodes. As trust-based computation need inferences of
neighboring nodes to compute trust of another node, the trust relation is considered
as weighted transitive relation.

Trust value ranges between 0 and 1. A fuzzy discrimination table is defined to
represent the behavior of node in terms of its trust value (Table 1).

Table 1 Fuzzy
discrimination table for node
behavior

Trust
value

Fuzzy
levels

Node behavior

0–0.2 Very small Malicious node

0.2–0.4 Small Selfish node

0.4–0.6 Medium Normal node

0.6–0.8 Large Cooperative node

0.8–1 Very large Trustworthy and cooperative
nodes
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4 Trust-Based Computing

Nodes of MANET have to trust other nodes of same network. But, all the nodes are
not equally trustworthy. Some nodes are selfish, some might be malicious, and
others might be completely trustworthy. Hence, trusted computation should be used
to detect the behavior of node.

Trust computation in static networks is straightforward as trust values vary only
with the behavior of the node. After, some observations behaviors and trust values
are predictable [2]. Trust computation in mobile networks is considerably difficult
as compared to static networks, as compromised node may move after attack, and it
will be very difficult to detect such malicious node [2]. Network topology signifi-
cantly changes within time in a volatile manner. Hence, observations for neigh-
boring node are difficult. Behavior of a node is predictable only after large number
of observations. Furthermore, it is difficult to associate a mobile node with its
location and gaining observations.

4.1 Trust Formulation

Trust is to be formulated by one entity for the other. This formulation might be
guessing an opinion of other entity. Mathematically, trust is probability of trust-
worthiness of one entity about the other. In case of MANET, every node computes
the trust value for the other node. MANET is an open network; node can enter and
move out of the network at any time. When a new node joins the network, the trust
with some default value is initialized. For the new node, the default value for the
trust will depend upon the application where MANET is used. The trust will keep
on changing over the time based on the feedback obtained from other nodes. Trust
computation of node about neighboring node will depend upon certain parameters.
These parameters may include packet delivery ratio of a node, percentage of energy
exhaustion of node, percentage of buffer utilized by the node, and number of
connection requests given by node.

Following parameters are identified to compute the trust.

1. Packet forwarding ratio of a node

P =
No of packets for warded by the node
No of packets received at the node

ð1Þ

Trustworthy node forwards all the packets received by it, whereas malicious
node will drop few packets.
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2. Energy exhaustion

The battery consumption of node depends on network activity. The more functional
node consumes more battery power. Selfish and malicious nodes seem busy in
network as they want to attract more nodes. So, these nodes will consume more
power.

3. Buffer Utilization

The malicious nodes try to attack more often may be with high-speed data con-
nection links. Because of this, their buffer may be full most of the time. Hence, this
is an essential parameter for network trust-based computing.

4. Number of connection request

The malicious node communicates with multiple nodes simultaneously. So, it may
try to establish connection with many nodes. Thus, the number of connection
request generated by malicious node will be more than the legitimate nodes.

4.1.1 Direct Trust Computation

A node computes its trust value of its neighboring node directly by itself. Direct
trust computation by one of the node A for the other node B may also be given as

T A;Bð Þ ¼
Xn

i¼1

wixi A;Bð Þð Þ ð2Þ

where wi is the ith parameter’s weight required to compute trust by node A about
node B. Such that

Pn
i¼1 wi ¼ 1, and xi A;Bð Þ is ith parameter observed by node

A about node B. The four parameters xi A;Bð Þ are calculated periodically among the
nodes of MANET.

4.2 Malicious Node Detection Using Threshold

During routing in MANET, the numbers of hops are counted and denoted as hopec.
Let us consider round-trip time (RTT) denoted as dt. Hence, average round-trip time
(ARTT) is estimated as:

ARTT ¼ dt
hopec

ð3Þ
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There are N scenarios considered, and threshold value lthr is computed as
follows:

lthr ¼
1
N

XN

i¼1

ARTT ð4Þ

After computing the threshold value lthr, if trust value T(A, B) < threshold lthr
then node B is regarded as malicious and thereby rejected from the path.

5 Performance Analysis

5.1 Performance Metrics

Three performance metrics are considered for analysis of FTCP protocol.
Packet delivery ratio (PDR) is defined as:

PDR ¼
Pnodes

i¼1 packets receive ið Þ
Pnodes

i¼1 packets sent ið Þ ð5Þ

Average end-to-end delay (ETD): Packet takes certain time to be transmitted
across the network from source to destination node. ETD also includes delay in
route discovery and data packet transmission. Average ETD is defined as follows:

Average ETD ¼
Ppackets

p¼1 receive time pð Þ � send time pð Þf g
Number of Connections

ð6Þ

Throughput: Throughput is usually represented as bytes or bits per second.
Throughput metrics is the result of total throughput over ‘n’ mobile nodes.

Throughput ¼
Pn

p¼1 packet transmitted pð Þ
Total Time

ð7Þ

5.2 Simulation

The simulation was carried out using NS2 as simulator with input parameters as
given in Table 2. Network performance values are evaluated on each scenario as a
function of number of malicious nodes. These network metrics are compared with
Sivagurunathan model [12].
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5.3 Results

PDR, ETD, and throughput are computed for varying number of malicious nodes.
Figure 1 shows PDR for FTCP as compared with AODV and Sivagurunathan
model [12]. Figure 2 shows clear outperformance of FTCP for ETD over AODV
and Shivagunathan model [12]. Figure 3 shows outperformance of FTCP for
throughput over AODV.

Table 2 Input parameters for
simulation under AODV and
FTCP

Simulation time 900 s

Area 1 km � 1 km

Total number of nodes 50

Mobility model Random waypoint

Transmit range 250 m

Packets transmission rate 8/s

Packet size 512 bytes

Max. no of packet per connection 10,000

Traffic type CBR

No. of malicious node 1–40 (2–80%)

Fig. 1 Packet delivery ratio of FTCP as compared with AODV and Sivagurunathan model
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6 Conclusion

In the proposed work, we have given solution of black hole attack in an untrusted
environment of MANET using trust computing approach. Our work uses
fuzzy-based trust computation approach. Network performance of MANET varies
because of varying number of malicious nodes in the terrain. The network per-
formance is then compared with standard approach AODV and Sivagurunathan
model [12].

The result shows that the proposed approach, FTCP have outperformed AODV
and Sivagurunathan model [12] under all conditions in terms of network perfor-
mance metrics.

Fig. 2 End-to-end delay of FTCP as compared with AODV and Sivagurunathan model

Fig. 3 Throughput of FTCP as compared with AODV
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An Energy-Efficient Dual Alternate
Cluster Head-Based Routing Mechanism
in Wireless Sensor Network

Nilayam Kumar Kamila and Sunil Dhal

Abstract Sensor nodes are deployed over specific critical area for gathering
environmental data. These sensor nodes are constrained with low battery energy
without any external power supply feasibility, minimal computational ability, and
narrow communication bandwidth. However, in wireless sensor networks (WSN),
the cluster (group)-oriented route mechanisms are applied to decrease extra power
usages and hence extend the live period (lifetime) of the network. Here, in this
research article, we suggest a routing method, namely energy-efficient dual alternate
cluster head-based approach (DACH) where we consider two nodes in a single
cluster to perform the cluster head role to balance the data gathering and network
transmission load. Again, to access the effectiveness of the proposed approach, we
show the analyzed result through simulation and mathematical studies.

Keywords Sensor network � Cluster head � Hierarchical routing

1 Introduction

The microsensors are nowadays inexpensive due to the technological advancement,
and hence, it could be deployed over a large area where the periodic maintenance is
almost impossible. These sensors are low power and low communication range, so
it is very much necessary to deploy the sensors with moderate or high density so
that they connect with each other (low connectivity range) to set up and maintain
the network infrastructure among themselves [1]. The small and large number of
nodes, with limited battery capacity [2], gather the target facts and forward the same
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toward the base station (BS) (refer Fig. 1). The BS processes data and directs it to
other networks, e.g., Internet for further analysis and study.

This article is structured as mentioned here. Section 2 shows the review of the
radio models and the related works. We debate our proposed routing approach in
Sect. 3. We present mathematical analysis of cluster-based routing protocol and our
DACH-based routing approach in Sect. 4. In Sect. 5, the simulation study is pre-
sented. And we conclude our work in conclusion section.

2 Existing Related WSN Routing Protocols and Issues

There are four major components in the wireless sensor nodes [3], e.g., sensor,
processing, communication, and power. To work these components appropriately,
there is a power unit which supplies the power to all other units. The radio model in
[4] evaluates the power consumed in both sending and receiving a message of k-bits
through a d-unit of distance. Below equations provide the sender’s power con-
sumption and the power consumption of receiver node.

2te power consumption in transmitter circuitry
2r power consumption in receiver circuitry
2ta power required for amplifier in transmitter unit

Etr pd; dð Þ ¼2te pd þ 2ta pdd
2:

Er pdð Þ ¼2r pd :

User

Base 
Station

Target

Sensor

Internet

WSN Regions

Fig. 1 Typical wireless
sensor network environment
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2.1 Low-Energy Adaptive Clustering Hierarchy (LEACH)

Low-energy adaptive clustering hierarchy (LEACH) [4] is built on the clustering
hierarchy design model. The whole set of WSNs are organized and form number of
groups called clusters. There is a head node in each group which is chosen by
cluster members. This head node accepts the data from group members, fuses it,
and then forwards to the next device (nodes) in the path toward the base station.
There is a cluster network setup and election process to elect the new cluster head
periodically.

2.2 Power-Efficient Gathering in Sensor Information
Systems (PEGASIS)

This protocol [5] is based on a chain mechanism and does not form cluster like
LEACH protocol. The sensor node communicates with its nearest nodes. The
nearest nodes which receive the information again transfer the message to their
nearest nodes and so on.

2.3 LEACH and PEGASIS Issues

LEACH is having a better performance over the flooding-based protocols [6], and
the few limitations are as follows.

a. Unbalanced energy load: Single cluster head per cluster.
b. More transmission distance: send to CH instead of nearest neighbor.

PEGASIS is a well-balanced protocol and has better performance with respect to
flooding-based protocols, and some of the limitations [5] are as follows.

a. Unawareness of energy status: no awareness of nearest node’s energy level.
b. More transmission distance: nearest neighbor chain, no specific route.

3 Our Proposed Dual Alternate Cluster Head Approach

As we see in above section, the devices in group (cluster)-based protocols transfer
the gathered information to head node, and cluster head now collects the infor-
mation from all its cluster member devices and transfers it to BS to complete the
data transmission. In multi-hop transmission, the cluster head (CH) forwards the
data to BS through intermediate device(s) and their corresponding cluster head(s)
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(shown in Fig. 2). In our proposed energy-efficient dual alternate cluster head
routing (DACH) approach, an additional cluster head within the cluster, which
would be a device located in the BS path, shares the data gathering and transmission
load of cluster head.

The nodes which are located close to the additional (alternate) group head
transmit the information to additional cluster head in place of transmitting data to
primary head node, as displayed in Fig. 3. The main idea of introducing an

Base 
Station

Cluster Head

Sensor

Cluster - 1

Cluster - 2
Cluster - 3

Target

Fig. 2 Conventional single
cluster head-based data
transmission

Base 
Station

Alternate Cluster Head

Cluster Head

Sensor

Cluster - 1

Cluster - 2
Cluster - 3

Target

Fig. 3 DACH routing-based
data transmission

52 N.K. Kamila and S. Dhal



additional head node (group or cluster head) is to balance the data gathering and
transmission load and to elongate the live period of the network.

The proposed approach is being initially applied in a restricted environment
where all individual devices in the group are assumed to sense different information
of the environment, i.e., the data collected by different nodes present in the cluster
are mutually exclusive. The considerations of the data, collected by sensor nodes,
which are not mutually exclusive, are left for our future research work. The goal of
DACH approach is to reduce the power absorption in information communication
period.

Also, it avoids a frequent cluster head selection to some extent, as the additional
cluster head can carry forward the data transmission for some more periods. As
shown in Fig. 4, the remaining power (often denoted as residual energy, i.e., RE) of
the primary cluster head ðEc1

r Þ is compared with the threshold (edge) energy (n).

Network Setup Cluster head and Alternate 
Cluster Head Selection

Nodes sends data packets 
to cluster heads and 

and integrate data packets 
and send to base station

Is

?

Is

?
A

A

i.e. make as primary

Select another as 
alternate cluster head

No

Yes

Yes

No

Fig. 4 DACH approach—a typical process flow
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The n is the minimum energy required to actively play the role of cluster head. If
the head node is not able to play the role of a cluster head, then the RE of the
additional head node is compared with the edge energy (n). Here, the additional cluster
head can transmit the data for more time before the network proceeds for network
setup phase, where all nodes exchange the information for the cluster head selection.

In general, it is true that out of the two cluster heads (primary and alternate), one
will fall in one’s routing path to base station, as all devices in a group send their
information to base station through the group head. In our approach, we have taken
a use case (scenario 1) of keeping the alternate cluster head as an intermediate node
in routing path of primary group head to BS. In similar fashion, the other case
(scenario 2), i.e., keeping primary cluster head as an intermediate node in the
alternate cluster head’s routing path, could also be shown. In this paper, we have
considered scenario 1 for the mathematical analysis and network simulation.

The proposed approach has an alternate cluster head along with a group head in
each group (cluster). This approach is different than two cluster (group) heads in
two clusters in the following ways.

1. Alternate cluster head is a backup or secondary cluster head in the same cluster
whereas all earlier approach has a single cluster head in a cluster.

2. DACH avoids frequent complex network setup phases. In DACH approach, the
secondary cluster will become the primary cluster and select another alternate
group head within the group, and the network continues to work till both CHs
(primary and alternate) die.

3. Multiple granular clusters (small-sized and many clusters) have network com-
plexity and maintenance of routing tables which reduced in this DACH
approach.

4. Target object property sensing (data capture) and data integration within a
cluster by alternate CH and primary CH become easy than two different CHs in
two different clusters (two different object visibilities).

Lemma 1 For two mutually exclusive property message sets, the combined
property message size is equal to the sum of the individual property message size.

Proof Let the two property message sets be

M1 ¼ p1; p2; p3. . .pmf g
M2 ¼ pmþ 1; pmþ 2; pmþ 3. . .pnf g:

As M1 and M2 are mutually exclusive, so M2 \M2 ¼ ø, and hence,
M2 \M2j j ¼ 0.
So, the combined message size is given by

Mj j ¼ M1 [M2j j
¼ M1j j þ M2j j As M2 \M2j j ¼ 0:
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Lemma 2 If the additional cluster head ðc2Þ is located on the path to base station
from the cluster head (c), then the distance ðdc2;bÞ between c2 and BS is less than or
equal to the distance ðdc;bÞ between the cluster head and base station, i.e.,
dc2;b � dc;b:

Proof As the additional cluster head is on the path to BS from CH, so

dc;b ¼ dc;c2 þ dc2;b:

Case I

if c ¼ c2, then dc;c2 ¼ 0. So dc;b ¼ dc2;b:

Case II

if c 6¼ c2, then dc;c2 [ 0. So dc2;b\dc;b:

So, combining Case I and Case II, we conclude dc2;b � dc;b:
The sensor nodes, which perform the role of CH and the additional CH, execute

the algorithm 1 (executeDACHForCH). The cluster heads receive the gathered
information from the devices, combine the information, and transfer to BS. If the
node plays the role of primary cluster head, then it sends the combined information
to the additional CH c2, and c2 finally sends information to BS. However, in every
iteration of data transmission, the residual power of the CH is compared with the
threshold (n) value, and then, setup phase is called, if required.
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Algorithm 2 describes the network setup process to elect cluster head and select
alternate cluster head for our proposed DACH approach.

4 Mathematical Analysis

Let us consider we have a multiple group formed in a sensor node network which is
deployed arbitrarily. The following are some of the mathematical symbols used in
our analysis.

dcj remoteness (distance) between CH and jth node.
dc0j remoteness between jth device and the next hop cluster head c0.
n device counts in the group (cluster).
2te;2ta device’s radio transmitter power and transmitter amplifier energy.
2r device’s radio receiver power.
pd; pcd ; pcd0 size of data (information) packets for single, ðn� 1Þ, and ðn� 2Þ

aggregated data packet, respectively.
Wt

f ;W
r
f ;Wf transmitting energy, receiving energy, and combined energy for

flooding-based routing.
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Wt
d;c;W

r
d;c;Wd;c energy dissipated for transmitting, receiving, and total energy for

DACH approach with cluster head as c.

As per the Dijkstra’s algorithm, the minimum path is

dcj ¼ Min dcj; dck þ dkj
� �

; 8k:

For pd-sized data packet to send, energy consumption in cluster head is given by

Wt
f ¼ n� 1ð Þ 2te pd þ 2ta pd

X
d2cj:

Similarly, energy required for ðn� 1Þ number of receiving packets with pd size
and again for forwarding combined pcd-sized packets to base station is given by

Wr
f ¼ n� 1ð Þ 2r pd þ 2te pcd þ 2ta pcdd

2
cb:

Again, in case of multi-hop communication

dcb ¼ Min dcb; dck þ dkbð Þ 8k:

So, in the mth cluster, the overall energy consumed by all nodes is

Wf ¼ Wt
f þWr

f

¼ pd 20
d þ pcd 20

cd

where 20
d¼ n� 1ð Þ 2te þ 2rð Þþ 2ta

P
d2cj

h i
and 20

cd¼ 2te þ 2ta d2cb
� �

:

Now, in a proposed DACH approach, let ðm� 1Þ count of devices are close to
the CH c1 and ðl� 1Þ count of devices are close to the CH c2, i.e., now, the energy
dissipated by all ðm� 1Þ number of nodes is given by

Wt
d;c1 ¼ m� 1ð Þ 2te pd þ 2ta pd

X
d2c1j:

So, the total energy consumed by the ðm� 1Þ number of devices with primary
CH c1 is

Wr
d;c1 ¼ m� 1ð Þ 2r pd þ 2te pc1d þ 2ta pc1dd

2
c1b

Wd;c1 ¼ Wt
d;c1 þWr

d;c1

¼ pd m� 1ð Þ 2te þ 2rð Þþ 2ta

X
d2c1j

h i
þ 2te pc1d þ 2ta pc1dd

2
c1b:
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Similarly, the energy equation for the ðl� 1Þ number of devices which are close
to the additional CH c2 is given by

Wt
d;c2 ¼ l� 1ð Þ 2te pd þ 2ta pd

X
d2c2j

and

Wr
d;c2 ¼ l� 1ð Þ 2r pd þ 2te pc2d þ 2ta pc2dd

2
c2b:

So, the total energy consumed by the ðl� 1Þ number of devices with additional
CH c2 is

Wd;c2 ¼ Wt
d;c2 þWr

d;c2

¼ pd l� 1ð Þ 2te þ 2rð Þþ 2ta

X
d2c2j

h i
þ 2te pc2d þ 2ta pc2dd

2
c2b:

Hence, the energy consumed by the ðmþ lÞ number of devices with primary CH
c1 and additional CH c2 is given by

Wd ¼ Wd;c1 þWd;c2

¼ pd n� 1ð Þ 2te þ 2rð Þþ 2ta sd½ � þ 2te p
0
cd þ 2ta s

p
b

where

sd ¼
X

d2c1j þ
X

d2c2j
h i

; p0cd ¼ pc1d þ pc2d½ � and spb ¼ pc1dd
2
c1b þ pc2dd

2
c2b

h i
:

So, if we compare the above expression, we have Wf [Wd ; as from Theorem 3,
we have pc1dd

2
c1b þ pc2dd

2
c2b � pcdd2cb and from Theorem 4 we have

Xm�1

j¼1;j6¼c1

d2c1j þ
Xl�1

j¼1;j6¼c2

d2c2j

" #
�

Xn�1

j¼1;j6¼c

d2cj:

Hence, we mathematically found that the energy dissipated by a single cluster
head is more than the energy dissipated in the DACH approach.

Theorem 3 For two mutually exclusive property messages with size pc1d and pc2d ,
the sum of the cluster heads and base station distance square multiplied with the
respective message size is less than the primary cluster head and base station
distance square multiplied with the combined property message with size pcd , i.e.,
pc1dd

2
c1b þ pc2dd

2
c2b � pcdd2cb:

Proof As the CH (c) is assumed as the primary CH in our proposed DACH
approach, so c ¼ c1. Hence, d2c1b ¼ d2cb, and from Lemma 2, we have dc2b\dcb.
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So,

pc1dd
2
c1b þ pc2dd

2
c2b � pc1dd

2
cb þ pc2dd

2
cb

) pc1dd
2
c1b þ pc2dd

2
c2b � pcdd

2
cb

where from Lemma 1, we have pcd ¼ pc1d þ pc2d:

Theorem 4 If dc1j and dc2j be the distances (remoteness) from the jth node to CH c1
and c2, respectively, ðm� 1Þ and ðl� 1Þ are the number of nodes close to CHs c1
and c2, and then,

Xm�1

j¼1;j6¼c1

d2c1j þ
Xl�1

j¼1;j6¼c2

d2c2j

" #
�

Xn�1

j¼1;j6¼c

d2cj

where n ¼ ðmþ lÞ:
Proof Let c ¼ c0. So,

Xmþ l�1

j¼1;j 6¼c

d2cj ¼
Xm�1

j¼1;j 6¼c

d2cj þ
Xl�1

j¼1;j6¼c0
d2cj þ d2cc0 :

Now, if we consider c ¼ c1 and c0 ¼ c2 as the nodes which are nearer to
additional cluster head, c2 transfers the data to CH c2 rather than sending to the
primary cluster head c1ðdc1j � dc2jÞ, for all jth nodes those are in close proximity of
the additional CH ðc2Þ. So

Xmþ l�1

j¼1;j 6¼c

d2cj �
Xm�1

j¼1;j6¼c

d2cj þ
Xl�1

j¼1;j 6¼c0
d2cj; As d2cc0 � 0

Xn�1

j¼1;j6¼c

d2cj �
Xm�1

j¼1;j6¼c

d2cj þ
Xl�1

j¼1;j 6¼c0
d2cj:

Hence, the inequality holds true.

5 Simulation

In the simulated environment study, the below limit values have been taken to
replicate the flooding-based route protocol, LEACH, and PEGASIS route mecha-
nism versus DACH route mechanism.
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a. Every device has initial residual energy 1 J.
b. 2r¼ 50 nJ=bit i:e: 50 nJ amount of energy consumed by receiver circuitry for

1-bit data processing.
c. 2ta¼ 100 pJ=bit=m2 i:e: 100 pJ amount of energy required to send/broadcast

1 bit of data in 1 m2 area by the transmit amplifier.
d. 2te¼ 100 pJ=bit i:e: 100 pJ amount of energy required to receive 1 bit of data

by the receiving amplifier.
e. Base station location x; yð Þ ¼ random; randomð Þ:
f. Size of the data packets pd ¼ 1000 bits:
g. Magnitude of the combined packet

i. pcd ¼ random� n� 1ð Þ:1000:
ii. pcd ¼ random� n� 2ð Þ:1000:

h. Network coverage area of each device = 7.25 m.

The sensor devices are deployed haphazardly as we have taken the random
values for the sensor nodes’ coordinates. For cluster (group) formation, we have
considered the network coverage and number of nodes present inside the wireless
coverage area. To find the cluster head, we select the node which can communicate
maximum number of nodes available inside its wireless coverage area. The RE of
the devices vs the network live period is displayed below (refer Fig. 5a) (60 nodes
deployed over 100 � 100 Sq. unit area) and Fig. 5b (150 nodes deployed over
120 � 120 Sq. unit area). We observed that our proposed DACH scheme is pro-
viding approximately 1.2–1.5 times more lifetime to the network in both scenarios.

Similarly, in case of PEGASIS, we have 120 nodes installed on 80 � 80 unit
square area (Fig. 6a) and 200 nodes installed on 150 � 150 square unit area
(Fig. 6b). In both the scenarios, PEGASIS has a significant more lifetime over the

Fig. 5 a RE versus life period of network for DACH versus LEACH and flood based for 60
devices on 100 � 100 Sq. area. b RE versus life period of network for DACH versus LEACH and
flood based for 150 devices on 120 � 120 Sq. unit area
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flooding-based approach and our proposed DACH approach is adding approxi-
mately 0.28–0.38 times more network lifetime over PEGASIS. Though PEGASIS
is a chain-based protocol, its nearest neighbor broadcast mechanism consumes more
energy. In DACH, devices transmit the information packets to the group heads
(primary or alternate) instead of broadcast the data packet, and DACH shares the
load between primary and alternate cluster heads. The simulation depicts that
though LEACH and PEGASIS have more network lifetime over the flooding-based
routing approach, DACH approach is giving an improved performance in con-
serving the residual energy.

6 Conclusion

Different routing techniques, e.g., flooding, LEACH, PEGASIS, are evolved to
minimize the energy consumption. However, there is an energy loss in transmitting
the data to a CH which is in a more distance than the alternate cluster head in the
same group. The DACH mechanism is an attempt to decrease the transmission
energy and to share and balance the information gathering and data transmission
load with the primary cluster head. Our mathematical observation shows that
DACH approach is conserving more power than the cluster-based routing approach.
The simulation results show the effectiveness of the proposed DACH protocol’s
performance for the energy conservation. This approach could now be applied and
integrated into other clustering-based routing protocol to manage the sensor device
power effectively and to extend the sensor network lifetime. The more relevant
mechanism, e.g., neural network in primary cluster head and alternate cluster head
selection process, is our future scope of work.

Fig. 6 a RE versus life period of network for DACH versus PEGASIS and flood based for 120
devices on 80 � 80 unit Sq. area b RE versus life period of network for DACH versus PEGASIS
and flood based for 200 devices on 150 � 150 unit Sq. area
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Horizontal Motion Control
of Underactuated Quadrotor Under
Disturbed and Noisy Circumstances

M. Kamran Joyo, Syed Faiz Ahmed, Mohd Izhar Abu Bakar
and Athar Ali

Abstract In recent years, the area of quadrotor UAV has drawn prominent
attention of the researchers, enabling them to develop an immense research area in
the field of UAVs. A quadrotor system has a simple and nonlinear architectural
design, so it requires a suitable controller to ensure its stability during flight.
However, due to its architectural structure several issues were found regarding its
controlling such as angular stability, altitude, and position control of quadrotor
under the challenging conditions such as wind burst and noisy measurements, and
these issues are still not successfully resolved. In this paper, modern control design
techniques are discussed and their application in quadrotor control issues is pre-
sented. An innovative and more robust control technique, compared to the available
renowned control techniques, is proposed for the position controlling quadrotor
system. The controller is designed by fusing two distinct control techniques PID
and LQR, which is named PID–LQR which deals with two major issues faced by
the flying quadrotor, i.e., external disturbance and noise, respectively. Furthermore,
the effectiveness of the proposed control technique is also verified by comparing it
with auto-tuned PID and optimized LQR techniques under disturbed and noisy
conditions. The simulated results indicate that the proposed method yields a better
response as compared to the conventional methods.
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1 Introduction

The unmanned aerial vehicles have been the subject of interest to the researchers
due to the rapid advancement in technology and demand as they are expected to
become a major asset to the aviation industry [1–4]. UAVs are space-traversing
remote-controlled flight vehicles that work without any human intervention [5].
There exist numerous types of UAVs, one of them is a quadrotor UAV consisting
of four rotors mounted at the four ends of the cross-frame [1, 4, 6, 7], which is
prominent among the researchers. The cause of their prominence is due to their light
weight, simple mechanical structure that makes its assembly trouble-free [1].

Quadrotor UAV might look simple by design but is nonlinear in nature and has
caused considerable annoyance to researchers in the past [1]. The control for sta-
bilization of the system for longitudinal motion under external disturbance such as
air turbulence and noisy conditions is still a subject that is concerned to researchers,
and this matter requires a reasonable consideration [8]. These issues can affect the
performance of quadrotor during flight as they can drift the UAV from its original
position [1–10]. Hence, it requires an efficient, robust position control design which
is able to react quickly to the wind gusts and overcome the noisy measurements of
the GPS sensor. This research work helps to resolve these issues faced by fully
autonomous quadrotor UAV during its longitudinal motion under uncertain con-
ditions such as external disturbance and faulty sensor measurements.

The purpose of the research is to develop an efficient, robust control design for
longitudinal motion of quadrotor under various uncertainties such as external dis-
turbances and noisy sensor measurements, acting on the system. PID and LQR
control techniques are used to develop such control design that can collectively
react efficiently over these uncertainties acting on the system. Furthermore, the
proposed control technique (PID–LQR) is implemented to quadrotor to analyze the
real-time response of the quadrotor under uncertain conditions.

2 Related Work

2.1 Survey of Former Designed Quadrotors UAVs

Since last few decades, UAVs are gaining attention and are continuously devel-
oping at a phenomenal rate. At present, there are more than 1000 UAVs developed
by more than 50 countries as a major contribution to the military and civil assis-
tance. UAVs can be categorized as shown in Fig. 1 [11].

Among these UAVs, quadrotor is one of the most popular center of research since
recent years due to its demand in civil and military applications [4, 8, 12, 13].
Quadrotor idea starts building in early 1900s, an experimental rotorcraft was built by
Breguet brothers which flew in the year 1907 for the very first time named
Breguet-Richet Gyroplane 1 [11, 14, 15], shown in Fig. 2. The whole body is made
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up of steel that is why the weight of aircraft is around 500 kg without the pilot;
finally, this aircraft did not fly well and was not controllable at all by any means [16].

After Gyroplane 1 another quadrotor was developed by Georges de Bothezat as
Flying Octopus in 1922 [11, 15]. This was the first remote control (RC) based
quadrotor [14], shown in Fig. 3. The design got the capabilities to fly at low altitude
but was very slow in moving toward the horizontal motion because it has no control
algorithm for avoiding the uncertainties [17].

UAV(s)

Fixed 
Wings

Rotary 
Wings

HexacopterOctocopterQuadrotorHelicopter

Flapping 
Wings

Fig. 1 Classification of UAV(s)

Fig. 2 Breguet-Richet Gyroplane1

Fig. 3 De Bothezat design
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In 1922, other attempts were also made by Etienne Oemichen. The first model
made by him failed as it was not able to lift from the ground for flight then he made
the second model as Oemichen No. 2 shown in Fig. 4 [11], consisting of four rotors
and eight propellers, supported by a cruciform steel-tube framework layout [15].

Curtiss-Wright Corporation in 1963, developed a quadrotor Curtiss X-19 that
used special type of radial propellers [11, 18], shown in Fig. 5. This quadrotor was
destroyed during its first test flight and no further work was done on its develop-
ment [19].

More complex and robust control techniques have been developed in order to
provide detailed representation of quadrotors in real life. Advancement in sensor
technology and processors have led to the development of small quadrotor UAVs.
Since last few years, the development of micro quadrotors has potentially increased
[18]. In 1992, Hoverbot, as shown in Fig. 6, was developed using four
radio-controlled helicopters [20].

Fig. 4 Oemichen No. 2

Fig. 5 Curtiss X-19
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Standford University developed Mesicopter shown in Fig. 7, in late 90s as
centimeter-scale quadrotor project. Their research study included aerodynamic
design, fabrication, power issues, and stability and control [18, 21].

The indoor micro quadrotor UAV was developed and was named as OS4 [18,
22]. Figure 8 shows the diagram of the model. The mathematical design and
modeling were presented and the quadrotor was equipped with the sensors that
could measure position, altitude, and orientation [23].

Besides these quadrotors many other quadrotors were also developed like X4–
flyer, a CEAs project for operating under the environmental uncertainties [18, 24,
25], a commercially available quadrotor Draganflyer, is designed for autonomous
flight [26]. Starmac II [24] is a classical type of quadrotor which is composed of
electronic interface board and several processors [27, 28]. The two currently
operational quadrotors are the Draganfly Innovations Draganflyer X-Pro and SIM
Sky Eye [18].

Fig. 6 Hoverbot

Fig. 7 Mesicopter
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2.2 Survey of Proposed Position Control Algorithms
of Quadrotors UAVs

In the recent years, position controlling of quadrotor has remained a problem due to
the constraints and unstable kinematics and dynamics. However, some of the
techniques of control were developed in this field.

2.2.1 Proportional Integral Derivative (PID)

Most of the controller applications utilize PID control technique and are the most
commonly used control technique opted by the industry in many cases [6, 9]. PID
control technique was utilized in the quadrotors to address the issues of position and
orientation of quadrotors. Initially, the model was simulated on MATLAB and then
it was implemented [1, 7]. With the appropriate values of control variables, mini-
mum overshoot and steady error minimized to zero were achieved [29]. The
research work did not include any situation to overcome sensor noises.

In 2011, another author researched on quadrotor and prepared a model. The
analysis of the model was done on MATLAB. PID control was implemented and
compiled better results [30]. The study did not contain the idea for minimizing or
eliminating the sensor noises.

In Li research work [29], PID control was applied to resolve afore mentioned
issues of position and orientation of quadrotors. The response of the PID control
shows the stability with almost zero steady-state error [6].

Fig. 8 OS4 quadrotor
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2.2.2 Linear Quadratic Regulator

LQR control technique is used to stabilize the system optimally at minimum cost.
The comparison of LQR with the PID algorithm was implemented by applying it on
the quadrotor system [31]. The result of the comparison shows that LQR has a
better performance than PID because LQR works for the complete dynamic model
while PID works for the simplified model [6].

A researcher implemented LQR control technique on a quadrotor for its position,
altitude, and attitude control. Author’s research concluded that LQR performs well
under noisy conditions but does not perform well under disturbance conditions [7].

In 2009, another researcher used LQR for position controlling of a quadrotor.
The results were satisfactory but in his research work author did not consider the
effect of disturbance on a quadrotor system [32].

In 2012, another researcher surveyed about control algorithms developed for
quadrotor discussing their pros and cons. The survey mentioned that LQR con-
troller is a linear controller but it lacks the robustness which is highly required by
the quadrotor UAV [33].

In 2013, another researcher implemented LQ control technique on all the
dynamics including position controlling. The findings of the research did not
consider disturbances [34].

2.2.3 Sliding Mode Control (SMC)

SMC is a nonlinear control algorithm in which a discontinuous control signal is
applied to the system and move it in the prescribed path. This control is applied to
stabilize the underactuated systems [6, 35].

In 2006, a researcher used an impulse function as disturbance to the quadrotor
system. SlidingMode control was used to overcome the applied disturbance [2, 7, 36].

In 2007, another researcher used sliding mode to observe the disturbance. In the
simulation tests step function was applied on the vehicle as a wind gust and external
disturbance [37].

2.2.4 (Integrator) Backstepping Control

Backstepping control algorithm is recursive and modular in nature, it breaks the
system into subsystems and successively stabilizes the system [6]. In [38], back-
stepping control technique was applied for stabilizing the quadrotor by using the
Lyapunov stability analysis [2, 6, 7].
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2.2.5 Adaptive Control Algorithms

Adaptive control algorithms adapt the changing parameters like uncertainties or
change in time that occurred in the system [6]. Another researcher introduced a
technique called Adaptive Integral Backstepping. The technique was developed for
position control of quadrotor. Initially, it was observed that only integral back-
stepping was not enough, so adaptive technique was introduced to gain better
robustness [39]. The performance of controller was better but it did not provide any
solution to noisy measurement issues.

In 2011, a researcher developed robust adaptive control for a quadrotor heli-
copter. The researcher applied a step function as disturbance to its system. The
developed controller was able to regain the equilibrium state [16].

In 2016, Adaptive Super Twisting Controller was developed for tracking the
position in the presence of uncertainties. This controller dealswith all the uncertainties
present in the system utilizes the feedforward dynamic inversion (FF) to minimize the
discontinuities, and improves the performance. This controller was found effective in
reducing the effect of uncertainties and disturbance on the system [40].

2.2.6 Reinforcement Learning

In 2013, reinforcement learning based control technique was developed for con-
trolling the quadrotors. It was applied on the black box quadcopter system along
with the learned control. This technique was more preferred for the nonlinear
system as it treats the system as black box and the response is stored in the
transition matrix [40].

Besides these control algorithms, other control algorithms are also developed
and implemented such as robust control algorithms which deals with all the types of
uncertainties and disturbances in the system and ensures performances within
acceptable ranges, optimal control algorithms which includes LQR, L1, H∞, and
Kalman filter, feedback linearization which converts the nonlinear system into its
equivalent linear system, and hybrid control algorithms which involves more than
one control techniques for controlling the quadrotors [6].

3 Methodology

In this section, a control technique is proposed to solve the various uncertainties
using PID and LQR control techniques and control the position of quadrotor. The
proposed control design is based on switching technique which is developed by
fusing two distinct algorithms called PID–LQR. The motivation to develop this
algorithm was to develop a control technique for point-to-point movement of
quadrotor under certain uncertainties acting on quadrotor system. These uncer-
tainties acting on a quadrotor can drift the UAV from its desired position. The
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proposed algorithm is robust enough that it can overcome acting disturbance and
noisy sensor data.

Generally, quadrotor can be configured in two different configurations ‘+’ and
‘x’. In this study, cross-frame, i.e., ‘x’ configuration is focused. The detailed
kinematics and dynamics and the model of quadrotor are explained in the following
research papers [3, 7, 13].

3.1 Proposed Control Design for Point to Point Movement
of Quadrotor

The proposed control technique is designed for point to point movement of
quadrotor for tackling heavy an external disturbance and overcome the effect of
noisy measurement data. The technique involves two control algorithms PID and
LQR to overcome the trouble caused by the external disturbances and noisy con-
ditions, respectively.

Two distinct algorithms PID and LQR are fused together to deliver quick and
smooth response that may improve flight performance. Figure 9 shows the block
diagram of PID–LQR control design for position control of quadrotor.

Figure 10 shows the MATLAB block diagram of the overall diagram of position
controlling of quadrotor for single axis.

3.2 Implementation of PID and LQR on Longitudinal
Motion of Quadrotor

The horizontal motion control is responsible for the movement of quadrotor UAV
in x- and y-axis. The horizontal motion is attained by rolling and pitching the

Fig. 9 PID–LQR for position controlling of quadrotor
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quadrotor. The controller is also responsible to recover from the circumstances if
the UAV experiences a drift in x- and y-positions due to external disturbance [24].
For position, only X and Y equations will be taken into account defined in [1, 2].

The objective of using PID is to express how each Kp, Ki, Kd contributes to obtain
Fast rise time, minimum overshoot and illuminate steady-state error in quadrotor
system. To set the parameters of PID, auto-tune technique is regulated [2]. The
values of these parameters are Kp = 15.8408199084157, Ki = 5.10153277345552,
Kd = 4.33434893675906. We consider horizontal equation of motion with rotor
dynamics from following equations:

€X ¼ ðsinu sinuþ cosu sin h cosuÞU1

m
ð1Þ

€Y ¼ ð� cosu sinuþ sinu sin h cosuÞU1

m
ð2Þ

After applying angle approximation and rotor dynamics to the translational
motion equation [22].

xðSÞ ¼ Kx

S2

� �
0:936

0:178Sþ 1

� �2

ð3Þ

yðSÞ ¼ Ky

S2

� �
0:936

0:178Sþ 1

� �2

ð4Þ

the close loop transfer function for the position ‘x’ will be:

YðsÞ
RðsÞ ¼

KaKdKjs2 þKaKPKjsþKaKiKj

Kbs5 þKds4 þ s3 þKaKdKjs2 þKaKPKjsþKaKiKj
� e sð Þ ð5Þ

where ‘Kj’ can be Kx or Ky for position x and y, respectively. Equation (5) is the
position controller equation for X and Y-axis, which represents actual, linearized
and controlled outputs.

Fig. 10 MATLAB block diagram for position controlling of quadrotor with PID–LQR
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For LQR the value of ‘K’ is an important term, after optimization using Ricatti
equation we get the value [7]:

K ¼ 0:0649 0:8929 �2:0818 �1:1046 0:0227½ � ð6Þ

With the help of Equation u ¼ �Kx, the close loop transfer function for x- and y-
axis can thus be defined as:

GðSÞ ¼ KxKaKx̂

KbS4 þKcS3 þ S2
� e Sð Þ ð7Þ

The close loop transfer function can be written as:

YðSÞ
RðSÞ ¼

KxKaKx̂

KbS4 þKcS3 þ S2 þKxKaKx̂
� e Sð Þ ð8Þ

4 Results and Discussion

In this section, a detailed analysis of the proposed control design called PID–LQR.
The incentive of this research work is to develop a control technique for point to
point movement of quadrotor under certain uncertainties acting on quadrotor sys-
tem. The proposed algorithm is expected to be robust enough to overcome the
acting wind gusts or disturbances applied on the system and faulty sensor data.

Figure 11 shows the comparison of the responses of PID and LQR for quadrotor
horizontalmotion control systemunder noisymeasurements and external disturbance.
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Fig. 11 PID versus LQR
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The proposed control algorithm works in such a way that LQR remains active
throughout the flight because sensor noises remain all the time. The controller is
switched from LQR to PID whenever the disturbance is applied on the system or
the reference is changed. Figure 12 shows that 50% external disturbance is applied
on the system with respect to input. The sensor noises are also considered which is
due to GPS drift. The system reacts effectively from the disturbance applied on the
system. PID–LQR overshoot is around 0.586 m and takes 2 s to stabilized and the
under the effect of disturbance the drift from the reference is around 0.160 m and
stabilizes within 1 s.

In Fig. 13 disturbance level is increased to 200% at the same instance. The
overshoot is around 0.585 m and becomes stables in 2 s and the drift in the system
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Fig. 12 Effect of 50% disturbance on system with PID–LQR
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Fig. 13 Effect of 200% disturbance on system with PID–LQR
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due to disturbance is 0.542 m. It can be observed that system reacts quickly to the
disturbance and stabilizes it in 3 s.

In Fig. 14 disturbance effect is 100% with respect to the input but it has been
applied twice on the system. The overshoot is around 0.585 and takes similar time
to 3 s to stabilize. When the disturbance is applied first the drift is around 0.270 m
and takes 3 s to stabilize. When the disturbance is applied second time the drift is
around 0.239 m and it stabilizes within 3 s. This variance is due to the noise effect.

4.1 Point to Point Movement

A scenario of position controller is simulated and shown in Figs. 15 and 16 in
which working of proposed control algorithm is shown. The system is effected by
external disturbances and sensor noises. The path defined to quadrotor is such that
its present position is considered to be an origin, i.e., X = 0, Y = 0, the planned path
is to maneuver from X = 0, Y = 0 to X = 5, Y = 5 and then move to X = 2, Y = 3.
On every change in reference, control switch activates PID control until the
response is settled within the range of error defined.

While maneuvering a huge disturbance of 100% of the reference input is applied
twice on the system. Once the disturbance is applied in ‘Y’ direction and then
applied in ‘X’ direction. It can be observed that when disturbance acted on the
system, the control switched from LQR to PID due to which there is no huge impact
on the system as it tackles very quickly to the applied disturbances. Once the error
is minimized to the defined range the control is again shifted to LQR to smoothen
the response.

Figure 17 shows the point to point movement of quadrotor in 3d. This shows a
detailed view of the flight path followed by quadrotor. Even though in very harsh
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Fig. 14 Effect of 100% disturbance twice applied on system with PID–LQR
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conditions the quadrotor system is able to reach its destination effectively and
efficiently. Table 1 indicates the comparison of responses generated by the classical
control techniques and proposed control algorithm under impact of external dis-
turbances and sensor and system noisy measurements.
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Fig. 15 Movement of quadrotor in X-axis direction
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Fig. 16 Movement of quadrotor in Y-axis direction
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5 Conclusion

The research work provided an effective way for autonomous point to point
maneuvering of quadrotor UAV under severe flight conditions. The conditions were
set tough for quadrotor, sensor noisy measurements and external disturbance were
acted on the system to analyze the robustness of the proposed algorithm. Previous
researchers worked on algorithms such as PID, LQR and Integral Backstepping, but
each of them was not able to tolerate either impact of disturbance or sensor noisy
measurements. With these drawbacks, there is a maximum possibility that
quadrotor is drifted from its desired position.

The proposed control algorithm uses PID control technique to quickly react to
the external disturbance acting on the system. If any drift is occurred due to external
disturbance PID recovers the drift very quickly. The external disturbance applied on
the system is a step input. The second part of the proposed control technique is
LQR which neglects the noisy measurements from the sensors. LQR smoothens the
response of the GPS sensor and no much variation is observed. The noise generated
from the sensors is known as white noise. The switching between two controllers
depends upon the error range.

Fig. 17 Point to point movement of quadrotor

Table 1 Individual
responses under various
uncertainties

Impact PID LQR PID–LQR

Disturbance Quick Very slow Quick

Noise Unsteady Smooth Smooth
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Detecting Concentration Condition
by Analysis System of Bio-signals
for Effective Learning

Kuniaki Yajima, Yoshihiro Takeichi and Jun Sato

Abstract E-learning system is comfortable for us to learn the new knowledge,
because people have tablet, mobile phone, and note PC nowadays, and they always
can connect to the Internet. So we can learn by e-learning system using learning
management system (LMS), anywhere and anytime. But e-learning style are pas-
sive, we watch the contents. Sometime students are boring, they are not easy to
concentration. Students are interested in good contents, but it is not easy to rec-
ognize which part of contents is good. Usually, we research these, we take ques-
tionnaire for students, but it is not true, because students estimate an average of the
lecture of the teacher. So we use bio-signal for concentration of the contents and
analysis and detective form the measured bio-signal. If we get students condition,
we become possible to teach effectively.

Keywords Bio-signal � Detecting concentration � Galvanic skin resistance

1 Introduction

Currently, most people as well as students are experiencing learning by e-learning
system. This background has improvement on the network environment (the quality
and the rate) and performance improvement on our information terminal (mobile
phone, tablet). The merit of e-learning is below. We can learn anytime, anyplace

K. Yajima (&)
National Institute of Technology, Sendai College, 4-16-1, Ayashi-chuo, Aokba-ku,
Sendai, Miyagi 9893128, Japan
e-mail: yajima@sendai-nct.ac.jp

Y. Takeichi � J. Sato
National Institute of Technology, Tsuruoka College, 104 Sawada, Inooka, Tsuruoka,
Yamagata 997-8511, Japan
e-mail: takeichi@tsuruoka-nct.ac.jp

J. Sato
e-mail: jun@tsuruoka-nct.ac.jp

© Springer Nature Singapore Pte Ltd. 2018
D.K. Mishra et al. (eds.), Information and Communication Technology,
Advances in Intelligent Systems and Computing 625,
https://doi.org/10.1007/978-981-10-5508-9_7

81



when we want to learn. A large number of contents exist in the world. Those
contents are made by teacher, customer, and so on. Some contents are developed to
concentrate on learning, to attract interest, and to learn for one thing deeply. It looks
like school or training. Therefore, a participant may not easy to interest and not easy
to concentrate on any contents. The state that a participant can’t concentrate with
concentration during watching of contents is repeated. We have continued the study
which judges a concentration ratio to learning contents so far using bio-signals. By
measuring and analyzing skin impedance (GSR) from the former study results. It
was confirmed to judge a concentration ratio objectively [1–5].

In this paper, we report on development of a measurement system of GSR and
detect of a concentration from measured data. In Chapter “Extracting Hidden
Patterns within Road Accident Data Using Machine Learning Techniques”, we
discuss measurement of a concentration ratio from bio-signals, and development of
the professional type system is described. We show the result by which GSR was
measured using BIOPAC system which measures the system that it has been
developed and bio-signals. We describe analysis results of their concentration ratio
using our developed measurement system. In Chapter “Implementation of Smart Job
First Dynamic Round Robin (SJFDRR) Scheduling Algorithm with Smart Time
Quantum in Multi-core Processing System”, we describe down the size of the system
and a measurement system. We are explained about an analysis of a concentration
ratio from the body surface temperature and the heart rate. In Chapter “Security
Enhancement in MANETs Using Fuzzy Based Trust Computation Against Black
Hole Attacks”, we describe an upgrade to the wireless system that the usability was
considered. Finally, we tell this system about expansion to the value of the activity of
active learning. We are aiming to support the efficient active learning by using this
result.

2 Bio-signals Measuring System

2.1 Bio-signals

The concentration of human is able to be measured by brain wave. Under state of
tension, beta waves are generated; by contrast, under state of relaxing, alpha waves
are generated. Alpha waves are able to be measured while the concentration is
long-lasting. The parasympathetic nerve is measured to be predominant between 8
and 13 Hz, and so symptoms, such as lowering of the heartbreak number and the
body temperature, a constricted pupil, decreasing the time of breathing, are
occurred. In addition, skin response on the wrist and brain wave indicates similar
movement.

GSR measures the change of skin electric resistance by sweating. There are two
kinds of sweating: thermal sweating and mental sweating. In measuring of a con-
centration degree, the change of GSR by mental thermal is used.
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The GSR is declining by mental sweating. Also, the concentration is able to be
measured by using a blood or saliva, but it takes time to analyze that result.
Therefore, we measure the body temperature, GSR, and the pulse. Moreover, we
research this validity with concentration and consider whether the concentration is
possible to measure more easily. Measuring is conducted on the wrist to relieve
stress.

2.2 Measuring System

A measuring system of bio-signals is necessary to measure the bio-signals.
BIOPAC, which is the measuring system of bio-signals, is able to measure the brain
wave, an electrocardiogram and an electromyogram. However, the measuring
system is so expensive; in addition, it may provide a stress to people. Therefore, it is
necessary to develop the measuring system which does not provide a stress, does
not restrict a person’s activities, and is cheap. In the previous study, Fig. 1 shows
that bio-signals are measured by incorporating sensor in head phone. GSR is
measured by putting sensor on a forehead. However, in this study, measurement is
conducted by integration of wristband and sensor, because restraint of forehead may
provide a stress to people.

Figure 2 shows simple measuring system which is made in the previous study. It
adopted serial communications which are using a USB cable. It consists of mbed
and some sensor driver circuits. We are aiming for a cordless, since a cord also
provides a stress during AL. Simple measuring system in this study is codeless;
moreover, the data are stored in USB memory, but they are not able to measure in
real time. Data transfer from a plurality of measuring system will be available by a
one-to-multiple which is using Bluetooth. However, there are problems such as a
lost data between communication devices. To solve this problem, we aim to protect
the measuring data and preserve the dropping data by using the data transfer to a
current USB memory.

Headphon
GSR sensor

Thermo sensor

Fig. 1 A part of sensor
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2.3 Detection of Degree of Concentration

In the previous study, student’s bio-signals are measured by using BIOPAC and
Finometor, which are commercially available; moreover, a causal relationship
between the degree of concentration and bio-signals is proved. The measuring of
GSR and body temperature is conducted for 20 min, in which each mathematical
question and break was repeated twice in experiments. Figure 3 shows the result
that compares the simple measuring system and BIOPAC. As a result, a skin
electrical resistance was conjugated in the same way. Therefore, it suggests that
GSR is becoming lower during solving the questions (during concentrating);

For Sensor

LCD Display

mbed

Sensor conector 

USB

Fig. 2 Measuring system

Fig. 3 Comparison with simple measuring system and BIOPAC
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conversely, it is becoming higher during break or sleeping (during cannot con-
centrating). It is a symptom of mental sweating; additionally, it is useful to decide
the degree of concentrations.

3 Development New System

3.1 Hardware

Figure 4 shows the measuring system, which is miniaturized and optimized than the
previous circuit, that size could be reduced from 11 � 9 (cm) to 4 � 9.5 (cm).
Skin response on the wrist and brain wave indicates similar movement; hence,
integrated wristband with sensor is used as shown in Fig. 5.

3.2 Principle of Pulse Measuring

Pulse wave is a wave motion when the pressure changes in the blood vessel, which
is occurred when the blood is pushed into aorta by the contraction of the heart, is

Version.1 Version.3Version.2
Fig. 4 Measuring system

GSR sensor

Thermo sensor

Pulse wave sensor
Fig. 5 Integration of
wristband and sensor
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transmitted to peripheral direction. In this study, we develop the measuring system
of pulse wave (Fig. 6).

The following is principle of pulse measuring in this study. Pulse wave detecting
is classified as photoelectric and piezoelectric. Moreover, detection of photoelectric
pulse wave is classified as permeable and reflecting. Hemoglobin in blood has a
high absorbing spectrum to light of specific wavelength range. The light of this
wavelength range is changed in accordance with the amount of hemoglobin. In
permeable type, the measurement part (such as fingertip section) is put between
light-emitting part (such as infrared LED) and the light-receiving part (such as
phototransistor); pulse wave is detected by changing penetrating light to an elec-
trical signal. In reflection type, a method which is sticking to a measurement point
to the light-receiving part and light-emitting part is able to choose any measurement
point. We adopt the reflection type in this study because there are many mea-
surement points. Photoreflector RPR-220 which is combined with phototransistor
and infrared LED was used.

3.3 Results

The measuring is conducted for 20 min, in which each mathematical question and
break was repeated twice in experiments. Figure 7 shows result in this study that is
same change of GSR with result in the previous study. It suggests that GSR is
becoming lower during solving the questions (during concentrating); conversely, it
is becoming higher during break or sleeping (during cannot be concentrating). By
contrast, Fig. 8 shows that temperature is becoming higher. It seems that the cause
of temperature rise is accumulation of heat in a wristband. Waveform both tem-
perature and GSR is an average value for 5 min, because fluctuation of value from
sensor is large.

Figure 8 shows that peripheral skin temperature is changeable, thus measure-
ment is conducted on fingertip. In pulse measurement, a result of it was unstable,
because the sensor sticks on skin. Accordingly, we will use elastomer resin to

Fig. 6 Average value of
GSR
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measuring element, so that we will heighten adhesion on skin. Elastomer resin has
elasticity, a smooth texture, and lower conductivity.

4 Future Work

We will improve the sensor part. Measurement of GSR will be conducted on wrist.
Measurement of temperature is obtained by peripheral skin temperature. As for the
measurement of pulse, we will select the site which is possible to reduce the stress
in order to aim to adhere to the finger.

We will analyze the result of actual measurement. We will select the useful
bio-signals by comparing the data of the previous study; in addition, we will
develop the simple measuring system which is able to measure several data.
Simultaneously, we will improve the application based on the evaluation.

We reduced the size of the system. So student would not be conscious of
measurement equipment and could attend e-learning. That is effective to analyze a
concentration ratio to objective contents from bio-signals. We are considering
detection of a concentration ratio from bio-signal except GSR, for example infor-
mation on the number of the eye blink and the point of view of the head. In recent

Fig. 7 Average value of
temperature

Fig. 8 Pulse waveform
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years, JIN CO., LTD., which develops the glasses brand “JINS,” announces the
glasses “JINS MEME” which is able to measure the fatigue degree of eye at work,
the drowsiness during driving, and the amount of activity. It has three types of
sensors, three-point electrooculography sensors, three-axis accelerometer sensors,
and three-axis gyroscope sensors. Communication mode is Bluetooth Low Energy.
JINS MEME can obtain the data by connecting smartphone applications. We will
verify the validity of relationship between concentration and bio-signals by using
the results, which are measured by the simple measuring system and a commercial
wearable appliance such as JINS MEME.

We need to another improvement that is wireless communication.
If measure system and PC for analyses are wired communication, student’s

movement is restricted. We need to develop to communication by a Wi-Fi or
Bluetooth is needed.

5 Conclusions

In order to evaluate the degree of concentration during AL, we suggested evaluating
it by measuring the GSR, temperature, and pulse. GSR was changed in proportion
to the degree of concentration. Regarding the temperature and pulse, further work is
needed. Therefore, we propose a system which is able to measure the degree of
concentration by measuring the temperature and pulse on the fingertips. It seems
that student’s concentration can be evaluated by using three bio-signals. We will
verify the validity of relationship between concentration and bio-signals by using
the results, which are measured by the simple measuring system and a commercial
wearable appliance such as JINS MEME. That is glasses had built in the sensors
which is marketed in Japan. That can measure the posses myoelectric potential
around the eyes and some axis positions.
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Image Fusion Using Uniformity in HT
Domain

Kilari Veera Swamy, Vadhi Radhika
and Samayamantula Srinivas Kumar

Abstract The intent of the digital image fusion is a process to obtain important
information from acquired images and then form as a distinct fused image. Image
fusion algorithms are popular in transform domain than spatial domain methods.
The usual methods in transform domain are block-based and multi-resolution
transforms. Commonly used orthogonal transforms for image processing are SVD,
DCT, KLT, CT, and DWT, but hardware implementation of these transforms is
difficult because of the floating-point arithmetic operations. Hadamard transform
(HT) is preferred, where the computational speed is the criterion for real-time
implementation. In general, block-based methods suffer from blocking artifacts. It
influences the features of the fused image. To reduce these problems, statistical
measures like mean, contrast, and variance are applied. In the current proposal,
statistical measures like entropy and uniformity are explored in HT domain.
Further, all statistical measures in HT domain are compared and analyzed.
Application of statistical measures in HT domain gives better image fusion results
than conventional HT domain fused techniques. Dominance of the uniformity
measure in HT domain is observed based on the experimental results.

Keywords Image fusion � Hadamard transform � Entropy � Uniformity
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1 Introduction

Image fusion plays a vital role in image processing. Image fusion is a process of
combining the different acquired images into a fused image. The fundamentals of
image operations are explained by Gonzalez et al. [1]. In general, the source image
should be registered. Generally, image fusion is executed in two domains: spatial
domain [2] and transform domain [3, 4]. Stathaki [5] briefly discussed different
fusion methods. Yang and Li [6] proposed an image fusion on patches instead of
complete image. Amina et al. [7] discussed the contrast enhancement of image with
fusion rules. Tang [8] proposed contrast-based fusion method in discrete cosine
transform. Mohammad et al. [9] proposed variance-based fusion method in DCT
domain. HT and its variations have been greatly used for video applications. The
elements of the basis vectors of HT take only the plus or minus one (fixed point).
Hardware implementation is easy with the HT. HT has better edge because of
simple integer manipulations (other transforms need floating-point operations). So,
HT is computationally effective than other transforms. In this work, entropy and
uniformity in HT domain are introduced in extension to the existing statistical
measures. Results are verified with the various quantitative measures available in
the literature.

The organization of this paper is as follows: In Sect. 2, the basics about HT and
mean, contrast, and variance in HT domain are discussed. Entropy and uniformity
in HT domain are explained in Sect. 3. The proposed fusion algorithm is discussed
in Sect. 4. Results are elaborated in Sect. 5. Conclusions are presented in Sect. 6.

2 Hadamard Transform

2.1 Basics of HT

HT is used for various applications, viz. image compression, watermarking, and
video coding. Let [g] be the original one and [G] be the transformed one. HT [10] is
given by

G½ � ¼ AH g½ �AH

n
; ð1Þ

where AH is an n � n Hadamard block. The inverse DHT is given as

g½ � ¼ AH G½ �AH

n
: ð2Þ
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The advantages of HT are given below:

1. HT takes plus or minus one. No multiplications are required calculations.
2. HT is a fast transform.
3. HT represents high-frequency content of the images effectively.

The disadvantages of HT are given below:

1. Energy packing efficiency is less than DCT.
2. HT fails to represent low-frequency content of the images effectively.

2.2 Mean Calculation in HT

Mean is the basic measure in image processing. In Eq. (1), Gð0; 0Þ is the DC term
and others are AC. Mean value [1] in HT domain is given in Eq. (3).

Gð0; 0Þ ¼ 1
N

XN�1

m¼0

XN�1

n¼0

gðm; nÞ: ð3Þ

2.3 Contrast Calculation in HT

Contrast-based image processing plays a vital role in image fusion. All coefficients
are arranged as various frequency bands. The contrast [8] at every coefficient of nth
band in z block is

Cði; jÞ ¼ Gði; jÞ
Pt¼n�1

t¼0 Et

; ð4Þ

where Et is the normal value of a particular band and i; j are the positions in z block.

2.4 Variance Calculation in HT

Variance is spread among pixel values. This measure is low when changes of
transformed coefficient values are low. It is high when changes of transformed
coefficient values are high. Variance of the z block is computed as given below [9]:

r2ðzÞ ¼ 1
N2

XN�1

k¼0

XN�1

l¼0

G2 k; lð Þ � G2 0; 0ð Þ: ð5Þ

In finish, the r2ðzÞ of block is calculated from transform coefficients.

Image Fusion Using Uniformity in HT Domain 93



3 Proposed Statistical Approaches in HT Domain

3.1 Entropy Calculation

Entropy is an arithmetical determination of arbitrariness which can be used to
distinguish the consistency of the image [1]. Entropy is more when variations of
transformed coefficients are high. Entropy is less when variations of transformed
coefficients are low. Consider L as the number of possible coefficient levels after
transform and Gi as a random variable indicating coefficient value. Probability of
the coefficient values in a region is denoted as pðGÞ. Entropy of the z block is
computed as given below:

EðzÞ ¼ �
XL

i¼ll

pðGiÞ log2 pðGiÞ: ð6Þ

where ‘ll’ is the least value in a region after transform.

3.2 Uniformity Calculation

Uniformity is high when changes in AC values are low. It is low when changes in
AC values are high. In the transform equation, Gð0; 0Þ is the DC coefficient and all
other coefficients are the AC coefficients. To compute uniformity, consider only AC
coefficients. Uniformity of the z block is computed as given below:

UðzÞ ¼
X

k;l

Fðk; lÞj j where k 6¼ 0; l 6¼ 0: ð7Þ

In finish, the U(z) is estimated from HT values. It is the fixed addition of the AC
values of the HT block.

4 Proposed Fusion Algorithm

Proposed fusion algorithm is explained below:

• Two or more acquired images are taken.
• Each acquired image is partitioned into sub-matrix.
• Compute 2D-HT for each sub-matrix.
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• The proposed statistical measures like entropy/uniformity of each HT
sub-matrix are measured by considering Eqs. (6)/(7), respectively.

• Sub-matrix with higher arithmetical value is identified for fusion technique.
• Apply 2D-IHT for each higher arithmetical valued sub-block.

Details of the fusion are presented in Fig. 1.
The general procedure of fusion is discussed here. The acquired images are

partitioned into sub-matrices. HT is applied for each sub-matrix. Arithmetical
measures (entropy and uniformity) are calculated for the all the sub-blocks using
Eqs. (6) and (7). The highest value of statistical measure is chosen as the suitable
one. Inverse is applied to get the image.

5 Experimental Results and Discussion

Experimental findings of the proposed algorithms for image fusion are presented
and analyzed. Images used to verify the proposed methods are given in Fig. 2.

5.1 Measuring Parameters

Many metrics are available to judge the performance of image fusion. Some of the
qualitative measures are considered for performance evaluation; those are mutual
information (MI) [11], edge strength and orientation preservation (Qf1f2/fs) [12],
feature similarity (FSIM) [13], normalized cross-correlation (NCC) [14].

Sub Blocks HT
Coefficients

Fusion
Process

Fused 
Coefficients

Fused     
Image

Source images

Fig. 1 Details of the fusion process
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5.2 Experimental Analysis

The proposed methods are implemented on six images as shown in Fig. 3.
Sub-block size of 8 � 8 is considered for experimentation. MI judges the infor-
mation quantity present in the image. The ESOP (Qf1f2/fs) evaluates the orientations
and edge information. FSIM is a metric for local structure. NCC is a computation
for correlation between original images and fused image. Experimental values are
given in Table 1.

Fig. 2 Images used for fusion process
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Fig. 3 Graphical analysis
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MI, FSIM, and NCC are better with HT + uniformity approach as per the results
presented in Table 1. However, ESOP is better in HT + entropy-based fusion
algorithm for the clock image. It can be observed that the HT + uniformity is
competent than the other HT-based methods. HT + avg, HT + contrast,
HT + variance are existed algorithms. HT + entropy and HT + uniformity algo-
rithms are proposed in this paper. Uniformity is a statistical method to diminish the
Gaussian noise. It is included in the image acquisition process. Hence, uniformity
algorithm performs better than existing algorithms. Results are also compared with
DCT-based image fusion. The comparative results of DCT + variance and

Table 1 Results of the image fusion algorithms

Image Fusion rule MI Qf1 f2=fS FSIM NCC

Clock HT + avg 4.3933 0.9050 0.9997 0.9991

HT + contrast 4.4911 0.9165 0.9997 0.9992

HT + variance 4.5347 0.9149 0.9997 0.9992

HT + entropy 4.4910 0.9166 0.9997 0.9992

HT + uniformity 4.5693 0.9149 0.9997 0.9992
Toy HT + avg 3.2979 0.8613 0.9998 0.9979

HT + contrast 3.2802 0.8691 0.9996 0.9960

HT + variance 3.5601 0.8748 0.9998 0.9987

HT + entropy 3.2766 0.8691 0.9996 0.9960

HT +uniformity 3.6076 0.8780 0.9999 0.9990
Disk HT + avg 3.3177 0.8798 0.9996 0.9974

HT + contrast 3.9217 0.8959 0.9996 0.9978

HT + variance 4.1189 0.9012 0.9997 0.9983

HT + entropy 3.9216 0.8958 0.9995 0.9978

HT + uniformity 4.1688 0.9030 0.9998 0.9986
Pepsi HT + avg 3.8730 0.8813 0.9998 0.9988

HT + contrast 3.9476 0.8994 0.9998 0.9986

HT + variance 4.4757 0.9138 0.9999 0.9994

HT + entropy 3.9474 0.8993 0.9998 0.9986

HT + uniformity 4.5097 0.9143 0.9999 0.9995
Paper HT + avg 2.9544 0.8626 0.9994 0.9843

HT + contrast 3.1566 0.8498 0.9988 0.9688

HT + variance 3.9129 0.8947 0.9997 0.9928

HT + entropy 3.1565 0.8497 0.9989 0.9688

HT + uniformity 3.9275 0.8950 0.9997 0.9928
Lena HT + avg 3.7464 0.8709 0.9997 0.9973

HT + contrast 3.9497 0.8925 0.9997 0.9979

HT + variance 4.2997 0.8919 0.9998 0.9984

HT + entropy 3.9450 0.8923 0.9997 0.9979

HT + uniformity 4.3311 0.8933 0.9999 0.9987
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HT + proposed methods are presented in Table 2. Time taken in seconds is also
shown in Table 2 for both the methods. It is implemented on Pentium 4 processor
with 3 and 2.99 GHz, 500 MB of RAM. The computer has a system of Microsoft
Windows XP Professional, and its version is 2002.

Graphical analyses of DCT + variance and HT + proposed methods are shown
in Fig. 3. Time taken for the proposed method is lesser when compared with that of
DCT-based method.

6 Conclusions

In this work, two parameters (entropy and uniformity) are implemented. Uniformity
is a statistical method which eliminates the Gaussian noise. Further, all statistical
measures in HT domain for image fusion are compared. Abundant experiments on
assessing the fusion performance are performed, and the outcomes exhibit that the
uniformity in HT dominates the earlier techniques. Difficulty of the considered
methods is less. Computational time is lesser in uniformity method than other
statistical measures. HT shows a number of advantages, i.e., it does not blur at
edges, it converges fast and with insignificant error, it requires only integer
manipulation. Run time for the proposed method is 50% lesser when compared with
DCT-based fusion. These factors allow for ease of implementation and high
computational efficiency. Speed algorithms are easily implemented when consid-
ering VLSI creation using HT. In all real-time applications, the proposed fusion
scheme is the preferred choice. Hence, it is appropriate for practical applications.
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Crowd Density as Dynamic Texture:
Behavior Estimation and Classification

Neeta A. Nemade and V.V. Gohokar

Abstract Extracting crowd feature is a key step for crowd density estimation. This
paper proposes a simple and novel approach of preprocessing and extraction of
crowd feature. A 5 � 5 mask is defined for finding isolated components in the
image, which proved very efficient for classification of crowd density. SVM clas-
sifier is used for classifying the crowd in five different levels. The proposed method
is powerful to understand crowd behavior such as crowd coming toward camera
and exiting from the camera site. The results are analyzed for PETS dataset and are
very promising for images that have bright sunlight and shadow frames too. This
method can be used for intelligent surveillance system in public places.

Keywords Convolution of mask � Isolated components � Statistical features �
Thresholding

1 Introduction

Computer vision-based surveillance systems for crowd density analysis have
tremendous demand these days. Tragedies involving large crowds occur, especially
during religious, musical, and political events. To prevent the problems caused by
large crowds, proper control and management of crowd is essential. To know the
crowd distribution from the crowd density estimation, crowd density is one of the
basic features of the crowd status. It is required to give different level of attention to
the crowd of different density. Crowd feature extraction is one of the key aspects of
crowd analysis. Research of crowded scene analysis could lead to a lot of grave
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applications of crowd analysis such as crowd density estimation, people tracking
and detection, seclusion preservation, and crowd activities analysis.

Crowd counting based on features can be analyzed using texture, dynamic
texture, and pixel-based algorithms. Texture and dynamic texture analysis methods
are used by various researchers [1–8], where the features extracted are gray-level
co-occurrence matrix (GLCM) and local binary pattern (LBP). Pixel analysis
method used in [9–12] is based on background removal, foreground picture ele-
ments, edge detection, Minkowski fractal dimension (MFD), corner detection, edge
orientation, blob size histograms, foreground area, perimeter area ratio, shape
appearance, etc. Hajer Fradi, Xuran Zhao, Jean-Luc Dugelay put forward subspace
of the high-dimensional LBP as raw feature vector and obtained efficiency 89.75%
[9]. Wang et al. proposed texture descriptor based on local binary pattern
co-occurrence matrix with 94.25% accuracy [12]. Yang et al. proposed sparse
spatiotemporal local binary pattern (SST-LBP) as a dynamic texture descriptor and
accuracy results got are 90–95% [11].

This paper proposes a feature-based method, in which various statistical features
are extracted from image. The correspondence between features extracted and
classification of the crowd density is learned. Using this relationship, crowd density
is categorized into five distinct levels using SVM classifier.

The remainder of this paper is organized as per the following queue: Sect. 2
presents framework of proposed methodology with detailed analysis of feature
extraction process. Datasets used for analysis and performance are discussed in
detail in Sect. 3. Results and analysis for different datasets are presented in Sect. 4.
Conclusion is discussed in Sect. 5.

2 Proposed Methodology

Figure 1 explains the crowd density estimation flow used in proposed methodology.

2.1 Image Preprocessing

The image acquired by camera is first converted into grayscale for size reduction.
The image is then filtered using average filter of 5 � 5 mask. This helps in removal
of noise as well as blurs the edges. The filtered image is then given to feature
extraction block.

2.2 Feature Extraction

Two types of features are used for classification.
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• Statistical features
• Number of isolated components

Various statistical features are studied including average, standard deviation,
variance, kurtosis. It was observed from the study on various datasets that variance
is the most suitable parameter. For detection of crowd density, a mask is proposed
which segments the crowd into number of isolated components. Using the principle
of point detection, a mask called K-mask is proposed as shown in Fig. 2.

This mask is modified version of mask for point detection. Center pixel and the
nearest four neighbors are boosted, while the remaining pixels of the 5 � 5 mask
are multiplied by −2. Convolution of this mask with the crowd image segments the
image into individual element. The output of the convolution is threshold to get
binary image. The threshold is found by averaging the minimum and maximum
value of the output. The number of isolated components can be found which will
give an approximate value of crowd density. Figure 3 shows the effect of convo-
lution of this mask with image and thresholding.

Fig. 1 Crowd density estimation flow

Fig. 2 Mask for isolated
nodes
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2.3 Classification

Support vector machine (SVM) is used for classification. It is very useful tool
because of its high generalization performance. It does not require prior knowledge.
Dimension of input space is also not a problem, while using SVM it is a machine
learning tool that is based on the idea of large margin data classification. SVM
multiclass strategies is that it is a binary (two-class) classification technique, which

Fig. 3 Effect of convolution of mask a, c original images and b, d are corresponding segmented
images

Table 1 SVM classification techniques

Method One- to-one technique One-to-all technique

Approach SVM two-class SVM multiclass

Involves Builds one SVM for each pair of
classes

Builds one SVM per class. It is
trained to differentiate the samples
in a single class from the samples in
all residual classes

Advantage The training process is quicker in the
decision-making process and high
classification results, so more
practical to get used

With few classes, strategy seems to
be significantly more accurate

Disadvantage More computationally thorough Due to unbalanced training datasets,
recital can be compromised
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has to be adapted to handle the multiclass tasks. Two of the common methods to
enable this variation include the one- to-one and one-to-all techniques as shown in
Table 1 [13, 14].

3 Dataset

For testing the performance of algorithm, PETS (Performance Evaluation of
Tracking and Surveillance) dataset (http://www.cvg.rdg.ac.uk/PETS2009/a.html) is
used with the two different scenarios as given in Table 2. Highlights, recording
details, and density details are advantages of this dataset. Total 480 frames
including different crowd density levels, camera views and crowd directions are
examined and results are summarized in Table 3. It also had variation in lighting
conditions and shadow.

4 SVM Classification

Crowd density is defined for different levels as per the pedestrian per m2, number of
pedestrian or area occupied by the pedestrians. Person counting is not always
necessary for density analysis. The crowd frames are clustered according to con-
gestion degree of the crowds. Clear idea of the problem of level of services for a
pedestrian flow is provided in the literature according to which the crowd density is
categorized into five levels as jammed flow, very dense, dense, restricted, free flow
[15].

SVM is designed for binary classification, but the crowd density estimation is a
multiclass problem. Therefore, it needs to be extended for the multiclass problem.
Considering the computation complexity and the feature vector property, we used
the one-against-one method. In order to reduce the number of SVM classifiers, the
classes are divided into groups and at next level group is divided into class. The
MaxWins strategy is utilized to decide the density level of the crowd [13, 14].

As shown in Fig. 1, SVM 1 is used to classify Group 1 (defined for class 1 and
class 2 crowd density levels) and Group 2 (class 3, 4, and 5 crowd density levels).
SVM 2 classifies the frame into class 1 or class 2 density levels. SVM 3 classifies
between Group 3 (defined for class 3 and class 4 density level) and Group 4
(defined for class 5 density level). SVM 4 classifies the frame into class 3 or class 4
crowd density levels. Thus, four SVMs are sufficient to classify the five crowd
density levels.
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4.1 Classification Results

Figure 4 shows classification between two different crowd density levels for PETS
dataset: S1:L2: Time_14_06: View_001. Number of isolated nodes and maximum
variance both parameters are considered for the classification.

5 Conclusion

For different frames from PETS dataset, the crowd behavior is examined. The
results are promising even under influence of bright sunshine, shadows, direction
away and toward camera view. SVM classifier, one-versus-one is used as the
classification algorithm with a linear Kernel function that separates a set of objects
into their respective groups. Nearly 100% accuracy is achieved with zero error rate

Fig. 4 SVM 4 classification results for group 3 as dense (class 3) and very dense (class 4), group
1 as free flow (class 1) and restricted (class 2) and group 3 (class 4—very dense) and group 4 (class
5—jammed) crowd density levels for PETS dataset
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when tested on PETS dataset. The time taken is very less for the classification of
five different crowd density levels. The performance parameters shows effective
differentiation in all five crowd density levels with simple way.

Acknowledgements The authors would like to thank to the PETS dataset for providing the crowd
counting datasets.
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Restricted Turn Model Fault Tolerant
Routing Techniques for 3D Mesh
Network-on-Chip: An Evaluation

Ravindra Kumar Saini and Mushtaq Ahmed

Abstract Communication plays a crucial role in design and performance of
multi-core system-on-chips (SoCs). Recent development in nanoscale has opened
an alternative option to conventional on-chip communication network with uniform
stackable multi-chip modules in three dimensions. As the feature size continues to
shrink, transient failures or permanent physical damages of on-chip network links
are becoming a critical issue. To overcome these failures, network-on-chip
(NoC) routing scheme can be enhanced by adding fault tolerant capabilities. In this
paper, we analyze the performance of restricted turn model-based routing for the 3D
mesh NoC, namely partially adaptive fault tolerant odd even (FTOE3D) routing,
fault tolerant negative first (FTNF3D) routing, and fault tolerant XYZ (FTXYZ)
routing. As compared to other two routing algorithms, FTOE3D gives the
promising results. This document is in the required format.

Keywords Reliability � Fault tolerant routing � 3D mesh

1 Introduction

System-on-chip (SoC) consists of multiple shareable resources that need to com-
municate at very high speed. An alternate reliable, scalable, and efficient commu-
nication infrastructure is required with the shrinking of feature size and higher
scaling of cores in SoC. In terms of simplicity and ease of implementation, the
bus-based architectures have obvious advantage, but lack scalability and higher
bandwidth required. To overcome these limitations, a new communication infras-
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tructure is needed for multi-core chips. Network-on-chip is emerging as an alternate
solution to deal with complex system design in SoC [1, 2].

However, increasing the number of cores over a 2D plane is not efficient due to
long network diameter and overall communication distance [3]. Three-dimensional
(3D) integration is a viable design paradigm to overcome the existing interconnect
bottleneck in integrated systems to enhance system performance characteristics [4].
3D mesh NoC architecture comprises multiple homogeneous and heterogeneous
cores interconnected through routers as shown in Fig. 1. The complex 3D NoC
architecture is more vulnerable to the faults such as link failure or processing
element (PE) or router failure. Every router must be aware of the faults in channels
or adjacent nodes. A higher degree of tolerance is desirable in a routing algorithm
without any deadlock or livelock condition. An efficient algorithm with fault tol-
erance exhibits higher degree of tolerance while exploring multiple paths to deliver
the packet to the destination.

This paper is organized as follows: Sect. 2 presents related work in 3D NoC
routing. Section 3 explores the restricted turn model routing for 3D NoC.
Experimental setup, results, and performance analysis of fault tolerant algorithm is
discussed in Sect. 4, and finally we end the paper with conclusion and future work
in Sect. 5.

2 Related Work

In [5], a fault resilient routing algorithm for vertically partially connected 3D NoC
is discussed where each node in network does not have a vertical link in order to
deliver a packet to the destination layer. The routing algorithm requires two virtual
channels along the Y dimension while one each in X and Z dimensions. In [6],
authors address a low-cost solution to improve fault tolerance in horizontal inter-
connections only, in order to minimize the fault susceptibility in 3D NoCs.

Fig. 1 3 � 3 � 2 3D mesh
showing faulty links and
potentially faulty nodes
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Whereas, reliability issues are discussed in [7] on the aggregated faults that affect
through silicon vias (TSV) links in 3D NoC.

A traffic distributing routing algorithm for the 3D mesh network by limiting
bandwidth in the vertical dimension is discussed in [8]. In this algorithm, routing
decision is taken on the basis of distance between current and the destination node
along with the congestion information from the neighboring nodes. However,
algorithm focuses solely on congestion avoidance.

Another fully adaptive routing algorithm 3D FAR for homogeneous networks is
presented in [9]. This algorithm requires two virtual channels along the X, Y, and
four along Z direction that affects area and cost. In their proposed architecture, the
network is divided into four disjoint networks and packets are routed using shortest
paths between the source and destination nodes as long as there is no fault. In case
of any fault non-minimal routes are used. An efficient router structure is suggested
for 3D NoC called true NoC architecture by [10]. The architecture consists of
vertical links that are embedded in the crossbar and extend to all vertical layers.

3 FTOE3D and FTNF3D Routing Algorithms

Minimal path routing algorithms are advantageous as delays are smaller compared
to other adaptive routing algorithms. FTOE3D and FTXYZ are minimal, whereas
FTNF3D is non-minimal. The restricted turns of FTOE3D and FTNF3D are shown
in Fig. 2a, b, respectively.

Fig. 2 Turns allowed in a FTOE3D and b FTNF3D for 3D mesh
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Odd-even turn model for adaptive routing is proposed by Chiu [11], which is
further extended by Nizar et al. [12]. Turn restrictions are made on the basis
whether the current node is in even column or odd column and even slice or odd
slice as listed below and shown in Fig. 2a.

1. In odd column, packets are not allowed to take North-West and South-West
turns.

2. In even column, packets are not allowed to take East-North and East-South
turns.

3. Up-XY turns are not allowed in an even XY-plane, and XY-down turns are not
allowed in an odd XY-plane. Also, down-XY turns are not allowed in an even
XY-plane, and XY-up turns are not allowed in an odd XY-plane.

FTOE3D routing algorithm is partially adaptive, and even in the presence of
multiple faults it always follows minimal path from source to destination node. As
FTOE3D routing prohibits turns to break any waiting cycles hence, prevent dead-
locks. Further, it adheres to shortest path in cuboid of interest from source to des-
tination making it free from livelock also. The algorithm is shown in Algorithm 1.
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Algorithm 1. Fault Tolerant Odd Even (FTOE3D) Routing Algorithm for 3D Mesh NoC
procedure (FTOE3D Routing Algorithm)

Case 1: If current node is having Even column and Even plane. 
 If input direction of current node is East. 
  If links attached except North and South are failed, drop the packet. 
  Else, send in any one direction depending on congestion. 
 If input direction of current node is Rear 
  If minimal direction contains Rear and link not failed, send packet in Rear 

direction 
  Else, drop the packet. 
 Otherwise 
 If all links failed, drop the packet. 
 Else, send packet in any one direction depending on congestion. 
Case 2: If current mode is having Even column and Odd plane: 
 If input direction of current node is East: 
  If links attached except North, South and Front failed, drop the packet. 
  Else send in any one direction depending on congestion. 
 If input direction of current node is West or North or South: 
  If links attached except Front failed, drop the packet. 
  Else, send in any one direction depending on congestion. 
 Otherwise 
 If all links failed, drop the packet. 
 Else, send packet in any one direction depending on congestion. 
Case 3: If current node is having Odd column and Even plane: 
 If input direction of current node is North or South: 
  If links attached except West failed, drop the packet. 
  Else, send in any one direction depending on congestion. 
 If input direction of current node is Rear: 

If minimal direction contains Rear and link not failed, send packet in Rear 
direction. 
Else, does not contain Rear or contains Rear but Rear link is failed, drop 
the packet. 

 Otherwise 
 If all links failed, drop the packet. 
 Else, send packet in any one direction depending on congestion. 
Case 4: If current node is having Odd column and Odd plane: 
 If input direction of current node is North or South: 
  If links attached except West and Front failed, drop the packet. 
  Else, send in any one direction depending on congestion. 
 If input direction of current node is West or East: 
  If links attached except Front failed, drop the packet. 
  Else, send in any one direction depending on congestion. 
 Otherwise 
 If all links failed, drop the packet. 
 Else, send packet in any one direction depending on congestion. 
end procedure 
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Algorithm 2. Fault Tolerant Negative First (FTNF3D) Routing Algorithm for 3D Mesh 
NoC 

Procedure (FTNF3D Routing Algorithm)
Case 1: If all the three minimal directions of current node are negative and input direction 
at current node is west or south or front or current node is source node. 
 If all the links are failed, drop the packet. 
 Else, send the packet in any of these directions depending on congestion. 
Case 2: Else if the minimal direction of current node has any two negative directions and 
input direction at current node is west or south or front or current node is source node. 
 If Link in minimal negative direction fail, check for non-minimal negative direction. 
  If this link fails, drop the packet. 
  Else, send the packet in that direction. 
 Else, send in any of those directions depending on congestion. 
Case 3: Else if the current node contains only one minimal negative directions and input 
direction at current node is west or south or front or current node is source node 
 If link in minimal negative fails, check for the remaining two non-minimal negative 
directions. 
  If all the links fail, drop the packet. 
  Else, send the packet in these directions depending on congestion. 
 Else, send the packet in that minimal negative direction. 
Case 4: Else 
 If all links attached with the current node in minimal negative directions fail 
  Send the packet in any of non-minimal negative directions, if not failed. 
  Else drop the packet. 
 Else 
  If some or all links attached with the current node in minimal negative 
directions are not failed, send the packet in any of these directions depending on 
congestion. 
end procedure 

FTNF3D is partially adaptive, and non-minimal fault tolerant routing algorithm
based on turn restricted routing algorithms is proposed by Glass [13]. Six turns are
restricted in this algorithm as shown in Fig. 2b. This algorithm implies that all turns
from positive direction to negative direction, i.e., West, South, and Front are pro-
hibited. Forwarding packet is first routed toward West or South or Front until offset
is zero and then, turned toward East or North or Rear direction. The FTNF3D is
described in Algorithm 2, where packets from source to destination node are routed
through minimal path until there is no fault in network. If all links in minimal
negative direction are failed, then packets are routed through non-minimal negative
direction paths.
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4 Experimental Setup and Results Analysis

4.1 Experimental Setup

In order to evaluate the efficiency of the proposed routing algorithms, cycle accurate
simulator written in SystemC [14] is used. Simulation parameters are taken as listed
in Table 1. We have evaluated performance of proposed routing method with
random and transpose traffic patterns using bursty data, with the burst length of 4 at
an interval of 3 cycles. To evaluate effectiveness of FTOE3D, FTNF3D, and
FTXYZ, we have introduced 10 link failures across the network.

4.2 Results Analysis

For 64 nodes (4 � 4 � 4) uniform 3D mesh NoC, load ranging from 5 to 50% with
the increase of 5% each time is applied for initial 2000 cycles and simulated for
10,000 cycles. Every 20 bytes packet is fragmented by wormhole routing in 4 bytes
flits. Experiment is executed 10 times with a different load values to achieve a better
level of confidence. Table 2 shows the path taken by routing algorithms for single
source and destination pair. Every time, a new fault is injected in the current path to
see the degree of tolerance.

The graph is plotted for the latency at different load conditions for FTOE3D,
FTNF3D, and FTXYZ shown in Fig. 3a, b, respectively. FTOE3D performs better
as it tends to find the minimal path from source to destination in multilink failure
environment. After 20%, load congestion starts building, causing the higher latency
and more failure of packet delivery. Both FTOE3D and FTXYZ routing prohibit

Table 1 Simulation parameters

Parameter Values

Mesh size 4 � 4 � 4; total 64 nodes

Packet size 20

Buffer size 8

Flit size 4

Simulation
cycles

10,000

Test gen.
number

2000

Traffic patterns Random and transpose

Load in % 5–50 with 5% steps

Data pattern Data pattern bursty data with burst length 4

No. of
simulation

10 times with different load and traffic pattern for FTOE3D, FTNFD, and
FTXYZ
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turns to break any waiting cycles and prevent deadlocks as a result virtual channels
are not required (Fig. 3).

Average latency in FTOE3D under random and transpose traffic is observed to
be lower than FTNF3D and FTXYZ under different load conditions. FTNF3D and
FTXYZ use non-minimal path to route the packet form source to destination,
whereas FTOE3D uses minimal path to route the packets to surrounding cuboid of
interest. FTNF3D selects non-minimal path but less congested. By comparative
analysis, we can observe that FTOE3D is giving the best latency results in com-
parison with FTNF3D and FTXYZ. This may be owing to the facts that turn
restrictions in the FTOE3D results in uniform distribution of load. More realistic
pattern is observed in transpose traffic pattern, and it is clear that FTOE3D out-
performs compared to other routing algorithms making it more reliable for the 3D
mesh NoC.

5 Conclusion and Future Work

In this paper, we explored FTOE3D, FTNF3D, and FTXYZ routing algorithms with
the fault tolerant under the different traffic with bursty data patterns. Results are
indicative that FTOE3D exhibits better performance in terms of latency than
FTNF3D and FTXYZ. This is because routing always following a minimal path
that does not include faults. In future, robustness of these algorithms is evaluated
under more complex and realistic traffic and data patterns like bit shuffle, NED, and
multimedia or MPEG4, respectively.
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Fig. 3 Latency of a random traffic and b transpose traffic in the presence of 10 faulty links with
load ranging from 5 to 50%
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Power Issues of MANET

Prathmesh Singh, Suruchi Gupta, Lakshita Sejwal
and Amrita Mohan

Abstract Mobile ad hoc network (MANET) is a group of wireless and mobile
hosts which work effectively and efficiently without any central administration. It
has become the most convincing source for future implementations in wireless
networks to increase the popularity of mobile and wireless nodes. MANET has
several issues such as power efficiency and multicast congestion control.
Since MANET uses battery power for functioning, energy turns out to be deficient
or one of the major drawbacks for its operation. Our goal for this paper is to find an
energy-conserving architecture so that the idle use of power can be reduced in
MANET without disrupting the functioning of current MANET algorithms.

Keywords Energy conserving � Mobile ad hoc network (MANET) � Multicast
congestion control � Mobile hosts � Power efficiency

1 Introduction

The dependency on technology in today’s modern era has increased the need for
computational devices and communication irrespective of location and time.
Therefore, the usage of MANET has also increased to a great extent in fields such
as military operations, emergency areas, and disaster-prone areas as it is wireless
communication which does not require any base stations or central infrastructure to
operate. Since MANET operates on power derived from a mobile battery, con-
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servation of energy becomes a great issue for MANET networking. Since mobile
battery is limited and enhancement in battery life is not as fast as the enhancement
of wireless communication, we discuss of the protocols or algorithms of using
MANET in such a way that the output is maximum with minimum usage of energy.
A protocol’s behavior does have a significant impact on power consumption [1]. In
this paper, we discuss the issues in energy consumption in the working of MANET.
We have mentioned some of the already derived algorithms for increasing the
energy efficiency or say reducing the power consumption of MANET. Few such
protocols mentioned are:

• Dominating-awake-interval protocol [2]
• Periodically fully awake protocol [2]
• Quorum-based protocol [2]
• Proposed efficient power-aware broadcasting algorithm [3]
• Energy efficiency matrix [4]
• Energy efficient tree construction [5]
• Min-power consumption and Max-life algorithm [6].

We will be discussing in detail about dominating-awake-interval protocol and
minimum-power consumption and maximum-life algorithm.

2 Issues in the Energy Consumption of Existing MANET
Networking

As mobile ad hoc network (MANET) is widely used in today’s modern era due to
its easy mobility, its efficiency needs to be increased in terms of power con-
sumption. As MANET works on battery power, its lifetime is very short because a
battery is a limited source of energy. The MANET working takes place as follows:

The source nodes send packets to the receiver, and the receiver receives the
packet to complete the transmission. Since there are no intermediate stations,
MANET works on node-to-node transmission of packets. Ample amount of energy
is used in this transmission as the sender as well as the receiver needs to stay awake
for detection. There are few MANET algorithms which follow the shortest path
routing technique but do not have the energy conservation technique [4, 7]. The
energy is consumed during these processes:

• Transmission of message packets between the nodes.
• Idle mode of source.
• Irregular awakening and sleeping of hosts.

In this paper, we have discussed some of the protocols and algorithms which
help in making MANET more efficient by reducing energy consumption and
increasing its transmission efficiency.
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3 Protocols and Algorithms for Lowering Energy Usage
in MANET

In this section, we present some of the already derived power consumption pro-
tocols which help in increasing efficiency of MANET.

3.1 Dominating-Awake-Interval Protocol [2]

The basic idea of this protocol is to place as PS host to remain awake for such long
time that the nearby users can know each other and deliver buffer packets if
required. In this protocol, the power-saving host must remain awake for at least half
of BI in each signal interval [2] (BI: length of each signal interval).

This protocol works on the following procedure:
When it is required by the host to go to power-saving mode, it breaks its time

into short interludes, each of measure BI. The length of all AW, BW, and MW is
constant within each beacon. To ‘dominating-awake-interval protocol,’ let us
assume that AW >= ((BI/2) + BW) [2]. The alternating signals are named as even
and odd interludes, having different structure (Fig. 1) defined below:

• Odd signal interludes start by active window followed by signal windows and
thereafter proceeded by an MTIM window.

• Even signal interludes are also started by the active window, but the active
window is enrooted by an MTIM window followed by a signal window.

We can be optimistic that active window of two hosts will always have some
overlapping by imposing the active window covering at least half of each signal
interval [2].

Earlier we assumed that AW >= ((BI/2) + BW). The below theorem will prove
the statement (Proof in Appendix A of [2]).

Fig. 1 Architecture of interludes in the protocol
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Theorem The dominating-awake-interval protocol guarantees that when AW >=
((BI/2) + BW), a PS host’s entire beacon window always overlaps with any
neighboring PS host’s active window in every other beacon interval, no matter how
much time their clocks drift away [2].

This theorem assures that a host which is in power-saving mode will receive all
its nearby packets in every alternative signal interlude if there is no collision. This
reduces the response time for nearby devices discovery.

3.2 Min-Power Consumption and Max-Life Algorithm [6]

This algorithm is based on network’s lifetime and minimum power usage. This
algorithm was tested on a dynamic stipulating architecture somewhat like the
shown in Fig. 2.

The energy used up by every access router during message sending is tracked
down, which helps in allocating the efficient host. The proposed algorithm is used
in every access router. The threshold value for each node is calculated as min
{0.15Ei}¥ nodes in the transmission path [6]. Every access router collects the data
from topology monitors and switches to another route if the residual energy is found
to be less than threshold energy.

The following is necessary for designing an algorithm:
No Routing Delay: The goal of the selected algorithm is to choose a path from

the beginning node to end node, in such a way that during the transmission of
signals the remaining power in each selected node in the path remains greater than
the threshold power. The nodes which do not follow this rule are discarded, and
new path is selected to decrease the user power and increase the efficiency of
MANET.

Optimal Power Consumption: This states that nodes receiving an equal
number of packets should consume the same amount of energy. Regular checking
of nodes is done at regular intervals to check that remaining power in each node is
not less than needed energy level. If the remaining power is less than the threshold

Fig. 2 Spread-out network architecture
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energy then the node is sent to sleep mode, and another node is selected for
transmission of signals.

The main purpose of this process is to use minimum power to generate maxi-
mum efficiency of MANET. The process is mentioned as follows:

• From the starting node, break down the signal packet into same length of
small packets and pick a node ‘i’ where min(Ei > Thi) from all the neighboring
nodes [6].

• Generate a path to the end where each node has greater power than threshold
power.

• Perform the further mentioned steps of the algoithm in harmonic time gap ‘t.’
• Determine the residual energy of every node lying in the selected path by:

ERes ¼ E � EcðtÞ

where E is power of node at beginning level, Ec(t) is used energy in time interval
‘t,’ and ERes is remaining power of node [6].

• Power used by a node in time interval ‘t’ is defined by: Ec(t) = Nt*a + Nr * b [6]
where Ec(t) is power consumed by node after time ‘t,’ Nt is count of signals
received by node after time ‘t’ 0 <= ‘a’, ‘b’ => 1.

• If remaining power in each node is greater than the threshold power then
transmission continues through similar node.

• If the above statement is not satisfied, find another route to reach the end node
which would fulfill the algorithm’s criteria.

4 Conclusion

This paper concludes issues related to energy consumption in MANET and the
ways through which energy consumption can be reduced to such a level that its
lifetime can be increased. The two algorithms/protocols compared here are domi-
nating-awake-interval protocol and Min-Power consumption and Max-Life algo-
rithm. According to the first algorithm, i.e., dominating-awake-interval protocol,
the receiver becomes idle when there is no transmission. The second algorithm
depicts that if the remaining power in each node is lower than threshold power then
the node will get discarded and the neighboring node will be preferred for trans-
mitting the packet. These protocols/algorithms will make MANET more efficient in
the near future.
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Social Media for Enhanced e-Education
at Namibian Schools

Nobert Rangarirai Jere, Tlou Boikhutso
and Pardon Blessings Maoneke

Abstract The continuous technological changes have influenced service delivery
in various sectors. Within the education sector, both learners and teachers use
different technological devices in teaching and learning. Devices such as computers,
mobile phones, tablets, and e-readers are used to access information. Technology
has power to transform the teaching and learning paradigm. One should not ignore a
variety of e-Learning platforms which are available including social media. This
book chapter focuses on the effects of social media in education. A quantitative case
study research approach is used. This was supported by document review on current
emerging teaching techniques. Approximately 800 participants from high schools
and tertiary institutions were engaged. Results from the engaged participants
indicate that Facebook is distracting students from studying as they spend a lot of
time in online. This book chapter proposes a modern teaching approach that could
be used and explains the role of social media.
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1 Introduction

This chapter explains modern teaching approaches and how social media could be
used to improve teaching. An overview of existing social media applications, i.e.,
WhatsApp, Facebook, and Twitter, is given. There is no doubt that students at high
school and at tertiary institutions are using social media every day. In this research,
Facebook is used as the testing platform. The focus of this chapter is to show how
social media could be incorporated into teaching and learning within Namibia edu-
cation sector. We argue that in a situation where learners are having access to tech-
nological devices, teachers have to be very innovative and come up with new
teaching approaches. Studies on WhatsApp, Internet, and Facebook usage among
Namibian teenagers were conducted. However, this chapter explains findings on the
use of Facebook only. It is clear that not only social media is used as an emerging
approach in classrooms. There are so many other technologies available and
becoming popular in many areas. The challenge is to find the most effective approach
that ensures learners and teachers do benefit from the emerging technology.

The main focus is to explain how social media platforms such as Facebook could
be used to improve teaching and learning. We attempt to demonstrate how
Facebook can play a role in the emerging teaching and learning approaches. Our
aim is to enable both teachers and learners in developing nations to fully benefit
from the emerging technologies and social media. The following sections explain
the current approaches that are available and used in different areas within the
education sector.

1.1 Emerging Technologies in Teaching and Learning

The emergence of new technologies in the teaching and learning sector has
prompted for a review of the way teaching and learning is conducted. The aim is to
harness these technologies in such a way that they facilitate the conduct of teaching
and learning. For instance [1], recently studied the applicability of modern teaching
techniques in the educational process focusing on flipped teaching, whole brain
teaching, social media, among other technologies [1]. The research by Tretinjak
et al. [1] conclude that the use of different modern teaching techniques such as
flipped teaching, whole brain teaching, gamification, and social media is to make
learning interesting, improve the students’ comprehension, enhance the student–
teacher interaction, and improve critical thinking [1].

In particular, to flipped teaching technique, students can use the technology to
study course material online before classes. These can include Web 2.0 technolo-
gies such as blogs, Twitter, podcasts, wikis, social network sites, virtual worlds,
video sharing, and photograph sharing [2]. On the other hand, class time will focus
on interactive activities, exercises, illustrating concepts, projects, and discussions
under the guidance of the teacher or lecturer [1]. On the other hand, whole brain
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teaching technique stimulates both sides of the brain and emphasizes active learning
in which students repeat core information and practice basic skills through humor
and games [1]. The common modern teaching methods include flipped teaching and
gamification.

1.2 Social Media as a Learning and Teaching Technology

Among the emerging learning and teaching technologies, social networking or
social media is one of the technologies that are slowly gaining popularity. While
some of the early research discourages the use of social networks for teaching and
learning purposes, recent studies suggest it is practically possible and good practice
to engage social networks in education. For instance [2], noted concerns raised in
some of the early researches between 2006 and 2007 relating to privacy and anxiety
in interacting with professors in social networks motivating a belief that it does not
serve an academic purpose and the opinion that faculty should simply avoid “ed-
ucationally appropriating” these “backstage” social spaces [2]. Nevertheless, more
case studies have demonstrated the successful use of social networks in facilitating
teaching and learning [3–5]. The use of social networks is motivated by the fact that
while students consider teachers as the main source of information, they depend on
each other to complete the learning process [3]. Accordingly, teaching and learning
methods seek to incorporate the use of already popular social networks or media in
facilitating learning. Among other challenges is how to include social media in
teaching and learning.

Different approaches to incorporating social networks in education have been
suggested. For instance [3], through their study: “Learning by Challenging: a Social
Network and Privacy Based Approach” demonstrate the use of social media in
education. They indicated how a classroom simulation (Intelligent Tutoring
Systems (ITS)) can be achieved in a virtual learning environment using human
peers, rather than software, as learning companions. This was achieved through a
virtual system (Learning by Challenging strategy) whereby a learner is challenged
by another learner/friend or the system to perform a task and obtain a better score. It
was found that learners who learn by challenging their friend’s scores perform
better than those who try to beat the score predefined by the system and that
participants who received recommendations from LBC made better progress in their
learning [3].

2 Social Media and Facebook as a Case

Social networking applications and sites are now in place to help people connect
and communicate with each other [6]. The devices used to access these social
networking sites range from personal computers to mobile phones, which are well
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accessible to learners especially in urban schools. This means that learners have
access to mobile phones during school time, thus the intervention by the ministry of
education to implement the cell phone policy in public schools. It is perceived that
cell phones are a distraction to learners since in the current curriculum everything
they need to learn is in the textbooks and thus the introduction of the cell phone
policy. In this age, there are a lot of things learners can get on social sites either to
their advantage to advance in school or to their detriment.

Faliagka et al. [6] further state that teenagers are at the forefront when it comes to
using social networks as a way to share their concerns and socialize without any
critique or anyone trying to put them down [6]. This also result in parents coming
forth with concerns that their children spend a lot of time on social networking sites
and disconnecting from family and friends. It is of utmost importance that the
authors chose to investigate the issue of social networking among teenagers due to
the concerns raised by parents as well as stakeholders in education.

In addition, Stewart use a case study approach to demonstrate the use of
Facebook in building a virtual community of readers [7]. His study reports Jessie’s
experiment that involves the use of a social literacy activity on Facebook in
stimulating critical thinking and animated discussion. The whole process starts with
the group leader allocating a book to students to read and then ask related questions.
For this to be done on the Internet, Jessie created a group on Facebook named
Virtual Literature Circle on which the group leader would post tasks related to the
book that the students (group members) have been asked to read. For any questions,
students would use the wall and use Facebook’s chat system for interacting with
each other as they share opinions. Jessie’s idea of using Facebook as a platform for
encouraging studies was aligned to the theoretical basis of social learning by
Vygotsky which argues that social scholarship is important for in cognitive
development because students are able to interact, share experiences, and learn from
one another [7]. In addition, Bandura’s social learning theory highlights the fact that
people learn from one another via observation, imitation, and modeling (Learning
Theories Knowledgebase 2008a in Steward, 2009). As such, Facebook is herein
used as the platform to encourage the interaction and sharing of information among
students.

Based on the experiment, Jessie concluded that the Facebook virtual literature
circle was an excellent teaching environment for social and group work [7]. It was
noted that the development of group dynamics and the application of cooperative
structures encouraged equal and shared responsibility from all members, including
even the quietest students [7].

While Jessie reports success using her virtual learning group on Facebook [5],
argue that a group is one of the weakest Facebook communication methods. Miller
and Jensen [5] noted that students may join a group to express an opinion and very
little of these students participate in these groups [5]. As such, they focused on
amassing friendship and making news feeds as a way of promoting library infor-
mation. Introduced in fall 2006, the Facebook news feed is now a core feature that
is automatically generated for all users every time they sign in [5]. Accordingly [5],
report Lauren’s experiment on Facebook, courtesy of news feeds, to communicate
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library news to students. Lauren took advantage of the fact that students keep
coming back to Facebook because information is constantly changing and the fact
that students read what Facebook puts in front of them not what they seek out on
their own.

2.1 Research Approach

A quantitative research approach was used in this study. A questionnaire survey of
seven hundred and fifty (750) learners was engaged. Two high schools in Khomas
region (Windhoek) and one tertiary institution were engaged. The data was anal-
ysed using SPSS version 23 (Statistical Packages for the Social Sciences).
A p value <0.05 was considered as statistically significant. Data analysis was
initiated with a check of the outliers, missing data, and normality through skewness
and kurtosis values that could affect relations between variables. A descriptive
statistical analysis of the data (means, standard deviations, ranges, frequencies, and
percentages) was initially conducted. Frequency distribution tables and bar graphs
were used to summarize categorical variables. An independent samples T-test was
used to compare the average number of hours per week on the two groups (High
School and Tertiary). This chapter presents the results that were obtained from
Facebook survey. The survey engaged Namibian schools and a tertiary institution.
The aim of the study was to find out the view and usage on Facebook among the
learners at high schools and at tertiary institution. By studying the implications of
social networks on teenagers, it helps educators to be aware of the learners’ needs.
This will enable the integration aspects in the curriculum so that the engagement of
learners with social networks does not detriment academic achievement.

Summary of the findings (Table 1).
Results show that tertiary participants had a statistically significantly higher

number of hours spent on Facebook (20.93 ± 27.14 h) compared to high school
participants (15.43 ± 18.04 h), t (659) = −3.221, p = 0.001. The values of the
standard deviation were a bit too high reflecting the high margin on the hours spent
on Facebook by the participants.

To ensure that the reproduction of your illustrations is of a reasonable quality,
we advise against the use of shading. The contrast should be as pronounced as
possible. If screenshots are necessary, please make sure that you are happy with the
print quality before you send the files.

This paper gives the results on the Facebook usage among the participants and
explains how the results could influence the modern teaching approaches (Fig. 1).

Table 1 Average hours
spent on Facebook per week

Category N Mean

High school 338 15.4294

Tertiary 377 20.9310
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The results show that just over 50% of the high school learners agree that they
feel Facebook is part of their life. We interpreted this as a feeling which was
supported by the hours spent on Facebook. Of course, about 30% of the tertiary
students disagree that Facebook is part of their life. This could be due to the fact
that tertiary students are matured. This means in as much as they use Facebook,
they also have other priorities (Fig. 2).

Results indicate that learners are feeling that Facebook is taking most of their
time and this is affecting the schoolwork. The other interesting finding is the
variations of the high school learners’ results. This could be attributed to the fact
that some learners do not have access to Facebook all the time. Some either access
Facebook at schools or at home. As for the tertiary learners, we could argue that a
greater percentage of over 70% disagree that Facebook is affecting their school-
work. This could also be attributed to maturity and the ability to manage the
Facebook.

Fig. 1 Facebook as part of life

Fig. 2 Has your schoolwork been disturbed because of Facebook
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This could show that possibly for high school learners, social media education
could be required (Fig. 3).

There were more numbers on high school learners who sleep late using
Facebook. At the same time, a significant percentage of almost 15% strongly dis-
agree to that. This could be those who do not have access to Facebook at home. Or
those whose parents ask them to sleep early. Still, a greater percentage of tertiary
learners indicate that they manage Facebook well and know when to sleep. An
almost 50% of the tertiary learners were neutral on this question. This may be due
to the definition of sleeping late. So some learners may not be sure on what late
hours are (Fig. 4).

On the participation on Facebook discussion, higher percentages of participants
were neutral. This indicates that some do participate or at times they initiate dis-
cussions so in the end they were not sure whether that could be participating. Of
course, a greater percentage of over 35% of high school learners agree that they
participate in discussions (Fig. 5).

Much more improved percentages agree that they browse videos, photographs,
and images on Facebook. This could support the idea that if Facebook is to be used

Fig. 3 Facebook affects sleeping time

Fig. 4 Participation on facebook disucssion
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in teaching and learning, then it has to be interactive and be in different graphical
forms.

Summary of results
Results clearly show variations in the usage and understanding of Facebook among
the two groups of participants. However, the notable observation was that Facebook
is popular and has been used even during class time. Learners also mentioned
during the study that some lecturers and teachers are boring, so they end up using
Facebook. If the teaching approach is one and does not engage students, then
majority end up sleeping or using Facebook especially tertiary learners who have
access to Facebook anytime. We agree that the power of social media to transform
the teaching and learning is undebatable. And possibly as technology changes, new
ways of accommodating social media in the classroom are required.

3 Achievements and Recommendations

This chapter has exposed the current usage and views of learners on Facebook.
There is a clear evidence to support that the Namibian learners from the schools and
the tertiary institution engaged are using Facebook. For a much benefit for both the
learners and the teachers, we argue that Facebook could be used in the teaching and
learning. This could improve the integration of technologies in the classroom and
lecturer rooms. There is a need for all education stakeholders to work together in
raising the curriculum and accommodate social media. We understand that this
cannot happen without proper planning and involvement of the major stakeholders.
For example, some of the major recommendations include the following:

Fig. 5 Facebook usage
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• Revisiting of the curriculums to incorporate social media into teaching and
learning;

• Coming up with supporting social media policies;
• Equip schools and teachers with the ICT skills;
• Educate learners and teachers on effective ways of using social media;
• Ensure that teachers are involved and not let out.

4 Conclusion

Experience from the current teaching and learning in Namibia shows that the use of
different modern teaching techniques such as flipped teaching, whole brain teach-
ing, gamification, and social media could be used to make learning interesting,
improve the students’ comprehension, enhance the student–teacher interaction, and
improve critical thinking. In addition to this, social media, i.e., Facebook, could
play a significant role in ensuring the success of emerging technologies. This
chapter highlights the views on learners using Facebook. Our proposal is for social
media and education experts to engage in discussions in which the incorporation of
the social media in teaching and learning could be proposed and implemented. We
agree that Facebook has many features that could be used in teaching and learning.
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Fifth-Level Second-Generation
Wavelet-Based Image Fusion Algorithm
for Visual Quality Enhancement of Digital
Image Data

Meenakshi S. Arya and Pratishtha Jain

Abstract Image fusion is a technique that combines the complementary infor-
mation from multiple images such that the fused image contains possibly the
maximum information pertaining to both the constituent images. The objective of
the proposed work is to review the existing techniques presented by various
researchers for image fusion and devise a more efficient solution. The proposed
technique involves the use of lifting wavelet transform technique at fifth level of
decomposition and 9 different max–min–mean fusion rule combinations to achieve
image fusion. The performance evaluation has been done on the basis of perfor-
mance parameters considering PSNR, entropy, E-RMS, correlation coefficient, and
structural similarity index. The fused images obtained were nearly identical to the
ideal images since the correlation coefficient is 0.9947 which is quite close to 1. The
observed values of the evaluation parameters show that the proposed scheme shows
better performance as compared to others.

Keywords Image fusion � Lifting wavelet transform � SSIM � CR

1 Introduction

In recent years, image fusion has emerged as a new and a promising research area.
A significant amount of research is being carried out in the field of image fusion
which has offered many benefits to various applications such as medical imaging
and multispectral sensor image fusing. Image fusion is the procedure of amalga-
mating two or more images having some common characteristics or taken from the
same scene to produce a single image that has the maximum and the finest infor-
mation content of the original image, without producing any inconsistencies in the
image and simultaneously ignoring the noise and irrelevant features to the
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maximum extent. Enhanced superior image is thus provided by the fused image
than the original image with low details.

As focusing on all the objects present in a scene at times is not possible in all the
situations, multifocus image fusion technique is used in those situations. It fuses
several images of scene captured with focus on various objects using different
sensors, and then, these images are fused to form a resulting image which focuses
all the objects in the scene.

The application areas benefited from image fusion include military, remote
sensing, machine vision, robotic, and medical imaging. For medical image fusion,
the fusion of images can often lead to additional clinical information (such as CT
scan, X-ray, diagnostic sonography, PET scan, MRI.) for diagnosis of medical
problems. Another important advantage is that it can reduce the storage cost by
storing just the single fused image instead of multisource images.

The fusion is fundamentally classified at three levels: pixel level, feature level,
and decision level. Pixel level is the lowest fusion level which produces a fused
image with each pixel determined from a set of pixels in each input image. Feature
level is the medium level which involves feature extraction on the input data to
employ them jointly. Decision level is the highest level fusion where each image is
processed individually for information extraction.

This paper uses the lifting wavelet transform to perform image fusion. The
proposed approach involves 9 max–mean combinations, and the wavelet analysis is
done at fifth level of decomposition using Haar transform.

2 Related Work

There are many algorithms that have been proposed for the fusion of images.
Petrovic and Xydis [1] proposed a novel approach that is based on fuse and then

decompose idea for multiresolution signal-level fusion where a single fused image
is produced without any data loss or distortion. This paper involves multiresolution
gradient map representation which potentially reduces the distortion and the loss of
contrast information that is usually observed in fused images resulted from the
conventional multiresolution fusion schemes.

Wang and Lohmann [2] presented a novel wavelet-based approach for medical
image fusion developed by taking into consideration the characteristics of human
visual system (HVS) and the physical meaning of the wavelet coefficients. With the
decomposition of the medical images by the wavelet transform, different diffusion
schemes are proposed for combining the coefficients.

Swathi et al. [3] presented a multimodal image fusion algorithm for medical
images based on lifting wavelet transform and neurofuzzy. This paper aims at
enrichment of the image content by the amalgamation of the images.

Joseph and Barhatte [4] analyzed image fusion based on three transforms,
namely discrete wavelet transform, fast curvelet transform, and discrete fast
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curvelet transform. The combination of DWT and FCT techniques leads to a new
technique named as discrete fast curvelet transform providing better fusion results.

Manna et al. [5] proposed an enhanced block-based feature level image fusion
technique using a combination of lifting wavelet transform and neural network to
fuse a pair of images. The hybrid algorithm is referred as BFLN method which
combines the concepts of both neural network and lifting wavelet transform for
fusion of medical images.

Sun et al. [6] proposed an image fusion algorithm based on wavelet transform
and the second-generation curvelet transform. This paper involves pixel level
fusion. Three fusion algorithms are considered: discrete wavelet transform (DWT),
the second-generation curvelet transform that is fast curvelet transform (FCT), and
discrete fast curvelet transform (DFCT). This paper gives an idea about the
selection principles for low- and high-frequency coefficients according to variable
frequency domain after wavelet and the second-generation curvelet transforms.

3 Image Fusion Techniques

There are mainly two types of image fusion techniques. Spatial domain fusion: The
spatial domain techniques fuse source images using local spatial features, such as
gradient, spatial frequency, and local standard derivation. It further includes the
following methods:

– Intensity-hue-saturation (IHS) transform-based fusion;
– Principal component analysis (PCA)-based fusion;
– High-pass filtering method.

Transform domain fusion: For the transform domain methods, source images are
projected onto localized bases which are usually designed to represent the sharpness
and edges of an image. It is the most well-known type of image fusion technique
because of its effortlessness and its capacity to protect the time and recurrence
subtle elements of the pictures to be melded. It includes the following kinds of
wavelet methods:

– Discrete wavelet transforms (DWTs);
– Lifting wavelet transforms (LWTs);
– Discrete cosine transforms (DCTs).

This paper aims to study and use the second-generation wavelet transform for
the image fusion. Wavelet transforms are multiresolution image decomposition
schemes that provide a variety of channels representing the image feature using
different frequency subbands. The decomposition in the proposed work is carried
out using Haar wavelet. The Haar wavelet obtains the lower-frequency components
by taking the average of the two pixel values and obtains the higher-frequency
components by taking half of the difference of the two pixels. In other words, the
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source image is decomposed into rows and columns by low-pass (L) and high-pass
(H) filtering and then downsampled to create the coefficient matrices LL and LH.
The coefficient matrices LL and LH are low-pass and high-pass filtered in vertical
direction and downsampled further to create subbands LL1, LH1, H L1, and H H1.
This type of decomposition can be done at different levels. After the first level of
decomposition, four bands, viz LL, LH, HL, and HH, are achieved. Out of these,
the LL band, the lower-frequency band, contains most of the information, while the
other three higher-frequency bands are having only less information like edge
details of the image. The further level of decomposition occurs in the current
obtained LL band (Fig. 1).

4 Lifting Wavelet Transform

Sweldens [7–10] proposed lifting wavelet transform using the lifting scheme in
time domain. LWT promises to offer a spatial domain interpretation of the trans-
form. Unlike other traditional transforms, it does not demand much memory space,
avoids large complex computation, and is able to yield integer-to-integer wavelet
transform. These advantages make it appropriate to be applied to image fusion to
obtain better fusion effect and improve fusion speed. The LWT comprises of three
stages (Fig. 2).

Fig. 1 Decomposition at second, third, and fourth levels

Fig. 2 Lifting wavelet transform
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Split: The original signal is divided into two disjoint subsets. Although any
disjoint split is possible, the original data set is split into two smaller subsets that are
even indexed samples Snð Þ; odd indexed samples Snþ 1ð Þ:

Predict: The wavelet coefficients dn�1 are generated as an error in predicting
(Snþ 1) from (Sn) based on the correlation present in the original data using the
prediction operator P. The prediction of the odd subset from the even subset
illustrates the lifting of the high-pass subband with the low-pass subband. The
difference between the approximation and the actual data replaces the odd elements
of the data set. The even elements are kept as their actual form and subsequently
become the input for the next step in the transform.

ðdn�1Þ ¼ ðSnþ 1Þ � PðSnÞ ð1Þ

Update: Snð Þ and dn�1ð Þ are combined to obtain scaling coefficients (Sn−1) that
represent a coarse approximation to the original signal. This is accomplished by
applying an update operator U to the wavelet coefficients and adding the result to
(Sn): In this stage, the global properties of the original set in the subsets are
maintained and are performed as follows:

ðSn�1Þ ¼ ðSnÞþUðdn�1Þ ð2Þ

This step lifts the low-pass subband with the high-pass subband to maintain
some properties of the input stream of the low-pass subband. The original value of
the odd elements has been overwritten by the difference between the odd element
and its even “predictor.” Hence, the update phase operates on the differences stored
in the odd elements for calculating an average [4].

5 Proposed Technique

The wide availability of multi sensor data in numerous fields such as remote
sensing, medical imaging, and machine vision has brought the multisensor data
fusion into attention. Various techniques have been proposed till date to address this
important research issue. Lifting wavelet theory is a new approach for constructing
wavelet, which is also called as second-generation wavelet. The main aim of LWT
is to transform a coarser signal (Sn�1) into a detailed signal (dn�1). Hence, LWT can
be considered as an efficient method for calculating the filtering operations.

The proposed LWT technique is applied to image using fifth level of decom-
position and with nine different combination such as min–min, max–min,
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max–mean using Haar wavelet. The original image is decomposed into subbands,
known as subband decomposition level. After the principal level of decomposition,
there are 4 subgroups: LL1, LH1, HL1, and HH1. For each progressive level of
decay, the LL subband of the past level is utilized as the input. The decomposition
of the subsequent approximation bands is done till fifth level, and the same has been
depicted in the figure above (till fourth level).

Most of the information from the source images is kept in the low-frequency
band as it is a smoothed and subsampled version of original input image. Higher
value of wavelet coefficients carries salient information about images such as
corners and edges and hence maximum selection rule, gradient, and contrast.

Max fusion rule: The higher value wavelet coefficients contain most important
information about images such as edges and corners. Hence, all the smaller mag-
nitude complex wavelet coefficients are replaced by higher magnitude complex
wavelet coefficients in maximum selection rule. For every corresponding pixel in
input images, the pixel with the maximum intensity is chosen and used as the
resultant pixel of the fused image.

Mean fusion rule: This method is a simple one where fusion is achieved by
calculating the average of corresponding pixel in each input image. Low-frequency
components are fused by averaging method.

Min fusion rule: In this rule, higher magnitude complex wavelet coefficients are
replaced by means of smaller magnitude complex wavelet coefficients. For every
corresponding pixel in input images, the pixel with the smallest intensity is chosen
and used as the resultant pixel of the fused image. The following figure depicts the
proposed algorithm (Fig. 3).

Fig. 3 Flowchart of
proposed methodology
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6 Simulation Analysis

The proposed approach has been simulated in MATLAB with 9 Max–Min–Mean
combinations. Based on the heuristic assessment, from all the 9 combinations, the
best one is selected according to the performance parameters. The results of the
proposed scheme have been compared with the existing techniques reviewed in the
literature on the basis of visualization and qualitative aspect.

The visual evaluation considers the natural appearance, brilliance contrast,
presence of complementary features, enhancement of common features, etc.

The quantitative criterion includes five parameters, namely entropy, PSNR,
correlation coefficient (CC), structural similarity index (SSIM), and RMS error.

Table 1 is indicative of the fact that as compared to the other techniques, LWT
technique performs better using max–mean combination.
Table 2 is indicative of the fact that the proposed algorithm at fifth level of LWT
performs better than other image fusion techniques (Figs. 4, 5, 6, 7, 8 and 9).

Table 1 Image quality metrics readings for LWT for various combinations

LWT combination PSNR MSE SSIM Entropy CC RMS

mean–max 29.5150 4.5562 0.9527 7.0589 0.9875 2.1345

mean–mean 33.3915 1.1566 0.9760 6.9196 0.9947 1.0754

mean–min 31.9853 1.9812 0.9506 6.9498 0.9929 1.4076

min–max 29.3939 4.6637 0.9522 7.0576 0.9872 2.1596

min–mean 33.1838 1.2623 0.9760 6.9526 0.9945 1.1235

min–min 31.8365 2.0851 0.9507 6.9496 0.9929 1.4440

max–max 29.5649 4.5407 0.9531 7.0491 0.9877 2.1309

max–mean 33.4194 2.1428 0.9760 6.9374 0.9947 1.0690

max–min 32.0028 1.1428 0.9505 6.9372 0.9929 1.4033

Table 2 Evaluation of the
parameters of fused image

Image fusion techniques Entropy CC ERMS

DWT 3.5548 0.9891 2.1564

FCT 3.6455 0.9928 2.0213

DFCT 3.7721 0.9937 1.8678

Proposed LWT 6.9374 0.9947 1.0690
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Fig. 4 Input image 1

Fig. 5 Input image 2
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Fig. 6 Fused image

Fig. 7 Entropy comparison of different techniques with the proposed LWT technique
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7 Conclusion

In this proposed algorithm, lifting wavelet transform has been used to enhance the
low-resolution images. Qualitative, quantitative, and visual performance analysis of
the images had been done. The lifting wavelet transform has been applied to the
input images by performing fifth level of decomposition and applying 9 combi-
nations of Max–min–mean fusion rules. The proposed method for image fusion
techniques is to provide good qualitative, quantitative, and visual results than the
conventional as well as state-of-the-art methods.

In future, this proposed method may be combined with some other wavelet
transform technique and by using some different wavelet functions. Also, the
proposed method can be extended to be used in medical image data.

Fig. 8 Correlation coefficient comparison of different techniques with the proposed LWT
technique

Fig. 9 RMS comparison of different techniques with the proposed LWT technique
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Advanced Teaching Materials of Inverted
Pendulum System by the PLC Sequence
Method

Junichi Sugaya, Kuniaki Yajima and Yuta Iishiba

Abstract Manufacture for beginners of the teaching materials by student’s pro-
posals was done for fifth-year students’ practical training classes, in Dept. of
Electronic Control Engineering, from 2010 to 2013. So we propose this idea
developing some basic teaching materials of sequence control for students of our
college and international exchange students. The purpose of manufacturing the
materials is to make students understand the foundations of sequence circuits, like
logic circuit and self-hold circuit by using these teaching materials. Furthermore, as
an advanced step-up course of fundamental teaching materials, we developed new
teaching materials whose subject is inverted pendulum system to make students
understand sequence control by the motion of pendulum visually. At present, we
are testing the piecewise linear control for the inverted pendulum system, and we
succeed in keeping it standing.

Keywords Fundamental teaching materials � PLC sequence method � Advanced
teaching materials � Inverted pendulum system � Piecewise linear control
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1 Introduction

In modern technology society, we think that sequence control is a fundamental
technology which is widely used and is an important one which engineers should
study.

By the way, experiment and training courses for lower-class students in a
National College of Technology are important because the courses raise their
consciousness for “specialty,” and they also improve their training motivation
toward specialized experiment in upper classes [1], etc. In our college, “Creative
Engineering” course [2] started in the first year student in the new Dept. of
Information System Engineering in 2010. Sequence control in Creative Engineering
is selected as one topic in the old Dept. of Electronic Control Engineering of our
college.

In one of the fifth-year students’ practical training of “Topics in Electronic
Control” classes, students manufacture experiment materials of sequence control
and also develop teaching materials for the class, based on the five donated FA
learning kits. In the process, students’ creativity is harnessed, and the teaching
materials are further developed for first-year students of Creative Engineering class
based on proposals of students. Sequence control engineering for beginners is tried
by some National Colleges of Technology [3].

So first, we manufacture a new teaching material similar to the donated FA
learning kit and report about it. This material is for beginners with which learners
can make the easy sequence circuits and receive the basic training for sequence
control.

On the other hand, we have been searching for the sequence control engineering
for graduation research works and application themes for overseas trainees since
2010 [4]. So we think of producing the inverted pendulum system which is well
known in the control field as an application theme. Because inverted pendulum
system is unstable, it is possible to check the pendulum visually. Inverted pendu-
lums utilized the apparatus in classes of automatic control in another college of
technology [5]. And inverted pendulum model is applied to the human body to
investigate the estimation method of the human postural control ability [6]. But the
teaching materials of positioning control by sequence controller were only known
on enterprise training of OMRON corp., and it was made for experts [7].

In this research, advanced teaching materials are made by using basic teaching
materials which are applied sequence control engineering finally and are reported. It
is expected to be used in classes of the advanced course or in classes for overseas
trainees. It also seems effective for delivering lessons and for demonstrations.
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2 Fundamental Experiment

Sequence control is taught in Creative Engineering class for first-year students, in
Topics in Electronic Control for fifth-year students, and in lessons for foreign
trainees, and these classes are experiment and training courses using the basic FA
learning kit of OMRON Corp.

2.1 Basic Sequence Control Experiment

A package box of FA learning kit contains sensors, relays, switches, and so on, with
which students can implement experiments and practical trainings with fundamental
contents of sequence control. Students can assemble a self-hold circuit or other
circuits only by setting and wiring each sequence element onto the conveyor
equipment in the FA learning kit. They can also set a timer or a counter on it, and
conduct experiments with photoelectronic sensors. We decided to perform this
practical training in “Topics in Electronic Control” class for fifth-year students.
Students will develop teaching materials within thirteen two-hour classes in the
second semester.

2.2 Proposal-Type Teaching Materials in Practical Training

1. Basic experiment: Students implement basic experiments of “Creative
Engineering” for first-year students in the first three classes.

2. Proposal of theme: Students propose creative applied themes based on basic
knowledge of sequence control.

3. Teacher’s advice: Teachers in charge scrutinize the contents of students’
proposals.

4. Design of sequence program: Students put the new theme into exact writing and
design the ladder diagram based on it.

5. Choice of parts: Students choose necessary parts on the Internet.
6. Manufacture: Students carry out actual manufacture on a circuit stationary plate.
7. Trial experiment: Students implement the trial experiment by the FA learning

kit.
8. Presentation: Students present about the manufactured teaching materials and

report it.

The cleaning robot that students manufactured in 2012 is given by these pro-
cedure 1–8, as an example, which is shown Fig. 1.
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However, the lesson is performed for one class unit in many cases, but we have
only five sets of teaching materials, which are too few for the number of students.
The students may be unable to study the contents correctly because the teaching
materials are few. There is also another reason that the price of one FA learning kit
of teaching materials is as expensive as about one million yen.

Therefore, we try to improve learning efficiency by making teaching materials
by ourselves at low costs and in large numbers and having students use them.

3 Teaching Materials for Beginners

The electric power unit and the breaker which is used only at the time of power
activation were installed in the topmost part so that an experimenter could not touch
the fundamental parts. The switch and the display light were installed in the upper
part, and each terminal box was grouped in the center so that an experimenter could
wire easily. The DIN rail was installed in the lower part so that it would be easier to
wire and to remove sockets.

3.1 Manufacture of First Experimental Model

The experimental model was manufactured. In this experimental model, parts were
installed on a veneer board of depth 350 mm, width 450 mm, and height 5 mm.

Fig. 1 Cleaning robot manufactured in 2010
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Moreover, the questionnaire was carried out in order to add improvement. After,
we actually had students make the push button circuit and a self-hold circuit in this
questionnaire, and we investigated how easy it is to carry out the work by it.

As a result of having students answer to the question whether or not they have
found any part hard to use, the five students who actually used these teaching
materials answered like shown Table 1. We remade the improved teaching material
based on these opinions that are answers of Table 1. New material is shown in next
section.

3.2 The Layout Manufacture of Improved Teaching
Materials

Here, the teaching materials which improved teaching materials for beginners are
proposed and manufactured. In this model, parts were installed on an acrylic board
of depth 350 mm, width 450 mm, and height 5 mm.

This model bases on the opinions that are answers of Table 1 in the question-
naire about the experimental model. The design of the actual equipment is shown in
Fig. 2a. In order to avoid some accidents, such as wiring on the back being pulled
and separated, it was tucked between two acrylic boards.

Table 1 Result of questionnaire

Question Where do you feel difficult to use?

Answer 1 Lack of electricity terminal

2 Lack of switch and lamp

3 Lack of the work space

4 Feel heavily

5 Lamp and switch is too small

6 Wiring became complex

Fig. 2 a Design of teaching material, b top view of teaching material
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The 19 parts in 10 kinds were used for these teaching materials. The expense
was 15,374 yen in total since we used the acrylic boards. Compared with basic FA
learning kits, the cost was sharply held down for these teaching materials. The top
view photograph of the completed teaching material is shown in Fig. 2b.

We provide the completed teaching material to student from the partner uni-
versity and ask the feeling. As a result of having student answer to the question is
no problem to use as teaching martial.

Also we made the new circuit manual to use as a text of the teaching materials
instead of FA kit manual used as a text in class. It is correspondent to the improved
sequence teaching materials and it isn’t writing method of make the circuit.

4 Advanced Teaching Material of Inverted Pendulum
System

An application system of inverted pendulum is manufactured by sequence control
engineering, and an experiment on manufactures is implemented by using these
basic teaching materials in this research. The layout drawing of inverted pendulum
system composed in this research is shown in Fig. 3.

The objective of this inverted pendulum system is to keep pendulum standing
upright. In order to achieve this objective, we divided the control into two parts: the
one to swing up the pendulum [8] and the one to keep it standing upright. The
control range of the former is within an angle area of ±15° based on pendulum
standing, and the swing-up control part is within an angle area of excluding ±15°.

4.1 Experiment by Equipment

In this equipment, we will control by dividing the construction into two control
parts: the standing upright control one and the swing-up control one. The control
target of the main system is to swing up the pendulum in a suspension state and to

Fig. 3 Inverted pendulum
system by PLC
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keep it standing upright. A boundary in a standing upright control area (this area is
used for the judgment of angle condition of the standing upright state) is compared
with a change in standing upright keeping time when a control angle area is
changed from −12° to −5° and from 5° to 12°.

The respective control areas are distinguished by the angle of the pendulum.
Piecewise linear control is applied to PLC sequence control. The angle of the
standing upright vertical state is set at 0°. For example, the standing upright control
area is the range of ±10°, by all except for those angles it was made a control area
for the pendulum is to be swung up.

We checked the longest standing upright time of the pendulum at angles of ±5°,
±7°, ±10°, and ±12°, respectively, with servomotor’s revolution speed fixed at
2000 rpm. Table 2 shows the standing upright time of each control area. Under this
condition, the longest standing time is 8.7 s at the angle of ±10°. Considering
standing upright time, it can be said that the control result is good at the angle of
±10°.

4.2 Flowchart

Here, we explain it by using a flowchart.
A flowchart of swing-up control algorithm is shown in Fig. 4. The direction of

rotation of the servomotor is decided from each range of the angle in this swing-up
control. When it is in the range of the swing-up control (from −180° to −10°, and
from 10° to 180°), we can distinguish whether the pendulum is up or down by
comparing the current angle position (hN) with the previous angle position (hN−1).

4.3 Result

Figure 5 shows changes of the pendulum angle (degree) (the blue line) and ser-
vomotor revolutions (rpm) (the red line) which are indicated by Y-axis in a standing
upright control area at ±10°. X-axis indicates time (s). Further, the angle of the
pendulum is ±180° when it is hung down. The figure shows that the pendulum is
swing up gradually and kept standing upright. The graph shows the change between
34 and 37 s so that a change in the servomotor might be easy to judge [9]. When the

Table 2 Comparison in standing upright time

Standing control range Standing between times (s) Standing time (s)

−5° to 5° 12.3*13.5 1.2

−7° to 7° 16.6*21.8 5.2

−10° to 10° 34.7*43.4 8.7

−12° to 12° 20.2*20.7 0.5
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pendulum is about to finish shaking, the servomotor revolutions go up about
1500 rpm and swing a pendulum up at around 34.2 s (Fig. 5 ①) and 34.7s (Fig. 5
②).

Fig. 4 Flowchart of swing-up control

Fig. 5 Response of pendulum by sequence controller
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5 Conclusion

We created the teaching materials for beginners such as a switch and a display light.
As a next subject, we could introduce proposal-type teaching materials in practical
training with using a motor, PLC programming, and so on. That is in order to
manufacture the improved teaching materials which can make students study more
deeply by the fifth students.

On the other hand, we manufactured an application system of inverted pendulum
as developed course on the advanced teaching materials by sequence control
engineering. And we did experiment by equipment of the inverted pendulum sys-
tem. The control is divided into two parts, the swing-up and the standing upright
control part. In standing upright control, we applied piecewise linear control to the
inverted pendulum system with PLC sequence controller. As a result, the standing
upright state is kept longest when control area is the range of ±10°.

As a future’s problem, it is necessary to consider a detail simulation of an
inverted pendulum system with swing-up control, PLC control methods of exten-
sion in standing upright time and last teaching materialization, etc.
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Intelligent Locker System

Robin Tommy, V. Vinesh Raja, Arun Jose and Hima Jose

Abstract The Smart locker is a security device that helps you to protect your
locker. Mounted to a drawer in a table or to the door, the Smart locker provides the
current status of the system to your smartphone. The Smart locker is capable of
opening and closing in scheduled interval of time and storing the history of the
locker activity in smartphone. The user receives alert notification when the locker is
forcefully tried to open. The locker can be opened/closed via Internet. It has
Bluetooth sense feature that opens the locker automatically when the user’s phone
is near the locker. The locker is enabled with motion detector and also sensors to
understand burglary activity. The system is intelligent enough to identify the users.
If any unauthorized access is detected, the system will throw indication/message to
the admin.

Keywords Intelligent � Smart � Locker � IoT � Bluetooth � Android � Image
processing � GSM

1 Introduction

The practice of locking the house manually with a mechanical lock and key is the
protection that one can offer to the house. The control of anyone entering the house
lies with only those persons having the physical key. But when the access needs to
be granted to new persons immediately or if there comes the need to monitor your
house remotely, the Smart locker serves the purpose. Smart locker is capable of
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allowing any number of persons authorized with the digital key to access the house.
Also it features remote monitoring of the status of the locker.

Currently, the bank locker systems are being robbed in multiple places and are
due to less availability of intelligent locker systems. The current system developed is
able to detect motion, temperature increase and track activity. The activity will be
monitored for the user behavior with the locker system. If any spurious activity like
breaking the locker or unauthorized access will be intimated and alarms systems will
be sent off. The entire system is based on machine learning, IoT, and mobility
solutions working on a collaborative network. The data is pushed to the cloud
infrastructure, and then the classification algorithms are applied to create clusters
(K-Means clustering). The clusters identified for each user and category.

2 Literature Survey

The literature survey for banking lockers is less. The Bluetooth-based locker sys-
tems [1, 2] as mentioned in ‘Bluetooth Based Home Automation and Security
System using ARM9’ have been in the market for some time. The system enables
opening/closing of doors using Bluetooth connectivity. Our system is intelligent
enough to even identify the user and also spurious activity detection. Other studies
in this field are based on biometric authentication which has been in the industry for
a long time [3–6]. Our system performs well than the biometric system as the locker
is not integrated with any such device and user phone biometric, pattern and
password. Thus, the system is more secure and user-friendly. The gesture and other
mechanisms of authentication [7] are discussed in the ‘A Review Paper on Design
of Highly Secured Automatic Teller Machine System by using Aadhaar card and
Fingerprint’ [8]. Our systems handle gesture as patterns, and also the system is
intelligent enough to identify the users and produce analytics of the usage.

3 Locker Development

Smart locker was started to be built with network features such as Bluetooth and
Internet to facilitate the primary features of Bluetooth unlocking and intruder alert
notification. A prototype was built with an electromagnet attached to a drawer in a
table. A webcam was attached to the locker, and person detection was implemented.
An Android application was developed to provide the locker user with access to all
the facilities of the locker.

3.1 Hardware

The system is integrated with temperature, PIR, camera, GPS sensors integrated to
the Raspberry Pi device. The device is Bluetooth and Internet enabled (Wi-Fi).
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Any motion would be captured by the PIR sensor. The camera observes the face
and detects is anyone who is in front of the locker. The locker is attached with a
GPS unit to track if in case of theft. Figure 1 shows the physical locker device.

3.2 Software

The entire data from the sensors is uploaded to the cloud. The intelligent algorithm
scans the data and makes decision regarding the current status. The statistics
evaluation is carried out to understand the user behavior and usage of the locker.
The android app for each user can be used to open the locker based on the fin-
gerprint and password locks. The scheduling of the locker can also be done. Any
unauthorized access can be monitored with analytics of usage.

4 System Functioning

The Smart locker consists of two systems—the physical locker and the Android
application. The locker is fitted with accelerometer, relay, electromagnet, webcam,
and a microcontroller. Accelerometer gives position feedback to the microcontroller.

Fig. 1 Smart locker
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If the locker is tried to be forcefully opened, then the change in the position of the
locker is given as input signal to the microcontroller. Relay operates the electro-
magnet based on the signal it receives from the microcontroller. Webcam is used to
capture the image of the intruder as soon as the unauthorized opening is detected.
Microcontroller is attached with a Bluetooth and Wi-Fi module for communicating
with the smartphone application. There should be a working Internet connection to
the locker so that push notification can be sent to the user when an intruder is
detected. The Android application is built with features such as Lock/Unlock button,
Bluetooth access, Internet access, locker Status display, History Statistics, Schedule
locker, and GCM Push Notification viewing. The home page of the Android
application is given below (Fig. 2).

Fig. 2 Screenshot of
Android application
controlling the Smart locker
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The Lock/Unlock button facilitates changing the locker status. Bluetooth access
granted to the authorized phone automates the unlocking of locker in a close range.
Internet access in the phone enables receiving push notifications and controlling the
status of locker. Android application also features showing the statistics of locker
status over a period of past 1 month.

5 Notable Aspects

5.1 Features of the Locker

A lock needs to be mechanically strong enough to withstand the force an intruder
uses on the door. The project aims at providing a feedback system that enables the
user to monitors the locker remotely. The Smart locker is capable of capturing the
images of the intruder that can be used later for identifying the person. Immediate
push notification to the user smartphone is an added feature that helps the user to
take immediate action to secure the house. The locker features a scheduler that
detects user lock patterns and suggests schedules to operate the locker
automatically.

In the project, locker needs to act as a server and store the data regarding locker
status in the memory. This data has to be transmitted over the network to the
smartphone. A solution is provided with proper Internet and Bluetooth connection
to the locker system. This has enabled functioning of the GCM push notification
feature that is initiated by the locker when there is an intruder.

5.2 Digital Key

The domain of security holds a lot of potential in implementing novel ideas.
With improved technology, the Smart locker can be aimed at providing more
personalized features to the user. The user of the locker will be able to cus-
tomize the application according to his/her needs and add or remove features.
The user can monitor the locker usage statistics on the mobile app as shown in
Fig. 3.
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6 Conclusion

Smart locker implementation will be successful in reaching out to house owners
which will bring many people under the fold of increased security to their houses.
The solution enables reduction in house theft and increased possibility of nabbing
the culprit if a theft occurs. The incorporation of best practices such as the use of the
digital key to open the door as authorized by the owner of the house in our solution
will lead to enhanced functionality that the product delivers. This product is tar-
geted toward improved security and reaching out to people’s need. Any person with
a smartphone and an idea to venture into new age technology for the house will
benefit from the product.

Fig. 3 Data logging and
graph
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Precision Agriculture System Design Using
Wireless Sensor Network

Arun M. Patokar and Vinaya V. Gohokar

Abstract This paper presents design of precision agriculture system infrastructure
aiming at a multi-parameter monitoring system using wireless sensor network.
Proposed infrastructure is based on low-power Intel’s Galileo Gen-2 platform for
monitoring, controlling and decision-making support using Internet of Things
(IoT). Collection of different farm field parameters is to be done using sensor nodes
deployed in the farmland. Each node is connected wirelessly to the base station for
the collection of data using wireless transreciever hardware platform. Data is then
fed to the personal computer and displayed on screen, e.g. temperature, humidity,
sprinkler water flow and soil moisture. From the collected data, decision-making
and controlling action can be taken by the use of Internet of Things.

Keywords Precision agriculture � Temperature � Humidity � Moisture � IoT

1 Introduction

E-agriculture is a recent topic of knowledge rising out of convergence of
Information Technology and farming methodologies with different controlling
techniques. It increases the agricultural value chain through the application of
Internet and communication-related technologies. Use of IT will help farmers to
have better productivity and access to information which increases the fertility rate.
Use of such a wireless sensor network and Internet of Things technology improves
the quality of production and efficiency and also reduces the environmental effects
on the crop. Such a tools and technology in agriculture bring out the contribution to
precision agriculture. The precision agriculture is the technique of applying the
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appropriate input amount (water, pesticides and fertilizer, etc.) in the right time at
right location to enhance production and improve yield quality. WSN for precision
agriculture is a collection of organized nodes in a cooperative network so as to
collect the farm environment information. Each node in the network consists of
processing capability, and whole system will comprised of microcontroller, CPUs
or signal processing chip; it may contains antenna, power source, memory, RF
transreciever, various sensors actuators; each node communicates wirelessly and
often self-organizes after deployed in an ad hoc fashion.

Agriculture in India is the core for food security, sustainable development and
poverty alleviation. It contributes approximately 14% GDP. Milestones in
agro-development in India include white revolution, evergreen revolution, yellow
revolution, blue revolution, green revolution, biotechnology revolution and the
recent one which is information and communication revolution. Information
Technology supports new methods for precision agriculture like computer-based
farming machinery for fertilizers and pesticides. However, it is most important role
is for communication. Internet has provided us an ideal opportunity for effective
communication.

2 System Development

In this research, we proposed an efficient and robust wireless sensor network to
monitor the temperature, humidity, soil moisture, rain/sprinkler water conditions of
agriculture farm field. The proposed system is composed of Intel’s Galileo Gen-2
platform. It has Quark processor, a 32-bit, speed 400 MHz’s, 100 Mb Ethernet port,
USB host port, micro SD slot and USB client port, 512 kb SRAM, 8 Mb flash,
256 Mb DDR3 and 12 V power-over-Ethernet capable.

The Intel IoT Developer Kit adds C, C++, Python and Node JavaScript support
for developing connected sensor Internet-of-Things applications, Intel Galileo also
supports C, Python, Node.js and Visual Programming supports from a
remotely-connected browser. Temperature, moisture and humidity sensors are
connected to data-collecting node. Data-collecting node will continuously send the
node data to the base station and whenever there is an abnormality in sensed data
the base station will send a message to farmer’s cell phone through GSM. With the
help of IoT support for Galileo, observation of data collected by sensor node at
remote location is also possible. The proposed system development is comprised of
(A) system hardware (B) system software.

2.1 Test Assembly

A test bed is created for the assembly and testing of different sensors for their
working with real-time environment. Figure 1 shows the assembled unit of different
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sensors with Intel’s Galileo Gen-2. Galileo supports for Ethernet, or one can attach a
separate Wi-Fi card with it to send the data to base station. The different sensors used
in the test assembly are as shown in the Fig. 1. Basic unit of the precision agriculture
system is sensor node; it collects the field information to achieve perception, pro-
cessing, collection, and wireless communication of field environment data.

2.2 Sensor Nodes

A. Sprinkler/Rain Water Sensor

The rain sensor is a tool for rain detection. It can be used for measuring rainfall
intensity. The module comprises of two parts a rain-sensing board and the control
circuit board with comparator that can adjust sensitivity though a potentiometer.
The control circuit for rain sensor is as shown in Fig. 2, rain-sensing board having
RF-04 Nickel material plate.

Fig. 1 Sensor test assembly

Fig. 2 Control module for rain sensor
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B. Soil Moisture Sensor

It gives us the information of plant’s thirst or impersonation what plant roots are
experiencing under the soil. They give tips when it is time to hold or irrigate
watering. Use of this can avoid unnecessary watering, as it saves you money. Soil
moisture module has adjustable potentiometer through which sensitivity can be
adjusted.

C. Plant Growth Monitoring Node

Basic of monitoring growth is based on capturing plant images after a specified
interval of time to monitor plant growth continuously. This is achieved with
OV7670 CMOS camera image sensor module which is low-cost image sensor, very
powerful and easy to interface with 8/16/32-bit controller/processor. OV7670 will
take a snap after a specified interval and send the picture in real time, and also the
images can be saved to the base station for further use, from such a system one can
monitor the crop growth, crop destruction also.

By connecting all the irrigation motors to a smart circuit, we can simply access it
from any remote place with the help of Internet connectivity. The various sensors
installed in the farmland gives the real-time data about moisture, humidity and
fertility of soil. With the help of this data, farmers would know which crops need to
be watered, add fertilizers to and how much quantity of water is sufficient to crops
as per the climate and their requirements. This result in saving large amount of
water and achieving better yield; it also helps in conserving electricity.

3 Algorithms for Control Operation

The control modules are composed of a relay in connection of light, fans, sprinkler
which are mounted in the control module. Switching of each module is done by the
Galileo. Each relay is connected to the digital outputs of the Galileo Gen-2 which
gives a low or high signal for opening and closing of the relay, respectively. The
control modules are either switched OFF/ON according to the parameter range
stated in the program.

The flow for control temperature is as shown in Fig. 3, which makes light
ON/OFF depending on the threshold value set by the program.

When the detected value of temperature is less than lower threshold, the light is
turned ON to increase the temperature of the farm field in greenhouse. When the
sensed temperature value is more than its upper threshold, the fan is turned ON so
as to decrease the temperature of the farm field of greenhouse. If the detected
temperature is within its upper and lower threshold values, the temperature control
modules are switched OFF.
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Sprinkler module control flow is as shown in Fig. 4 in this soil moisture is
sensed by the sensor, depending on the soil moisture threshold value the sprinkler
module works and making on and off sprinkler is to be achieved by the above
programming flow.

Fig. 3 Program flow chart
for temperature control
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4 Outcomes

Our farmland can be divided into various parts like bajra, sugarcane, pulses, veg-
etables, etc. Each type of crop has different water and fertilizer requirement.

Each farm has its own pump which is connected to the main circuit and has a
common source of water.

Fig. 4 Program flow chart
for sprinkler control
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The various sensors placed in the farmland would continuously upload data to
the cloud in real time (moisture, humidity and fertility of soil).

Water level sensor is fitted inside water reservoir which shows available water.
This system communicates with each other via Wi-Fi module.

5 Conclusion

The proposed system is designed for monitoring the parameter required for
crop. For making precision agriculture system, the wireless sensor network
infrastructure supports for acquiring and processing of information, recording the
data of nodes. This is low-cost system; such a type of system improves the effi-
ciency of resources used, which may improve the production. Adequate amount of
water and fertilizers can be added, Qualitative and quantitative production of crops,
Complete control is through a Smartphone which is highly affordable, flexible and
user friendly, System is fast and responsive, If any error occurred farmers will be
notified, Reduction in labour cost.

6 Future Scope

Data is sent to National Lab where scientists can read the nutrient values and
soil-climatic condition, thus giving proper advice . Through smart app, farmers get
connected to nearby markets which gives them idea about price and crop dealer
which helps them to maintain profit. Farmer will continuously get update of sudden
climatic changes which will help him to prevent his crop from damage.

Stronger the Agriculture sector, Stronger is the Nation!!
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Optimal Tree Search by a Swarm
of Mobile Robots

Maitry Sinha and Srabani Mukhopadhyaya

Abstract Swarm robotic research in discrete domain assumes that robots in the
swarm are randomly deployed over any graph and the robots can move only
through the edges of the graph. In target searching, all the robots in the swarm are
required to gather at the specially designated node, termed as target node.
Moreover, during target search if the graph is guaranteed to be explored completely,
the scope of the solution increases. An algorithm for tree searching by swarm of
asynchronous robots of limited visibility has been proposed in this paper. An O(1)
memory is assumed to be attached to each node of the tree. The target node is
initially visible to at least one robot in the swarm. However, if it is executed on
synchronous system, the algorithm takes O(n) computational cycles to gather all the
robots at the target node after exploration of the tree completely, where n is the
number of nodes in the graph.

Keywords Swarm robots � Target searching � Weak perception � Whiteboard

1 Introduction

Swarm robots are a system of small, identical, anonymous, oblivious, simple
mobile robots which function in a group. The idea of swarm robots emerges from
the behavior of small social insects like bees, ants. Most promising applications of
swarm robots are in disaster rescue missions, in mining, in agricultural foraging
tasks, etc. The jobs that are carried out by a robot swarm are very basic in nature,
like gathering, flocking, converging. It is expected that these basic jobs form the
foundation of a complex task.
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For theoretical research, these robots are usually assumed to be deployed over a
two-dimensional plane where they can move freely over the plane. However, very
recently researchers are considering swarm robots in discrete domain also. In dis-
crete domain, the working place is modeled as a graph. The robots are deployed
over the nodes of a graph and they can move only along the edges of the graph.

In discrete domain, the researchers have mainly addressed the gathering prob-
lem. In gathering problem, robots in a swarm are required to gather at a single
location which is determined by the robots unanimously during the process. The
gathering problem has been addressed extensively in the continuous domain [1, 2].
The solutions to this problem under different models and characteristics of the
robots already exist in the literature. However, there are some practical models,
under which the solutions of gathering are yet to be found. On the other hand, in
discrete domain it is observed that researchers have addressed gathering problem
for some selected types of graphs like ring, grid, tree, regular bipartite graphs [3–7].
Moreover, it has also been shown that for these specific topologies also gathering is
not possible always, in particular, for all kinds of initial distributions.

When gathering problem is considered under unlimited visibility model, one
obvious solution is to identify a point (node) of invariance in the graph and make all
robots gather at that point. Since the robots can see the whole graph, they can easily
identify such a node, if exists. For example, an odd � odd grid has a unique center
[3, 5]. A tree can have at most two centers. In case of bicentric trees, if the centers
are distinguishable then gathering is possible. In case of general graphs, the option
of finding point of invariance does not arise at all. This problem is partly resolved
when initial distribution of the robots is also taken into consideration along with the
topology of the graph. For example, when the number of robots is odd or initial
distribution is asymmetric, gathering is possible for a ring, provided robots have
multiplicity detection capability [3, 4]. The term “multiplicity” is used to describe
the presence of more than one robot at a particular location. From the above
discussion, it is clear that in case where initial distribution of robots is symmetric
over a symmetric structure like, ring, grid gathering of even number of robots is
really difficult even when the robots have unlimited visibility. In these studies on
ring, grid, tree, etc., the robots are usually assumed to have unlimited visibility.

In the area of swarm robotics, robots are expected to have limited capacity for
cheap mass production. In that scenario, a robot having a very strong visibility
capacity (unlimited visibility) is not a very practical assumption. In discrete domain,
when robots can view only up to a fixed distance, gathering is addressed only for
regular bipartite graphs and trees. In [8], the authors have established a very clear
direction of research in solving gathering problem under limited visibility model. In
this paper, it has been proved that on regular bipartite graphs, gathering is possible
only when the initial configuration is a star of size at least 3, for both local and
global multiplicity detection capacity of the robots. An obvious extension of some
of the adversaries discussed in [8] can prove that gathering is impossible when
regularity criterion is removed and hence for a general graph. A tree is a bipartite
graph but not regular. Hence, gathering is not possible on tree under such minimal
criterion when robots are oblivious and have limited visibility capacity. Alternative
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ways of addressing this problem are either to make the robots more powerful or to
slightly relax the problem environment. In this paper, we have assumed that the
robots are required to gather at a specific node which is distinguishable from others.
Let us call this problem as target searching problem, where the robots search for
the target node and finally they all gather at that node. Moreover, we enhance the
scope of the problem as while searching the target node, the robots collaboratively
explore the complete graph. In this paper, we mention this problem as graph
searching. In our solution, we assume that robots are oblivious but an O(1) memory
is attached to each node of the graph.

Of late in 2015, Bhaumik and Gan Chaudhuri [9] proposed a solution for a
problem similar to target searching on trees. The assumptions made in this solution
raise some serious issues. The authors assumed the existence of memory but did not
explicitly mention where the memories are attached to, nodes or links. Constant
amount of memory in each node is not sufficient for their solution. Secondly, the
solution involves some movement of the robots where a robot “turns 180 degrees”
and takes a move along an edge of the graph. The weakness of this concept lies on
the implication that the nodes in the graph are distributed on a physical plane.
Software agents moving in a network would not have such a notion. In other words,
this assumption ruins the abstraction provided by the notion of a graph. Finally, the
solution proposed in [9] does not guarantee exploration of the complete tree.

In this paper, we propose an algorithm for graph searching problem on a con-
nected acyclic graph, a tree, with O(1) memory attached to each node of the tree.

In Sect. 2, we give a formal definition of the problem along with the basic
assumptions made regarding problem environment and the characteristics of the
robots. The proposed algorithm is discussed in Sect. 3 along with its correctness.
An estimation of time is also presented here. Finally, we conclude in Sect. 4.

2 Target Searching Problem on Tree

Given a connected acyclic graph, G(V, E), i.e., a tree with n number of nodes, a
node in the graph is specially marked as the target node. Target node can be located
anywhere in the graph. m number of asynchronous robots, with limited visibility,
are randomly deployed over the graph so that robots are placed on the nodes only.
The robots are required to gather at the predefined target node within finite amount
of time after exploring (collectively) the tree completely.

2.1 Basic Models and Assumptions

The solvability of a problem in the area of swarm robotics greatly depends on the
basic models assumed regarding problem environment and robot capacity.
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The environment where the robots are deployed is as follows:

Graph: The robots are deployed on a connected acyclic graph, a tree, whose nodes
and links are not labeled. A node in the tree (located anywhere) is specially marked
as target node.
Initial distribution of robots: Initially, m robots are randomly deployed over the
n nodes of the tree with a restriction that at least one robot must be deployed among
the nodes adjacent to the target node, including the target node.
Node memory: Each node of the tree has O(1) amount of memory, called white-
board (WB). These whiteboards can be accessed for writing only by the robots
which are present at the local nodes. If more than one robot tries to write on these
boards, only one is allowed to write. However, these WBs are visible from all of its
adjacent nodes. Initially, all the whiteboards are blank, unmarked. In target node,
the whiteboard is marked specially.

Characteristics of the robots in the swarm:
Identical and anonymous robots are assumed to have the following characteristics:

Visibility: Robots can observe only its adjacent nodes. Robots which are residing at
any of its adjacent nodes are visible to it. The robots can also read the whiteboards
placed at those nodes which are visible to it.
Node memory: The robots are oblivious; they do not retain past memory.

Computational model:
Robots are assumed to follow CORDA model [2]. Robots carry out a sequence of
computational cycles throughout the execution of the algorithm. Each cycle consists
of three phases, observe, compute, and move. These phases are not overlapped. In
compute phase, a robot computes its next destination after processing the infor-
mation gathered at observe phase and then moves to that destination in move phase.

The robots are assumed to be asynchronous. The robots can go to sleep state
anytime, only with the assumption that they cannot be in sleep state for infinite
amount of time.

A node, which is not occupied by any robot, is mentioned as an empty node or
an unoccupied node. An occupied node may have more than one robot. A node of
which the whiteboard is not marked is mentioned as unmarked node or otherwise
marked.

3 The Algorithm

A robot which is at any adjacent node of the target node initiates the algorithm by
marking its local whiteboard (WB) as 1 (distance of the node from target). A robot
does not start its action unless it finds one of its adjacent nodes is marked.
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Whenever a robot starts its action, its first responsibility is to explore the subtree
rooted at any of its unmarked, unoccupied neighbors. In course of exploring, if a
robot finds another robot present in its adjacent node, it passes on the responsibility
of exploring the subtree rooted at that node to that robot. When all the adjacent
nodes are marked or occupied, then only a robot starts approaching toward the
target node by following a path along the smaller WB marks. After reaching the
target node, if a robot finds another unexplored direction, it explores that subtree
and so on. A formal description is given below.

Algorithm Tree_Search
In the observe phase, a robot takes a snapshot of its surroundings. Depending on the
status of the adjacent nodes where the robot is currently residing, the robot
R decides its next move according to the following cases.

Case 1: The robot R is at target node.

Subcase 1:1: All visible whiteboards are either marked or all adjacent nodes are
occupied by some robots or both.

• Robot R stays at the current node and stops executing the
algorithm.

Subcase 1:2: At least one visible unoccupied neighbor with unmarked whiteboard.

• Robot R sets one of these nodes as its next destination.

Case 2: The target node is visible to the robot R, but R is not at the target node

• Issue a write request to ensure that its local whiteboard be marked as 1. Now
two subcases may arise.

Subcase 2:1: All visible whiteboards (except the one at the target node) are
marked.

• Set the target node as its next destination.

Subcase 2:2: At least one visible whiteboard is not marked.

2:2:1 All nodes with unmarked whiteboards are occupied.

• Set the target node as its next destination.

2:2:2 At least one unoccupied neighbor with unmarked whiteboard.

• Set one such unmarked empty node as its next destination.

Case 3: The target node is not visible to R

Subcase 3:1: All visible whiteboards (at occupied or unoccupied neighbors) are
unmarked.

• R stays idle at the current node.
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Subcase 3:2: At least one visible whiteboard is marked.

• Among all the visible marked whiteboards, let k be the least value
marked on a whiteboard. R compares the local whiteboard value
with k. If the local whiteboard is unmarked or contains a value
greater than k, then R issues a write request to ensure that its local
whiteboard be marked as k + 1. Now two cases may arise.

3:2:1 At least one visible unoccupied neighbor with unmarked whiteboard.

• Set the next destination to an unoccupied visible node with empty
whiteboard.

3:2:2 All the visible neighbors with empty whiteboard are occupied.

• Set the next destination to a node with whiteboard value k.

3.1 Discussion and Correctness

Before formally proving the correctness of the algorithm, let us state the following
observation regarding movement of the robots in the algorithm.

Observation: Each robot takes two types of movements which may be termed as
backward movement and exploring movement.

Backward movements are taken to approach the destination, whereas exploring
movements are for exploring the unexplored portion of the graph reachable from
that node. In backward movement, a robot moves in the direction of decreasing
order of the whiteboard marks. In exploring movement, a robot moves in the
direction from marked whiteboard to an unmarked one. Thus, in exploring move-
ment, a robot moves in the direction of increasing order of the whiteboard marks.

Theorem 1 If a robot R, initially placed at a node v, starts its action, then the
subtree Tv rooted at v is completely explored by R (with the help of other robots
placed at that subtree Tv) and R, along with other robots placed in Tv, comes back
to v in subsequent steps. Moreover, in Tv, if a node is at a distance r from v, then its
WB is marked as k + r, if k is the mark at v.

Proof Since we consider a general tree, not a rooted tree, without loss of generality,
let us consider the target node as the root node. We prove the result by the method
of induction on the height of the node v.

Base cases: The result is trivially true when v is at a height 0. Now, we consider
the node v at height 1. All the children of v say u1, u2,…, ur are leaf nodes. Some of
them may contain robots. Since these children are connected with the root node by
exactly one path passing through v, none of the robots present at uis start any action
unless R starts its action at v. If R starts its action, the following steps are executed:

R marks its local whiteboard as k (say) and then moves to an unoccupied
neighbor (if any). Mark that whiteboard as k + 1 and go back to its original position
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v taking a backward movement. R continues to do so until WBs of all unoccupied
children are marked appropriately. Subsequently, when the robots (if any) at uis
observe the WB mark at v as k, they mark their local WBs as k + 1 and move to the
node v taking a backward movement. There they act in the same way as R. Thus,
here also the subtree rooted at v is explored completely, and in subsequent steps, all
robots initially placed at that subtree reach v.

Induction hypothesis: Let us assume that the result is true when R is initially
placed at a node u of height at most h.

To prove: The same is true for a robot R which is initially placed at a node v of
height (h + 1).

According to the algorithm, R starts execution as soon as it finds one of its
adjacent nodes (in particular its parent) has a mark on its local whiteboard.

If R starts its action, it first marks its local WB appropriately as k (say). Let u be a
child of v, which is at a height h. Depending on the status of u, the following actions
are taken place.

Case a: The node u is occupied by a robot R1.
R ignores this child. However, by looking at the mark of WB at v, R1 starts its

action by marking the local WB as k + 1. By induction hypothesis, R1 completely
explores the subtree Tu, rooted at u, jointly with other robots placed in Tu and come
back to u in subsequent steps with all other robots in Tu. If a node in Tu is at a
distance r from u (i.e., at the distance r + 1 from v), it is marked as
(k + 1) + r = k + (r + 1).

Case b: The node u is unoccupied and not marked.
R moves to u and marks the local WB as k + 1. Since R is now at height h and it

is already in action, by induction hypothesis we can say that R completely explores
the subtree Tu jointly with other robots placed in Tu and comes back to u with all
other robots in Tu in subsequent steps after proper marking of the whiteboards.

Case c: The node u is unoccupied but marked.
R ignores this child. Since it is marked, it has already been explored by some

robot in Tv.
At v, R continues to take action as long as there is an unoccupied and unmarked

child. Other than R, if any other robot R1 arrives at v and finds an unmarked and
unoccupied child, it takes the same action as R. Once a robot reaches any child of v,
it can see the node v with a smaller WB mark. Hence, it finally moves to v.

Now, we conclude that all the subtrees Tu rooted at u, u being a child of v, are
explored completely by R (with the help of other robots initially placed somewhere
in Tv). Thus, the subtree Tv is completely explored by the robots initially placed in
Tv, and subsequently, all these robots (including R) come back to v.

Hence, by the principle of induction we can say that if a robot starts its action at
a particular node v, it completely explores the subtree rooted at v and comes back to
v after marking all the nodes in the subtree by their distance from v. Moreover, all
the robots initially placed in the subtree rooted at v finally move to v.
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Theorem 2 The algorithm “Tree_Search” gathers all the robots at the target node
after exploring the tree completely.

Proof According to the algorithm, if a robot is initially placed at the target node or
at a node adjacent to the target node, it initiates the algorithm. Since we have
assumed that there is at least one robot adjacent to the target node, that particular
robot initiates the execution.

If the initiator is at the target node initially, the result is true by direct application
of the Theorem 1. Otherwise, the initiator after complete exploration of the subtree
rooted at its initial position again comes back to its original position, adjacent to the
target node as follows from Theorem 1. According to the algorithm, the initiator
then moves to the target node. Since the initiator is already in the process of
execution of the algorithm and it is at the root, the whole tree is explored, and
finally, all robots gather at the target node.

3.2 Completion Time

For an asynchronous system, estimation of time is not possible. However, assuming
robots to be synchronous, estimation on the number of computational cycles can be
obtained for the same algorithm.

Once a robot initiates its execution, in each successive computational cycle it
makes exactly one move until it terminates. An initiator (a robot which is initially
adjacent to or on the target node) starts its action in the very first computational
cycle. Thus, even if an initiator requires to explore the whole tree and then go back
to the target node, it takes h(n) cycles since a node is traversed by exploring
movement of a robot exactly once and in the backward movement, a robot takes a
path of length O(n) to reach the target from any position of the tree. Now, we are
only to establish that any robot (irrespective of its initial position) requires O
(n) cycles to get initiated. This is obvious since in the worst case an initiator can
reach (if requires at all) a robot, wherever it is initially residing, in h(n) cycles. Since
gathering at the target node cannot be done in time lesser than h(n) (in the worst
case, a node may need to traverse an h(n) distance), we claim our solution to be cost
optimal.

4 Conclusion

In this paper, we present an algorithm for tree searching problem. After searching
the tree completely, the robots gather at a specially designated node. This problem
differs from the conventional gathering problem in the sense that the target node is
marked, whereas, in the gathering problem, the gathering point is determined in run
time. However, real-life situations may demand gathering of the robots on some
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predefined location rather than any location. These types of requirements and
impossibility results of gathering problem in discrete domain drive us to think the
problem from a different perspective. The proposed tree searching algorithm gathers
all the robots in a tree to a predefined target node after the complete exploration of
the tree. The assumptions made for solving the problem are also minimal. The
required time has also been estimated to gather all the robots after collectively
exploring the tree.
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Achieving Guaranteed Service
with Fault-Tolerant Resources in Grid

Sukalyan Goswami and Ajanta Das

Abstract Composed of loosely coupled virtual resources, grid, being highly dis-
tinguished from traditional high-performance computing, is extensively used in
computation-intensive problem solving in the arenas of science and technology.
Maintaining performance or balancing load of each resource in grid is always more
challenging with high chances of resource failure. The objective of this paper is to
improve the efficiency of the Nearest Deadline First Scheduled (NDFS) algorithm
considering resource failure a sudden occurrence in grid. The algorithm introduces
periodical runtime backup to another available resource for retaining
Quality-of-Service as approved in service quality agreement. This paper presents
multiple job execution cases through implementation of benchmark codes executed
in local grid test bed using Globus Toolkit middleware, with an emphasis on
resource failure phenomenon of grid. These experimental results establish the
requirements of the proposed algorithm to ensure the job deadline misses get
reduced even if unexpected resource failures happen.

Keywords Grid computing � Job allocation � Runtime backup �
Quality-of-service � Resource failure

1 Introduction

With the advancement of technology, grid computing supports computations across
the multiple administrative domains. Computation-intensive problems are easily
solved in computational grid [1] environment with successful coordination of
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sharing resources among autonomous groups. Still today, resource scheduling and
reliability is challenging in computational grid. Because of the heterogeneous and
dynamic nature of the grid, the scheduling of resources and load balancing across
the grid are two very difficult problems to handle, hence considered as two major
research areas.

The objective of this paper is to improve the efficiency of the Nearest Deadline
First Scheduled (NDFS) algorithm [2] considering resource failure, a sudden
occurrence in grid. The algorithm provides backup facility to compete with the
failure of resources. It introduces periodical runtime backup to another available
resource for retaining Quality-of-Service as approved in service quality agreement
(SQA). SQA is a bipartite agreement between the clients and broker in the grid. In
this proposed fault-tolerant NDFS approach, if failure happens, the job need not be
resubmitted. The job can resume its execution from the last backup point into some
other active resource. This approach is advantageous, because the job submission is
done by the clients only once. The same SQA, which is signed at the time of
submission, is considered for resumption of the job execution till its last backup
point. The job continued its execution to the newly allocated resource and suc-
cessfully completes the execution. Finally, the results are sent back to client after
verifying the SQA.

This research work also puts emphasis on execution of benchmark codes in real
grid environment. The benchmark codes of Matrix Multiplication [3] are considered
as single and multiple jobs. The grid environment is set up using Globus Toolkit
middleware. This result proves that proposed fault-tolerant NDFS algorithm is a
novel solution in case of resource failure.

Organization of the paper is as follows. The related works are presented in Sect. 2.
Section 3 presents the proposed fault-tolerant NDFS algorithm. Experimental results
are depicted in Sect. 4. Section 5 concludes the paper.

2 Related Works

The relevant research works are studied thoroughly and presented here. Equal
workload distribution achieving is the primary challenge in computational grid. To
cater to the above problems in computational grid, a load balancing algorithm,
NDFS, is proposed in [2, 4, 5]. The simulations were run in the GridSim [6], and
the results were compared with other scheduling algorithms in [4]. The simulation
results depict that NDFS algorithm performs better than many available algorithms.

Consideration of resource failure is another promising area while meeting SQA
is necessary. Modified ELISA algorithm proposed by Ruchir, Bharadwaj, and
Manoj [7] considers job migration cost but fails to achieve better utilization of
resources in the grid. Balasangameshwara and Raju [8] used passive replication
scheme in their backup approach designed for grid, with multiple same job replica
increasing the overhead during resource failures. Resource allocation heuristics
proposed by Shestak et al. [9] did not guarantee task allocation to fastest machine
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with fastest execution time. This approach, therefore, has scope for improvement in
reducing the application execution time.

Hence, resource failure is another major area of concern in computational grid.
Few backup approaches, to implement fault tolerance, have been studied, and one
method was proposed for grid in [10]. In [2], our previous research considers
resource failure, but the resubmission approach incurs overhead. The novelty of this
current research work contributes to the phenomenon of resource failure in the grid
and finding out a solution without compromising on the performance of the grid.

3 Proposed Fault-Tolerant NDFS Algorithm

In NDFS algorithm, the resources are categorized as underutilized, less loaded, and
over loaded. Initial version of the proposed NDFS algorithm is responsible for only
single job execution [5], and it advises for resubmission of jobs if failure happens in
grid. The execution process of this proposed algorithm is based on CBR model
where the resources are considered to be heterogeneous. Currently, this research
deals with multiple jobs and identifies that instead of resubmitting the job it could
be better option to take partial backup during partial execution, f (where 0 < f < 1),
of job simultaneously to support fault tolerance of the algorithm.

The jobs submitted can have differing deadline and processing power require-
ments. The responsibility of smooth operation of the grid is bestowed upon the
broker, which works as the middleware.

In this proposed fault-tolerant workload scheduling algorithm, NDFS, the clients
are given highest priority, as parameters related to the submitted jobs play an
important role for proper workload balancing. The broker then searches for the
resources which are having matching or higher capacity of these parameters. NDFS
algorithm is implemented in five major phases which are described in [11] followed
by an important addition of “competence enhancement” of the NDFS algorithm.

Phase I: Submission of Job Parameters (by clients).
Phase II: Ranking of Resources (by broker).
Phase III: Signing of SQA (between client and broker).
Phase IV: Job Allocation and Execution (by broker and subsequently resources).
Phase V: Compliance of SQA (between broker and client).

These above-mentioned phases explain the process starting from submission of
single job to allocation to resource and execution of the same job in computational
grid environment. However, in grid, heterogeneous types of multiple jobs are
getting submitted simultaneously and almost continuously. Therefore, the job queue
is always updated and remaining jobs in the job queue will be handled accordingly.
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Competence Enhancement:

Competence of the proposed NDFS algorithm is enhanced with its fault-tolerant
approach in the phase of job execution, i.e., Phase IV. Moreover, if resource fails, in
which the job is currently allocated and being executed according to the
above-mentioned phases, meeting of SQA is challenging. In this circumstance,
during execution of the job, the partial backup approach is initiated with initial-
ization fraction f as 0.3. This modified version of the algorithm is named as “fault-
tolerant NDFS.” The total system state of the resource after 30% completion of
execution, along with the copy of the job, is sent to the second-ranked resource for
ensuring availability of backup. The same phenomena of sending the whole system
state to backup the intermediate result are carried out up to 60 and 90% completion
of the job execution at first resource. The following steps depict the process of
fault-tolerant NDFS algorithm.

Step 1 (a):  Successful allocation of job to the 1st ranked resource. 
            (b): Broker passed on the detailed address of 2nd ranked  resource to the 

allotted resource. 
Step 2 (a): Initialize f = 0.3 
            (b): Repeat until completion of job 
   { 
   Execution of job till f
   Pause execution 
   Increment f by 0.3, 0 < f < 1 
   Take backup 
   Send backup to 2nd ranked resource 
   Resume execution 
   } 
Step 3:  Send execution results to broker. 
Step 4:  Broker verifies SQA and sends result to client. 

In this proposed fault-tolerant version of NDFS algorithm, if allocated resource
fails, then job can always be resumed just from the point of last taken backup in the
second-ranked resource. Hence, it saves the resubmission time and execution time
till the phase from which it resumes.

The next section establishes the result of the algorithm with execution of
heterogeneous multiple jobs in real grid environment.

4 Experimental Results

A grid test bed is set up, for the purpose of this research work, consisting of three
clients, two resources and a grid broker. All client nodes are having dual-core
processor, 2 GB RAM, and 160 GB HDD. Broker and resources have quad-core
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processor, 4 GB RAM, and 500 GB HDD. Globus Toolkit 5.2 is used to set up the
real grid environment. Java 6 has been used as the programming language for
implementation of this research work because of its extensive and robust support in
the networking environment. The System Information Gatherer and Reporter
(SIGAR) [12] API is used to retrieve system parameters.

Experimental results are represented for various cases of the proposed
fault-tolerant version of NDFS with the execution of single job.

Fault-Tolerant Execution of Single Job

In this section, the benchmark code of Matrix Multiplication [3] is considered as
single job and executed in the above-mentioned grid test bed according to the
fault-tolerant NDFS algorithm. This benchmark code named as “MatMul.java” is
executed for four different cases.

• Case I: Resources are active; execution of job is successful “according to
without fault-tolerant version of NDFS algorithm” and SQA is met.

• Case II: Resource fails; execution of job is initiated according to “without
fault-tolerant version of NDFS algorithm” and SQA is not met.

• Case III: Resources are active; execution of job is successful according to
“fault-tolerant version of NDFS algorithm” and SQA is met.

• Case IV: Resource fails; execution of job is initiated according to “fault-tolerant
version of NDFS algorithm” and SQA is met.

Case I:

It represents successful execution without fault tolerance; hence, SQA for
“MatMul.java” is met successfully after allocating to Resource 2 as represented in
Fig. 1.

Case II:

It shows that submitted job is executed according to NDFS without fault tolerance.
But, resource fails and job needs to be resubmitted, reallocated, and then it is
executed successfully. So, the total time taken for completion of execution exceeds
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Fig. 1 Execution results of
single job execution
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the specified deadline of the job. Figure 1 depicts this situation for
non-fault-tolerant approach of NDFS. SQA is not met in this case.

To cater to this problem, fault-tolerant NDFS algorithm is introduced. Case III
and Case IV discuss the fault-tolerant approach for single job execution.

Case III:

The Matrix Multiplication job, namely MatMul.java, is submitted by Client 2 and is
allocated to highest ranked resource, namely Resource 2.

It presents successful execution of the job according to fault-tolerant NDFS
algorithm.

• Naming convention used in Table 1: Execution Completion Time stamp (ECT),
Backup Completion Time stamp (BCT), and Execution Completion Final
Time stamp (ECFT).

• The MatMul.java job is executed up to 30% completion in 3.71 s, and then, the
job is paused and backup is taken in second-ranked resource, Resource 1, in the
next 0.61 s. The cumulative time stamp values are presented in Table 1.

• Execution of job is resumed and continued till 60% completion. Again backup is
taken at Resource 1 after pausing execution. Time stamp values for execution
and backup are presented in Table 1.

• Similarly, backup is taken after completion of 90% job execution and
time stamp values are added in the same table.

• Rest of the 10% execution is completed by Resource 2, and the results are sent
to Client 2 through broker. Although total execution time increases compared to
non-fault-tolerant approach of NDFS, still SQA is met.

Case IV:

It presents successful execution of the job according to fault-tolerant NDFS algo-
rithm even after resource failure happens. This scenario is presented as a bar
diagram in Fig. 2.

• Execution continues at Resource 2 till 30% and consumes 3.72 s. Then, backup
is taken in second-ranked resource, Resource 1, at backup time 0.6 s.

• Execution continues for 13% more by consuming 1.62 s. But, Resource 2 fails
after 43% execution.

• Hence, the job resumes its execution from the last backup point (30%), in
second-ranked resource, Resource 1.

• Remaining (70%) execution time of the job is 10.37 s, and the execution is
completed by Resource 1.

Table 1 Time stamp values for MatMul.java through fault-tolerant NDFS algorithm

Fractional coefficient (f = 0.3)

30% (s) 60% (s) 90% (s) Remaining 10% (s)

ECT BCT ECT BCT ECT BCT ECFT

3.71 4.32 8.16 9.02 12.78 13.81 15.06
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5 Discussion

The results ensure that SQA is met for the Case I, III, and IV. However, SQA could
not be met for Case II. Moreover, for Case IV, resource failure happens after 43%
job completion. Since backup was taken at 30%, resumption of job execution
happens from that point, i.e., just after 30%. Hence, only 13% of job execution
happens twice with extra cost of 2.04 s (including execution migration time).
Hence, fault-tolerant version of NDFS actually enhances its performance.

6 Conclusion

The two most difficult problems encountered in computational grid environment are
workload balancing among the participating resources and handling resource failure
situation in order to meet Quality-of-Service. Both these problems are solved by the
proposed approach depicted in this research. Fault-tolerant approach is introduced
in NDFS, which enhances the efficiency of the algorithm. Globus Toolkit is used to
set up the grid test bed. The execution results of the computation-intensive
benchmark code of Matrix Multiplication are presented in this work. The results
ensure that the SQA could be met by this approach even if unexpected resource
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Fig. 2 Resource failure scenario of fault-tolerant NDFS algorithm
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failures happen. Moreover, these experimental results demonstrate the enhanced
competency of the proposed algorithm to ensure the job deadline misses get
reduced even if unexpected resource failures happen.
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A Smart Air Pollution Analytics
Framework

Anindita Desarkar and Ajanta Das

Abstract Air pollution which is the worst environmental health risk across the
world takes millions of lives every year both in developing and developed coun-
tries. These huge premature deaths happen due to long-term exposure to air pol-
lutants as most of the cities do not meet the acceptable pollution level suggested by
World Health Organization (WHO). So there is an urgent need to reduce the air
pollution level across the globe. This paper proposes a state-of-the-art approach and
proposes a layered air pollution reduction framework. The methodology of the
proposed framework also suggests the action plans to reduce air pollution level with
an innovative Rule Base and mining appropriate data from the huge dataset which
is basically a data warehouse. It also discusses the expected outcome of the pro-
posed framework beneficial to the citizens.

Keywords Predictive analysis � Air pollution � Action plan � Data mining � Data
warehouse � Knowledge discovery

1 Introduction

Air pollution is basically contaminated air includes NO2, SPM, photochemical
oxidant, sulfur dioxide, carbon monoxide, and fine particulate matter are vulnerable
to public health [1]. The major sources of air pollution include traffic sector,
industrial domain, power plants, and fossil fuel burning. People who live in the
polluted areas have increased risk of various heart and acute respiratory diseases,
lung cancer, and other chronic problems which cause huge premature deaths,
especially in developing countries [2, 3].
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The Central Pollution Control Board of India has taken up an initiative named
NAQMP which stands for National Air Quality Monitoring Program. NAQMP
takes into consideration 341 stations across 126 cities/towns and 4 union territories
in India including Kolkata [4, 5]. In all of these locations, the amount of sulfur
dioxide (SO2), oxides of nitrogen (NO2, etc.), suspended particulate matter (SPM),
and respirable suspended particulate matter (RSPM/PM10) are regularly monitored.
The monitoring is done continuously for 24 h in a frequency of twice a week, to
have around 104 observations on a yearly basis. This monitoring is being carried
out in association with SPCBs, National Environmental Engineering Research
Institute (NEERI), Nagpur, etc. [6, 7].

The US Consulate General has set up an air pollution monitoring system in Park
Street, Kolkata [8]. The data obtained from this monitoring system is displayed in
raw concentrations only but this data is yet to be converted to an air quality index
(AQI) [6, 9].

The major objective of this paper is to monitor air pollution level in Metropolitan
cities and proposes a layered air pollution reducing framework. Novelty of this
proposed air pollution monitoring framework is that it will collect various air
pollution parameters from sample air and then it analyzes the level with respect to
the AQI. This paper gives the emphasis on analytics and knowledge discovery part
by which it will be able to forecast the forthcoming pollution level. Finally it
suggests some action plan based on proposed Rule Base to reduce the pollution
level if the prediction is higher than the threshold. The organization of rest of the
paper as follows. Section 2 explains air pollution monitoring approach and
methodology. Expected outcome is listed in Sect. 3, and Sect. 4 concludes the
paper.

2 Air Pollution Monitoring Approach

According to Centre for Science and Environment (CSE), the level of air pollution
in Kolkata far exceeds the permissible limit. Therefore the CSE recommends that
Kolkata should take up emergency air pollution control measures as adopted in
Delhi [9].

2.1 Proposed Air Pollution Framework

This section proposes a data analytics based layered framework toward monitoring
and reducing air pollution in the metropolitan city. This proposed framework is
presented in Fig. 1 consists of four layers and the layered-wise functionalities are
described in the following.
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Fig. 1 Proposed air pollution monitoring framework
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2.1.1 Source of Data

It includes various types of sensor devices

• Sensors, cameras, and other devices should be placed in various parts of the city
for sample air collection.

• Various parameters for measuring air pollution like SO2, NO2, RSPM, and SPM
will be calculated from the sample dataset.

2.1.2 Extraction, Transformation, and Loading (ETL)

• Sample data generated from various air samples would be aggregated for further
analysis.

• The aggregated data should be transformed in proper format based on the
monitoring requirement.

• After successful monitoring, the result dataset will be loaded into the pollution
master database.

2.1.3 Analytics and Knowledge Discovery

• Specific analysis will be carried out from the pollution master database and
statistical result can be interpreted.

• Predictive Analysis or Analytics will be performed on the output dataset to
forecast the pollution level of the forthcoming days. Historical dataset and
knowledge database both will be treated as two main sources of input generation
for better prediction. Historical dataset would contain the pollution history and
corresponding incidents occurred, as example, how many accidents happened in
a particular pollution level due to low visibility, how the pollution level affected
the city life, etc. Knowledge database will store information regarding the
forthcoming events which may affect the pollution level of the city, like in-
formation about the general holiday list—assuming that city will encounter less
traffic in the holidays which leads to lesser pollution level.

• The next part is knowledge discovery which would be performed based on the
prediction generated in the previous level and with the help of Rule Base. Rule
Base is basically a set of predefined rules along with their application criteria
based on the pollution level. For example, Rule 1 will be applied if pollution
parameters exceed a certain threshold value. Sample Rule Base is discussed in
later section.
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2.1.4 Visualization and Interpretation

• The last layer will represent the result after taking proper actions of the gov-
ernment authorities and city Management.

• The result must reflect the highly polluted region and laws or rules to be fol-
lowed for those specific regions.

• It also suggests the safer region or less polluted region so that citizens can avail
those routes to reach their destinations.

2.2 Framework Methodology

Major source of emission of carbon monoxide is transportation system. In order to
control the air pollution, it needs to be monitored and vehicles responsible for
polluting should be identified. Air quality index (AQI) plays major role in mea-
suring or monitoring air pollution. It is a number provided by the government
agencies to the citizen for their proper awareness. This number must act as a
threshold value and should be displayed to the public who are traveling the region.

In India, the six categories of AQI are: Good, Satisfactory, Moderately Polluted,
Poor, Very Poor, and Severe, depending upon the air quality. Associate health
impacts (are numbered accordingly, like Impact 1, etc.) related to these AQI is
presented in Table 1.

Suggested steps or plan of action to monitor air quality as well as pollution
reduction are as follows.

Table 1 Categories of AQI and its associated health impacts [2, 10]

AQI Associated health impacts

Good (0–50) Impact 1: Safe

Satisfactory (51–100) Impact 2: Slight uneasiness in breathing for sensitive people

Moderately polluted
(101–200)

Impact 3: Uneasiness to people with heart disease, children and
older adults

Poor (201–300) Impact 4: Uneasiness to all kinds of people having heart disease

Very poor (301–400) Impact 4
Impact 5: Respiratory illness could be found to the people on
prolonged exposure. More vulnerable in people with lung and heart
diseases

Severe (401–500) Impact 5
Impact 6: May cause respiratory impact even on healthy people. The
health impacts ma\be experienced even during light physical activity
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2.2.1 Collection of Pollution Parameters from Sample Air

Different Air Pollution measurement parameters will be calculated from the samples
collected through various sensors placed across the city. Collection of pollution is
the main input to the framework. These ambient concentrations of the pollutants are
used to measure the air quality index. Air pollutants can be SO2, NO2, RSPM, and
SPM. Indices for single or individual pollutants should be collected and then
summed up for generating the total air quality index. This process is iterative to
standardize the value for the specific region at specific instant of time. The calcu-
lated value then needs to be stored in an “air pollution data file” (presented in
Table 2) according to the location and time, respectively.

2.2.2 Analysis of Pollution Statistics

The air sample should be analyzed to find whether the present condition is vul-
nerable for city life. The mapping is developed between AQI and pollution percent
violation based on the AQI impact on city life. Then a report can be prepared and
minimal attributes for this analysis report are displayed in Table 3.

2.2.3 Predictive Analysis of the Forthcoming Pollution Level

This decision support system will predict the pollution level for forthcoming days
by analyzing the pollution statistics collected from air sample along with historical
dataset and knowledge database. As Example:

• Historical dataset (as presented in Table 4) includes various pollution history
and their corresponding phenomenon, like 5 accidents occurred in a day due to
low visibility if pollution percent violation is greater than 20. So it captures the
event of creating smog in the air due to air pollution which effects visibility and
hampers the safety of city life.

Table 2 Air pollution data file

Location Date_Time SO2 () NO2 () RSPM () SPM () AQI

Table 3 Sample statistics analysis report

Location AQI Weekly
average

Standard
deviation

Valid monitoring
days

Percent
violation

Table 4 Sample structure of historical dataset

Location Pollution
parameters

Period Pollution percent
violation

Overall pollution percent
violation
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• Knowledge database (as presented in Table 5) includes various events like the
incoming holidays, other events like any large people gathering events which
affect traffic situation.

2.2.4 Designing Sample Rule Base

The sample table, Table 6, describes rule name and their application criteria based
on the parameter “pollution percent violation” value. Table 7 describes few sample
rules which can be applied depending on the pollution forecast for the incoming
days. New rules can be added or removed depending on the requirement. It is
suggested that adequate laws and corresponding measures should be applied so that
rules can be successfully implemented across the city.

Table 5 Sample structure of knowledge database

Location Date Major incident Holiday

Table 6 Pollution metrics
related rule set

Pollution percent violation Selection of rule

<20% 1. Suggestive measure 1
2. Suggestive measure 2

� 20 and � 40% 1. Rule 3 and (rule 4 or rule 5)
2. Suggestive measure 1
3. Suggestive measure 2

>40 and � 60% 1. Rule 2

>60% 1. Rule 1

Table 7 Sample Rule Base

S. No. Rule name

Rule 1 No private vehicle should pass touching the region. Emergency situation
would be excused

Rule 2 Private vehicles carrying four people can only pass through. Emergency
situation would be excused

Rule 3 Only senior citizens would be allowed to pass through. Emergency
situation would be excused

Rule 4 Only odd numbered private vehicles should pass the place. Emergency
situation would be excused

Rule 5 Only even numbered private vehicles should pass the place. Emergency
situation would be excused

Suggestive
measure 1

Shared service cab providers would get extra benefit in tax

Suggestive
measure 2

Solar energy enabled vehicles will receive special discount on paying road
tax
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3 Expected Outcome

Expected benefits from the proposed air pollution framework are presented in the
following:

(a) Citizens will lead life in a better healthy environment with clean air.
(b) Risk of diseases will be reduced with reduction of SO2 and NO2 in air. It will

ensure relief from unnecessary smog, acid rain, and lung diseases.
(c) The amount of carbon emissions and also the fatalities caused due to air pol-

lution will be reduced.
(d) Number of accidents will be reduced with increasing the visibility in road by

reducing the pollution level accordingly.
(e) India will become a cleaner planet by its Swachh Bharat Abhiyan (Clean India

Mission) campaign by 2019.

4 Conclusion

Air pollution monitoring study reveals that concentration of air pollutants is
increasing in the air due to various reasons where growing number of vehicles
dominate the other sources. Several initiatives have been taken to tackle the issue
effectively and efficiently by the government authorities as well as various NGOs
which includes both policy reformation and technological innovation [11]. This
paper proposes a smart framework for metropolitan cities toward reducing air
pollution. It presents a novel Rule Base for better healthy environment. Finally it
also lists the expected outcome for the study.
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An Investigation of the Classifiers to Detect
Android Malicious Apps

Ashu Sharma and Sanjay Kumar Sahay

Abstract Android devices are growing exponentially and are connected through
the Internet accessing billion of online Websites. The popularity of these devices
encourages malware developer to penetrate the market with malicious apps to
annoy and disrupt the victim. Although for the detection of malicious apps different
approaches are discussed. However, proposed approaches are not sufficed to detect
the advanced malware to limit/prevent the damages. In this, very few approaches
are based on opcode occurrence to classify the malicious apps. Therefore, this paper
investigates the five classifiers using opcode occurrence as the prominent features
for the detection of malicious apps. For the analysis, we use WEKA tool and found
that FT detection accuracy (*79.27%) is best among the investigated classifiers.
However, true positives rate, i.e. malware detection rate is highest (*99.91%) by
RF and fluctuate least with the different number of prominent features compared to
other studied classifiers. The analysis shows that overall accuracy is majorly
affected by the false positives of the classifier.

Keywords Android security � Malware detection � Machine learning � Static
analysis

1 Introduction

Android is one of the most popular operating systems for smart devices and is
connected through the Internet accessing billions of online Websites. The expo-
nential increase in android apps is basically due to the open source, third-party
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distribution, free rich SDK and the very much suited Java language. In this growing
android apps market, it is very hard to know which apps are spam or malware
content. As per Statista [1] � 2� 106 android apps are available at Google play
store. Also, there are many third-party android apps available for the users [2],
which may be malicious. Hence, potential of the malicious apps or malware
entering these systems is now at never seen before levels.

Due to ease of use, these devices hold sensitive information such as personal
data, browsing history, shopping history, financial details [3], i.e. users are even
more frequent to use the Internet, as a consequence, these devices are vulnerable to
cyber threats/attacks. In this, Quick Heal Threat Research Labs in the third quarter
of 2015 reported that they have received samples of files at the rate of � 4:2� 105

samples per day for the Android and Windows platforms, and the Data security
experts expect a rapid increase in number of new malware samples in 2016 com-
pared to previous years [4].

The traditional approach, i.e. signature-based techniques, to detect the advanced
malicious android apps is no longer effective, as it uses code obfuscation tech-
niques. However, a number of methods have been proposed on static and dynamic
analyses for analysing and detecting Android malware prior to their installation
[5–9]. It appears that so far proposed approaches are not suffice to detect the
advanced malware to limit/prevent the damages [10]. Therefore, we investigated the
five classifiers (FT, Random forest, J48, LMT and NBT) and present a novel
approach to combat malware threat/attack by analysing the opcode occurrence in
the apps. The remaining paper is organised as follows. In the next section, we
discuss the related work. Section 3 describes our approach to detect the malicious
apps based on static analysis. The results of our approach are discussed in Sect. 4.
Finally, Sect. 5 contains the conclusion and direction for the future work.

2 Related Work

Static and dynamic analyses are the two main approaches applied for detection of
android malware [10]. In static analysis, without executing the apps codes are
analysed to find a malicious pattern by extracting the features such as permissions,
APIs used, control flow, data flow, broadcast receivers, intents, hardware compo-
nents, etc., whereas in the dynamic analysis the apps are examined in run-time
environment by monitoring the dynamic behaviour (network connections, system
calls, resources usage, etc.) of the apps and the system response. However, in both the
approaches selected classifiers are trained with a known data set to differentiate the
benign and malicious apps. In this Seo et al. by analysing the permissions, dangerous
APIs and keywords associated with malicious behaviours detected potential mali-
cious scripts in Android apps [11]. A lightweight framework was discussed by Arp
et al. which uses AndroidManifest.xml file and disassembled code to generate a joint
vector space [12]. Wu et al. approach detects the malware by analysing
AndroidManifest.xml and tracing the systems calls [13]. Sanz et al. analysed five
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classifiers with machine learning (DT, KNN, BN, RF and SVM) for automatic
malware detection by analysing different sets of Android market permissions, ratings
and a number of ratings. They found that among five classifiers BN performs the best
while RF second and DT worst [14]. Vidas et al. developed a tool which automati-
cally analyses the apps to find the least permissions/privileges that are required to run
the apps [15]. In this, Fuchs et al. method analyses the data flow across the android
apps components [16]. Daniel et al. did a broad static analysis by embedding the
features in a joint vector space, such that the typical patterns of malware can be
automatically identified [12]. In the DREBIN project, a study has been done with
123,453 benign and 5,560 malware apps. Based on a set of characteristics derived
from binary and metadata, Gonzalez et al. proposed a method named as DroidKin,
which can detect the similarity among the apps under various levels of obfuscation
(code reordering, register reassignment, etc. [10, 17]) [18]. SVM-based malware
detection scheme given by Gugian et al. integrates both risky permission combina-
tions and vulnerable API calls and used them as features for the classification [19].
Saracino et al. [20] proposed a novel host-based malware detection system called
MADAM which simultaneously analyses and correlates the features at four levels
(kernel, application, user and package) to detect and stop the malicious behaviours.
Quentin et al. uses opcode sequences to detect the malicious apps; however, the
approach will not detect completely different malware [21]. Later on using N-opcode,
BooJoong et al. classified the malware and reported F-measure 98% [22].

3 Our Approach

A novel approach to classify the unknown android malware is shown in Fig. 1,
which involves finding the promising features (Algorithm 1), classifiers training and
its detection.

Fig. 1 Flow chart of the proposed approach for detection of android malicious apps
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3.1 Data Pre-processing and Feature Selection

For the classification of unknown android malware apps, we downloaded 5531
android malware from DREBIN [12] and 2691 benign apps from Google play store.
The benign apps are cross-verified from virustotal.com [23].

To understand the logic of android malware apps, we use freely available
apktool [24] to decompress the android :apk files. After decompressing, we kept
:smali files and discarded other created files/folders. The :smali files contain only
one class information and are equivalent to :class file. To find the prominent
features for classification of android malware and benign, we extracted the opcodes
(list of the android opcodes is available at http://pallergabor.uw.hu/androidblog/
dalvik_opcodes.html) of the apps from the obtained :smali files. We analysed the
opcode occurrence of all the android apps and found that the occurrence of many
opcodes in malware and benign apps differs in large. The normalized opcode
occurrence of both the apps is shown in Fig. 2. The mapping of the opcodes with
hexadecimal representation has been kept same as given by the android developers
[25]. The prominent opcodes (features), which suppose to distinguish the malicious
and benign android apps, are obtained as described in the Algorithm 1. For the
classification, we have used Waikato Environment for Knowledge Analysis
(WEKA) tool, a collection of visualisation tools and algorithms for data analysis
and predictive modelling, together with graphical user interfaces for easy access to
this functionality [26], in which many inbuilt classifiers are available. On the basis
of studies done by Sharma and Sahay [27, 28], we have selected the best classifier
(Random forest [29], Logistic model trees (LMT) [30], Naive Bayes tree
(NBT) [31], J48 [32] and Functional Tree (FT) [33]) for in-depth analysis by using
K-fold cross-validation technique.
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Algorithm 1 Feature Selection

INPUT: Pre-processed data
NB: Number of benign android apps, NM: Number of malware android apps,
n: Total number of prominent features required.

OUTPUT: List of prominent features

BEGIN
for all benign apps do

Compute sum of the frequencies fi of each opcode Op and normalize it.

FBðOpjÞ ¼
X

fiðOpjÞ
� �

=NB

end for
for all malware data do

Compute sum of the frequencies fi of each opcode Op and normalize it.

FMðOpjÞ ¼
X

fiðOpjÞ
� �

=NM

end for
for all opcode Opj do

Find the difference of the normalized frequencies for each opcode DðOpjÞ.

DðOpjÞ ¼ FBðOpjÞ � FMðOpjÞ
�� ��

end for
return n number of prominent opcodes as features with high DðOpÞ.

4 Result Analysis

The five selected classifiers are analysed by applying supervised machine learning
technique with K-fold cross-validation for k = 10. For the analysis, we first
obtained the top 200 promising features (Algorithm 1). The accuracy of the clas-
sifiers is obtained by varying the promising features and is measured by the
equation
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Accuracy ¼ TPþTN
TPþ FNþTNþ FP

� 100 ð1Þ

where

TP True positive, the number of malware apps correctly classified.
FN False negative, the number of malware apps incorrectly classified.
TN True negative, the number of benign apps correctly classified.
FP False positives, the number of benign apps incorrectly classified.

The performance of the classifier has been studied by taking 20% of available
data (not used for training) with 20–200 best features, incrementing 20 features at
each step, and the result obtained are shown in Fig. 3. From the analysis, we find
that the best accuracy obtained by FT, random forest, J48, LMT and NBT is
approximately 79.27, 74.95, 71.73, 70.51 and 68.67% (Fig. 4). Among these
classifiers the least fluctuation in the accuracy by varying the features is observed in
random forest. Figure 5 shows the TPR (malware detection rate) of all five clas-
sifiers with a different number of features. We found that the RF gives maximum
TPR with least fluctuation compared to other classifiers.

Figure 6 shows the TNR (benign detection rate) for all five classifiers with a
different number of features. Here with some exception, we observed that FT
detected the benign better than the other classifiers with a different number of
features. Figure 7 shows the false negatives of all selected classifier, in which
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compared to other classifiers the RF is good and also fluctuation is least with the
number of features. Figure 8 shows the false positives of the analysed classifiers,
and here we observed that all the five classifiers do not give a good result; hence,
they very much affect the final accuracy. However, the false negative of RF is not as
par but the fluctuation with the number of features is least compared to other
classifiers.
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5 Conclusion

The threat/attack from the malicious apps in android devices is now never seen at
before levels, as millions of android apps are available officially (Google play store)
and unofficially. Some of these available apps may be malicious; hence, these
devices are very much vulnerable to cyber threat/attack. The consequence will be
devastating if in time counter-measures are not developed. Therefore, in this paper,
we investigated five classifiers FT, Random forest, J48, LMT and NBT for the
detection of malicious apps. We found that among the studied classifiers, FT is the
best classifier and detect the malware with � 79:27% accuracy. However, true
positives, i.e. malware detection rate, is highest � 79:27% by RF and fluctuates
least with the different number of prominent features compared to other studied
classifiers, which is better than BooJoong et al., F-measure (98%) [22]. The anal-
ysis shows that overall accuracy is majorly affected by the false positives of the
classifier. Hence, in future more detailed study is required to decrease the
false-positive and false-negative ratio for overall good accuracy and in this direction
work is in progress, showing impressive results.
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A Case-Based Reasoning Framework
for Prediction of Stroke

Pattanapong Chantamit-o-pas and Madhu Goyal

Abstract Case-based reasoning (CBR) has been a popular method in health care
sector from the last two decades. It is used for analysis, prediction, diagnosis and
recommending treatment for patients. This research purposes a conceptual CBR
framework for stroke disease prediction that uses previous case-based knowledge.
The outcomes of this approach not only assist in stroke disease decision-making,
but also will be very useful for prevention and early treatment of patients.

Keywords Case-based reasoning � Stroke disease � Decision-making � Prediction

1 Introduction

Stroke is the second or third most common cause of death in most countries [1, 2].
The patients who survived usually have poor quality of life because of serious
illness and long-term disability and become burden to their families and health care
system. There is a strong demand for the management focused on prevention and
early treatment of diseases by analysing different factors. Several health conditions
and lifestyle factors have been identified as risk factors for stroke. These factors
have three groups as follows: the risk factors cannot be change, the risk factors can
be changed (treated or controlled) and other risk factors are less well-documented.
The risk factor cannot be changed is focused on demographic data such as age,
heredity (family history), race, sex (gender), and prior stroke, transient ischaemic
attack (TIA) or heart attack. Some patients have had some behaviour and/or other
disease before stroke attack. Furthermore, they are trying to control health and
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behaviour (as personality behaviour and eating behaviour) and change the quality of
life that can prevent from stroke disease, for example hypertension, many kinds of
heart diseases such as myocardial infarction (MI), diabetes mellitus (DM), valvular
heart diseases and atrial fibrillation, asymptomatic carotid artery disease, blood
lipids and smoking. The other risk factors that less well-documented are geographic
location, socio-economic factor, alcohol abuse and drug abuse [3]. Recognition of
these risk factors is important to reduce the incidence of stroke, which has been
increasing [4].

Case-Based Reasoning (CBR) is a methodology for solving problem that uses a
previous data or memorized problem situations called cases. The processes of CBR
system proceed in four main steps such as retrieve, reuse, revise and retain (Fig. 1)
[5]. The new case starts at the top of stage, where an input is entered into the
system. The previous case is compared to the new case and start retrieve step. In
practical, CBR system is a comparison between all the cases in the system and a
new case, and then the result will list the ranking of similar cases.

In this research, we propose a conceptual case-based reasoning framework to
predict from patient risk factors and to recognize case that probably develops stroke
or preparing patients to handle diseases burden outcome. This framework is com-
paring stroke patients in database and predicting patients who have risk factors

Fig. 1 The CBR cycle
implemented by Aamodt and
Plaza [5]
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which are related to stroke disease such as smoking, high blood pressure and so on.
It would not only support medical professionals for stroke disease decision-making,
but also provide suggestion and warnings to patients before they visit a hospital or
go for costly medical check-ups.

The rest of this paper is organized as follows. Section 2 is the related work
which reviews case-based reasoning (CBR) in health care sector as well as in other
domains. Section 3 proposes the conceptual CBR framework for stroke disease.
The conclusion and future work are presented in Sect. 4 of this paper.

2 Related Work

This section reviews the research done on case-based reasoning in various domains
and also case-based reasoning in health care sector.

2.1 Case-Based Reasoning in Health Care

The Case-Based Reasoning Systems have many application areas in health care
sector which have provided solutions for diagnosis and treatment of diseases based
on past experiences. For example, the mixture of experts for case-based reasoning
(MOE4CBR) [6] is an application for high-dimensional biological domains to
prediction to disease. The data sets are used in ovarian mass spectrometry, leu-
kaemia and lung microarray data sets. The biomedical domains are complex, but
also a system is unsuitable method for this research. They used data mining and
logistic regression methods applied in a system and also improved the classification
performance. A case is defined by logistic regression approach that supports to filter
the important feature in CBR. Similar cases are also grouped by data mining
technique. Thus, the system also supports for the “dimensionality” problem in this
domain. For complex medical diagnosis, if patients have a complex disease, more
medical domains have to be used for this. For example, the premenstrual syndrome
(PMS) is related among gynaecology and psychiatry and also needs complex
algorithm for diagnosis. The CBR-based expert system used the k-nearest neigh-
bour (k-NN) algorithm to search k similar case that focusing on the Euclidean
distance measure [7]. A CBR in treatment and management of diabetes is also
represented in an application. It solved the problem by using patient health record
such as demographic data, laboratory result and physical examination. Those are
compared with previous case by using k-NN algorithm [8]. For a complex data, a
CBR has applied by using machine learning and data mining techniques that based
on gene expression profiles. This method used k-NN with weighted-feature based
technique to retrieve and compare among previous cases and new cases. The
herein-proposed methodology is used on several data sets in this framework. The
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results show how many percentage of gene expression profile of new patients are
similar to previous cases and help to predict the risk of disease [9].

Moreover, Sharaf-el-deen et al. [10] introduced the automated adaptation pro-
cess, which applies the adaptation rules for solving the new case. To evaluate the
approach, the researchers develop the prototype for diagnosing breast cancer and
thyroid diseases. They proposed a hybrid-based medical diagnosis approach in
order to enhance the performance of the CBR retrieval system. The main idea of the
proposed approach is to combine both case-based reasoning and rule-based rea-
soning. In addition, Ahmed et al. [11] apply various data processing and feature
extraction techniques by considering time and frequency domains for disease
prediction. Given input data, the CBR system discovers the relevant cases and then
creates an alarm based on the output. To evaluate the proposed system, the
researchers compared it with the classification results from experts.

Furthermore, Amin et al. [12] proposed clinical decision support systems for
disease prediction and diagnosis. These approaches are able to extract hidden
pattern and relationships among medical data. This leads the proposed approaches
to be efficient for designing the decision support systems.

2.2 Case-Based Reasoning in Other Domains

The CBR had been applied in other sectors such as information technology, edu-
cational technology, bankruptcy prediction modelling and so on. Jonassen and
Hernandez-Serrano [13] stated that problem solving on organization is complex that
can solve the program from previous case or similar case. Normally, organization
had been applied the lessons learned from their old stories to the new problems that
has significance to decision-making and to justify the use of previous case as
instruction support. In addition, Bryant [14] proposed a CBR to bankruptcy pre-
diction modelling. He stated that financial company has risk to many factors as
stakeholders, customers, investors, managers and employees. This model used
various factors from financial statement in 500 firms from 1990 to 1994 in non-
bankrupt and 14 firms between 1990 and 1994 in bankruptcy case and also used
clustering and decision tree techniques for analyse and prediction to bankruptcy in
organization.

Moreover, a CBR is integrated with a fuzzy decision tree (FDT) and genetic
algorithm (GA), called “The hybrid classification model” [15]. The approach aimed
to develop a decision-making system for solving classification problems among
various databases. The case-based approach is used for clustering data into small
cases, and then the genetic algorithms are applied for enhancing the fuzzy decision
tree.

222 P. Chantamit-o-pas and M. Goyal



3 Case-Based Reasoning Framework for Stroke Patients

The overview of framework proposed for prediction method is shown in Fig. 2. The
framework consists of 6 processes for prediction of stroke patient: clustering,
retrieval, reusing, prediction, retain and review, and store, respectively. This
framework has two processes: clustering and prediction (which are shown in dot
line) which differ from the original framework.

Flow chart of the proposed framework is presented in Fig. 3. The detail of
processes is described below as follows:

(a) Clustering process—this process aims to cluster stroke patient records, based
on age, gender and race of patients. Those clusters are important factors to
predict stroke disease. K-mean clustering technique is applied for finding
groups to partition n observations into k clusters. The basic algorithm is given
by Eq. (1) [16]:

CBR for stroke 
pa ents

Clustering 
process

Retrieval 

ReusingPredic on

Retain and 
Review

Store

This process uses 
k-Mean clustering 
in CBR.

This process uses 
Structural Equa on 

Modeling. 

This process uses 
k-NN classifica on.

New case loaded

Fig. 2 An overview of the case-based reasoning framework for prediction of stroke disease
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Fig. 3 Flow chart of the case-based reasoning for prediction of stroke patients
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j ¼
Xk

i¼1

X

x2Si
xi � cik k2 ð1Þ

We assume that (x1, x2, x3,…, xn) is a collection of observations, where xi is the
ith dimensional real vector. The observations are partitioned into k groups;
s = {s1, s2, s3,…, sk}, and cj is mean of sj.

(b) Retrieval process—this process is retrieval in which an electronic health care
records (EHR) are compared with information stored in “knowledge containers”
[17]. A CBR system for stroke patients includes a cased-based knowledge, two
medical knowledge databases (medical vocabulary knowledge and medical or
clinical knowledge) and EHR (Fig. 4). The medical vocabulary knowledge
contains stroke vocabularies and related diseases. Knowledge from experts is
represented in clinical knowledge for a hospital with an acute stroke unit. Given
output from the previous process, this process uses k-nearest neighbour (k-NN)
approach based on medical and vocabulary knowledge to classify each patient
group into risk factors.
To calculate the distance between p and q in k-NN algorithm, Eq. (2) is applied
[18].

dist ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
pi � qið Þ2

q
ð2Þ

where p = (p1, p2, p3,…, pn), q = (q1, q2, q3,…, qn) and n is the number of
dimensions.

(c) Reusing process—this process aims to match cases that are relevant to the
given risk factors from the previous process. As we mentioned above, cases are
collected from the real cases in the hospital and stored in the knowledge
container. In this paper, we use those cases for stroke prediction in the next
process.
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Fig. 4 The detail of the case-based reasoning for prediction of stroke patients
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(d) Prediction process—data mining and statistical methods are well known for
dealing with medical data analysis and prediction. To properly select tools and
develop prediction models, general and incomplex guidelines are necessary and
required [19]. This process uses structural equation modelling (SEM) because
the data type has shown to multiple groups in current patient records and risk
factors if they got it such as diabetes data set, heart disease data set, behaviour
data set and so on, which is a data set that depends on stroke and other diseases.
The SEM supports multiple values to prediction and can be described “The
basic statistic of SEM is the covariance, which is defined for two continuous
observed variables X and Y, where rXY is the Pearson correlation and SDX and
SDY are their standard deviations. A covariance represents the strength of the
association between X and Y and their variabilities, although with a single
number. Because the covariance is an unstandardized statistic, its value has no
upper or lower bound [20]”. The formula is given by (3):

COVxy ¼ rxySDxSDy ð3Þ

In term of stroke disease, there exist various risk factors that are useful for
effectively predicting disease. The analysis process identifies variables. The age
values are independence variables (called “primary variables”) and risk factors
are dependence variables, then the algorithm analyses and predicts between
previous cases and current patient records. It processes case-by-case with other
disease groups that relate to risk factors. After that, the output presents in terms
of stroke risk estimation. For data sets of stroke that used in three main groups
such as the risk factor cannot be changed, the risk factor can be changed, treated
or controlled, and other risk factors are less well-documented. The first group is
demographic data such as age, race, gender and prior stroke. The second group
consists of behaviour and historical disease from EHR such as hypertension,
heart disease, atrial fibrillation, peripheral artery disease, carotid, diabetes
mellitus, obesity, high blood cholesterol, sickle cell disease, first stroke, alcohol
abuse, poor diet, physical inactivity, drug abuse and smoking. The last group
includes hometown of patient, socio-economic factor, alcohol abuse and drug
abuse. These are loaded from current patient records. For stroke patients,
incidence of stroke is required and loaded from historical records.

(e) Retain and Review process—After that, the output will be verified and sent to
participants or nurses. The result shows the percentage of stroke for individual
patient.

(f) Store process—The prediction results of patients who have risk factors in stroke
disease will be stored in CBR system for reuse in the future. This information
can help in decision-making for participants in order to make a suggestion and
warnings to patients as care plan, lifestyle, quality of life, behaviour and so on.
Finally, the outputs are updated in historical case-based knowledge.
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4 Conclusion and Future Work

A Case-Based Reasoning has been applied for diagnosis diseases such as diabetes,
leukaemia and lung, premenstrual syndrome, breast cancer and thyroid. In this
paper, we have purposed the CBR framework for stroke disease. There are two
processes which differ from the original case-based framework (clustering process
and prediction process). The result of CBR framework is quite significant
decision-making for patients. Specially, it can give suggestions and warnings to
patient in spite of the fact that stroke does not have warning signs. Consequently,
the proposed framework is beneficial for stoke disease management. In future, we
will compare our framework with other prediction techniques and implement an
e-stroke application.
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Cognitive Radio: A Network Structure
Perspective

Tapan Kumar, Vansha Kher and Pooja Jain

Abstract The ideal utilization of radio spectra is a major issue of concern in the field
of wireless communication. Increasing demand for wireless radio services has led to
the issue of frequency scarcity. Therefore, in order to accommodate more and more
users, cognitive radio technology came into existence. The adaptive nature of cog-
nitive radio helps them enhance the spectral efficiency, thereby utilizing the available
spectra without causing any interference for the licensed users. The primary task of
cognitive radio lies in the spectrum sensing and identification of holes. But the
presence of a single CR and multiple secondary users in the network can lead to delay
and collision. Therefore, the algorithm named “multiple CRs single-hop (MCSH)
secondary user cognitive radio network architecture” has been formulated and pro-
posed in which multiple CRs can coordinate with each other via single hop as well as
with unlicensed users in order to diminish the delay, jitter, and packet loss.

Keywords Cognitive radio � Multiple CRs � Secondary user � Sensing �
Multi-hop

1 Introduction

The electromagnetic spectrum is a wholesome, natural resource meant for data
transmission and reception of data, and the exploitation of it by a large number of
transmitters and receivers is strictly licensed by the government [1]. The federal
communications commission (FCC) is the central agency that is solely responsible
for the maintenance, control, and regulation of interstate telecommunication,
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licensing as well as management, and of electromagnetic radio spectrum within the
USA, and it also audits time-to-time interstation interference in all radio frequency
bands [2]. All conventional wireless connection services, substantially based on
fixed spectrum allocation methodology, are much constrained by the factors such as
wastage of static spectrum allocation, restricted and limited wireless functionality,
leading to inefficient utilization of radio spectrum. Therefore, spectrum efficiency
can be improved by manifesting the concept of frequency reuse where the sec-
ondary users (SUs) are being permitted to ingress the spectrum when the spectrum
is temporarily being not utilized by the primary users (PUs). The basic idea in order
to manage RF resources in such a way is that SU can be permitted to access the
licensed frequencies following the condition that they can guarantee minimum
interference perceived by the PU allocated in the RF spectrum.

The basic aim is to consider the architecture of cognitive radio (CR) in which all
PU and SU will send their data to the CR either in the licensed or in the unlicensed
mode (when spectrum holes are present). Several cognitive users are existing in a
distributed fashion and coordinate with SU for data communication in a single hop
in order to increase the throughput, maximize the spectrum efficiency, and to
decrease the delay.

With the advances in software and technology, CR can smartly sense and adapt
to the changing environment by modifying its transmitting parameters, such as
modulation, frequency, frame format [3]. In the early days of communication, there
were fixed radios in existence in which the transmitter parameters were static and
were fixed deliberately that set up by their operators. The new era of communi-
cation inculcates the concept of software-defined radio (SDR) [4–8].

Software Defined Radio (SDR) is a radio in which the transmitter’s operating
parameters are the frequency range and type of modulation. The maximum radiated
or output power can be altered by initializing a change in software without per-
forming any hardware changes. It is used to reduce hardware requirements since it
provides user an inexpensive and reliable solution. But it will not take into con-
sideration the area of spectrum availability. CR is basically a recent version of SDR
in which all the transmitter parameters modify and update like SDR, but it will also
adapt its parameters as per the spectrum availability. The primary network is totally
unaware and unknown regarding the capabilities of the cognitive network behavior
and does not necessitate any specific functionalities to coexist with it. When a PU
arrives in the spectrum, the secondary users ought to vacate the spectrum and
should immediately react by altering their parameters such as frequency rate, baud
rate, power, capacity, channel used, codebook so that PU quality of service
(QoS) might not degrade.

The proposed technique is to design a CR network architecture named as
“Multiple-CR Single-Hop (MSCH) Secondary User CR Network Architecture” in
which multiple CRs will act as a heterogeneous node that can perform the diverse
functions of spectrum sharing, allocation, management, mobility, decision making
at the same time. The unlicensed secondary users will behave as homogeneous
nodes that can transmit their data on the licensed bands via multiple CRs in a
single-hop fashion [9].
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2 Related Work

2.1 Cognitive Radio Network

Fixed spectrum allocation policy is employed in wireless networks. Spectrum can
remain underutilized in some area or for some period of time, whereas some fre-
quencies will be highly utilized. Therefore, some underutilized wireless spectrum
should be exploited for maximizing the spectrum usage. CR acts as secondary-tier
networks in order to access the spectrum. While the licensed users or PUs are not
using the spectrum, CR user completes the spectrum in order to maximize the
spectrum utilization throughput [5]. Thus, CR can be defined as a radio that can
change its transmission parameters based on the active environment in which it
operates. The CR determines the portion of the spectrum, which remains available
and thus detects the availability of licensed users, and selects the best available
channel. CR also coordinates access to this channel with others. The ultimate
objective of CR lies in the fact that it needs to obtain the best available spectrum
due to its property of reconfigurability and cognitive capability. The most chal-
lenging situations for CR is to share the licensed spectrum keeping the condition
that it will not interfere with the transmission of other licensed users since most of
the spectrum is legally shared between several PUs. The CR enables the process of
usage of temporarily unused spectrum gaps called as spectrum hole or white space.
In the case of again using the spectrum by the licensed user, the CR moves in
another spectrum hole or remains in the same band. By altering its modulation
technique, power level is transmitted in order to mitigate the chances of interference
(Fig. 1).

Fig. 1 Spectrum hole
concept
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2.2 Cognitive Network Architecture

The reference CR architecture includes different types of networks such as the
primary network, an infrastructure-based secondary network, and an ad hoc-based
secondary network. These CR-based networks are operated under the mixed
spectrum environment that consists of both licensed and non-licensed frequencies.
As quoted by multiple authors in the literature for cognitive networks, multiple
secondary networks can communicate with each other in a multi-hop manner or
across the base station, leading to collision of data and a large amount of delay
between different SUs during the data transmission. Therefore, in this proposed
technique, we are relying on the fundamentals of single-hop technique between
different CR users and SUs in order to maximize throughout and reduce the delay
and collisions using MS-SH [9] network architecture.

There are three different access types which are shown in Fig. 2:

1. Secondary network access: SUs have the ability to access their own secondary
base station both on licensed and on unlicensed spectrum bands.

2. Secondary ad hoc access: SUs are free to communicate with all other secondary
users through ad hoc connection on licensed as well as unlicensed spectrum
bands.

3. Primary network access: The SUs are capable of accessing the primary base
station through the licensed band [10].

Fig. 2 Cognitive radio architecture [10]
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There are two basic groups in CR, namely primary user network and secondary
user network. With the help of cognitive radio, the secondary user interacts with the
primary user for spectrum allocation.

The primary network: It has an exclusive right over a certain spectrum band, like
for cellular networks and TV broadcast networks, since it is a licensed user. The
basic components of primary networks are: PU, which is also called as licensed user
that is having all rights to operate in a licensed band, remains unaffected by the
activities of CR; primary base station, which is also called as licensed base station,
is a fixed infrastructure network component having spectrum license.

CR network: The CR network does not possess license to operate in a licensed
band, and its spectrum access is allowed according to the opportunistic environ-
mental conditions. The components of CR network are as follows:

• CR user: It is basically an unlicensed user that is possessing no license over the
spectrum. CR can use the spectrum only when PU is not present, and CR has to
vacate the spectrum/channel whenever the PU will be detected.

• CR base station: It is an unlicensed base station meaning a fixed infrastructure
component with CR capabilities that provide a single-hop connection to CR users.

• Spectrum broker: It is a central network entity that is capable of managing and
controlling the spectrum resource sharing among the CR base stations.

• The SU comes in picture along with the cognitive user only when the PU is not
present in the spectrum.

2.3 Cognitive Radio Cycle

The important areas of CR cycle are mainly categorized into four following steps as
shown in Fig. 3:

Step 1: Spectrum sensing: It is used to sense the spectrum holes when only for
the unused portion of the spectrum, CR allocation can be done.
Therefore, continuous monitoring of the available spectrum bands is
important, and hence, the spectrum holes can be detected. Spectrum
sensing is basically performed on the physical layer and is closely related
to spectrum allocation problems. Three main potential approaches are
recognized such as beacon signals, database registry, and spectrum
sensing [11] in order to identify the spectrum opportunities. The data-
base registry technique inculcates the method of global positioning
system (GPS) that is mounted on secondary devices to locate its
respective location and for accessing the database of primary network for
locating the channels that are unused and vacant at that time. Two
spectrum sensing methods are widely used in the CR architecture:

• Non-cooperative/transmitter detection and
• Cooperative detection.
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Step 2: Spectrum decision: According to the QoS requirements of different
bands, the CR user identifies the most suitable band after the process of
identification of available spectrums in the network. The statistical
behavior of the PUs and the radio environment decides the character-
istics of the spectrum band. For dynamic spectrum characteristics, it is
important to have a priori information about the PU activity and this
entire process is done in the link layer and the network layer.

Step 3: Spectrum sharing: Since multiple CRs are coordinating with each other
interconnected with different SUs in order to avoid collisions in the
overlapped portions of the spectrum, the technique of spectrum sharing
provides the capability to have resource allocation in order to mitigate
interference caused on the primary network. Therefore, physical layer
and MAC protocols are being applied that can easily facilitate the
sensing control to distribute the sensing task among the coordinating
nodes necessary for transmission.

Step 4: Spectrum mobility: In case of detection of PU in the network, the CR
should vacate the licensed spectrum and should continue its transmission
in another unutilized bands, thereby connecting to other CRs lying in the
vicinity of that particular SU. Therefore, the spectrum mobility tech-
niques utilize the scheme of spectrum handoff in order to detect the
failure in any link and in order to decrease the packet drops. Also, the
connection management scheme is added in order to sustain the per-
formance of upper layer protocols.

Fig. 3 Cognitive radio cycle
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2.4 CR Network Capability

The capabilities of a CR network include reconfigurability, operating frequency,
modulation, transmission power, and communication technology. Reconfigurability
can be defined as the ability of adjusting some operating parameters for the purpose
of transmission without any mandatory modification. For the CR user to adapt
easily to the dynamic radio environment, reconfigurability is an important feature in
CR networks [12, 13].

3 Cognitive Radio Architecture Framework

In order to decrease the end-to-end delay and to fulfill the connection requirements,
single hopping is preferred in CR networks among corresponding SUs. In the case
of arrival of PUs in the RF spectrum, spectrum handoff occurs leading to dynamic
spectrum allocation in which SU relocates to another CR through spectrum broker,
thereby maximizing the spectral efficiency. It would not be possible in “single CR
single hop” and “single CR multiple hop” networks as SU has to vacate the
spectrum as the PU comes into the picture. Hence, “multiple CRs single-hop
(MCSH) secondary user cognitive radio network architecture” is the most optimal
CR architecture reducing the delay, jitter, and packet loss.

The CR ensures three basic fundamental cases to incur Multiple CRs Single-Hop
Architecture:

Case 1: If one of the SUs is connected to multiple secondary BS/primary net-
work access, then the unlicensed user will relinquish its control over one
CR so that it can allocate the unused spectrum to any other unlicensed
user in the network.

Case 2: The restructuring of network should be done like energy balancing,
bandwidth allocation in order to decrease delay and to increase the
network coverage.

Case 3: To calculate the optimum number of CRs so that no packet loss and
delay can be incurred in the network.

3.1 Simulation Step

Following are the simulation steps and results shown in Table 1:

1. All the CRs (secondary base stations/primary network access) behave as
heterogeneous and cover defined geographical area and provide the connection
to all the secondary users. Simulation was performed for 10–15 CRs.
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2. SUs are randomly deployed and are stationary. For simulation, the total 1000
SUs are used.

3. The optimal number of CRs is also found out using connection restructuring of
SU. Maximum 250 SU are supported by each CRs.

4. Initially, one SU is connected to multiple CRs, but after the connection,
restructuring SU is connected to the single CR and enhances the spectral effi-
ciency. Results are shown in Table 1.

4 Conclusion

On the basis of above three cases, we conclude that multiple CRs single-hop
secondary user cognitive radio network architecture has been found out to be the
optimum structure as per the design parameters of CRs such as bandwidth, collision
avoidance, connectivity, optimum number of CRs required as compared to
Single CR single-hop and multiple CR multiple-hop CR network architecture
design.
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Comparative Study of N-Tier
and Cloud-Based Web Application Using
Automated Load Testing Tool

Manisha Jailia, Manisha Agarwal and Ashok Kumar

Abstract These days people cannot think a single day without online world. In
online world, Web applications play very important role in all sectors, let it be for
searching, shopping, and education too. Too many Web sites are launched daily.
But what matters a lot for a user is all about performance. In this paper, we have
discussed the comparison between N-tier-based Web application and cloud-based
Web application, so that while designing of Web site one can efficiently select Web
architecture. At last with the help of loadcomplete tool, performance is to be
evaluated on various metrics.

Keywords N-tier � Cloud � Web � Loadcomplete � Architecture

1 Introduction

The Web applications are defined as the applications that use Web browser to fulfill
the requirements of users and are written in browser compatible programming
languages (such as HTML, JavaScript, and CSS). Most Web applications work on
the principle of Client–Server Architecture. In this architecture, the client and the
server communicate over the network. The client computer uses an interface to send
request to the server and the server responds which results in display of results on
client’s computer. In this paper, we have discussed other architecture, i.e., Cloud
Architecture. We have also examined the performance of both the architectures on
the basis of their response by testing tool.
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1.1 Client–Server Architecture

Client–Server Architecture is distributing computing architecture that segregates
jobs or workloads between servers and clients. If we go its most elementary con-
figuration, Client–Server Architecture involves a program unit called client which
makes a request to another program unit called server which accomplishes it [1].
Figure 1 shows the communication between client and server.

The clients commence the communication by making requests to the server. The
client uses the personal computers to make their calls. These computers have
network software applications installed in them. Servers are the machines who have
files and databases stored in them. They have features like highly powered central
processors, large disk drives, and more memory capacity in comparison with the
clients [2]. After receiving service requests from client, the server resolves the
requests and then tries to accomplish the requests. A client can send requests to
several servers, and a server can handle many clients. The client and server hold a
command and control association between them. The server can never initiate any
request, and the client can never fulfill any requests. There are many examples of
Client–Server Architecture, but few of them are e-mail, Web browser, Internet,
database, etc.

1.1.1 N-Tier Architecture

N-tier Architecture is the architecture which separates the applications into many
tiers. Tiers are defined as computers which are physically deployed like one-tier,
two-tier, and three-tier. This is shown in Figs. 2 and 3.

Fig. 1 Client–server architecture

Fig. 2 Two-tier architecture
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1.2 Cloud Architecture

The front-end platform, back-end platform, network, and delivery model merge to
form Cloud Architecture. The front-end platform involves fat client, thin client, and
mobile devices. On the other hand, the back-end platform involves servers and
database storage. The network involves Internet, cloud network, and intranet. The
delivery model involves SaaS, PaaS, and IaaS (Fig. 4).

Software as a service (SaaS)—In this cloud-based delivery model, the cloud
service providers install and maintain software on the cloud and provide the
accessibility to the users via Internet. Examples are Salesforce, LinkedIn, Oracle,
SAP, etc.

Platform as a service (PaaS)—In this cloud-based delivery model, the cloud
service providers provide users the application platform equipped with the database.
Examples are Amazon Web services, OpenStack, ThinkGrid, etc.

Infrastructure as a service (IaaS)—In this cloud-based delivery model, the cloud
service providers provide the whole system but in virtual form. Examples are HP,
Verizon, Amazon Web Services, etc.

Fig. 3 Three-tier architecture

Fig. 4 Cloud deployment
model
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2 Related Work

As we are moving forward, the Web technologies are also moving at pace. With the
advancement in technologies, we are getting new ideas and works in this domain.
Many people have worked on these new technologies and architectures. Among
them, the Cloud Architecture is in great demand.

It is widely accepted approach for developing optimized and better performing
Web applications. It is also now in demand for developing mobile-based applica-
tion because of its potential to provide different views for different devices without
altering any other component of the application. The National Institute of Standards
and Technology (NIST) which defines cloud computing as “model for enabling
convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or service pro-
vider interaction” [3].

Cloud computing architecture is an arising trend which is changing the way of
using everything in computer domain. Many big tech giants have already adopted
this trend. Some of them are Google, IBM, Microsoft, and Amazon. It helps faster
deployment of Web applications, and applications are more efficient in usage. The
N-tier architecture provides us the freedom to develop flexible and reusable Web
applications due to its property of finer modularity [4]. These applications are fault
tolerable, efficient, secure, etc.

There are other Web architectures also present like Model View Controller [5].
The business logic issues in N-tier are evaluated on the basis of performance testing
for the validation of Web applications also in MVC architecture using ASP.NET
technology [6]. Performance of Web crawler on different architectures is also
discussed by various authors [7].

3 Implementation Strategy

The implementation of Web Applications, using ASP.NET technology, is accom-
plished with the aid of Visual Studio 2012 inbuilt SQL Server LocalDB. So we are
comparing the Web applications which are developed on different architectures
using different technologies.

We have created the Web applications with the INSERT, UPDATE, and
DELETE functionalities. The Web applications based on N-tier and cloud are
created to retrieve data from database and display it on user interface. We have
created two Web applications so far. The two Web applications are created on the
architectures, N-tier and cloud using ASP.NET technology.

Interfaces of Web Application’s on different Web architecture.
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3.1 N-tier Architecture

See Figs. 5, 6 and 7.

Fig. 5 INSERT operation

Fig. 6 UPDATE operation
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3.2 Cloud Architecture

See Figs. 8, 9 and 10.

Fig. 7 DELETE operation

Fig. 8 INSERT operation
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4 Evaluation

The performance evaluation of Web applications is done by considering various
factors like Page Load Time, Request Transfer Speed, Response Transfer Speed,
Server Time, etc. The evaluation is done by using LOADCOMPLETE 3 testing
tool. LoadComplete is a load testing tool for Web applications. It helps in checking
Web application’s performance under heavy load which aids in knowing Web
application’s robustness and scalability.

The following graphs are generated considering few specifications and help in
evaluating the Web application’s performance. The graph shows two axes, X-axis
and Y-axis. The X-axis shows the time interval and the Y-axis varies along the
graphs. There are 20 virtual users assumed in both the scenario.

Graph of Web Application’s graphs based using ASP.NET Technology.

Fig. 9 UPDATE operation

Fig. 10 DELETE operation
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4.1 Page Load Time

See Figs. 11 and 12.

Fig. 11 N-tier architecture

Fig. 12 Cloud architecture
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4.2 Request Transfer Speed

See Figs. 13 and 14.

Fig. 13 N-tier architecture

Fig. 14 Cloud architecture
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4.3 Response Transfer Speed

See Figs. 15 and 16.

Fig. 15 N-tier architecture

Fig. 16 Cloud architecture
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The result of testing is displayed using Table 1. The results depict the differences
among architectures. It shows that the Web application made using N-tier
Architecture is give more promising result to page load, response transfer param-
eter. N-tier Architecture has greater average values in all profiles because of its
variation in graph.

5 Conclusion and Future Work

The growth of Web applications in today’s era is rampant. Nowadays, a Web
application has opened its wings in all fields, such as education, forecasting,
engineering, sports, entertainment, medical, etc. Users are so much smart that they
cannot tolerate Web site which takes too much time to load because users have so
many options or other Web sites which can do a same task for him. The user simply
switches to other alternatives. This paper focuses mainly on how to make a Web
application response quickly to retain more and more users. We compared the
performance of N-tier-based Web applications and cloud-based Web application.
We conclude that Cloud Architecture may utilize recourses efficiently but
N-tier-based application still gives better result in page load parameter. In future,
we will focus on mobile Web application with different architectures and green
Web application.
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The Design of Ultra-High Frequency
(UHF) Radio Frequency Identification
(RFID) Reader Antenna

Wee Fwen Hoon, Yew Been Seok, Mohamed Fareq Abdul Malek,
Lee Yeng Seng, Siti Zuraidah Ibrahim and Sarah Yasmin

Abstract This paper presents the design of ultra-high frequency (UHF) radio fre-
quency identification (RFID) reader antenna using low dielectric constant of
microwave substrate. An RFID reader antenna emits electromagnetic signals to the
microchip in the tag, and the microchip will be energized bymodulating the wave and
returns to the reader antenna. The process of wave emitting is known as backscat-
tering due to the presence of tag been detected by the reader. High-dielectric constant
substrate, for example flame-retardant-4 (FR4) which is commonly used for micro-
strip patch antenna, is high in dielectric constant and dielectric loss. Thus, this will
lead to low gain and directivity properties of the antenna. To overcome this matter,
low-dielectric constant substrate which is Taconic TLY-5 was proposed to be utilized
for microstrip patch antenna design. The TLY-5microstrip substrate thickness used is
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1.6 mm, dielectric constant of 2.2, and loss tangent of 0.019. A high-conductivity
metal which is typically a conductive copper is been used for the two layers of
dielectric substrate, the top radiating patch layer and bottom ground layer where the
copper thickness is 0.035 mm. Microstrip feed line is used for this UHF RFID reader
antenna. The width of the feed line was tuned to obtain impedance matching of 50 X.
The proposed antenna which is fork-shaped patch antenna was simulated using
Computer Simulation Technology (CST) andMicrowave Studio software at resonant
frequency of 910 MHz with the outcome results of 7.985 dB gain and −11.11 dB
return loss. Nevertheless, the typical value obtained for VSWR is less than 2.

Keywords Ultra-high frequency (UHF) � Radio frequency identification (RFID) �
Reader antenna

1 Introduction

Among fast-developing technology nowadays includes radio-frequency identifica-
tion (RFID) in wireless communication. This wireless data transmission and
receiving technique had been an emerging technology for many other developing
applications in different ranges such as automatic identification, electronic-related
ticketing services, security surveillance, and access control [1].

In practical usage of RFID, the tags are always oriented arbitrarily. Circularly
polarized (CP) reader antennas have been used in UHFRFID systems for ensuring the
reliability of communications between tags and readers. Normally, the tag antennas
are polarizing in linear form. However, there is a standard international UHF range of
RFID for each part of the world. Various frequency ranges in Europe, Australia,
Singapore, US/Canada, Korea, and Japan are 865.5–867.6, 920–926 MHz, (866–
869, 923–925 MHz), 902–928, 910–914, and 952–955 MHz, respectively [2]. The
implementation and cost of RFID systems can be simplified and reduced. In this paper,
anUHFRFID reader antenna is designed usingmicrostrip patchwith frequency bands
of UHF range, 860–960 MHz. The entire UHF frequency band (860–960 MHz)
needs to be covered to reach the targeted solutions.

Meanwhile, microstrip patch antenna in telecommunications is broadly used
because there are advantages that can be obtained from the design such as thin and
low cost of fabrication process. The characteristics of microstrip antennas used in
RFID technology are also applicable in service industries, transport systems, and
distribution logistics [2, 3]. However, microstrip patch antenna has narrow band-
width which is one of the serious limitations to the design. This will affect the
sensitivity and directivity gain of the antenna. Small and thin features of antenna
also will affect the gain performance, where if a high dielectric substrate is used for
the microstrip antenna, the size of the patch will reduce and the gain also reduces
drastically [4]. Due to this, low dielectric constant substrate material is proposed to
be utilized in this project design where it is capable to obtain higher gain in antenna
design [1].
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2 UHF RFID Reader Antenna Design Method

2.1 Preliminary Design–Rectangular Design

Microstrip radiating patch antennas can be printed precisely onto a microwave
substrate board using chemical developing, etching, and photoresist method.
Microstrip antennas are becoming overwhelming in this new era technology world
that requires wireless transmission of signal. Microstrip patch antennas are compact
with low profile, lighter with low cost of material used, and ease to fabricate [5].
The rectangular-shaped microstrip patch antenna as shown in Fig. 1 consists of
substrate width, length, patch width (W), patch length (L), and feeding impedance
of 50 Ω where the feeding line width and length is introduced symmetrically with
respect to the probe position.

The input impedance is controlled by microstrip patch width, W of the antenna.
The larger widths will wider the size of bandwidth. The proposed rectangular-shaped

(a)  Front view

(b)  Side view

Fig. 1 Preliminary design of microstrip patch antenna
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microstrip antenna uses a loss-free Taconic TLY-5 substrate as dielectric substrate
materials. The substrate thickness (h) used is 1.6 mm, dielectric constant (ɛr) of 2.2,
and loss tangent of 0.019. A high-conductivity metal which is typically a conductive

Fig. 2 Dimension of fork-shaped design a radiation patch, b substrate
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copper is been used for the two layers of dielectric substrate, the top radiating patch
layer and bottom ground layer where the copper thickness is 0.035 mm.

2.2 Fork-Shaped Design

The proposed shape design for this microstrip patch antenna is fork-shaped design.
Fork-shaped design microstrip patch was fed by a 50-Ω impedance feed line for
antenna matching purpose. The length of the radiating patch was calculated to be
approximately kg/2, where the patch was able to radiate perfectly. The proposed
antenna gave good polarization when it was able to radiate along the patch width
(W). However, the spurious radiation might become the disadvantages and the need
for impedance matching needed. This is because the typical edge impedance of a
microstrip antenna ranges from 150 to 300 Ω [6].

The bandwidth also can be increased by enlarging the transmission width size.
Besides that, the impedance can be reduced to 50 Ω but the reduction of impedance
value will affect the matching of the antenna, where UHF band can’t be achieved,
and it also requires a very wide patch size of antenna. This will take up a lot of
valuable space. The patch width also controls the radiation pattern of antenna. As
there is change of gap width between two lines of the fork shape, the polarization of
the electromagnetic field will be affected by the recognition of distance change [5].
Feeding method is also applied by having microstrip transmission feed line in the
design. Figures 2 and 3 show the antenna dimension of the proposed design.

S11 = -
11.11dB

910 
MHz

Fig. 3 S11 of fork-shaped microstrip patch antenna
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3 UHF RFID Reader Antenna Results and Discussion

The fork-shaped antenna parameters that consist of S11, VSWR, gain, directivity,
line impedance, and bandwidth have been simulated. S-parameters describe the
input–output relationship between ports (or terminal) in an electrical system. From
Fig. 3, the observed result value for return loss (S11) was below −10 dB which is
−11.11 dB at 910 MHz.

Table 1 result shows the obtained directivity and gain for the proposed design.
The directivity and gain obtained are high which are 8.959 and 7.985 dB,
respectively. The results show high sensitivity characteristic of UHF RFID antenna
was obtained.

The significant transmission feed line method to the antenna will encourage
spurious radiation from feed line. This happen when using thick microwave sub-
strate. For this project, the thin and low-dielectric substrate material is used and the
spurious radiation can be avoided. The overall final results of the proposed antenna,
fork-shaped antenna for UHF RFID reader antenna are given in Table 1.

4 Conclusion

Based on this project, a fork-shaped microstrip antenna has been designed for
ultra-high frequency, radio frequency identification UHF RFID reader application.
The simulation result has been analyzed and optimized until the best performance
of reader antenna for a RFID system is obtained. The return loss at UHF frequency
of 910 MHz was obtained below −10 dB. This antenna utilizes low-dielectric
constant substrate material to get small and compact size with high gain and
directivity value with 7.985 and 8.959 dB, respectively.

Table 1 Overall results of
fork-shaped antenna

Parameter Result value

Return loss, S11 −11.11 dB

VSWR 1.77

Gain, dB 7.985 dB

Directivity 8.959 dB

Line impedance, Z0 50 Ω

Radiation pattern Directional

Efficiency 89.1%
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Provisioning of Healthcare Service
in Cloud

Mridul Paul and Ajanta Das

Abstract Health informatics is fast expanding due to innovations in information
and communication technology (ICT) field. The adoption of ICT in health care has
resulted in deeper penetration of medical diagnostics and treatment among devel-
oped and developing countries. Though hospitals, diagnostic centers, and clinics are
adopting smart models for delivering efficient medical services, there are areas that
needs research in order to deliver medical services anywhere at anytime with the
help of cloud. This paper focuses on services required to be provisioned in cloud for
enabling smart medical treatment. We propose a layered service architecture for
provisioning of medical services in cloud. We discuss specific application scenarios
that are required from both provider and consumer side with test case implemen-
tation in Google cloud and provide graphical analysis of the performance of the
implementation.

Keywords Health informatics � Smart healthcare � Cloud computing � Service
provisioning � Service-level agreement

1 Introduction

Health Informatics has gained momentum in past few years due to increased
adoption and application of information and communication technology (ICT).
Health Informatics aims to improve life expectancy of citizens, while increasing the
reach out of medical services among masses. A startling statistics from study [1]
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reveal that even though there is increased spending by developed countries on
improving and maintaining healthcare services, there has been no significant
improvement in overall health (life expectancy) of its citizens. Though there are
efforts made to address this problem through use of ICT, health care needs to be
relooked at with ICT innovations such as cloud computing.

Cloud computing has transformed the way computing services are deployed and
delivered. Prior to cloud, the infrastructure was a responsibility of service providers.
Upgrade and upkeep had to be regularly done by the service providers. However,
with cloud computing now in place, service providers need not to worry about
infrastructure, platform, and even software and can focus on the services that need
to be deployed. Today, several cloud providers such as Amazon, Google, and
Microsoft have come up cost-effective cloud offerings for which consumers can
choose from. Researchers and business organizations have benefited immensely
from such offerings.

Cloud computing can serve as a cheaper alternative for processing information
arising from different entities such as homes, hospitals/clinics, office buildings, and
vehicles. Cloud provides three different service layers—infrastructure as a service
(IaaS), platform as a service (PaaS), and software as a service (SaaS) [2]—that can
form base for software applications for medical treatment. The applications can
leverage the key cloud characteristics—on-demand access, broad network access,
resource pooling, rapid elasticity, and measured service [3]. While cloud provides
scalable models for service provisioning, the services that need to be provisioned
for smart medical services require multiple facets to be explored. As there are
several types of users accessing such services, the communication channels that
connect to the services need to be accounted as a part of service delivery. The
architecture proposed in this paper provides a model to allow medical services to be
deployed in cloud. An important aspect pertaining to provisioning of services is
service-level agreements (SLAs). SLAs bind service consumers and providers
through legal document [4].

The remaining part of this paper is organized as follows: Sect. 2 presents related
work. An evaluation of proposed architecture is described in Sect. 3. Section 4
details out application scenarios and expected privacy characteristics. Test case and
results are discussed in Sect. 5. The paper concludes with Sect. 6.

2 Related Work

Doukas et al. [5] proposed usage of cloud computing and mobile application to
create a mobile system that can manage patient’s health records and medical
images. Yang et al. [6] leveraged cloud for implementing medical image file
accessing system that can share, store, and exchange medical images across dif-
ferent hospitals. The objective was to bring in synergy among hospitals and provide
seamless services to the patients. Another research paper [7] attempts to connect
individuals with hospitals, caregivers, and homestay through cloud solution.
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The solution tries to establish interoperability among hospitals, healthcare provi-
ders, and consumers and simulates tests of basic operations such as sharing medical
images among hospitals, using Google App Engine. Rashid et al. [8] proposes a
ubiquitous healthcare system that uses Web services and cloud storage enabling
patients to undergo specific tests without any intervention from experts. These tests
pertain to blood pressure, weight and balance, body fat, and agility.

However, above research work does not deal with the service provisioning
aspects of cloud. Das et al. [9] demonstrate usage of Big Data and cloud to provide
medical solution through MedTravel app for mobile users. The research work
proposes state-of-the-art mobile technology to create smart application for users and
manages both structured and unstructured data in the cloud. For medical services,
there is a need to define architecture that can lay grounds for deploying medical
services. In this paper, we address this area to a major extent.

3 Provisioning of Smart Medical Service in Cloud

The basic premise for any smart medical service is the creation and management of
EHR for each patient. EHRs are created based on the personal health record
(PHR) which is typically documentary details of a patient. EHRs created in the
system require robust data models [10] to store information that constitute of
patient’s medical history including disorders, ailments, allergies, historical diag-
nosis, medications, hospitalization, test results, clinical documents, and procedures.
The medical services need to cater to different aspects of medical processes.
Patients being the center of the medical processes, the other actors that are par-
ticipating in the processes are hospitals, diagnostic centers, physicians, and phar-
macy stores. In order to design these services in cloud, the requirements and
interactions of each of these actors have to be considered.

This paper proposes a system architecture for smart medical treatment that
provides medical care at the very place where it is required compared to traditional
methods. The architecture takes into consideration that the flexibility of cloud
computing provides in terms of software, platform, and hardware resources. The
assumption of the model is that patients can connect to the system through mobile
devices (voice or data), Internet, or health kiosks. The nature of treatment can range
from simple queries about healthcare providers to complex diagnostics such as
ECG analysis and recommendations.

The proposed architecture derives its fundamentals from healthcare architecture
proposed in [11]. While the layered healthcare architecture addressed a wider
audience, the architecture proposed in this paper is focused on providing a level
deep into each of the service layers. The assumption is that IaaS provides
hardware-level infrastructure and PaaS provides software-level platform to build
different layers. Each layer has logical group of services that communicate with
each other to provide required end service to the consumers. Thus, the layered
architecture contains basic atomic services, orchestrates these atomic services in
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sequence, manages users and device communication, and finally communicates
service results to the consumer. Figure 1 depicts the layered architecture in cloud.
The description of each layer considered in the architecture is presented in the
following.

• Atomic Service Layer forms the bottom-most layer that accommodates
fine-grained and loosely coupled atomic services. These services perform basic
functions such as storing and retrieving patient’s medical data in data stores,

Fig. 1 Layered architecture for medical services in cloud
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search for records with specific parameters, and perform analytics on historical
data.
This layer forms the heart of the medical services. The services that are defined
in this layer undertake tasks that are stand-alone in nature. Store Data service
takes in values in the form of textual or visual content and location reference
where to store the content. Similarly, Retrieve Data service fetches information
using certain conditions to uniquely identify the content. Subsequently, the
service data service pulls all contents that match certain query. The Perform
Analytics service undertakes specific tasks that can churn group of records to
derive patterns. For instance, this service can be called for calculating frequency
of heart attacks reported in last 6 months for particular region.

• Service Orchestration Layer resides above atomic services. As the atomic
services are discrete and are needed to be composed into forming larger func-
tions that can be realized by the consumers. This layer manages that compo-
sition. For instance, a patient may want to view past prescriptions to view
physicians visited by him and book appointment appropriately.
The above scenario will need atomic services such as Retrieve Data related to
prescription and then call Search Data for physician’s details. Further for
booking appointments, basic services—Store Data—need to be invoked after
that.

• User/Device Management layer is placed on top of Service Orchestration
layer. This layer is expected to manage details on the users and devices that
access the services in cloud. Device or User Registration service takes care of
the first-time registration requirements. User authentication and authorization
are key for medical services. Hence, Device or User Authentication service
manages different roles and associated access permissions. The users will be
using different devices such as laptops, desktops, mobiles, and tablets to access
these services. Therefore, it is equally important to maintain track of different
devices used for accessing the services. Once the users are accessing different
services, session management service maintains user-specific information so that
user does not require to enter his information again and again.

• Service Communication Layer is the top-most layer that focuses on the
communication protocols required for service to interact with the consumers.
The layer supports wireless communication such as GSM, 3G, and 4G which
manage specific request from mobile consumers. HTTPS standards [12] are
used for secure internet connection which is required by the users connecting
from desktops and laptops. Similarly, certain medical devices have capability to
communicate using Bluetooth and iBeacon [13] protocols. Such devices can
communicate via this layer with the services. At times, hospitals and diagnostic
centers have requirements to upload patient files whereby file transfer protocol
(FTP) can be used for communicating with the Store Data service.
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The above architecture provides a holistic approach to deploy medical services
in cloud. The key aspects of service definition, composition, and communication
are addressed by different layers. The main advantage of this architecture is that the
services in the layers can be changed with minimal impact to the other layers. The
architecture is also flexible as the service providers can expand services in the layers
as required.

4 Application Scenarios and Related Privacy

In context to smart medical services, this paper considers application scenario
where patient has medical problems and books an appointment with the physician.
The physician prescribes interim medicines and tests. The patient undergoes tests in
a diagnostic center. The diagnostic center compiles test results so that physician can
review patient condition to dispense appropriate treatment to the patient. The smart
medical solution for this application scenario can leverage cloud for seamless
interaction among these actors (that is patient, physician, and diagnostic center).
The solution comprises of set of services presented in Fig. 2. Patients can use
appointment service to book an appointment. The patient can look up list of
physicians nearby to his location and select appropriate doctor or physician at
suitable time. On the other hand, physician can use this service to get list of patients
who will make a visit before starting their day. During the visit, the physician can
use diagnostic service to diagnose patient’s ailment by accessing patient’s medical
history (derived from EHR). Then the physician can use prescription service to
recommend test and interim medicines. Once the patient undergoes recommended
tests, the diagnostic center uses test-report service to upload test results. Besides,
the physician can use this service to view reports to further prescribe medications.

As the services hosted on cloud deal with patient data, security and privacy of
patient information is of paramount importance. Patients enter symptoms pertaining
to their ailments. These symptoms assist physician during diagnosis. Hence,
symptoms can only be shared between patient and a physician. Similarly, diagnosis
done by the physicians can only be shared to the respective patients. In order to
enable services in cloud, the access restrictions need to be maintained to ensure
privacy. Table 1 provides insights to various access restrictions from different users
of the service.
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Fig. 2 Cloud services and interaction

Table 1 Access restrictions for different users

Users Access restrictions

Patients • The symptoms can only be added by the patients
• The symptoms can only be viewed by the patients and assigned physician
• The prescriptions can only be viewed by the patients and assigned
physician

• The test reports can only be viewed by patients and their physician

Physicians • Physician can view list of patients that have booked appointments with
him/her

• Physician can write prescription for the patients that are assigned to
him/her

• The physician can refer test reports during diagnosis for patient assigned to
him/her

Diagnostic
center

• The diagnostic center can upload test results for the respective patients
only

• The diagnostic center cannot view any of the previous reports for that
patient
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5 Test Case and Discussion

This section describes test case implementation considered for smart medical
treatment and discusses results achieved on Google App Engine. The implemen-
tation, which is based on the layered architecture, leverages Google Cloud storage
—Data store, a NoSQL database offering from Google—that stores structured as
well unstructured data. Patient information is stored in data store. This imple-
mentation considers textual details about the patient such as symptoms, history of
ailments, and medicines prescribed by physicians. The first-time patients are
required to register through a Web interface. This interface is a light-weight portal
developed using J2EE framework that stores patient information in the data store.
Once the patient registers, the implementation provides interface for various ser-
vices such as booking appointments, entering symptoms, viewing diagnosis, pre-
scriptions, and test reports. Figure 3 presents patient’s interface from the service to
view prescriptions. The service was monitored for response time at specific time
intervals. The results obtained are promising and comparable with the average
response time (0.71 s) of the top-20 global Web sites from various business
domains [14]. Figure 4 presents the response time obtained through monitoring the
service for at least 3 h.

Fig. 3 Patient’s interface for viewing prescriptions
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6 Conclusion

Medical services can become smarter with the use of cloud. Cloud computing has
been a paradigm shift in the way services are deployed and delivered. It provides a
cost-effective way for healthcare providers for delivering medical services. Though
cloud computing provides flexibility in choosing appropriate infrastructure for
deploying services, it requires critical analysis of service provisioning in cloud. This
paper discusses some of the latest concepts in smart medical services and tech-
niques where cloud can be leveraged. A comprehensive view of provisioning
medical services is presented through proposed layered architecture. The paper
discusses practical interactions where the architecture can be leveraged. It discusses
the test case and results from specific interactions along with performance mea-
surement of the service in cloud using graphical analysis. Further scope of this work
will be aimed at elaborating on functional and non-functional requirements of use
cases and defining SLA parameters for monitoring medical services in cloud.

References

1. Braunstein, M. L.: Practitioner’s Guide to Health Informatics. Springer, 1–162. (2015)
2. Paul, M. & Das, A.: A Review on Provisioning of Services in Cloud Computing. International

Journal of Science and Research, Volume 3 Issue 11, 2692–2698. (2014)
3. Mell, P., Grance, T.: The NIST Definition of Cloud Computing. (2009)
4. Paul, M., Das, A.: SLA Based e-Learning Service Provisioning in Cloud. Advances in

Intelligent Systems and Computing. Volume 435, 49–57. (2016)
5. Doukas, C., Pliakas, T., Maglogiannis, I.: Mobile healthcare information management

utilizing Cloud Computing and Android OS. Engineering in Medicine and Biology Society
(EMBC). Annual International Conference of the IEEE, 1037–1040, IEEE. (2010)

6. Yang, C. T., Chen, L. T. Chou, W. L., Wang, K. C.: Implementation of a medical image file
accessing system on cloud computing. Computational Science and Engineering (CSE). IEEE
13th International Conference, 321–326, IEEE. (2010)

Fig. 4 Response time graph for patient’s service

Provisioning of Healthcare Service in Cloud 267



7. Hu, Y., Lu, F., Khan, I., Bai, G.: A cloud computing solution for sharing healthcare
information. 7th International Conference for Internet Technology and Secured Transactions
(ICITST), IEEE. (2012)

8. Rashid, Z., Farooq, U., Jang, J. K., Park, S. H.: Cloud computing aware ubiquitous health care
system. E-Health and Bioengineering Conference (EHB), 1–4, IEEE. (2011)

9. Das, A., Mitra, P., Basu, D. Provisioning of Medical Application Analysis in Cloud. 3rd
International Conference on Computing for Sustainable Global Development, 1725–1729,
INDIACom. (2016)

10. Rea, S., Pathak, J., Savova, G., Oniki, T. A., Westberg, L., Beebe, C. E., Tao C.: Building a
robust, scalable and standards-driven infrastructure for secondary use of EHR data: the
SHARPn project. Journal of biomedical informatics 45, no. 4, 763–771. (2012)

11. Paul, M., & Das, A.: Health Informatics as a Service (HIaaS) for Developing Countries.
Internet of Things and Big Data Technologies for Next Generation Healthcare, Springer
International Publishing, 251–279. (2017)

12. De, R., Philippe, Desmet, L., Piessens, F., Joosen, W.: Improving the security of session
management in web applications. (2013)

13. Swan, M.: Sensor mania! the internet of things, wearable computing, objective metrics, and
the quantified self 2.0. Journal of Sensor and Actuator Networks 1, no. 3, 217–253. (2012)

14. Website Performance Benchmarks By Industry and Geography, https://www.site24x7.com/
benchmarks/

268 M. Paul and A. Das

https://www.site24x7.com/benchmarks/
https://www.site24x7.com/benchmarks/


Academic Analytics Implemented
for Students Performance in Terms
of Canonical Correlation Analysis
and Chi-Square Analysis

Aniket Muley, Parag Bhalchandra, Mahesh Joshi and Pawan Wasnik

Abstract In this research study, we were interested to test the significant associ-
ation between selected variables which otherwise called as invisible and have
indirect impact on the performance of the students. We have devised out our own
dataset for the experimental purpose. Our study has made these variables and their
relationship visible. The results enable us to determine characteristics of learning
environment related to performance.

Keywords Data mining � Statistical analysis � Patterns

1 Introduction

Academic analytics is one branch of modern day’s data analysis which uses sta-
tistical analysis and data mining methods to reveal and recognize hidden patterns in
vast educational databases [1–6]. Such patterns enable us to throw better light on
educational aspects related to student behavior, prognostication, student-centric
learning, remedial aspects, and learning outcome with high accuracy. This will
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definitely increase standards of Indian higher educational system [6]. Due to dig-
itization and effective use of computers, IT and ICT technologies, all educational
organizations, institutions, and universities have generated and stored large data in
their databases [7–13]. This data can be a key source for futuristic decision making
processes if it is being processed through academic analytics. We took it as a
challenge to see all the business intelligence, patterns, correlations, and rules
embedded in this data. Our work is an interdisciplinary work undertaken by three
schools of our university as performance analysis shares sphere with educational
pedagogies, statistics, and computer-enabled technologies. The academic analytics
was implemented using SPSS software [14, 15].

A closed questionnaire with predefined answers was used for data gathering [16]
on A4 size single-sided paper sheet. Performance-related economical, social, and
emotional attributes of this questionnaire were selected with the help of School of
Educational Sciences and as per theory of Pritchard and Wilson [16, 17]. The
questionnaire was modified number of times to reduce the complexity of under-
standing as well as to increase simplicity of answering. It was tested on subset of
students after every revision. An Excel sheet was prepared for the answers using
code such as 0, 1, 2. The confidential issues in datasets were properly addressed as
dataset carried personal information of students. The error rate during preprocessing
was 38% which finally reduced to 5% after proper convincing to students. The
questionnaire looks like Figs. 1 and 2.

Fig. 1 Sample questionnaire
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2 Experimentations and Discussion

Our aim was to discover invisible attributes related to performance of students. So
we had discussions with educationalist and then finally understood that the seme-
ster end marks alone cannot be taken as main indicator of student’s performance.
The performance is indistinct term. For proper knowledge, surveyed literatures such
as Shoukat Ali et al. [4], Graetz [18], Considine and Zappala [19], and Bratti and
Staffolani [20]. This analysis is helpful for identifying the personal, social and
economic kinds attributes in our study.

With these preliminary investigations and understanding, we decided to identify
key variables that accelerates or downgrades educational performance at large. We
had thought that economical and social conditions of students can be important
variables from our dataset/questionnaire as far as performance was concerned. To
do so, many variables and their interrelations needed to be analyzed for proper
analysis. It is always true for questionnaires as they consist of many questions, such
that each question contributes for one variable [7, 21–23]. Studying all variables
and their interrelation may be complicated as they may divert us from the original
research focus. For such exploratory analysis, factor analysis has been invented
[22]. We have used SPSS22.0v to analyze the data set. The snapshots given below
show the evidence of empirical analysis. The descriptive statistics are used through
MS-Excel to represent our data in the diagrammatic form. Some of the interesting
facts are shown in Figs. 3, 4, 5 and 6. Further, canonical correlation analysis and
chi-square testing have been done on the experimental data set.

Fig. 2 Data set in MS-Excel
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2.1 Program Code

The SPSS22.0v is used to analyze the data set [16].

FREQUENCIES VARIABLES=GENDER MARRIED AGE REGION UG FEDU FJOB
FINCOM MEDU MJOB MINCOM FSIZE FRELATIONS FSUPPORT REASON
TMODE
TTIME STIME FAILURES TUTORIAL SCHOLERSHIP PJOB MM HARDSUB_UG
STUDY_HOME SELFLIB SELFPC PLACELVING INTERNET F_T_STUDY
F_T_FRIEND MOVIEPWEEK CAREERDREM PARALLELCOURSE OWN_NOTES
FREE_T_ACC PER_SATISF MATERIAL HLT_STATUS
/ORDER=ANALYSIS.
CROSSTABS
/TABLES=REGION GENDER BY FAILURES STIME SCHOLERSHIP PJOB
SELFLIB SELFPC PLACELVING INTERNET F_T_STUDY F_T_FRIEND
MOVIEPWEEK OWN_NOTES PER_SATISF MATERIAL
/FORMAT=AVALUE TABLES
/STATISTICS=CHISQ
/CELLS=COUNT
/COUNT ROUND CELL.

The use of descriptive statistics has been made using MS-Excel to represent our
data in the diagrammatic form. Figures 3, 4, 5 and 6 show the distribution of the data
according to region-wise classification, diversity of parents jobs, education-wise,
and their family size-wise, respectively. The students came from urban and rural
backgrounds are found to be approximately same of Indian students as compared to
foreign students. The discrimination in the student’s performance is observed
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according to their parent’s job and educational background. Also, numbers of family
members in student’s family were represented through the bar plot. The interesting
facts are shown in Figs. 3, 4, 5 and 6.

2.2 Canonical Correlation Analysis

The core objective is to find relationship between personal details with family
background. We made two groups for proper analysis. The first group is student’s
details containing three parameters, viz. gender, age, and UG percentage. The
second group is his/her family background and the parameters chosen are: father’s
education, father’s job, father’s income, mother’s education, mother’s job, mother’s
income, family size, and whether student does any part-time job? Here, Canonical
correlation analysis is used to find the significant relationship between student’s
details and his family background to determine the associations among two sets of
variables. Our observations gave us significant outcomes.

2.3 Chi-Square Analysis

Sample analysis using chi-square tests is mentioned here. Similar way, the results
were computed and it has been represented in the form of conclusion. Below figures
and tables show the use of descriptive statistics. These together show some data
regarding diversity of the students according to course-wise, gender-wise, under-
graduate background, father’s occupation, and their family size. We have applied
chi-square test to test the significance among the above objectives and assumptions
that there will be significant difference among the variables under study.

Some of the parameters which show significant differences in our study are
as scholarship holder students with gender-wise; difference gender-wise about their
career dreams; between gender-wise percentages obtained at UG level, between
region-wise percentages obtained at UG level by the students; between age
group-wise obtained scholarships; between age group-wise obtained UG
Percentage; students and their father’s education; students and their father’s job;
between gender-wise and their mother’s education; age-wise and their family size;
age-wise and part-time job; region-wise and father’s education; region-wise and
family size; students place of living and self library. Further, we have made analysis
using chi-square Tests with the help of SPSS 22.0 software [15] and found some
significant results. These are represented in the form of tables. According to
region-wise study with respect to variables like place of living, do they have their
own PC? Do they use internet? How much free time they have for study? It was
surprising to note that there are significant differences with respect to student’s
living places. These differences came because of student’s awareness to use
internet. Our students are from computer science field, and hence, it is expected that
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they must frequently use internet. From our experimental analysis, it is found to be
true. While dealing with students free time for study perspective, it has been
observed that there is significant enough good time is available for study. It was
assumed that in due course of studentship, he/she may get sufficient time for study
rather than doing any other work. This particularly holds true as the Nanded region
is not a metro city or an industrial hub. When we did gender-wise study with a
variable, how much scholarship they get? It is observed that there is significance
difference. Male students get more scholarship than female students. Also, we
found significance among gender-wise difference in their place of living. Most of
the female students preferred to live at own home or in hostels due to safety issues.
Tables 1, 2, 3, 4 and 5 show these results.

Table 1 Chi-square tests analysis for region versus students having self PC

Value df Asymp. sig. (2-sided)

Pearson chi-square 21.366a 3 0.000

Likelihood ratio 22.504 3 0.000

Linear-by-linear association 15.360 1 0.000

No. of valid cases 359
a2 cells (33.3%) have expected count less than 5 and the minimum expected count is 1.09

Table 2 Chi-square tests analysis for region versus place of living

Value df Asymp. sig. (2-sided)

Pearson chi-square 15.703a 3 0.000

Likelihood ratio 17.056 3 0.000

Linear-by-linear association 13.262 1 0.000

No. of valid cases 359
a2 cells (33.3%) have expected count less than 5 and the minimum expected count is 0.25

Table 3 Chi-square tests analysis for region versus free time to study

Value df Asymp. sig. (2-sided)

Pearson chi-square 15.808a 3 0.000

Likelihood ratio 17.387 3 0.000

Linear-by-linear association 6.080 1 0.000

No. of valid cases 359
a9 cells (60.0%) have expected count less than 5 and the minimum expected count is 0.01
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3 Conclusion

The performance of the student is fuzzy terms and it is affected by many param-
eters. In this study, our data reveal that it is due to the social and economical
condition of students. However, no scientific evidences were there for such out-
come. The study took it as challenge and it has been discovered that the student’s
performance mere did not depend on his/her studious nature. This paper shows
effective use of academic analytics in terms of descriptive statistics. Here, we have
applied canonical correlation analysis and chi-square test to test the significance
among the stated objectives and assumptions. We have finally discovered new
variables, which otherwise were invisible that hampers performance of students.
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A Pairwise Alignment Algorithm for Long
Sequences of High Similarity

Chien-Tai Lee and Sheng-Lung Peng

Abstract Alignment algorithms are important in bioinformatics for comparing the
similarity among sequences. The algorithm of Needleman–Wunsch is well known
for globally aligning two sequences. However, this algorithm is unsuitable for
sequences of long length. Many heuristic algorithms are proposed, such as BLAST
and FASTA. However, they are still unsuitable for long sequences. In this paper,
we study the alignment problem on highly similar sequences. By taking SARS
viruses as an example, our result shows that our algorithm runs faster than Clustalx
for aligning two SARS viruses. It implies that our algorithm is suitable for viruses
of high similarity.

Keywords Pairwise alignment � SARS virus � Whole-genome alignment

1 Introduction

Sequence alignment is an important technique for comparing the similarity of two
biological sequences in bioinformatics. In 1970, biologists Needleman and Wunsch
were the first to analyze biological hereditary information by using electronic
calculator. They applied the method of dynamic programming to analyze the
similarity between two amino acid sequences [1]. In 1988, the US government
established the National Center for Biotechnology Information (NCBI) to help in
creating automatic analyzing system of biological information. This further
enhances the ability for biomedical researchers to search and analyze biological
information more efficiently and accurately. In 1992, the most famous nuclear acid
sequence database, GenBank, began the service for the whole world. It collected
more than 150 billion of base pairs counted to February 2013. Meanwhile, in
Europe, the European Molecular Biology Laboratory (EMBL) was founded in
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1988. In 1990, Japan established their DNA database of Japan (DDBJ). Currently,
GenBank, EMBL, and DDBJ provide best quality in the search of gene sequence
globally.

DNA is the most important element in the study of life science. After knowing
the sequences of DNA and RNA, the next important thing is to analyze all the
information originated from the DNA sequences. There are three billion of bases to
form chromosomes in human beings. It would take tremendous time to know all the
sequences in human genes. It could be more difficult to analyze the underlying
meaning in the DNA sequences. Recently, the rapid development in information
science and technology has resolved a lot of problems. It has become more popular
to combine information technology and biological science, thereby trying to have a
big breakthrough in the fields of biomedicine and pharmaceutical research. With the
help of computer technology, this goal may be expected in the future.

The main subjects in biological information science include prediction of a
protein structure, comparison of the similarity and the homology of sequences,
phylogeny construction, genome sequence analysis. In this paper, we study the
DNA strains of Severe Acute Respiratory Syndrome (SARS) viruses. We propose
an algorithm for aligning two highly similar sequences. In our experimental result,
if these two sequences are highly similar, the expected time for alignment is almost
linear.

2 Preliminaries

A virus is a simplest microorganism. All its hereditary information is located on the
chains of nucleotides. Once something is changed in the nucleotide chain, it results
in a variation in the descendant. Further, viral gene underwent spontaneous
mutation during the process of proliferation. Although most of them died, some
survived and acquired the ability to adjust themselves to the stress from the sur-
rounding environment.

A DNA mutation has many types, e.g., insertion, deletion, substitution (re-
placement), duplication. Mutations can be defined in two ways:

1. Chromosomal mutations: They are modifications of a chromosome. For
example, in the deletion or duplication of genes (or segments) of a chromosome,
it changes the total number of chromosomes sometimes.

2. Gene mutations: These mutations occur in the nucleotide sequence and are
caused by the substitution of one nucleotide for another or by insertion or
deletion of one or more nucleotides in the DNA. More specifically, insertion
means addition of one or many nucleotides from DNA. Deletion means removal
of one or many nucleotides from DNA. Substitution (replacement) means to
replace one DNA base by another DNA base.
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There are two popular methods available to estimate the similarity of two
sequences. One applies the principle of probability and statistics [2], and the other is
to use a sequence alignment algorithm. Usually, we use indel to refer deletions or
insertions of an alignment.

2.1 Global Alignment

Dynamic programming is an important technique for algorithm design. It usually
solved an optimization problem by caching subproblem solutions rather than
recomputing them [3–5]. Needleman–Wunsch’s algorithm [1] uses dynamic pro-
gramming technique to compute an optimal alignment for two sequences. It uses a
two-dimensional array D to store the best scores for each entry. Therefore, they can
guarantee to find an optimal solution, but consume resources very much, and it is
not efficient for comparing with long sequences. This method has two main steps:

1. Compute similarity scores

– A score is computed for each entry in the array according to their similarity.
– The similarity score is usually defined as [6, 7]:

D i; jð Þ ¼ max
Dði� 1; j� 1Þþ dðai; bjÞ
Dði� 1; jÞþ dðai;�Þ
Dði; j� 1Þþ dð�; bjÞ

0
@

1
A:

2. Construct an alignment

– Backtrack the matrix to obtain an optimal alignment.

In the optimization of the alignment algorithm, we may need to add some gaps to
the sequence. The frequency of “insertion” or “deletion” events causes gap inser-
tions. Thus, we can use different penalty parameters to define a gap insertion.

In Needleman–Wunsch’s algorithm, we need to store (n + 1) (m + 1) numbers
for aligning a sequence of length n with another sequence of length m. By the
above-mentioned formula, each number takes a constant number of computations.
Thus, the algorithm runs in O(nm) time and requires O(nm) memory. For
whole-genome alignment, this running time is still too slow. In other words, it is not
feasible for real biological applications.
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2.2 Heuristic Algorithms

Generally speaking, aligning two sequences with length at most n, the time com-
plexity is O(n2). This is by no means the best time bound. However, when aligning
three sequences, it consumes longer execution time, e.g., O(n3). How to reduce the
time complexity is the most important work while performing the whole-genome
alignment. Many heuristic methods are proposed. The kind of these methods is an
algorithm that usually but not always gives an optimal answer.

For example, to use the most famous tools such as FASTA or BLAST (Basic
Local Alignment Search Tool) programs to speed up the performance, the problem
is to compromise its sensitivity. Therefore, they do not guarantee to find an optimal
solution, but can improve the efficiency.

• FASTA series [8]: The method of these series is quite precise, but the speed is
slower. It can only compare a nucleic acid sequence to the nucleic acid infor-
mation bank, or compare a protein sequence to the protein information bank
[8–11].

• BLAST series [12]: The method of these series has a very quick search speed
but has the fault when the sequences have low similarity. It contains a group of
programs and can automatically execute according to the information bank type
of input sequences [12, 13].

2.3 Genome-Scale Alignment: MUMmer

MUMmer is a tool for aligning entire genomes [14]. It has three main steps:

1. Computing MUMs: A MUM (maximal unique match) for two sequences x and
y is a pair of subsequences (x′, y′), that is, an exact match, and there is no other
matching subsequence pair containing x′ and y′ simultaneously. During the
computation, MUMmer first constructs a suffix tree for sequence x. Then, the
suffixes of y are inserted to the constructed tree. It is called a generalized suffix
tree. Finally, all the MUMs can be computed by traversing this generalized
suffix tree.

2. Finding the backbone of the alignment: All the MUMs in x are arranged in an
increasing order. Then, we find a longest increasing subsequence of MUMs for
y with respect to the MUMs of x. These MUMs define the backbone of the
alignment.

3. Closing gaps: To obtain a final result, the gaps between consecutive MUMs of
the backbone are aligned by using the Smith–Waterman algorithm [15].

MUMmer is also suitable for two sequences with high similarity. However, it
has two flaws: One is that it needs a very large space to save the suffix tree, and the

282 C.-T. Lee and S.-L. Peng



other is that MUMs cannot be found when the same substring appeared more than
once. Recently, by using the computational power of GPUs, an algorithm for very
long sequence is proposed [16].

3 The Proposed Algorithm

In bioinformatics, pairwise sequence alignment is the most important tool. Many
tools use it as a core for approximating the multiple sequence alignment or com-
paring the similarity of two genes. The Needleman–Wunsch alignment is the best
pairwise sequence alignment algorithm for finding an optimal solution. It uses a
dynamic programming approach and runs in O(mn) time where m and n are the
lengths of the two input sequences, respectively. However, while considering the
whole genome as an input, this algorithm is impractical. Many heuristic algorithms
occur for aligning two whole-genome sequences. For example, MUMmer uses the
maximal unique matching sequences as a base for aligning two entire genomes.
MUMmer uses the data structure of suffix tree to find all the maximal unique
matching sequences. Although genomes have high similarity, it still needs a very
large space. Thus, we propose a new method for saving space and time to align two
entire highly similar sequences.

SARS virus, one kind of coronavirus, is a highly transmissible and virulent virus
that caused a disastrous outbreak in the Southeast Asia in 2003. Many scientists and
physicians wanted to know more about different strains of SRAS viruses and tried
their best to prevent the spread of this disease. Its DNA sequence is approximately
29,700 base pairs. Here, we propose an algorithm to do the alignments for SARS
viruses. Our algorithm can be divided into three phases.

1. The first phase is Dot Matrix Phase: We use dot matrix to find the longest
common substring (LCS) in a sliding window. The segment in sliding window
is broken into three parts by the LCS: the LCS itself, prefix string that before the
LCS, and the suffix string that after the LCS.

2. The second phase is Needleman–Wunsch Phase: Let the prefix strings be
aligned by the Needleman–Wunsch’s algorithm, the follow-up for getting
optimal alignment with appending the LCS.

3. The third phase is the Liner Comparison Phase: If there is only one remaining
suffix string, then we compare it with the other uncompared string. If the two
sequences are highly similar, then we obtain a linear alignment.

We define three variables SW, SR, and MES as follows:

• Sliding window (SW): determination of a length for Dot Matrix Phase.
• Similarity rate threshold (SR): a threshold of similarity ratio for the two sub-

sequences in sliding window.
• Max continuous equal substring length threshold (MES): a threshold for the

length of LCS in sliding window.
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First, let S1 and S2 be two sequences for doing an alignment. From the begin-
ning of the two sequences, determine a sliding window size SW to perform dot
matrix. An example is shown in Fig. 1. The plots in dot matrix provide an easy and
efficient way to find similarity between two sequences.

The alignment should be a diagonal of continuous dots. Sometimes, it is broken
at a point of mutation and shifting to another diagonal because of indels. In this
method, we find the LCS and determine whether the similarity is greater than SR
and the length of LCS is greater than MES. If the answer is no, then we double the
window size. We then repeat the procedures until one of the previous two condi-
tions is satisfiable. Then, we do an alignment using Needleman–Wunsch’s algo-
rithm on the prefix strings.

After finishing a partial alignment, we then extend the alignment from LCS by
comparing it with the follow-up sequences until they are different. Finally, we
repeat the above procedure for the remaining subsequences. Figure 2 shows the
concept of a phase of our algorithm.
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For any two sequences with high similarity, the alignment is very efficient
because the liner comparison does a favor. However, this method is only suitable
for highly similar sequences.

4 Experimental Results

For obtaining a quantitative comparison, we use an old computer system to run the
proposed algorithm. Our experimental environment is as follows:

• Machine: Compaq
• CPU: IntelR Xeon™ CPU 3.06 GHz (2CPUs)
• Memory: 1024 MB
• Operating system: Microsoft Windows 2000

We use 102 SARS sequences of FASTA format as an input (which are down-
loaded from NCBI). The FASTA format begins with a single-line description and is
followed by lines of sequence data. The description line starts with “>” symbol for
distinguishing from the other sequence data. It is recommended that each line of
text should be shorter than 80 characters. An example of FASTA format is given as
follows:

>gi|31416306|gb|AY279354.2|SARS coronavirus BJ04
TACCCAGGAAAAGCCAACCAACCTCGATCTCTTGTAGATCTGTTCTCTAAACGAACTTTAAAATCTGTGT
AGCTGTCGCTCGGCTGCATGCCTAGTGCACCTACGCAGTATAAACAATAATAAATTTTACTGTCGTTGAC
......
CGGCCACAAGGTCGTTGAGCTGGTTGCAGAAATGGACGGCATTCAGTACGGTCGTAGCGGTATAACACTG
GGAGTACTCGTGCCACATGTGGGCGAAACCCCAATTGCATACCGCAATGTTCTTCTTCGTAAGAACGGTA
ATAAGGGAGCCGGTGGTCATAGCTATGGCATCGATCTAAAGTCTTATGACTTAGGTGACGAGCTTGGCAC

A SARS of whole genome has about 29,700 base pairs. We use our algorithm to
align and analyze similar degree according to the matching rules of IUPAC
(International Union of Pure and Applied Chemistry).

Clustalx is famous software in bioinformatics. It performs alignments and cal-
culates distances for all pairs of sequences. We randomly take out 10 sequences
from 102 SARS sequences to do a comparison with SARS NC004718.3. Table 1
shows the results.
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5 Conclusions

Bioinformatics has become the key to answer the mystery of life in the
post-genomic era. This paper proposes a sequence alignment algorithm for those
DNAs of high similarity. Although the Needleman–Wunsch alignment is the best
pairwise sequence alignment algorithm for finding an optimal solution, it is
impractical for whole genomes. MUMmer’s algorithm needs a very large extra
space for saving the suffix tree, and it is also time-consuming for searching MUMs
in the suffix tree. We provide another kind of alignment algorithms. It cannot avoid
the limitation of O(n2), but it has a good performance for highly similar sequences.
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Information Extraction Approaches:
A Survey

Monia Mannai, Wahiba Ben Abdessalem Karâa
and Henda Hajjami Ben Ghezala

Abstract In the recent years, the amount of available information in the Web is
growing. Thereby, the search of pertinent information through those large docu-
ments has become a difficult task. That’s why, we need to develop information
extraction systems in order to facilitate the treatment and the representation of data
according to the user’s need. These systems should adopt an extraction approach for
its implementation. In this paper, we provide an overview of the basic information
extraction (IE) approaches used in the developed systems. We survey a specific
class of IE approaches based on semantics, due to the importance of semantic
processing of the data.

Keywords Information extraction � Ontology-based knowledge � Vector space
model

1 Introduction

In the recent years, the amount of available information in the Web is growing.
Thereby, the search of pertinent information through those large documents has
become a difficult task. In order to reduce this “information overload” problem, we
bring into play the information extraction process.
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In the literature, information extraction was used as an automatic training
approach [1]. The information extraction (IE) as defined by [2] is a kind of natural
language system, a system designed for understanding ambiguous natural text.
Some occurrences of entities or relations between them in natural language text
could be identified, extracted, and transformed into a structured format (e.g., a
database) [1, 3]. This new extracted information will be easier to handle and to
interpret by the users [4]. Information extraction is a discovery of pertinent infor-
mation without any learning [5].

The information extraction task is founded on retrieving documents from a
collection of Web documents, then, tagging particular terms in the text that seems
relevant to the user’s need according to his query. Thus, by scanning large bodies of
text written in natural language and filtering semantic information from it, the
information extraction could be seen as the activity of natural language processing
(NLP).

As defined above, the information extraction applications include the simplifi-
cation of the text scanned in order to have a structured representation of the
information drawn in the text.

To achieve this purpose, IE relies on many methods and approaches which can
be divided into two fundamental classes. We will depict this classification in the
second section. In Sect. 3, we present two chosen (IE) techniques based on
semantics. In Sect. 4, we will summarize the work with a light comparison between
these techniques. Finally, we finish with a conclusion in the fifth section.

2 Information Extraction Basic Approaches

Any information extraction system must carry on a specific method of extracting
relevant information to satisfy the user’s need. In the literature, we have many
information extraction methods that can be classified into two ultimate divisions
which are the knowledge engineering approach and the automatic training approach
(Fig. 1).

2.1 Knowledge Engineering Approach

Some complex problems appearing in the computer systems require an intervention
from experts to remove these complications. This field of research is named by [6]
knowledge engineering (KE). Fox [7] describe the KE as a discipline that argue the
knowledge integration into computer systems in order to solve issues normally
requiring a high level of human expertise.

This knowledge-based method occurs in many computer science domains such
as expert systems, geographic information systems, and data mining in the form of
production rules. That’s why the KE is also called as a rule-based approach.
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However, it is a simple, fast, and language-independent and is easy to retarget. This
approach is highly time- and effort-consuming owing to its iterative process. First, a
domain expert called also a knowledge engineer must define the set of rules that
will be used for extracting relevant information from a text by applying his
knowledge and intuitions. The design of the system is widely dependent on human
expertise. Then, these rules will be rewritten by the designer in particular system
language according to such pattern. Moreover, in the KE approach, the task of
collection and maintenance’s lists seems to be tough, and this method cannot handle
the ambiguity problem and has difficulties in dealing with fact variants [8, 9].

The knowledge engineering approach can be divided into sub-models as shown
in Fig. 1:

Knowledge based [10]: Hand-written Patterns, Gazetteers.
Rule-based approaches: FASTUS [11], Proteus [12].
Example-based learning: AutoSlog (UMASS 1993), CRYSTAL (UMASS 1996).
Statistical parsing models [13]

One of the most known IE systems which are designed using KE is Finite-State
Automaton Text Understanding System (FASTUS) which is a rule-based approach.
It is an extracting information system from natural language text that uses nonde-
terministic finite-state mechanisms. Since it was developed back in 1992, it has
undergone huge change, that is, coding structure; however, the logic remains
identical: A set of cascaded automata is applied to row data, each pass will serve as
input to the next one, and the end results are combined. Several assessments to this
system showed the reliability and efficiency of FASTUS in information extraction
tasks. This ability allows FASTUS to be more oriented toward information
extraction applications, especially information retrieval [11].

Fig. 1 Information extraction basic approaches
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2.2 Automatic Training Approach

The second category of information extraction approaches is the automatic training
approach which is also called as machine learning approach as a result of the use of
learning techniques and the implementation of machine learning algorithms that
generate the rules for the information extraction system. Hence, there is no need of
a knowledge engineer to manually extract these rules. All that we need in this
approach is someone familiar with the domain and the system functionalities [9].
For automatic extraction process, the implemented algorithms need an annotated
corpus and a set of training annotated texts as an input of the system. By running
these texts, the algorithms learn and give rise to the extraction rules [14].

Many machine learning algorithms can be used in this approach such as hidden
Markov model [15], maximum entropy models [16], conditional random fields,
naive Bayes networks, decision trees. These algorithms can be used for any domain
if we have its relevant corpus. Thus, the information extraction systems attain less
domain independency.

The machine learning approach can be divided into two classes: supervised
learning and unsupervised learning [17]. The supervised learning is defined as the
activity of building a predictor model from training dataset which is a set of training
examples including a set of input data and desired output response. This developed
predictor model generates the correct output for any new data, and that’s why it is
termed a classifier. Thus, the algorithms learn to extract the information from the
input documents.

One of the supervised extraction systems is CRYSTAL that focuses on texts
handled by a syntactic parser. This system employs a thesaurus and labeled training
documents producing by an expert in order to create the extraction rules. Also, it
has recourse to inductive learning to obtain the restrictive constraints covering the
most similar pair or rules merged together before [18].

However, the unsupervised learning is the task of seeking hidden structure from
unlabeled input data and learning to generate input patterns as the known responses
or outputs are unnoticed. The unsupervised learning uses many data mining tech-
niques to preprocess the unlabeled data [19].

Many information extraction systems apply the unsupervised learning, and we
present in this paper AutoSlog-TS which is an extension of AutoSlog. This system
called for a training corpus to provide extraction patterns for the input data using
heuristics. Then, it states the reliable patterns by means of statistics, evaluates it,
and then ranks it according to its relevant statistics [20].
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3 Semantic-Based IE Methods

Among the IE approaches, we interested, in this paper, in semantic-based methods
thanks to the added value that the IE systems outperform with the semantic analysis
solving many problems related to the meaning like the ambiguity.

3.1 Formulas

Ontology plays an important role in information extraction. In the literature, the
starting point of ontology is Greek. It is a branch of philosophy [21]. Ontology is a
combined word: ontos for being and logos for word [22]. It was used many years in
the laboratories of artificial intelligence (AI), and it has just left to be used on
workstations’ experts in the field. Ontology is used for information extraction; it is a
part of the comprehensive process of text for the extraction of pertinent information.
It determines the interpretation of the text and explores the different relationships
between the components. In the literature, many systems of information extraction
based on the ontology are developed in several domains such as biochemical
domain such as Genome Information Extraction (GenIE) [23]; medical [24];
business intelligence such as ontology-based information extraction (OBIE) [25];
biology, commerce, and marketing.

Ontology represents a new tool for extracting information that allows to access
quickly information based on its initial modeling domain. Several studies use
ontology as a tool for textual interpretation and understanding because it adds
knowledge to comprehension process of information extraction [26]. The heart of
an IE system is the semantic and the understanding section, and ontology is con-
ceders as a part of this understanding process. So we can say that ontology is
necessary to process IE. In other studies, ontology was used as a guide for the
syntactic and semantic analysis in the IE process. The use of ontology in IE process
has undergone evolutions to Ontology-based IE (OBIE). The major difference
between these two approaches is the use of a formal ontology rather than the use of
a dictionary [27, 28]. The OBIE is a representation of a specific domain and collects
the experts’ knowledge [25]. The OBIE is a formal presentation. The main idea [25]
is to explain how OBIE does not just extract entity but identifies it by binding its
semantic description of the ontology; this approach allows us to extract more
relevant textual data better than the conventional process of IE.

In several works of information extraction, ontologies are developed with the
help of domain experts to build a database knowledge that will be used after that in
order to enrich the process of information extraction. Also, we can nominate
ontological annotation which is driven by ontology [29]. It is considered among the
most important tasks for semantic analysis in information extraction process, pre-
cisely in the identification of the entities. In this context, there are many systems
that have been put in place.
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3.2 Vector Space Model (VSM)

The vector space model (VSM) was used, for the first time, in SMART Information
Retrieval System [30]. The interesting point in this algebraic model is the ability to
represent documents as vectors of terms in information retrieval [31]. The VSM is
applied also in information filtering and relevancy ranking.

By using the VSM, we can handle a collection of documents as a matrix D with
columns each one representing a single document vector di. We can count the
specific word occurrences appearing in a specific document. The number of
occurrences is called the weight Dij of the word i in document j. In the information
retrieval, the query q is represented in the same manner as the documents. We
calculate the similarity between the query and the document using the inner product
of their vectors dTq which is a simple weighted match between the coinciding terms
of the query and the document [30]. This method is adopted by the known search
engines.

Some of information retrieval models could be used in the information extraction
process like the VSM technique that not only helps in extracting information from
unstructured data but also can filter out the results and provide the needed occur-
rences with the desired meaning. So, the information extraction systems become
more and more semantic based.

We will present in this paper two different vector space models that help dis-
ambiguate the word sense during the extraction process. Tsatsaronis and
Panagiotopoulou [32] presented the Generalized Vector Space Model (GVSM)
which is a standard Vector Space Model (VSM) extension incorporating added
semantic information from WordNet, the known

English word thesaurus improves the previous contradicting results by
employing the semantic relatedness measure. The authors treat the polysemy and
synonymy problems with the GVSM by calculating the inner product of the terms
indexing the documents in the collection. In other words, the semantic links pre-
sented in the WordNet graph are used for measuring the semantic relatedness by
calculating the maximum relatedness between any two connected nodes (query and
document terms). The experiments showed that the use of the semantic information
with the GVSM enhanced the retrieval performance.

The vector space model mentioned above is a traditional word sense represen-
tation that uses a single prototype vector for representing the word meaning. This
standard method may encounter complications during the word meaning pro-
gramming because of the lexical ambiguity such as homonymy and polysemy
problems. Thus, the single prototype vector space model is context independent
when the extraction of word meaning widely depends on the context [33]. Hence, a
set of prototype vectors are bring to play. They are determined using a word sense
discovery (WSD) which clusters the context of the appropriate word. After having a
group of similar context vectors, the authors assign for each cluster centroid a
prototype vector according to separate computations. So, for each word, a set of
vectors are generated. These prototype vectors measure the semantic similarity of
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words whatever isolated or in context by computing the minimum distance between
one of the words N’s vectors and one of the words M’s vectors. This point lets this
approach outperform other vector space models such as prototype and exemplar
based.

The vector space model presents many advantages compared to Standard
Boolean Model: First from structural angle, it is simpler as it is based on linear
algebra and hence the term weights are not binary. As a technique, it allows
computing a continuous degree of similarity between queries and documents; also,
it has the ability to rank documents according to their possible relevance as well as
partial matching for the queries. On the other hand, some limitations need to be
noticed here; long documents are poorly represented because they have poor
similarity values (a small scalar product and a large dimensionality). VSM is
semantically oriented, and hence sensitive to that, documents having similar context
but using different term vocabulary will not be associated, then resulting in a
“false-negative match”. Besides, words sub-strings might lead to a “false-positive
match” if the search keywords are not matching precisely with document terms.
Other considerable points here can be summarized as follows: VSM assumes that
terms are statistically independent; the weighting is intuitive but not very formal;
and finally that order of appearance of terms in the document will be lost in the
vector space representation. Many of these difficulties can, however, be addressed
by the integration of various tools including mathematical techniques (i.e., singular
value decomposition) or use of lexical databases such as WorldNet. Ontology is a
promising area in IE, especially when associated with semantic-based techniques;
primarily, it helps permit searching within different contexts and represents a
background knowledge exchange and reuse. It helps improve the accuracy of
representations and overcome the limitations of access to information; as well it can
be used to support gathering disassembled information and reaffirming systems
interoperability.

4 Conclusion

The information extraction is an activity of the natural language processing con-
sisting of retrieving a collection of documents and then tagging particular terms that
seem to be relevant and satisfy the user’s request.

As it is a wide field of research, the IE approaches can be classified according to
the need of a domain expert intervention into knowledge engineering-based
approaches and machine learning approaches. Thus, each information extraction
system could choose the appropriate approach according to its requirements.

Out of the commonly used techniques for IE, we opted in this paper for
semantic-based approaches due to the added value of providing reliable results and
accurate information. Among these approaches in information extraction process,
we presented the VSM and ontology-based approaches and their related work and
compared them by numerating their advantages and limits.
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The Role of IoT-Based Devices
for the Better World

Ajay Chaudhary and Sateesh K. Peddoju

Abstract In last 15 years, wireless sensor network (WSN)-based and internet of
things (IoT)-based system effect human on every aspect of our life. WSN grows in
rapid pace as it emerges as one of the most important technological developments.
Since its emergence, the wireless sensor network (WSN) constitutes one of the most
important technological developments in the last decade. It has the potential to
affect our lifestyle deeply. However, its success relies greatly on a well-defined
architecture that will provide scalable, dynamic, and secure basement to its
deployment. The IoT-based architectures are intelligent applications that make
energy, logistics, industrial control, retail, agriculture, and many other domains
“smarter.” With emergence of wireless sensor network as Internet of Things is a
new revolution of the Internet, that is, rapidly gathering momentum driven by the
advancements in sensor networks, mobile devices, wireless communications, and
networking and cloud technologies. With rapidly increasing wireless sensor net-
work (WSN)- and internet of thing (IoT)-based services; a lot of data is generated. It
is becoming very difficult to manage power constrained small sensors and other
data-generating devices. WSN or IoTs enables anything can become part of the
Internet and generate data. Moreover, data generation needs to be managed
according to its requirements, to create more valuable services. For this purpose,
integration of WSN or IoTs with cloud computing is becoming very important. The
small IoT sensors deployed in agricultural fields measuring the vast amount of
information using sensors like air pressure, environmental temperature, relative
humidity, solar radiation, soil moisture, soil temperature, wind speed, leaf wetness,
CO concentration and N, P, and K concentration. These sensors continue to monitor
and generate huge data which need to process sensibly to extract key factors.
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1 Internet of Things (IoT) Devices

In the past few years, WSN devices have been gaining increasing attention because
of their potential of enabling of the novel and attractive solutions in areas such as
industrial automation, environmental monitoring, transportation business, health-
care, disaster, natural hazards. They are deployed everywhere from the battlefield to
forest fire detection, from structural health monitoring to human health monitoring,
from smart cities to landslide monitoring, from air quality monitoring to water
quality monitoring. Even it’s widely used in the critical process of chemical reac-
tion monitoring to control reactions in nuclear power plants. The wireless sensors
also widely used in habitat monitoring, biodiversity monitoring, active volcano
monitoring, underground mine monitoring like coal mines and precision agricul-
ture. The sensor networks or its variants like body sensor network are deployed
almost everywhere we can think off. The WSN-based sensor nodes are deployed
widely almost in all fields, due to its capacity to sense pressure, motion (ac-
celerometers), temperature sensors, humidity sensors, chemical sensors, biosensors,
luminosity, gyroscope, gasses (Co2, O2), acoustic, GPS, etc.

The IoT devices like wireless sensor networks consist of the infrastructure-less
wireless system. They deployed ranges from tens to thousands without any phys-
ically wired link and layout. The WSN devices had greatly deployed and served in
adverse conditions in last decade. The device nodes capabilities and smartness are
enhanced with the technologies like micro-electro-mechanical systems (MEMS)
help in speeding up the processing capacity of many folds. These devices are used
in variety of fields due to their capabilities to sense surroundings and provide
required data to the user or gateway. The WSN devices are low-power devices
equipped with one or more sensors, a processor, memory, a power supply, a radio
which enable decision and sensing capabilities. A variety of mechanical, thermal,
biological, chemical, optical, and magnetic sensors may be attached to the WSN
devices to measure properties of the environment. These are low cost and inex-
pensive as compared to traditional sensors devices with limited processing and
computing capacity. Due to low cost, these devices can be deployed in the large
area at the mass level in applications which requires sense and transmitting data
toward the server or gateways. Most of the time these devices are deployed in a
difficult-to-access and extreme locations like mine tunnels, battlefield, forest, a war
zone, earthquake, and climatic natural sites. They deployed in an unstructured, or
structured ad hoc fashion was they are supposed to stay awake and provide services
for the long duration of time. These devices require a small power source which is a
small battery or harvested energy like solar power to continue its services. The
devices must use smart scheduling and transmission algorithms to optimize the use
of available power source [1]. Other than the issue with battery or power, the
devices also had issues like short range communication, limited processing capa-
bilities, near nil or very less storage capacity, and also low bandwidth.
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The traditional communication protocols not fit well within WSN environments
due to its limited processing capabilities. Still these devices need to provide a
minimum set of quality of service (QoS) paradigm like congestion control, mini-
mum Packet drop ratio, active buffer monitoring, and packet loss recovery.
The WSN devices might not guarantee to provide QoS as desired for video and
audio transmission, but it should be able to provide minimum. The amount of QoS
like low delay, enough bandwidth availability and most important reliable data
transmission. But for a sensor network, it is a tough task to provide reliable data
transmission as any QoS assurances are only as good as the weakest chain between
sender and receiver as its all depends on the communicating network and as long as
network stands the QoS is stands. Hence, any solution to support real-time traffic
should take into consideration the overall QoS architecture that spans the entire
network. The required bit rate, delay, jitter, packet dropping probability, and bit
error rate may guarantee; Sensor network needs to able to deliver these QoS despite
its shortcoming in communication link and lack of available bandwidth.

The innovations in pervasive computing-based technologies for healthcare system
made it easy for doctors to monitor the patient health from anywhere in the world and
the feedback systems help to check more physiological statistics as and when
required. Small devices known as body sensors help to monitor and measure the
physiological condition of the patients along with other general purpose sensors that
are used to measure the surrounding environmental condition helps the doctor to treat
the patients as if the patient admitted to the hospital. Nowadays, there are a lot of
commercially available kits for body sensor networks. There are several types of
sensors available for agriculture purpose, list of such sensors are given in Table 1 [2].

Table 1 Typical list of IoT sensors

S.
No.

Sensor type Sensor sub type Operations and functionality

1 Pressure
sensors

Piezo resistive
pressure

In this, piezo resistor integrated into a membrane.
Pressure or force applied directly to member
causing it to deform hence pressure or force is
measured. It measures atmospheric pressure or any
force directly applied to it

2 Capacitive pressure In it if pressure/force applied to the sensor surface
causing a membrane to deflect resulting
capacitance to change and pressure or force is
measured. It can measure pressure with great
sensitivity but had high production cost

3 Temperature
sensors

Electromechanical
temperature sensors

It measures the temperature based on expanding
and contracting properties of materials using a
bi-metal thermostat

4 Resistive
temperature sensors

It measures the temperature based on a property of
resistant changes with temperature

(continued)
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2 Wireless Sensor Devices (WSN) Deployment Models

With the increase in population, there is immense pressure on production increase
for agriculture with limited land availability, Other than land other resources are
also like freshwater is also scarce to overcome such problems the IoT-based devices
like WSN (wireless sensor network) are widely used to provide support and help to
the farmers. The researchers are doing extensive research to address the issue of the
use of IoT-based devices or endpoints in agriculture field to maximize crop yield
with minimum wastage of resource and minimum use of fertilizers. IoT-based
devices having a group of sensor nodes deployed in farm to capture key parameters
are related to crops. Other than agriculture due to its pervasive computing capa-
bilities, WSN is widely used in health monitoring, structural monitoring, military,
landslide monitoring, volcano monitoring, habitat monitoring, and smart cities. The
IoT-based devices are an effective device for data acquisition or real-time data
acquisition. The data acquisition can be stated as collecting, processing, and
transmitting data in predetermined latency boundaries. It mainly includes sampling,
MAC layer operations, network layer routing, data aggregation, and some addi-
tional processes. It is a process in which the data from the sensor node is collected,
preprocessed, represented, and finally transmitted with predefined latency bound-
aries, i.e., with an upper time limit, which includes a sampling of signal/data,
preprocessing, i.e., removing of noise, etc., MAC layer operations, routing at the

Table 1 (continued)

S.
No.

Sensor type Sensor sub type Operations and functionality

5 Humidity Capacitive RH
sensors

In a capacitive RH sensor, humidity measures in
term of change in dielectric constant which is
directly proportional to relative humidity

6 Resistive humidity
sensors

It measures humidity in term of resistance changes
in the environment as resistance is inversely
proportional to the environmental humidity.
Resistive humidity sensors are small size, low
cost, and are usable from remote locations

7 Image active pixel sensor
(CMOS)

It detects and conveys information in order to
constitute an image by converting waves in signals

8 Light Ambient light
sensor

It approximates the human eye response under a
variety of light conditions

9 GPS GPS Devices have a base station which measures the
position based on geostationary GPS satellites, at
least, three satellites are required to measure exact
position, work with great precision in outdoor
environments

10 Acoustic,
sound

Microphone Measure sound wave by converting it into signals
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network layer, data aggregation, etc. [3]. But there are many constraints at sensor
node like environmental limitations, energy limitation, limited memory, and storage
space, etc. the data acquisition also suffers from an issue with a communication
channel, routing protocols, channel error rate, unreliable communication, etc. [4].

Routing plays a key role in IoT-based devices like WSN for efficient data
acquisition. According to K. Akkaya and M. Younis, based on their implementation
and goal, the routing algorithm can be divided into following schemes [5].

(i) Data-centric protocols: In this routing in general, data is transmitted to every
node within a deployment region, i.e., data is flooding in the region. In this,
data is transmitted with significant redundancy. When data is required sink
node sends queries to specific region and waits for data from sensors in that
region, then all nodes in that region flooded the data with great redundancy
and it provides high reliability. SPIN (sensor protocols for information via
negotiation) [6], directed diffusion [7] are the two most classical data-centric
routing protocols.

(ii) Hierarchical protocols: As all sensors node sends data toward the gateway,
with an increase in sensor nodes number of nodes tries to access and send
data to the gateway is a big issue in such cases the gateway is overload with
an increase in sender’s density. A highly overloaded gateway leads to high
latency in communication, a drop of the active communication link, etc.,
which is creating a problem with real-time data acquisitions. Also, sensors
are deployed in the large area in such cases single gateway might not serve
the purpose as sensors had very short communication range. To overcome
these issues, a hierarchical routing algorithm is used. The hierarchical routing
is an efficient routing scheme helps in energy saving provides multi-hop
communications and adaptive routing. LEACH (low-energy adaptive clus-
tering hierarchy) [8], threshold energy efficient sensor network protocol
(TEEN) [9], adaptive threshold sensitive energy efficient sensor network
protocol (APTEEN) [10] are some of the classical hierarchical scheme-based
routing protocols.

(iii) Location-based protocols: Sometimes location of the sensor is required to
derive decision logics. Location of sensors also required to do efficient
routing also to provide energy-efficient routing. The location of nodes is also
used to do region-based sensing. Geographic adaptive fidelity (GAF) [11],
Geographic and energy-aware routing (GEAR) [12] are well notable
location-based routing scheme protocols.

(iv) QoS-aware protocols: The quality of service (QoS) is always a key challenge
for real-time data acquisition; a QoS-aware routing algorithm may do the
needful. It is not feasible to meet all QoS parameter but to provide real-time
services at least end-to-end delay if calculated in advance before data
transmission starts then it reduces overall delay within the network and
provides reliable QoS at least. SPEED [13] is one of few initial works to
provide QoS for WSN.
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In order to deliver consistent data over the long period from a remote location
and to provide continued monitoring of crops, the data acquisition and routing
algorithms must be energy and power aware and must support real-time recovery
mechanism. Over the time, there is lots of advancement in the data acquisition
schemes and routing protocols.

ZigBee-based technology can be used for implementing WSN in precision
irrigations. ZigBee is one widespread wireless communication technology which is
a smart, self-configuring, cost-effective, and energy-efficient mesh networking
proprietary standard. The low cost allows the technology to widely deployed in
wireless control and monitoring applications. ZigBee based on the IEEE 802.15.4
standard for wireless personal area networks. Koubaa et al. [14] suggested a hier-
archical algorithm named superframe duration scheduling (SDS) algorithm based
on cluster tree network, in this algorithm Zigbee coordinator may allow other
special nodes, called Zigbee routers (ZR) or coordinators, to send periodic beacon
frames to synchronize the nodes in their vicinity. This algorithm supports mobility
and provides the highly connected network.

LEACH-EP [15] is hierarchical multi-hop energy-aware adaptive clustering
algorithm, in which all cluster heads send its location and residual energy to the
sink, then sink selects the channel whose residual energy is higher than that of all
other nodes average residual energy. It is a centralized control algorithm in which
the decision of sink is propagated toward source nodes.

LEACH-LPR [16] is hybrid algorithm based on LEACH protocol, and they use
genetic algorithms to prolong network uptime, in this algorithm, the selection cri-
teria of cluster head depend on three parameters, i.e., neighborhood density, the
distance of the node from the sink, and residual energy of the node. But this
algorithm is supported static nodes only.

Application-specific low power routing (ASLPR) [17] is a hybrid distributed
optimization algorithm based on genetic algorithm and to achieve the best perfor-
mance the cluster head is selected by application-specific parameter tuning genetic
algorithm that helps to do optimization, but this algorithm is suitable for static
nodes only.

Gao et al. [18] suggested a multicast distributed rechargeable energy
source-based scheduling algorithm in which data acquired by source node and
packet send by the source node to at least or at most or exact k number of nodes
toward sink in Anycast group are identified by Anycast addresses. The nodes can be
mobile, and it supports multi-hop transmission toward the sink.

Bagaa et al. [19] suggested a scheduling distributed algorithm for integrated tree
construction and data aggregation (DICA) based on tree formation and node
scheduling to reduce the time latency. DICA form an aggregation tree, and it tries to
maximize the available choices for parent selection at every node on the basis of
hop count toward the base station. Each node in the tree waits for data from all its
predecessors before transmitting the data toward base station.

Liu et al. [20] suggested a hierarchical, reactive, centralized controlled algorithm
in which to increase the battery life of nodes, they adopted concept of sleeping and
active nodes and its multilayer node recovery algorithm in which if any node fails is
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replaced by its neighbor having least distance from gateway. It is a location-aware
algorithm and failed node is replaced dynamically in order to provide optimal QoS.

Researcher implemented it in different geographical aspects and variety of crops.
They also suggested architecture and routing algorithms for its implementation in
pervasive agriculture. Kelly et al. have proposed an effective implementation of IoT
in environmental condition monitoring. They design a system to provide a greater
control over routing of packets in order to provide a QoS; they determined QoS in
term of throughput (1.55 bytes/s) and reliability (97%) [21]. Ochiai et al. suggested
a DTN (delay-distruption tolenrant networking)-based agricultural monitoring
system; they deployed 39 DTN nodes which generate and send packets in every
30 s and able to achieve 99.8% success rate for data gathering [22]. Chen et al. [23]
use temperature and humidity sensor in order to determine moisture content of tea,
with their system they achieved accuracy of moisture determination in range of
0.5% wet basis at RH < 70%. In their work, Aquino-Santos et al. [24] suggested
platform for implementation of the sensor for precision agriculture which improves
the performance of its motes. The wireless sensor network based on stationary
nodes and mobile base station which helps in simplified routing and localization is
also used for precision farming [25]. Emmi et al. [26] in their paper proposed an
integration of sensor and actuators in agricultural vehicles; they provide a frame-
work for selection, arrangement, integration, and synchronization of sensors to form
an autonomous agricultural vehicle for agricultural applications. They successfully
tested their framework in a guidance and weed control task in a maize field to prove
its utility. Shah et al. [27] deployed WSN network in control area as well as the
open area in vineyards of Nasik, India, and showed substantial improvement in
moisture content and crop water requirement after deployment of WSN over the
range of period. Garcia-Sanchez et al. [28] in their paper try to integrate WSN with
RFID and found that it could be a great idea to merge two or more technology to
improve the performance of the overall system for pervasive irrigation as RFID
helps in identification while WSN help in sensing. Kim et al. [29] deployed a
site-specific irrigation control for linear move irrigation using WSN. They low-cost
Bluetooth wireless radio communication for sensor network and irrigation con-
troller to the base station. They design a sprinkler system to pinpoint target required
based on a communication received from WSN. López Riquelme et al. designed a
WSN-based system which measures soil parameters like temperature, volumetric
percentage, electrical conductivity, and salinity [30]. Valente et al. [31] in their
research paper suggested a solution to overcome the problem of a large region of
interest in the wide area where the single network is not possible. They suggested
UAV as airborne communication nodes which communicated with WSN nodes
based on the ad hoc communication protocol. Lee et al. [32] in their research paper
do the survey of various technologies used for precision irrigation. They state that
more reliable, accurate, rugged, and less expensive sensing systems are required for
better and efficient site-specific management of crops.

El-kader and El-Basioni [33] in their paper deployed MICA-based sensors to
monitor potato crop; they deployed around 85 sensor nodes to monitor overall
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potato fields divided in tubs and in deployment they used APTEEN routing
protocol.

Díaz et al. [34] deployed sensor-based architecture to monitor grape/vineyard in
northern California vineyard using ZigBee MicaZ sensors for significant produc-
tivity gains and facility of maintenance.

3 Role of WSN in Precision Agriculture/Farming

The traditional farming system lags behind if it continues with traditional knowl-
edge and without any involvement of technologies. There is a need for optimal use
of pesticides and management of water resources. In developing countries like
India, agriculture is also suffering from proper farm management, crop surveillance,
and maintenance. The illiteracy in farmers and large geographical area of cultivated
land are the two key factors that affect the crop management badly. Due to illit-
eracy, the farmers are not able to monitor the farm properly by timely and proper
use of pesticide and fertilizers, these chemicals are either underused or overused
which is either affect the crop yield or human health in either case. Second, due to
the large geographical area it is not feasible for agriculture scientist to visit each and
every farm and check the health of the crop. Most agriculture universities, agri-
culture research centers, testing labs, etc., are set up in cities. As a result, it restricts
the active reach of scientist or agriculture officer to the farm. Due to lack of
awareness, the farmers are not able to visit these facilities in time, as the plant life is
very short and very vulnerable toward environmental conditions and diseases, a
delay of a day or two may completely destroy the plan or affects its yield drastically.
For a layman like farmers without any latest equipment or sensors, the early
detection of issues with the crops is nearly impossible. If detection is delayed by
day or two, the crop’s condition affects drastically. To meet global food demands
and overcome these issues faced by most of the developing countries, the Food and
Agriculture Organization of USA in their report on building a common vision for
sustainable food and agriculture—Principles and approaches—suggested the key
principles of sustainability in food and agriculture. These principles are keys to
fulfill future demands and to make efficient use of water and pesticide management
in crops. The principles are conservation agriculture, judicious use of organic and
inorganic fertilizers, improved soil moisture management, improved water pro-
ductivity, precision irrigation, integrated pest management (IPM) [8]. These prin-
ciples highlight the future need of precision farming or agriculture with the help of
latest state-of-the-art technologies. The perfect combination of technologies may
serve the purpose very well and deliver the required goals. The state-of-art tech-
nologies like IoT devices and cloud computing resources may play a vital role to
improve agriculture with little effort. Precision farming also plays a vital role in the
restricted use of pesticides. It also helps in maintenance of proper soil moisture
required for a crop with minimum water wastage.
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The smart high-tech farming using wireless sensor network and cloud computing
is in need of time, and it can act a support system of traditional farming. With zero
or minimal human involvement, the automated systems using cloud computing or
wireless sensor network helps to fill the gaps.

4 Conclusion

In this paper, we have discussed various issues regarding the role of WSN appli-
cations in monitoring. The researchers have suggested numerous approaches, but
most of them are for the purpose of farm management, marketing, disease detection,
labor management, etc. In most of the applications of cloud computing in precision
farming, the input for the framework is either provided by the farmer himself or
through some equipment which requires active and sophisticated handling. The
wireless sensor network devices are also being used in agriculture to implement
either cattle management at farm houses or to monitor limited crops, etc. The
WSN-based system had great capabilities to capture and acquire data related to
crops, but the real-time data acquisition is suffered due to hardware and software
issues. The real-time data acquisition consists of data capturing, data preprocessing,
and routing algorithms. To improve the overall performance of the device and
prolong its battery life, there is a requirement of real-time data acquisition algo-
rithm. The WSN-based sensor devices have great capabilities to sense and capture a
huge amount of data from the remotest areas, but they have very limited data
processing capabilities to develop decision support system.
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Feature Extraction of Protein Contact
Maps from Protein 3D-Coordinates

K. Suvarna Vani and K. Praveen Kumar

Abstract This work mainly proposes an alternate way of solving challenging
problems of computational biology like protein secondary structure assignment,
protein fold identification/recognition, protein fold signatures, and contact map
overlap problem by exploiting the idea that proteins belonging to the same protein
fold have similar contact maps. Pattern mining of contact maps is conducted to
extract features that pertain to fold information. Using the work in the literature
that predicts contact maps from the primary amino acid sequence, we propose that
using pattern features from predicted contact maps would lead to an Ab-Initio
method. Hence, instead of extracting features from the primary amino acid
sequence, we propose to extract pattern features from the protein contact maps.
Protein secondary structure assignment is achieved with an accuracy of 76% on
RS126 data set, on par with best of algorithms up to 10% of noise, and then the
performance falls to 66% by 15% noise.

Keywords Protein structure � Contact maps � Features � Secondary structure
elements

1 Introduction

Protein contact map is a two-dimensional representation of the protein tertiary
structure. Prediction of protein contact map from the primary sequence of a protein
is a highly challenging problem that has been addressed in the literature, and
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software is available now to predict contact maps [1]. Hence, instead of extracting
features from the primary amino acid sequence, we propose to extract pattern
features from the protein contact maps. We demonstrate the fact that analysis of
contact maps can yield important insights for protein structure identification. It is
well known that the secondary structure elements of a protein are transparently laid
out in the contact map, though no one framed rules to extract them from the contact
map.

The protein secondary structure prediction problem is a well-known problem in
bio-informatics community for last few decades. Several machine learning
methods have been used for protein secondary structure prediction including
neural networks (NN), support vector machines (SVM), hidden Markov models
(HMM), and cascading models. A common underlying approach for all the sec-
ondary structure prediction methods is to extract statistical properties of amino
acid distribution, physico-chemical properties of the residues of the protein
sequences and then build models for classification. Initially Chou-Fasman and
others [2–4] utilized neural networks and by using single amino acid sequence
features achieved an accuracy of 50–63%. Jones et al. [5] consider multiple
sequence features from the evolutionary information in the form of
position-specific scoring matrices (PSSM) generated by PSI-BLAST using
PSIPRED algorithm to achieve an accuracy of 70%. Rost and Sander [6] consider
the Profile network from Heidelberg (PHD) and by using a two-layer neural
network with evolutionary information increased the accuracy by 1%. Karypis [7]
used cascaded support vector machine (SVM)-based predictor using PSI-BLAST
profiles and proposed YASSPP algorithm. To summarize, average accuracy of
secondary structure prediction has been in the range 71–80% so far protein sec-
ondary structure assignment is a problem which assumes 3D-coordinate infor-
mation. This problem too is a challenging problem with earlier works assigning
secondary structures based on backbone dihedral angles [8–10].

Other popular method is P-SEA which is based on distance as well as dihedral
angles. Dictionary of Protein Secondary Structure (DPSS) [11] is considered to
have set a standard for this problem that computes hydrogen bond energy between
backbone atoms and structural identification method (STRIDE) modifies the energy
calculation and also uses backbone dihedral angles [12]. More recently, information
theoretic concepts like minimum message length inference have been used for
secondary structure assignment [13] and indirect methods that compute approxi-
mation of the protein backbone using piecewise lines have been proposed [14, 15].
In this paper, we propose to extract features from both the diagonal region as well
as the off-diagonal region of the contact map. Instead of using the standard
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clustering algorithms from the literature, as contact maps are very sparse matrices,
we propose to use heuristics on the diagonal and a naive algorithm to extract
rectangular/non-rectangular regions of connected pieces of contacts from the
off-diagonal region.

2 Feature Extraction Along the Diagonal Region

A contact map can be divided into two regions: Diagonal region and the region
obtained by masking the diagonal region referred to as the off-diagonal region.

2.1 Secondary Structure Assignment

Many researchers including Hu et al. [16] emphasize that thick bands along the
diagonal denote helices, and those that are away from the diagonal correspond to
beta sheets. But actual extraction of these SSE from the contact maps has not been
reported in the literature.

2.2 Extract SSP Algorithm

The idea underlying prediction of specific secondary structures of helix, beta, and
coils/turns is to extract bands of width W and length l along the diagonal in the
upper/lower triangular matrix of the contact map with parameters tuned to different
secondary structure elements.

Fixing parameters typically since one turn of the helical structure is made up of
3.6 residues, and the minimum predicted length for an a-helix should be three or
four residues. Consecutive Ca atoms are farthest apart since, in a b-strand.
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Relatively few residues cross the protein core with a strand. Therefore, the
number of residues in a b-strand is usually limited to two or three amino acids
[15, 17].

We conducted an initial scan of the data set for fixing the parameters on 10% of
the data set, by fixing minimum helix length as 3 and varying helix width between
the values 3, 4, and 5, potential helix regions have been extracted from the contact
maps. For W = 3, we obtained many false positives with residues annotated as H,
and for W = 5 in the overall protein, lesser number of helices were obtained.
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A sample result can be seen in Table 1. Hence, we decided to fix the helix-width
parameter as 4. Similarly, width of beta is set to 3 and minimum beta length as 3
using inputs from the literature [15, 17].

We propose Extract SSP algorithm, in which we set the parameters of row width
a as 4 and minimum helix length as 3. The beta strand prediction is also carried out
by setting row width b to be 3 and minimum beta length as 3. All the remaining
contacts are labeled as belonging to coil/turn. In order to validate the algorithm, we
run Extract SSP(A) on bench mark data set used in secondary structure assignment
literature and compare the results with those obtained by some of the latest algo-
rithms in the literature.

3 Experimentation on Bench Mark Data Sets

We consider the gold standard data set RS126 of Rost and Sander [6], given in
Table 2, which has been designed for the secondary structure prediction. This
protein data set contains proteins that maintain pair-wise sequence similarity of less
than 25%; we use the standard evaluation measure for performance evaluation, the
details of which are given below.

3.1 Evaluation Measure

To calculate performance measure have been frequently used in protein secondary
structure prediction Q3 or accuracy (3 for the three types of secondary structures)

Table 1 1SW8 protein has 4 helices, with original locations given in columns 2 and 3. Predicted
helices for widths 3, 4, 5 show that only two helices are predicted for W = 3

Protein Id Original Predicted helices

W = 3 W = 4 W = 5

1SW8 4 20 1 60 4 18 4 9

28 39 64 77 28 37 10 18

44 56 44 53 28 35

65 79 64 76 48 52

64 75

Table 2 Secondary structure
prediction data set [6]

Class Number of proteins

All-Alpha 21

All-Beta 44

Alpha + Beta 15

Alpha/Beta 28

Small proteins 13
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based measure [6]. Q3 is a residue-based measure which calculates the overall
percentage of correctly classified residues for all the three structures and is com-
puted as follows:

Q3 ¼ HPre þEPre þCPreð Þ=Nt ð1Þ

where Nt is the total number of predicted residues, Hpre is the number of correctly
predicted residues for helix, Epre for sheet, and Cpre for coil.

3.2 Results on Bench Mark Data Set

Since secondary structure prediction tools consider protein sequence information
and not coordinate information, we need to test the proposed algorithm on contact
maps that are predicted or contact maps that are highly noisy. Hence, we present
three different experimental results in this section, on the actual bench mark data
RS126, as well as on the contact maps that are predicted for proteins in RS126; and
additionally by introducing different levels of noise into RS126.

Results on RS126 Extract SSP are run on the data set RS126. We compare the
results obtained by our algorithm to the existing algorithms in which the results
have been reported for the data set RS126. We can see from Fig. 1 that our
algorithm is performing on par with the other algorithms with prediction for helix
being much higher than the results reported and Q3 being on par with the results.
The algorithm is seen to perform very poorly for turn/coil prediction. In protein
structures, one finds very long coils which are referred to as loops. A loop connects
two secondary structural elements. We observe that many turns/coils have been
misclassified as beta in our test.

Fig. 1 Comparison between
proposed and other existing
methods
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3.3 Results on Noisy Contact Maps

Results on noisy contact maps contact map prediction are a highly challenging
problem, and the current status of contact prediction is relatively poor. Hence it is
important to validate the algorithm on highly noisy contact map, which has certain
loss of information. Hence, we conduct the following experiment. The contact maps
of proteins from RS126 are taken. Randomly k% of contacts (1’s) are eliminated
(made into 0’s), and the algorithm is run on these noisy contact maps. A random
noise of k = 5, 10% up to 30% is introduced into contact maps, and the results are
provided in Table 3.

4 Experimentation for Protein Secondary Structure
Assignment

Protein structure prediction problem does not have any coordinate information
available and considers features from the primary amino acid sequence. Hence,
even if we experiment with noisy contact maps, it is also important to test the
algorithm with respect to the algorithms in the literature of protein structure
assignment. We test our algorithm with the two popular standard algorithms of
DPSS and STRIDE [11, 12]. Since the data set considered for these algorithms are
performance of secondary structure prediction algorithm on noisy contact maps

Table 3 Performance of secondary structure prediction algorithm on noisy contact maps

Class SS Noise level %

0 5 10 15 20 25 30

All-Alpha H 88 88 88 88 88 88 88

E – – – – – – –

C 77 77 77 72 70 58 55

All-Beta H 74 74 74 72 72 68 65

E 79 79 79 78 76 73 73

C 47 47 47 34 33 32 32

Alpha + Beta H 91 91 91 89 83 80 80

E 86 86 86 72 71 70 69

C 83 83 83 32 32 30 28

Alpha/Beta H 88 88 88 88 84 79 75

E 66 66 66 56 56 50 50

C 48 48 48 33 33 28 25

Small proteins H 83 83 83 82 81 79 75

E 73 73 73 70 60 65 64

C 46 46 46 43 40 23 22
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structure data, we consider the entire data set of ASTRAL SCOP containing 40
domains with roughly 11,000 proteins [18]. The results for the secondary structure
assignment for H, E, and C are provided in Table 4. It can be seen that, as before,
comparable results with DPSS and STRIDE are obtained for the classes of
All-Alpha and Alpha + Beta and due to the low performance on coils; the overall
average shows a lower value.

DPSS and STRIDE utilize the values like hydrogen bond energies between the
atoms of the backbone as well as dihedral angular information. The proposed
algorithm using only the contact pattern information from the contact matrix is able
to achieve comparable performance for helix and sheet assignment. The proposed
algorithm is very poor in coil information which needs further investigation. The
proposed algorithm achieves a comparable accuracy of 79% for betas for All-Beta
class and 82% for helices for Alpha + Beta class in comparison to the existing
methods. All-Beta class and 82% for helices for Alpha + Beta class in comparison
to the existing methods.

The results for the secondary structure assignment with low performance of
mean and standard deviation for H, E, and C are provided in Table 5. It can be seen
that, as before, comparable results with DPSS and STRIDE are obtained for the
secondary structure assignment low performance on coils; the overall average
shows a lower value.

Table 4 Performance of secondary structure assignment algorithm w.r.t. DPSS and STRIDE on
SCOP data set

Class DPSS STRIDE Proposed

H E C H E C H E C

All-Alpha 83 79 61 84 80 88 82 70 52

All-Beta 81 78 61 83 70 87 68 79 54

Alpha + Beta 81 80 61 82 71 87 82 80 51

Alpha/Beta 82 79 61 82 71 88 73 58 55

Average 82 79 61 83 73 88 76 72 53

Table 5 Performance of secondary structure assignment algorithm on mean and standard
deviation

Measures DPSS STRIDE Proposed

SSE H E C H E C H E C

Mean 18.6 14.1 12.2 17.5 12.4 10.4 18.8 20.3 28.4

Standard
deviation

8.6 6.1 4.2 7.4 5.3 3.9 8.6 9.1 11.3
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5 Conclusions and Future Work

This work validates the hypothesis that contact maps contain useful information
that can be utilized to understand the problem of protein fold prediction. Secondary
structure elements of helices and beta strands have been successfully extracted
using the pattern information in the contact map. On the other hand, coils could not
be extracted well. Hence, we do not use the statistics of coil/turn in our work. This
issue needs to be looked into further. Several useful features relating to both sec-
ondary structures viz, number of helices, minimum helix length, maximum helix
length, number of beta sheets, minimum beta sheet, and maximum beta sheet, as
well as pattern features like number of patterns, minimum and maximum density as
well directional features have been extracted. These are going to be used as features
for the fold identification problem in the future.
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An Assessment Report on: Statistics-Based
and Signature-Based Intrusion Detection
Techniques

Latika Mehrotra and Prashant Sahai Saxena

Abstract With the growing size of data, its security has become a great challenge,
and security of data is a major issue in most of the research areas. A detailed study
of existing IDS is presented in the current paper so as to detect threats or intrusions
on the data residing on system/network. It is a bit difficult to stop security threats
and breaches entirely using present security technologies. Detecting the presence of
intruder is very crucial for maintaining the network security. It is found that
intrusion detection systems (IDSs) that are signature-based are restricted in their
areas of detecting intrusions, because of the fact that the signature-based intrusion
detection system is based on matching a signature with the network details. The
system using signatures or patterns can detect only known attacks and threats, but
they mostly fail when it comes to novel attacks. Thus preventing/detecting the new
or special types of attracts whose signature is not specified. Although
signature-based IDS does not give false alarms at genuine cases, but still is inept for
unknown attacks or masked attacks. Later in the paper, another category of IDS is
discussed which is statistical-based intrusion detection system (SBIDS). The
statistical-based intrusion detection systems have an upper hand when it is com-
pared with the signature-based intrusion detection system. During the study, it has
been found that many researchers have solved this problem by data mining clas-
sification algorithms.
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1 Introduction

Over the years, the intrusion detection has become one of the most popular fields of
research. The main reason is that most of the organizations have become automated
and they also make use of the Internet and the network technology for the trans-
mission of the data. So it is clear that the security of the data sent and received has
become trivial. To avoid the intruders to fetch all important data, there is a need of
some kind of mechanism which can prevent this unauthorized access. The data
mining techniques play a vital role in intrusion detection systems. These techniques
have the capability to deal with the voluminous data. Data mining techniques have
been implemented on the network and host audit data for establishing an IDS.
An IDS is a process in which data is analysed carefully with the help of data mining
techniques in order to automatically detect user’s normal or intrusive behaviours.
A few common data mining techniques normally involve regression, classification,
clustering and association rule learning [1].

1.1 Intrusion Detection System (IDS)

IDS helps in analysing the network or system activity and prepares systems for all
possible attacks be it an incoming request or an outgoing request. They help in
detecting suspicious activities and gather information from a variety of sources for
possible threats and attacks (Fig. 1).

There are two main components to the intrusion detection system.

Fig. 1 Organization of a general IDS
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1.1.1 Network-Based IDS

Network-based IDS (NIDS) helps in scrutinizing network traffic, but they are less
beneficial as they do not assist when running on the host only [2]. On dedicated
machines that observe network flow along with firewalls, NIDS is best suited
option. That is why the security threats of the clients do not affect the monitors. One
of the major disadvantages of NIDS is that it is restricted to local root attacks. If an
authorized or legitimate user tries to attain extra privileges by establishing an
encrypted channel while using machine remotely, the NIDS would not alarm.

1.1.2 Host-Based IDS (HIDS)

An HIDS tracks attacks on the machine it is implemented [2, 3]. HIDS mostly
detected and logged any action taking place on machine it is monitoring. That is
HIDS can only be trustworthy in some specific conditions. As network attacks have
increased in number severity over the past few years, intrusion detection system
(IDS) is becoming a critical component to secure the network. Due to the large
volumes of security audit data, complicated and dynamic properties of intrusion
behaviours, the optimization of the performance of IDS becomes a crucial problem
which is receiving high attention from the research community. Uncertainty to
explore if certain algorithms perform better for a few attack classes establishes the
motivation for the reported herein. Intrusion detection systems (IDSs) constructed
on the concepts on data mining have shown high accuracy and are also good
simplification to unusual types of intrusion and vigorous behaviour in a changing
environment in recent years. One of the major hurdles of IDSs is the intensive
computation necessary in the model generation phase.

2 Literature Survey

In [4], Ryan et al. have worked on the concept of the neural network. It performs
learning on the basis of the training data, and then it performs predictions. It
clarifies the behaviour of the node as normal or abnormal. Denning [5, 6] have
presented a sequential rule-based model for the prediction of abnormal behaviour.
Sequential rules are constructed on the sequential data base. The training data is
stored in the sequence in which they occur in the sequence data set, and then the
sequence rule mining algorithm is applied on the training data set to identify the
patterns of the normal behaviour and the abnormal behaviour. The system devel-
oped [7] has more accuracy in recognizing if the record is ordinary or breached.
Dewan et al. [8] proposed an improved version of the self adaptive Bayesian
algorithm (ISABA). It is based on the concept of the Bayesian network but accu-
racy rate is below expectation. Sathyabama et al. [9] presented a method based on
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the clustering. In this method, the similarity-based records are stored in the clusters.
Also the dissimilar records are called the outliers. For the outliers, the alarm is
raised and the record is checked for the abnormal behaviour. Azimi et al. [10]
proposed a self-organizing map-based method for the intrusion detection. The map
has been used successfully to classify the data records. In this method, the false
positive alerts have been reduced up to a good extent. Bivens et al. [11] have
proposed a self-organizing map-based classification technique. The false negative
has been reduced in this model. The term “false negative” is a result which comes
as negative when it must not. The authors of [12] proposed the ensemble approach.
The mentioned approach is a combination of many present algorithms. The
experimental results have demonstrated that it has outpaced many in effect tech-
niques. It has even outpaced support vector machine. This paper [13] presents a
method which is based on the concept of the dimension reduction. The dimension
reduction is achieved by the feature extraction technique of the data mining.
Ei-Semary et al. [14] have proposed a fusion of the a priori and the kuok algorithm.
This proposed model also uses the concept of the fuzzy set, i.e. partial membership
function. Shon and Moon [15] proposed a novel framework. This novel framework
contains the updated support vector machine. It also performs the packet profiling.
The concept of clustering is also applied in brief. Overall, it is a very complex
process. In this paper [16], the author has proposed a genetic algorithm-based
intrusion detection system. The accuracy is better but the solution is not guaranteed
at all. Norouzian and Merati [3] also proposed genetic algorithm-based IDS.
The GA is used to update the membership function. It also contains a detailed
survey of the IDS. Jin-Ling Zhao et al. [17] defined multi-layer perceptron (MLP)-
based technique for the intrusion detection and classification. The back propagation
algorithm has been used for the error rate deduction. The work done in [18] also
proposes a GA and clustering-based method for the IDS. Lunt [19], a survey of
intrusion detection expert system is proposed. The proposed method is fusion of
two methods to create a strong intrusion detection system. Todd et al. [20] proposed
an intrusion detection system called network system monitor. This system is based
on the concept of analysing network instead of the system log entry. Teng et al. [21]
proposed time-based inductive machine to capture or store user behaviour.
Inductive generalization is also a part of the process. Anderson and Mohan [22]
proposed a network intrusion detection expert system. This system learns from the
training data and predicts the test data. Lane and Brodley [23] applied the concept
of the instant-based learning. Lee et al. [24] propose a novel data-mining-based
framework for intrusion detection. This model is based on the concept of utilizing
the contents of the audited programs. Debar et al. [25] propose taxonomy of the
intrusion detection systems. This classification is done according to the property of
the intrusion detection system. Axelsson [26], also proposed taxonomy of the IDS.
They also presented the background details of some IDS. Yu et al. [27, 28] pro-
posed a novel signal processing-based intrusion detection system.
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3 Conclusion

Overall, any kind of intrusion is destructive for the information and data available
on the Internet, which also reduces the authenticity and security. In order to make
sure that all kinds of information or data are safe from intruders and an unautho-
rized access, the IDS is must. It identifies the system that is trying to gain access and
perform malicious activity. In this paper, the comprehensive survey over the most
effective and most popular intrusion detection system has been performed. Each
method working together with the related merits and demerits has been discussed.
This literature review will help other researchers in their further research or study.

Based on the above literature survey, a comparative table is illustrating various
aspects of existing IDS (Table 1).
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OTCA Approach Towards Blurred Image
Feature Estimation and Enrichment

Sandeep Kumar Sharma, C.S. Lamba and V.S. Rathore

Abstract This paper investigates a new and effective method for image edge
feature estimation and enrichment based on cellular automata framework. Objective
of this paper is find an area where arbitrary changes in intensity of an image and
enrich the features of that area. The inner and outer neighbors of a blurred cell are
used to accumulate the pixels or cells of an image whose features are better than the
targeted cell. Therefore, the accumulated cells or pixels are passes to OTCA method
for obtaining target image. OTCA produce threshold pixels using passes pixels for
enrichment of blurred image features. During this process, one or more attributes of
the image are customized and afford a massive amount of choices for humanizing
the visual feature of images. The experimental results express efficiency of pro-
posed method.

Keywords OTCA � Image features � BIFEE � Blurred � Cell

1 Introduction

Image processing has wide variety of operations like gaining, solidity, storeroom,
broadcast, and imitation that may degrade the illustration features of an image. This
paper anticipated a new method for blurred image feature estimation and enrich-
ment (BIFEE). The objective of feature enrichment is to get better visual facade of
an image or to switch the image to a form better suited for analysis by a human or
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machine. The principal objective of BIFEE is to discover and amend attributes of an
image to make it more apposite for a given assignment and a precise observer.

Usually, various methods were produced for image feature enrichment such as
graph-based methods, model-based methods, gradient-based methods, and
wavelet-based methods. But the experimental result shows the efficiency of pro-
posed method.

Cellular automata provide a framework for image processing applications in
which image pixels can be represented in the form of matrix cell. In this paper, we
proposed a method which used cellular automata framework to achieve the pre-
scribed objective.

This paper focuses on that particular area of an image where blurred pixels are
existing or where the intensity of an image changed. The proposed method is
capable of improving features of all types of images such as color image, gray
image, and black and white images. Basically, there are two approaches used to
feature enrichment; one is inner enrichment which uses the nearest neighbor, and
other is outer enrichment which uses neighbors of nearest neighbor. Both
approaches find improved threshold value for each pixels and use the threshold to
improve image features.

1.1 Related Work

Conservatively, the graph-based methods [1, 2] are demonstrated to enhance the
image to amend the inclusive luster and distinction of digital image. The various
existing operators like Soble, Robert and Cany operator [3–5] are capable for
features estimation and gradient based methods [6] and wavelet based methods [7,
8] are also estimate the features of an image. The experimental results show the
comparison between existing methods with proposed OTCA method using image
quality parameters such as mean square error (MSE), peak signal noise ratio
(PSNR), average difference (AD), structural content (SC), mean absolute error
(MAE), and number of objects (NoBJ) [9, 10].

1.2 Notations

In this paper, R and B denote reference image and blurred image, T is used for
threshold value of pixels, Di.j denote binary matrix of blurred image, whereas ON,
IN, Ѱi.j, and Ui.j denote the methods to accumulate inner and outer neighbors.

The residual section of this paper is organized as follows: Sect. 2 represents the
framework which is used in the proposed method, Sect. 3 represents solution of
problem while formulating the proposed method, and Sect. 4 describes how the
proposed method is better than other methods.
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2 Framework

Cellular automata (CA) have wide framework for different types of applications.
CA also play an important role in image processing. CA can define the number of
rules based on neighbor pixels [11–13]. Each pixel of an image has atleast 8
neighbors, so CA can apply 28 = 256 number of rules for image processing not only
that particular pixel but also all the other pixels of image. CA provide more rules as
neighbors are increase of a pixel. CA represent all the pixels with 3-tuple 〈S, N, F〉,
where S is set of finite states, N is set of neighbors, and F represents a transition
function which consigns a new state to a pixel [14, 15]. The structure of the pixels’
neighbor including Von Neumann, Moore neighborhood, and outer totalistic is
shown in Fig. 1.

Von Neumann include four neighbors: left, right, above, and below with radius
of 1[16, 17] Moore neighborhood include all the four neighbors of Von Neumann
[18–20], four corner neighbors and itself with radius 1, whereas outer totalistic
include all the outer neighbors of Moore neighbors with radius 2. The total
neighbors of Von Neumann and Moore neighborhood are given in Eqs. 1 and 2.

Ni;j ¼ Ri�1;j�1 þRi;j�1 þRi;jþ 1 þRiþ 1;jþ 1 ð1Þ

Ni;j ¼
Xiþ 1

k¼i�1

Xjþ 1

l¼j�1

R k;l ð2Þ

Fig. 1 CA neighbor structure
of an image
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The total neighbors of outer totalistic with radius 2 are given in Eq. 3.

Ni;j ¼
Xiþ 2

k¼i�2

Xjþ 2

l¼j�2

Rk;l �
Xiþ 1

k¼i�1

Xjþ 1

l¼j�1

Rk;l ð3Þ

3 Proposed Methods

Some work has been done on image feature estimation and enrichment. All the
existing methods demonstrate input-dependent behavior [21–23]. The aim of the
proposed method is to work with all type of images and produce effective and
robust image features with less time-consuming. To overcome the problems of
existing methods, a new method has been proposed. The proposed method has five
stages for improving the features of image. The block diagram of image feature
estimation and enrichment is shown in Fig. 2.

As discussed above, the proposed method can work on any type of images and
CA framework is used in proposed method to achieve the objective. While working
with CA, we need to convert an input image into binary matrix. Binary matrix has
cell value 0 and 1 only, so to convert image pixels into 0’s and 1’s, we set a
threshold value. Suppose B is an input image, generally each types of image contain
two regions; one is object pixels and other is background. The probability distri-
bution is used to accumulate the threshold value T.

Additive

Muster

Future Estimation

Inner 
Enrichment

Outer 
Enrichment

Combining

Fig. 2 Block diagram of
proposed method
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The probability distribution of an image is given by the following equation:

PðBÞ ¼ PbðBÞþPoðBÞ

Pb(B) is probability of background
Po(B) is probability of object pixel

Let Tb is image background threshold, and To is object pixels’ threshold.

Tb ¼
ZT

�1
PbðBÞ

To ¼
Z1

T

PoðBÞ

The threshold value of image B can be retrieved using minimization of the
background Tb and object pixel To threshold.

T ¼ minimize Tb þ Toð Þ

Using T, we can generate binary matrix according to following equation:

Bi;j ¼ 1 if pixel value greater than or equal to T
0 if pixel value less than to T

�

To make image feature estimation and enrichment effective, we need to adjust or
transform intensity, contrast, and brightness of an image using the tool box imadjust()
of MATLAB. To estimate the features of an image, we need to find inner path and
outer path of pixels which used to improve the quality of pixels. Let Pi,j is a pixel of an
image B size M � N, and BM is a binary matrix of input image B. U and Ѱ used to
locate horizontal and vertical locations of an image.

Case 1: i 2 U(1, M)

ON P;Q;Rð Þ
1; 1; 1ð Þ if j 2 W 1;Nð Þ
1; 2; 1ð Þ if j 2 W 2;N � 1ð Þ
2; 2; 1ð Þ if j 2 W 3;N � 2ð Þ

8<
:

Case 2: i 2 U(2, M − 1)

ON P;Q;Rð Þ 1; 1; 2ð Þ if j 2 W 1;Nð Þ
1; 2; 2ð Þ if j 2 W 2;N � 1ð Þ

�
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Case 3: i 2 U(3, M − 2)

ON P;Q;Rð Þ ¼ ð2; 1; 2Þ if j 2 Wð1;NÞf

Otherwise

ON P;Q;Rð Þ ¼ ð4; 2; 2Þ

Outer and inner paths are accumulated using the following equation:
The total outer neighbors (TON) of a pixel p are given as:

TON ¼
XP
k¼1

3pþ
XQ
l¼1

pþ
XR
m¼1

p

There are total outer neighbors of any pixel are maximum 16 and total inner
neighbors of any pixel are maximum 8. Hence, we use 16 bits to map OTCA rule.
The 16 bits of OTCA are as follows:

0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0

The above 16 bits contain 1’s at 7th, 8th, and 9th position, and remaining bits are
0’s. So we use minimum threshold 7 and maximum threshold 9 to calculate global
threshold T which can be used for image feature enrichment.

Let

Tmin ! Minimum Threshold

Tmax ! Maximum Threshold

T ¼ Tmin þ Tmaxð Þ
2

Now using T, we can improve features of an image. The threshold function of
binary image G(x, y) is defined as:

Gðx; yÞ ¼ a; if f ðx; yÞ[ T
b; if f ðx; yÞ� T

�

Pixels labeled ‘a’ correspond to object pixels, and pixels labeled ‘b’ correspond
to background pixels.
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4 Experimental Results

Figures 3 and 4 show the experimental results on existing methods [24–27]and
proposed method.

Figure 3 shown the experimental results on canny image and Fig. 4 and Table 1
depict comparison between existing method and OTCA methods for blurred image
edge feature estimation and enrichment including image quality enhancement
parameters.

(a) Lena image (b) Graph based

(c) Model based (d) Gradient based

(e) Wavelet based (f) OTCA

Fig. 3 Experimental result
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5 Conclusion

In this paper, we present optimistic method for image features estimation and
enhancement. Different feature assessment and enhancement methods have been
experimented and compared with proposed method using the help of image quality
assessment parameters. The proposed method has been tested on different types of
images and produced very effectiveness and robustness results. Table 1 shows
MSE, PSNR, SC, AD, MAE, and NoBJ values of existing methods and OTCA
method. According to their values, OTCA produced better results. The inner
neighbors and outer neighbors provide better choice to select threshold in less
computation time.
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