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Abstract. Multilevel association rule mining is one of the important techniques
of data mining to analyze the sales data. Multilevel association rules provide
detailed information as compare to single level association rules. Today’s era of
e-commerce and e-business, various online marketing sites and social networking
sites are generating tremendous amount of data in the form of sales, tweets, text
mails, web usages and many more. The data generated from these sources is
really too large so that it becomes tedious task to process and analyze using
traditional approaches. This paper overcomes the drawback of single node
computing by distributing the task to cluster of nodes. The performance of this
system is analyzed using reduced minimum support threshold at different levels
of concept hierarchy and by varying the database size. In this experiment, the
transactional dataset is generated from big sales dataset then the distributed
multilevel frequent pattern mining algorithm (DMFPM) is implemented to gen-
erate level-crossing frequent itemset using hadoop mapreduce framework. The
multilevel association rules are generated from frequent itemset. The hierarchical
redundant rule affects the efficiency of the system, so hierarchical redundancy is
removed from it. Finally, the time efficiency of proposed algorithms is compared
with existing Multilevel Frequent Pattern Mining Algorithm (MFPM).

Keywords: Distributed frequent pattern mining algorithm � Multilevel
association rule � Mapreduce � Level crossing rules � Redundant rules

1 Introduction

The data mining is a technique to extract the useful knowledge and patterns from the data.
One of the techniques used in data mining is called association rule mining. Association
rule mining is used to discover the relationship among items. Association rule mining is
used for market basket analysis where an organization is interested in identifying items
that are frequently purchased together. The following terms are used in this paper.

Itemset: Let I ¼ I1; I2; . . .; Inf g be a set of distinct items. A set X which is subset of
I is called itemset. An itemset X with k items is referred as k-itemset [1].

Support: The support is the percentage of transactions in the database D that contain
both itemsets X and Y [2–4]. The equation for the support is given below.
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Support ¼ PðX [YÞ

Confidence: The confidence is the percentage of transactions in the database D with
itemset X also contains the itemset Y [2–4]. The equation for the confidence is given by
the conditional probability is expressed in terms of itemset support.

Confidence ¼ P Y=Xð Þ ¼ SupportðX [YÞ =Support Xð Þ

Where, Support ðX [ YÞ is the number of transactions containing the itemsets X and
Y both, and Support(X) is the number of transactions containing the itemset X.

Association Rule: Consider a transaction database D, where each transaction Ti is a set
of items, and an association rule is the relationship between those items. An association
rule is expressed in the form X ! Y, where X and Y are the itemsets. This rule exposes
the relationship between the itemset X with the itemset Y. The interestingness of the
rule X ! Y is measured by the support and confidence [2–4].

An itemset is frequent, if its support is greater than or equal to the user defined
minimum support threshold. Association rule mining process basically consists of two
steps [3–5]: (i) first, all the itemsets that satisfies the minimum support thresholds are
identified and referred as frequent itemset, (ii) then, Generate strong association rules
from derived frequent itemsets that satisfies minimum confidence threshold. Big data is
termed for a collection of large data sets which are complex and difficult to process
using traditional data processing tools. For big data, the data reading is slower from
physical storage than from the recent fast network. For example, to read 1 TB of data
with 10 Mbps network speed, it takes about 28 h; however, if the dataset is divided
into one hundred 10 GB datasets with 10 Mbps network speed each, it takes around
17 min only [6, 7]. The complex problem can be solved using divide and conquer
strategy which consists of three phases [8]: (i) When the size of problem is small
enough then solve the entire problem directly; otherwise, split the original problem into
two or more sub-problems. (ii) Recursively, solve the sub-problems by again applying
the divide-and-conquer strategy until the sub-problem is solvable. (iii) Finally, merge
the solutions of the two sub-problems to get the solution of the original problem.

Multi-level Association Rule Mining: Association rules generated from mining data at
multiple levels of concept hierarchy are called multilevel association rules [9, 10]. In
multiple-level association rule mining, the items are categorized by level of concept
hierarchy. This concept hierarchy is used to discover the association rules at multiple
concept levels.

Each node in the concept-hierarchy tree represents single item available in the
itemset. The AMUL dairy dataset contains four levels of the concept hierarchy tree. Any
item at level i is child of item at level i−1 and so on. At level one, two items Fresh Products
and Frozen Products are present. Further-more, Fresh Products has two children, Milk
Products and Milk. Ice-cream and Snacks are the children of Frozen Products. This
hierarchy continues accordingly.Whileminingmultiple level association rule, the dataset
is encoded in a concise numeric form to identify classification level as shown in Fig. 1.
Encoding the taxonomy information as a sequence of digitsmakesmulti-level association
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rule mining algorithmmore efficient in terms of memory and processing. So, each node is
assigned a number which represents the item id. This item id also provides encoding that
gives taxonomy information about the hierarchy. The encoding is done from leftmost
child, sibling and so on. For example, the item Skimmed Curd is encoded as 1122. The
encoded code’s first digit 1 represent Fresh Products at level 1 and second digit 1 rep-
resent Milk Products at level 2 and third digit 2 represent Curd at level 3.

In brief, the contribution of this paper is summarized in three steps: (i) First of all,
big sales hierarchical dataset is transformed into transactional dataset using hadoop
mapreduce, (ii) The distributed multilevel frequent pattern mining algorithm is
implemented to generate multilevel frequent itemsets including level crossing,
(iii) Finally, Hierarchical redundant rules are eliminated to derive the interesting
multilevel association rules. For the experimental purpose, multi-level frequent pattern
mining algorithm and proposed algorithm are tested on sales dataset of AMUL dairy.

The remaining of this paper is organized as follows. Section 2 presents preliminaries
for multilevel association rule mining from concept hierarchical sales big data in dis-
tributed environment. Related work is given in Sect. 3. Section 4 shows the proposed
methodology. In Sect. 5, the performance of proposed method is evaluated on sales
dataset of AMUL dairy. Finally, the conclusions and future scope is drawn in Sect. 6.

2 Preliminaries

This section covers the complete set of definitions, terminologies and assumptions used
in this paper.

2.1 Data Pre-processing

Data pre-processing is the process of solving irrelevant or missing information and
change the basic structure of data, collected from various sources [11]. In real world,
the dataset may contain data in the format that cannot be used for further processing;
such dataset can be converted into desired form using preprocessing.

AMUL Dairy
 Products

0

Fresh Products
1

Frozen
Products

2

Milk Products
11

Milk
12

Fresh Lassi
111

Curd
112

Toned Milk
121

Icecream
21

Snacks
22

Cup
212

Family Pack
211

Frozen Pizza
221

Toned Bulk 
Curd
1121

Skimmed Curd
1122

Rose Lassi
1111

Taaza Milk
1211

Vanilla
2111

Butter Scotch
2121

Delicious Pizza
2211

Fig. 1. Sample concept-hierarchy AMUL dairy products with taxonomy information
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2.2 Hadoop

Hadoop is an open source framework which implements the mapreduce programming
model in the distributed environment [12]. In the hadoop framework, computer
machine or node is classified as master node and slave nodes. The master node
supervises data storage on machine and running parallel computations on that data. The
slave nodes are the machines which perform the work of storing the data and running
the computations.

2.2.1 Hadoop Distributed File System (HDFS)
The Hadoop runtime system is coupled with HDFS which provides parallelism and
concurrency to achieve system reliability. HDFS is designed for storing huge files with
streaming data access patterns, running on clusters of commodity hardware [12].

2.2.2 Mapreduce
Mapreduce is basically software introduced by Google to support distributed com-
puting on big datasets using the cluster of nodes. The mapreduce framework consists of
two functions [13]: Mapper and Reducer. The mapper and reducer function is basically
written by the user. The data structure of map and reduce function is defined by <key,
value> pairs. The mapper function takes an input as <key, value> pair and produces a
set of intermediate result as <key, value> pairs. The reducer function receives an
intermediate key generated and a set of values for that key. The reducer merges these
values of the key to generate smaller set of values. The output of reducer is value zero
or one typically.

2.3 Performance Analysis

The proposed approach can be evaluated on the basis of execution time of the algo-
rithm, scalability & flexibility of data, and data heterogeneity to analyze the perfor-
mance of the system [14].

2.3.1 Execution Time
The execution time is the time required to perform data mining or analysis task. The
efficiency and time complexity of the algorithm is computed based on time required for
getting the desired output quickly and efficiently.

2.3.2 Scalability and Flexibility
The performance of the system should not scale down even if data is scaled from
thousands to billions of records. The system should be more flexible enough to handle
heavy workload fast.

2.3.3 Data Heterogeneity
The data is coming from various sources due to the ease of internet and social media.
The basic types of dataset may be of structured, semi structured and unstructured.
Ideally, the system should accept heterogeneous data as an input then preprocess the
data and finally, produce the desired output within stipulated time.

MapReduce Based Multilevel Association Rule Mining 627



3 Related Work

Han and Fu [10] present various interestingness measures to find more interesting rules
including level crossing rules. In this paper multiple level association rules discovers
the interesting and strong rules from the large database. Authors also suggested
modified methods for mining single level association rules to multiple level association
rules which creates interesting issues for the further work. Thakur et al. [15] proposed a
top-down approach for mining multilevel level-crossing association rules from the
large transaction databases by using extension of existing approaches. In this paper,
authors have used the concept of reducing support as well as filtered the transaction
table, T for each levels of concept hierarchy. After generating a new filtered transaction
tables at one concept level, similar process will be carried out for remaining level. This
approach improves the processing time and generates less candidate itemsets. Wan
et al. [16] proposed a novel approach to improve the efficiency, integrality and accuracy
by analyzing multiple level association rules from primitive concept level of hierarchy.
In this paper, the proposed method considers the dynamic concept hierarchies to
generate multilevel association rules from customized point of view. The paper also
mentioned various issues for the calculation of rule support and multilevel association
rules at specific level.

The authors in [17, 18], proposed a method to remove the hierarchical redundancy
using frequent closed itemsets. In this paper, hierarchical redundancy is removed to
reduce the basic size of the association rules which improves the quality and usefulness
of rule without losing any information. Author also suggests that this approach can be
apply to the approximate basis rule to remove the redundancy. Hong et al. [19] pro-
posed an incremental multilevel association rule mining algorithm based on the
pre-large concept hierarchy with taxonomy information. The large frequent itemsets
plays an important role to reduce database scan. Due to repeatedly scanning of the
database, the efficiency of algorithm decreases. The author proposed algorithm to
reduce the mining cost. Gautam and Pardasani [20] proposed boolean matrix based
approach to discover frequent itemsets. The proposed approach scans the transaction
database only one time and does not produce itemsets, but adopts the boolean vector
relational calculus to discover frequent itemset. Boolean matrix based approach stores
all transaction data in bits, so it needs less memory space. Ramana et al. [21] evaluated
and compared traditional multilevel association rule mining algorithms like ML_T2L1,
ML_T1LA, ML_TML1 and ML_T2LA. Algorithm ML_T2L1 finds multilevel large
frequent itemsets from transactional database. ML_T1LA algorithm uses only single
encoded transaction table. ML_TML1 algorithm generates multiple encoded transac-
tion tables. ML_T2LA algorithm uses two encoded transaction tables and integrates the
optimization techniques to find rules. Prakash et al. [22] proposed new approach to
mine both the frequent and in-frequent interesting association rules without generating
redundant rules. The proposed approach discovers the association rules that are com-
plete according to propositional logic from a given dataset. The limitation of this
approach is that if an unclassified dataset is used than classification must be performed
before mining the rules.
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Gautam and Pardasani [23] proposed partition and boolean based method to find
frequent itemsets at each concept levels to reduce the number of database scans, I/O
cost and CPU over-head. A top-down approach is used for efficient mining of
multi-level rules. The algorithm proposed in this paper, uses boolean AND operator to
reduce the time by removing unnecessary candidate itemset. The partitioning method is
used to overcome the limitation of memory requirement. Gautam and Shukla [24]
proposed a method for mining multilevel association rules using reduced minimum
support threshold at each level. The authors have used the pincer search algorithm to
mine multilevel frequent itemsets in a given transactional database. The algorithm
presented in this paper, reduces both the number of database scan and candidates
itemset; thus the time efficiency is improved. Karim et al. [25] proposed a distributed
syatem for mining the transactional datasets using an improved mapreduce framework.
In this paper, authors implemented “Associated-Correlated-Independent” algorithm to
find the complete set of customer’s purchase patterns along with the correlated,
associated, associated-correlated, and independent purchase patterns. Butincu and
Craus [26] present improved version of the frequent itemset mining algorithm as well
as its generalized version. The authors introduced optimized formulas for generating
valid candidates by reducing number of invalid candidates. By using the computations
of previous steps by other processed nodes, it avoids generating redundant candidates.
Authors also suggested to run the same algorithm in parallel or distributed system.
Chandanan and Shukla [27] proposed an algorithm to remove hierarchical duplicate
rules in multi-level using upper level closed frequent itemset and generator. The
algorithm proposed in this paper, reduces the size of the rules to achieve good quality
and improve the usefulness of rule without information loss. The basic goal behind this
approach is to improve the time efficiency by removing the hierarchically redundant
rules. Pumjun and Kreesuradej [28] proposed MLUpCS algorithm to mine multilevel
association rules in dynamic databases under the different support threshold without
rescanning of a whole dataset. This algorithm is extension the MLUp algorithm which
mines multilevel association rules using the same minimum support threshold.

However, none of the above mentioned work deals with the problem of trans-
forming sales data into transactional data and multilevel association rule mining
including level crossing using mapreduce. Hence, mapreduce based data transforma-
tion is the initial part of this work then distributed multilevel frequent pattern mining
algorithm is implemented to generate level-crossing frequent itemsets. Existing MFPM
[15] algorithm generates large candidate set and its execution time is too high while
dealing with big data. The proposed algorithm improves the drawback of existing
multilevel frequent pattern mining algorithm and also improves the execution time of
system by generating small candidate itemset.

4 Proposed Methodology

The overall architecture of the proposed methodology is shown in Fig. 2. Big hierar-
chical sales dataset of AMUL dairy is given as input to pre-processing unit to transform
it into transactional dataset using hadoop mapreduce. These generated transactional
dataset is given as input to the distributed frequent pattern mining algorithm for varying

MapReduce Based Multilevel Association Rule Mining 629



minimum support threshold which generates frequent k-itemset. Then, Multilevel
association rules including level crossing rules are generated from it and finally hier-
archical redundancy has to be removed to improve the performance of system. For this
experiment, the hierarchical sales database of AMUL dairy having total size of 5 GB is
used. The dataset contains more than 1500 different dairy products.

4.1 Distributed Multilevel Frequent Pattern Mining (DMFPM)
Algorithm

The existing multilevel frequent pattern mining algorithm generates large candidate
itemset and execution time is also higher while dealing with big data. These drawbacks
can be rectified by distributed multilevel frequent pattern mining algorithm proposed in
this paper. Distributed multilevel frequent pattern mining algorithm is implemented to
find frequent itemsets from the actual transactional dataset. Once the actual transac-
tional dataset is stored in HDFS, the entire dataset is split into smaller segments. Each
segment is transformed to the data nodes. The primary advantage of this approach is
that, it exchanges the count values between each node rather than exchanging the data.
The map function is executed on each data segment and it produces <key, value> pairs
including level-crossing for each transaction of dataset. The mapreduce framework
makes group of all <key, value> pairs having same items and executes the Reducer
function by passing the list of values for candidate itemsets. The map function gen-
erates local candidate itemsets, and then the Reduce function gets global counts by
adding individual local counts. For the overall computation, multiple iterations of
mapreduce functions are necessary.

The distributed frequent pattern mining algorithm DMFPM shown in Fig. 3, uses
notation C[l, k] as a set of candidate k-itemset at level l and L[l, k] as a set of frequent
k-itemset at level l. The transactional data is given as an input to the mapper, line by
line. Each line is split into itemset which is further split into items. Mapper generates

Preprocessing
using Hadoop 
MapReduce

Distributed
Multilevel

Frequent Pattern 
Mining

Algorithm

Support Decision 
System

Big Sales

Dataset

Transactional
Dataset

Frequent
Itemsets

Level Crossing 

Association Rules

Multilevel
Association Rule 

Generation

Hierarchical
Redundancy

Removal

Strong
Multilevel

Association
Rules

Fig. 2. Proposed methodology
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the output <key, value> pair, where key is the item set and value is 1. Value here
indicates the local frequency of the itemset. The reduce task combines the output of the
mapper and generates frequent itemset at that level. For each level, the mapreduce
function produces a frequent itemset including level-crossing at that specific level. The
iteration continues until no further frequent itemsets are found for that level. Frequent
itemsets are calculated based on different values of minimum support threshold at each
level.

Input:  Database in HDFS containing encoded concept hierarchy information (D), 
Maximum level of concept hierarchy (Max_level),  
Minimum Support Threshold for each level l (Min_sup [l]).

Output: L [ l ], Level-crossing frequent itemsets for each level l.
Method:
For each level l in concept hierarchy do 

L[ l,1 ] = find frequent1-itemsets from (D).
For each frequent k-itemset in level l do

C[ l, k ] = L[ l, k-1 ] L[ l, k-1 ].  
If ( l > 1) then

For  j=1 to  l-1 do
C[ l, k ] + = L[ j, k-1 ] L[ l, k-1 ].  

CT[ l, k ] = Apply Map function on C[ l, k ].  
L[ l, k ] = Apply Reduce function on CT[ l, k ]. 

L [ l ] = L [ l ] Uk L[ l, k ]. 

Map Function:
Input: Transaction Ti
Output: < candidate itemset, value> 
Method:
For each transaction Ti ∈ D do

For each itemset Si in Candidate Itemset do
For each item Ii ∈ Si do

n = String_length (Ii).  
If ( Sub_string( Ii , n) Ti )  then 

Terminate the current itemset Si. 
Generate the output < Si, 1 > as < key, value > pair.      

Reduce Function:
Input: < candidate itemset, list > 
Output: < frequent itemset, support_count > 
Method:
count = 0.
For each number in list do

count + = number. 
If ( count > = Min_sup ) then

Generate the output < frequent itemset, count > as < key, value > pair.

Fig. 3. The DMFPM algorithm
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4.2 Multilevel Association Rule Generation

The output of distributed multilevel frequent mining algorithm is frequent itemsets at
each level of concept hierarchy. These generated multilevel frequent itemset is given as
input to the multilevel association rule generator module to generate meaningful
multilevel association rules which satisfies minimum confidence threshold. Multilevel
association rules can be generated as follows [3, 29].

• For each level of concept hierarchy,
• For each level-crossing frequent k-itemset, f, generate all non-empty subsets of f.
• For every non-empty subset s of f, generates the multilevel association rule as

s ➔ (f−s) such that (Support (f)/Support (s)) � min_conf, where min_conf is
the minimum confidence threshold at that level.

Since, the rules are generated from multilevel frequent itemsets; each rule auto-
matically satisfies minimum support threshold.

4.3 Eliminating Hierarchical Redundant Rules

The hierarchical redundant rules are generated due to ancestor relationship among the
items. The processing of such redundant rules degrades performance of the system.
Hence, hierarchical redundant rules are eliminated to improve the quality and useful-
ness of the rules without loss of information. An association rule R1 is an ancestor of
another association rule R2 if rule R1 can be obtained by replacing the items in the rule
R2 by their ancestors in a concept hierarchy [3]. In such case, rule R2 is not interesting
since it does not provide new information and is less general than first rule R1. Such
rule is redundant and need to be eliminated.

5 Experimental Setup and Results

For the experimental purpose, a cluster of four desktop machines consisting of i5
processor with 4 GB DDR-3 RAM are used. Ubuntu 12.04 LTS operating system is
installed in all the four nodes. Usually JVM is not a part of Ubuntu 12.04, so, JVM is
also installed in all the nodes. Multi-node cluster is configured in three computers and
single-node cluster is configured in a single computer using apache hadoop packages.
The distributed multilevel frequent pattern mining algorithm is tested on both
multi-node as well as single-node cluster and compared with existing algorithm.

5.1 Generation of Multilevel Frequent Pattern

After transforming transactional dataset into actual transactional dataset, actual trans-
action file is given as input to the proposed algorithm to find the frequent itemsets
without level-crossing and including level-crossing.
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5.1.1 Multilevel Frequent Pattern Mining Without Level Crossing
When a uniform minimum support threshold is used at each level of concept hierarchy,
the search procedure is simplified but some of the interesting multilevel association
rules may be missed. So, minimum support threshold is adjusted such that it reduces
from higher level to lower level of the concept hierarchy. The MFPM and DMFPM
algorithms are applied on 5 GB AMUL dataset using single node. For reducing min-
imum support threshold level–wise, the execution time for the MFPM and DMFPM
algorithms is shown in Table 1. The level wise minimum support threshold 4-3-2-1
indicates min_sup of 4% for level 1, 3% for level 2, 2% for level 3 and 1% for level 4,
respectively. It can be observed that the execution time of the proposed algorithms is
significantly lower as compared to MFPM algorithm [15].

5.1.2 Multilevel Frequent Pattern Mining Including Level Crossing
For finding multilevel frequent itemset including level-crossing, the minimum support
threshold is considered similar for all the levels of concept hierarchy. The MFPM
algorithm is applied on single node and DMFPM algorithm is applied on single, two as
well as on three node cluster. The minimum support threshold is considered as 1%. The
result of MFPM and DMFPM algorithms on AMUL datasets for the varying database
size 256 MB, 512 MB, 1 GB, 2 GB and 5 GB is shown in Table 2. For a data set of
size 5 GB that was distributed on single node, the execution time for the MFPM and
DMFPM algorithms are 68000 s and 4800 s respectively. The experiment shows that
the execution time of proposed algorithms is less as compared to the MFPM algorithm.

Table 1. Level-wise minimum support threshold vs execution time

Level-wise min. support
threshold (%)

Execution time (in seconds)
The MFPM algorithm [15] The DMFPM algorithm

4-3-2-1 36789 6800
5-4-3-2 31256 4800
6-5-4-3 24567 3900
7-6-5-4 16788 1987
8-7-6-5 13567 1178

Table 2. Dataset size vs execution time

Dataset
size
(in MB)

Execution time (in seconds)
The MFPM
algorithm
[15]

The DMFPM
algorithm (single
node cluster)

The DMFPM
algorithm (two
node cluster)

The DMFPM
algorithm (three
node cluster)

256 3189 280 221 191
512 5000 490 380 258
1024 14980 896 696 405
2048 24000 1940 1640 1040
5120 68000 4800 4154 2300
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The proposed algorithms provide much better performance as compared to MFPM
when the size of the dataset is large. Furthermore, the efficiency of proposed algorithm
is improved using cluster of nodes.

5.2 Hierarchical Interesting Association Rule Generation

Once the level-crossing association rules are generated for each level then, hierarchical
redundant rules are eliminated from it to improve the efficiency. For this experiment,
the number of hierarchical redundant association rules is calculated for minimum
confidence threshold 40%, 50%, 60%, 70%, 80% and 90%, and minimum support
threshold 1%, 2%, 3%, 4% and 5%, as shown in Fig. 4. It is observed from the
experimental result that the number of hierarchically redundant rules generated is less
when minimum confidence threshold and minimum support threshold are more than
70% and 3%, respectively.

6 Conclusions and Future Scope

Traditional multilevel association rule mining algorithms have limitations of processing
speed while analyzing the big data. HDFS and mapreduce play an important role in
pre-processing, handling and analysis of such data. In this paper, hadoop based dis-
tributed approach is presented which process data by partitioning into cluster of nodes.
The primary goal of this work is to reduce inter-node message passing in the cluster. In
this paper, the proposed algorithm is used to mine multilevel association rules at same
level and different levels of concept hierarchy. The proposed algorithm generates less
number of candidate itemset and uses less message passing. Hence, the execution time
of the proposed algorithms is comparatively less. The experimental results show that

Fig. 4. Minimum confidence threshold vs hierarchical redundant rules
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the distributed frequent pattern mining algorithm scale linearly with increasing data-
base size. From the experimental results, it is observed that in order to reduce execution
time, the number of node must increase accordingly. Furthermore, for the higher value
of minimum confidence threshold and minimum support threshold, number of hier-
archically redundant rules is less. The proposed algorithm is more flexible, scalable and
efficient distributed multilevel frequent pattern mining algorithms for mining big data.

The time efficiency of the proposed algorithms can be yet improved by reducing the
number of database scans for each level of concept hierarchy.
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