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Preface

This LNEE volume contains the papers presented at the iCatse International
Conference on Mobile and Wireless Technology, iCatse International Symposium
on Software Networking, iCatse International Symposium on Electrical
Engineering and ITAIWAN workshop, which were held in Kuala Lumpur,
Malaysia, during June 26–29, 2017.

The conferences received over 200 paper submissions from various countries.
After a rigorous peer-review process, 77 full-length articles were accepted for
presentation at the conference. This corresponds to an acceptance rate was very low
and is intended for maintaining the high standards of the conference proceedings.

The conferences provide an excellent forum for sharing knowledge and results in
mobile, wireless, software networking and electrical engineering technology. The
aim of the conferences is to provide a platform to the researchers and practitioners
from both academia and industry to meet and share the cutting-edge developments
in the field.

The primary goal of the conference is to exchange, share and distribute the latest
research and theories from our international community. The conference will be
held every year to make it an ideal platform for people to share views and expe-
riences in related fields.

On behalf of the Organizing Committee, we would like to thank Springer for
publishing the proceedings of the conferences. We also would like to express our
gratitude to the Program Committee and Reviewers for providing extra help in the
review process. The quality of a volume depends mainly on the expertise and
dedication of its reviewers. We are indebted to the Program Committee members
for their guidance and coordination in organizing the review process, and to the
authors for contributing their research results to the conference.
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Our sincere thanks to the Institute of Creative Advanced Technology,
Engineering and Science for designing the conference web page and spending
countless days in preparing the final program in time for printing. We would also
like to thank our organization committee for their hard work in sorting our
manuscripts from our authors.

We look forward to seeing all of you next year’s conference.

Kuinam J. Kim
Nikolai Joukov
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Abstract. The Internet of Things enables the interconnection of smart
physical and virtual objects, managed by highly developed technolo-
gies. WSN, is an essential part of this paradigm. The WSN uses smart,
autonomous and usually limited capacity devices in order to sense and
monitor industrial environments. However, if no authentication mecha-
nism is deployed, this system can be accessible, used and controlled by
non-authorized users. In this paper, we propose a robust WSN mutual
authentication protocol. A real implementation of the protocol was real-
ized on OCARI, one of the most interesting Wireless Sensor Network
technologies. All nodes wanting to access the network should be authen-
ticated at the MAC sub-layer of OCARI. This protocol is especially
designed to be implemented on devices with low storage and computing
capacities.

Keywords: Security · Mutual authentication · WSN · IoT · OCARI ·
MAC Sub-layer · OTP · Industrial environment

1 Introduction

According to [11], more than 50 billions of devices will be connected in 2020. This
huge infrastructure of devices, which is managed by highly developed technolo-
gies, is called Internet of Things (IoT). The latter provides advanced services,
and brings economical and societal benefits. This is the reason why thousands of
workers and researchers of both industry and scientific community are interested
in this area.

Wireless Sensor Network (WSN), is a part of the IoT domain. A WSN is a
network composed of clusters of devices that are equipped with (1) sensors to
gather data about the environmental conditions, and/or (2) actuators to inter-
act with the real world. Each cluster is managed by a specific device called
Personal Area Network Coordinator (CPAN). Devices are generally character-
ized by the use of a small computation and memory capacity, low bit rate, low
c© Springer Science+Business Media Singapore 2018
K.J. Kim and N. Joukov (eds.), Mobile and Wireless Technologies 2017,
Lecture Notes in Electrical Engineering 425, DOI 10.1007/978-981-10-5281-1 1
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power consumption, and small packet size. The data produced by each device
is transmitted via multiple hops to the CPAN, which can use them, or forward
them to another network. Usually WSN technologies are based on IEEE 802.15.4
physical layer (PHY ) [9] that provides a good foundation for building ad-hoc
mesh networks.

Optimization of Communication for Ad hoc Reliable Industrial networks
(OCARI) [5] is a promising WSN. It is characterized by its optimized energy
consumption, its time-constrained communication at the MAC sub-layer, and
its support of pedestrian mobility [1]. However, it needs to be secured against
the different threats, especially those that concern confidentiality, data integrity,
and entities authentication.

In order to secure OCARI specification, our work aims to create a robust
security protocol, which ensures a mutual authentication between the device and
the CPAN at the MAC sub-layer, to protect the system against malicious intrud-
ers. The proposed protocol also provides a secure algorithm for the exchange of
symmetric keys (used to ensure the data integrity). A real implementation with
C language, deployed on the OCARI platform, were realized in this work. In this
paper, the authentication and data integrity services are our primary concern.
We do not consider the confidentiality service.

The rest of this paper is organized as follows. Section 2 presents the related
WSN and IoT technologies and their authentication mechanisms. Section 3
describes our proposed approach and its implementation. Section 4 details a real
tests that we have made. Then we provide an evaluation of our authentication
protocol. Finally, our conclusions and future work are drawn in Sect. 5.

2 Related Work

IoT and networks in general, represent the working environment of hackers.
Everyday, companies and individuals are victims of different kinds of attacks:
Denial/Distributed Denial of Service (Dos/DDos) attacks, usurpation of identity,
intrusions, data theft, etc. In return, several researches have been realized in
order to secure and protect the Information Technology (IT) systems.

In [8], we proposed an authentication protocol based on pre-shared keys. It
provides only the authentication of a device during its association to a cluster.
Although this solution is lightweight and fast, the authentication of the CPAN
is missing in this work. In addition it does not use a good mechanism for the
generated keys exchange (this keys are required for the data authentication once
the association is realized).

An interesting work described in [3] intends to secure the IoT devices. They
propose an authentication mechanism based on shared key between constrained
(Cd) and unconstrained (Ud) devices. Both sides use the same security policy,
and no gateway is required. For an easier understanding, authors give an exam-
ple using an IPsec-based security association (see Fig. 1). First, the concerned
entities agree on the security policy. Then, exchange the keying material. After,
authenticate each other. And finally, create a secure channel. This mechanism is
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Fig. 1. Association and secure channel
establishment solution

Fig. 2. An asynchronous authentica-
tion operation

based on IPsec, which is known by its robustness. However, it has some weak-
nesses: (1) In C (Fig. 1), the GW, receives the Ud’s keying material, and without
authenticating Ud, generates and sends a master key to the constrained device.
In this case if Ud is malicious, it can send a big number of C messages to the
gateway, which, therefore, sends master keys to the constrained device. Know-
ing that the reception of messages consumes a lot of energy, as a result, this
increases the energy consumption of the constrained device. (2) In D, without
authenticating the gateway, Ud generates it’s own master key. Thus, if a mali-
cious GW generates a Dos/DDos attack (by sending a lot of data about the
keying material, or a lot of D messages), this can stop the operation of Ud.

Authors in [4], propose an authentication mechanism for the IEEE 802.1x
technologies, based on Extensible Authentication Protocol (EAP). In order to
ensure a secure communication between two entities, first, they exchange their
identities (without any proof). Then, an authentication server (Remote Authen-
tication Dial-In User Service server) is involved to check the authenticity of
the entities, using algorithms and mechanisms as MD5 or TLS protocol. This
solution is flexible, based on standardized algorithms, and can be deployed on
different systems. However it can not be deployed without a trusted third party
(authentication server). Furthermore, it requires the exchange of a very big num-
ber of messages (10 messages). Thus, the execution time and the energy con-
sumption of this approach is very high.

One can note that works seen above does not sufficiently address the problem
of the energy and time constraints, and can have some weaknesses. In this paper,
we propose an approach that provides an energy efficient and optimal mutual
authentication method, as well as a key exchange algorithm, designed for WSN
systems.



6 M.T. Hammi et al.

3 Proposed Approach

We implemented our authentication mechanism in the MAC sub-layer, in order
to provide more transparency and interoperability in the highest layers (network
and application).

3.1 Algorithms

To ensure a mutual authentication in the MAC sub-layer association step, we
designed a method based on an asynchronous One Time Password (OTP) using
a Challenge/Response mechanism. We opted for the asynchronous mode, because
generally WSNs does not support an absolute time of sufficient precision, which
can be exploited in the synchronous mode. In addition, this mode compared to
the synchronous one (see RFC4226 [10]), does not require any prior approval
between the communicating entities, which represents a great advantage, and
this allows more flexibility for the system. The OTP by definition is a password,
valid for only one transaction, used for proving the identity of an entity. In other
words, even if it is transmitted without any encryption, a malicious user cannot
exploit it to authenticate itself. Figure 2 shows a possible architecture using an
asynchronous authentication operation in the association step.

All the devices of the same cluster have the same secret pre-shared key psk.
If a device x wants to join the cluster, it computes an OTP using a received
random number (challenge) and the psk), then sends it to the CPAN. However,
any device y which can catch the transmitted challenge can generate the OTP
(because it has the same psk), and use it to authenticate itself on behalf of
device x. In other words, y steals the identity of x and gets all the authentica-
tion/encryption keys, that normally should be secret and shared only between
x and the CPAN. Therefore, the data integrity and confidentiality are no longer
ensured.

3.2 Preparation of Nodes

Our protocol allows a mutual strong authentication, and solves the problem of
the internal identity usurpation due to the “personalization” of the keys. This
operation is described in the Fig. 3. The trusted authority, which is generally
the provider, should setup in out-of-band channel, what we call “keymother”
into the CPAN, and derives from it a personalized “keydaughter” attributed to
each legitimate device belonging to the same cluster. The derivation of this keys
is based on the function f(keymother, UI), where UI (Unique Identifier) is the
8 bytes device’s IEEE address. This function is defined as below:{

keydaughter = f(keymother, UI)
f(keymother, UI) = hash func(keymother, UI) (1)

Where: hash func is an irreversible function that generates a strong key, and
which protects the keymother against deductive attacks. Once the keydaughter is
created and set into the device, the latter becomes able to be associated to the
cluster.
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Fig. 3. The personalization of keys

3.3 Association Step

Figure 4 illustrates our mutual authentication protocol in the MAC sub-layer
association process. During the association step, the personalized keydaughter
of a device D can be generated only by the CPAN that has the appropriate
keymother. Thus this keydaughter is known only by D and by the CPAN, which
ensures the protection of the keydaughter. To start the association operation, the
device sends an “association request” message to the CPAN, if needed the request
passes through one or several device(s), called relay(s), to reach the intended
destination. Receiving the request, the CPAN checks if the UI of the device is
blacklisted or not. (1) If it is the case, the association request is directly rejected
and no processing is done. This method prevents the system from reserving use-
lessly the memory and doing additional processing, thus this protects the CPAN
from some kind of DoS attacks. (2) Otherwise, it answers by an “authentication
request” containing a challenge. With the received challenge, its own keydaughter
and using an encryption algorithm, the device computes “otp1” and sends it
through an “authentication response” message. For the encryption algorithm
we opted for the HMAC-Based One-Time Password Algorithm described in the
RFC4226 [10] which is proposed for the synchronous OTP mode, and which
basically uses an increasing counter value. After modifications, we compute otp1
using the function below (Eq. 2):

{
HOTP (key, challenge) =
Truncate(HMAC − SHA256(key, challenge)) (2)

Receiving the device’s response, the CPAN generates the appropriate
keydaughter using the same personalization function (described above in (Eq. 1),
and computes “otp1′”. Then compares the two otps, if they match then the device
is authenticated, otherwise the association operation fails. If the same device is
rejected consecutively MAX ASSOC REQ times, then it is blacklisted. The
fact that there is only the legitimate device that can have the keydaughter which
is used to compute otp1, represents a proof of for its identity. Once the latter
is authenticated, the CPAN generates an authentication key called “keyauth”
using the standard Pseudo Random Function (PRF) defined in the SSL/TLS
specification [6]. This key will be used to securely exchange the broadcast key
“keybroadcast”, and then to authenticate the exchanged data after the association
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Fig. 4. Our proposed mutual authentication protocol

step in the unicast mode. The keybroadcast is used to ensure the integrity of the
broadcasted messages (after the association step). To share this key with the
authenticated device, the CPAN should hide it into a “hiddenKeyBroadcast”
value using the function below (function 3):

{
hiddenKeyBroadcast = signature ⊕ keybroadcast
where : signature = HMAC − SHA256(keyauth, otp1) (3)
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We created this function in order to securely share the keybroadcast (Fig. 5 shows
the visible information for the different kind of users). (1) If an external attacker
intercepts all the exchanged information (challenge, otp1, hiddenKeyBroadcast,
and otp2 (explained below)), it can not get any secret information (keys), because
it does not have the couple (keydaughter, keybroadcast) nor (keyauth, keybroadcast).
(2) For an internal attacker which has the keybroadcast in addition to all the
exchanged information, it cannot also get the keys of other devices. That is to
say, when an internal attacker attempts to get the keyauth of another device, it
computes the xor (⊕) between the keybroadcast and the hiddenKeyBroadcast in
order to obtain the signature, and because the latter is generated by an irre-
versible function (HMAC), even using otp1, the attacker cannot get the keyauth.
otp2 is computed by the CPAN for hitting two targets with one shot. Firstly
to ensure the integrity of the hiddenKeyBroadcast, and secondly to authen-
ticate itself. To be generated, otp2 needs a secret (key), and a unique chal-
lenge. For this reason the CPAN uses keyauth as a secret, and exploits the
hiddenKeyBroadcast as challenge. The latter is unique, because it is based
on a unique signature, that is based on unique otp (otp1). Then otp2 is sent
accompanied by the hiddenKeyBroadcast through an “association response”
message. Finally, when the device receives the message, it computes also keyauth
and signature using the same inputs applied by the CPAN. Then to retrieve the
keybroadcast it computes the xor between signature and hiddenKeyBroadcast
(see following function 4):

Fig. 5. HiddenBroadCastKey mechanism

keybroadcast = signature ⊕ hiddenKeyBroadcast (4)

The device gets a keybroadcast which needs to be verified (check for
its integrity). That is why it computes otp2′ based on the received
hiddenKeyBroadcast and keyauth, then the device compares the two otps, if
they match, then this means that the hiddenKeyBroadcast is correct, thus the
keybroadcast is correct and the CPAN is authenticated. Otherwise if the retrieved
otp2 or the hiddenKeyBroadcast, or both of them are wrong or modified during
their transmission, then otp2 and otp2′ will not match, hence the keybroadcast is
not accepted, the CPAN is not be authenticated, and the association operation
stops. The fact that the device receives from the CPAN a correct otp2, validates
the identity of the CPAN. Because otp2 is computed by keyauth which is derived
from keydaughter. Accordingly, the protocol ensures a mutual authentication and
a secure exchange of keys. Once the DEVICE is associated to the network, it will
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use the obtained keys (keyauth and keybroadcast) for the authentication of the
exchanged messages under an authenticated channel. In fact, exchanged packets
in the authenticated channel should be signed. Which means that each packet,
which is made of a header and a body, should add a signature in order to ensure
its integrity. The signature is an HMAC of 16 bytes of the header and the body
computed using the keyauth (unicast mode) or the keybroadcast (broadcast mode).

4 Test and Evaluation

For testing our authentication mechanism, we implemented our protocol in the
OCARI stack software [1]. OCARI technology is based on the IEEE 802.15.4
physical layer, which is adapted to harsh environment such as power plants and
factories. This layer ensures a good signal transmission, that is resilient to radio
interferences. Unlike the IEEE 802.15.4 physical layer, the IEEE.802.15.4 MAC
layer was replaced by “MaCARI”, that is designed taking into consideration two
different factors that are “determinism” and “energy optimization”. As explained
in [1], a deterministic MAC layer should guarantee an access to the medium for
each node, every certain period of time. While an energy-efficient MAC layer has
to make all the nodes sleep as much as possible. MaCARI uses different access
methods to the medium. It uses CSMA/CA for control messages, combined with
TDMA for data messages.

Our code is developed with C language and the hardware used is Dresden
Elektronik deRFsam3 23M10-R3. It has 48 kb of RAM, 256 kb of ROM and a
Cortex M-3 Processor. There is no specific hardware for the authentication mech-
anism. For our experiment, we created an architecture composed of 2 devices and
one CPAN. First, we personalized the devices by flashing into them their asso-
ciated keys (keydaughter) as explained in Sect. 3.2. Using a Zolertia z1 sniffer
(hardware) and Wireshark [7], we can follow the association and the authen-
ticated channel establishment operations. Figure 6 shows the exchanged frames
during the association step. The two “Unknown Command” represents respec-
tively: the “Authentication request message” and the “Authentication response
message”. For OCARI, at the beginning, devices at 1 hop from the CPAN sends
directly an association request to it. Then device at 2 hops sends a request to the
CPAN by means of the authenticated ones, that play the role of router. Then we
measured the delays of the association operation with (auth) and without (none)
the authentication procedure, and compared this results with studies and eval-
uations of a 1 hop device analyze, realized on an implementation of the Zigbee
protocol (WSN technology) [2], using a similar hardware equipment. As shown
in Fig. 7, the average delay of the association operation is increased from 0,5243
ms without authentication to 34,45 ms with authentication for the DEVICE
at 1 hop from the CPAN. The association time needed by the DEVICE at 2
hops from the CPAN is also increased from 34,5076 ms without authentication
to 45,876ms with authentication. This increase is mainly due to the exchange
of additional messages of the authentication protocol. Indeed, the number of
messages needed by the 2 hop DEVICE for its association without authentica-
tion is 4 which is the same as the number of messages for the 1 hop DEVICE
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Fig. 6. A Wireshark capture of (A) OCARI and (B) Zigbee frames during a node
association step

Fig. 7. Association delays comparison with and without authentication

association with authentication. The difference between both is only 0,0576ms
(34,5076 - 34,45). Hence, the increase in time caused by the authentication is
due to these additional messages and in a very lesser extent to an increase in
processing time.

In a similar way as in OCARI, the execution time of the secured Zig-
bee association can be computed by the subtraction between the Association
response message and the Association request message timestamps. The delay
of 1 hop with authentication association is equal to 500ms (11h:23m:43.623s -
11h:23m:43.123s). It is true that this big difference between association delays
of OCARI and Zigbee is due also to the nature of the two technologies, but still,
the used security protocol plays a main role.

With the real implementation, we proved that our solution is robust, ensures
a good mutual authentication and a secure key exchange mechanism.

5 Conclusion and Future Work

Our approach is based on a lightweight, robust, and energy efficient mechanism
that allows to solve the problem of the WSN mutual authentication at the MAC
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sub-layer. This solution provides a protection against “replay attacks”, because
the exchanged OTPs are based on random numbers, therefore, they are valid
only for one transaction. Using the blacklisting mechanism we can secure our
systems against “some DoS” attacks. Finally it is flexible and does not decrease
the scalability of the system, and can be deployed in different WSNs technologies,
while keeping the same level of robustness.

In our future work we aim to ensure the confidentiality of the transmitted
messages exchanged after the MAC sub-layer association and authentication
procedure. And thus we will have a secure system which ensures the “Confiden-
tiality”, “Integrity, and “Authentication” services.
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Abstract. Consumers’ value and satisfaction is an important issue that
must be address by any service provider as well as product makers. As soci-
ety rapidly developed, the demand to fulfill people’s satisfaction is increas-
ing in all life-centered activities. For example, people are putting demands
for quality outdoor activities within their limited quantity of time which
constrained by their work requisition, etc. In this paper, we show that con-
sumer’s satisfaction can be improved by up to 40% as compared to the
result from the pre-survey by the help of technological support, i.e., mobile
apps. We support the study by introducing ZoomApp, i.e., a navigational
apps for Malacca Zoo to see its effectiveness for the visitors in accessing
the facilities as well as every important points in the zoo.

Keywords: Customer · Satisfaction · Apps · ZoomApp

1 Introduction

As society developed and the quality of living improved, consumers lifestyles
began to change, and the need for quality outdoor activities activities began to
increase. Accordingly, tourism industry is facing challenges to provide quality
assurance to the society, in a way that all the facilities are accessible to the
users. This is in line with the drastic changes occurred in the work demand, life
and holidays especially in Malaysia. In overall, consumers had limited time for
recreational activities over the quantity and quality of recreational choices offered
in their surroundings. Therefore, the urge to fulfill the value and satisfaction of
consumers in each visit to any recreational spot is highly demanded.

According to statistics from the tourism authority [2], over 80% of the sur-
vey indicated higher interest in domestic holidays, especially entertainment type
activities, and interest in shorter stays (i.e. two days instead of three days). More
people began to choose short-term, fixed-point, and recreational holidays over
long overseas excursions. In view of this trend, parks and zoos are among the
attractions to the local consumers as it normally can fit both the adults as well
as the kids. Surveys have also been done to evaluate the value and satisfaction of

c© Springer Science+Business Media Singapore 2018
K.J. Kim and N. Joukov (eds.), Mobile and Wireless Technologies 2017,
Lecture Notes in Electrical Engineering 425, DOI 10.1007/978-981-10-5281-1 2
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the consumers in recreational parks. One of the survey [2] indicates that acces-
sibility to facilities are among the important point to satisfy the visitors as they
would not want any hassle and difficulties through out the visit.

Based on a study that had been done in [4], the visitors categorized zoo
as a recreation area, along with its suitability and its facilities for visitors. In
Malaysia, a study is carried out in [1] in Ayer Keroh Forest Recreation Area
to determine and evaluate the visitors satisfaction towards the facilities and
services provided. It shows that four predictors involves in recreation valuation,
i.e., amount spend for the facilities and services, perception on sign facilities,
participate in recreation activities and income.

In this era of technology, equipping consumers with mobile apps gives advan-
tages to them especially in getting fast and accurate information to get better
access to a specific service. [5–7] are examples of available apps which serve
different purposes to the society.

In this paper, we show that consumers’ value and satisfaction can be improved
by gearing apps to support the visibility of facilities and every important points
inside the visiting place to the consumers. We support the study by introducing
an apps named ZoomApp, i.e., an apps for Malacca Zoo navigation.

The rest of the paper is organised as follows: Sect. 2 will discuss the related
work including equivalent apps available in the market and its comparisons with
the proposed apps will be discussed. Section 3 discusses the analysis and design
of the apps as well as its implementations. In Sect. 4, we will show the result of
the testing phase. Lastly, Sect. 5 will conclude the paper.

2 Related Work

Traditionally, zoo visitors will be given a printed version of zoo map upon buying
entrance tickets. Then, they can explore the place and do sightseeing. However,
any zoo in the world may come in different sizes, i.e., large and small size of zoo.
Larger size of zoo normally contain bigger number of animals as well as more
complicated pathways. Consequently, the facilities are being distributed within
the zoo area with farther distance and may involve tricky confusing route.

Based on the studies that have been done, three equivalent navigational
applications are chosen as the benchmark for the proposed application, i.e., the
ZoomApp. All the applications will be analysed and compared all in different
aspects in order to determined their strength and weaknesses. The apps are
Wroclaw Zoo App, Southwick’s Zoo Map and Ragunan Zoo App.

1. Zoo Wroclaw Map. Zoo Wroclaw Map [1] is an android based location detector
application for Wroclaw Zoo. It provides map guides in for the zoo visitors.
Using the application, users not only able to view maps of the zoo, but users
can view the listing of all events available, view all the paths inside the zoo
and the application comes with notification to the users.

2. Southwicks Zoo Map. Southwick’s Zoo Map [2] is an android based location
detector application for Southwick’s Zoo in United Kingdom. It offers a lots of
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facilities to the zoo visitors. The application is built with a few modules, i.e.,
map module, zoo information module, event schedule module and emergency
module.

3. Raguan Zoo Apps. Raguan Zoo Apps [3] too is built for android platform.
Similarly, the apps comes with a few interesting modules including map mod-
ule, zoo information module, animal collection and trivia module as well as
it can gives notification whenever appropriate. Users can also jump into its
social networking module if interested. The apps shows a cheerful and colorful
graphics for users suitable with the animal garden theme.

Table 1 show the similarity and differences of the apps. In the table, we show
the comparison of the features in terms of their design and the modules offered
by the apps. Based on the analysis of the existing apps, we would like to offer
similar features to serve our proposed application based on user requirements.

Table 1. Comparisons between equivalent systems with the proposed apps.

Specification Wroclaw
Zoo App [5]

Southwick
Zoo Map [6]

Ragunan
Zoo App [7]

ZoomApp

Platform Android Android Android Mobile

User scope User User User User and administration

Secure login No No No Yes

Maps searching No No Yes Yes

Live traffic Yes No No Yes

Notification Yes No Yes Yes

3 ZoomApp: A Navigational Apps for Malacca Zoo

The proposed application is a mobile based application which is developed for
the navigation of places in Malacca Zoo. The purpose of developing the apps is
to help visitors navigating the zoo. The application offers the zoo map with the
help of Global Positioning System (GPS). The apps is expected to reduce the
use of paper based map which often been used for visitors where it sometimes
cause difficulties to read it.

The proposed application can be accessed by normal users, i.e., zoo visitors
as well as the apps administrator. For full access to the apps, it needs to be con-
nected to the Internet and the GPS. However, the navigation can be conducted
within the zoo range only. This is done by restricting the apps navigational sys-
tem where users have to log in to the application if it is within the specified
longitude and latitude and auto-reconnect after a specific hours. Using the apps,
users can do searching on the animals and all the facilities around the zoo and
also can view information of the animals as well as to set notification on a specific
event.
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Additionally, administrator of the application will be able to update all the
data of the application whenever necessary. This is including animal information,
facilities information as well as any events occurred in Malacca Zoo. All these
information then will be stored into database.

3.1 Analysis and Design

In order to occupy the flow of the project, we conduct the project following
the AADIE development model [3]. Based on the model, we do the develop-
ment following the five phases, i.e., analysis, design, development, evaluation,
and implementation. The model allows these phases to be repeated in order to
produce good output as it focus to achieve all objectives in each phase of the
development process.

Analysis anddesign is one of important phases in the development of ZoomApp.
It is to ensure that each features offered in the apps will occupy all the requirements
and issues raised by users. In analysis phase, all the defined problems will become
benchmark in developing a good quality system or application. Research about
equivalent application is also done in the analysis phase. The analysis is impor-
tant to support system maintenance in the future. Accordingly, we comes with the
application interface design as a guideline for the development phase.

In Fig. 1, we shows the data flow of the ZoomApp application where it
involves to users, i.e., the administrator and zoo visitors.

Fig. 1. ZoomApp Overview

3.2 Implementation

Application design is very important in supporting the development phase of
application development life cycle. The designed interface needs to be simple,
user friendly and easy to be used. Based on the design, we then come out with the
real apps during the development phase. Figure 2(a)–(d) shows a few important
interfaces for the application.

Figure 2(a) shows the ZoomApp login interface. Users need to key in their
identification number in order to log on into the application. Identification num-
ber is used upon login as each entrance ticket to the zoo will require identification
number to determine the fee rate of the ticket based on the visitors nationality.
Therefore, identification number will be registered by the administrator during
the ticket purchasing.
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(a) Log in interface (b) User main menu

(c) Get to know me! interface (d) Locate me! interface

Fig. 2. ZoomApp interfaces

Besides that, Fig. 2(b) shows the main menu of the apps. There are four
options on the menu, i.e., Locate me!, Get to know me!, Watch me! and Share
with us!. All these options are to identify location of animals and facilities around
the zoo, to get further information about animals, to see the available events in
the zoo and to give comments about the apps or about the zoo.

Figure 2(c) shows the Get to know me! menu option. In the interface, a col-
lection of all animals in the zoo will be shown. Once user pick the animal, an
interface will be shown where brief information about the animal will be dis-
played. On top of that, it also has a Locate animal button which will display
the location of animal displayed on a map. Figure 2(d) is Locate me! menu page.
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In this interface, an interactive Malacca Zoo is shown shown. Based on the map,
user will be able to navigate all locations in the zoo in much easier way (Fig. 3).

<d i v c l a s s=”embed−r e s p o n s i v e embed−r e s p on s i v e −16by9”>
<i f r ame c l a s s=”embed−r e s p on s i v e−i t em ” width=’100%’
h e i g h t =’500px ’ f rameBorder = ’0 ’
s r c =’ h t t p s : // a . t i l e s . mapbox . com/v4/
fawamasnan .04 jopd4b / a t t r i b u t i o n , zoompan , zoomwheel ,
geocoder , s h a r e . html ? a c c e s s t o k e n=
pk . eyJ1IjoiZmF3YW1hc25l6eWNhanZ1In0 .
WiL8exyaaiuXnmqj4ZarLg ’ h e i g h t =”800” width=”1000”
f r amebo rde r=”0”>
</i f r ame>

</d iv>

Fig. 3. Sectional code for applying map with GPS

4 Result

Testing is an important part of any software development. In this study, the
testing phase is done in two parts, i.e., (i) the usability of the apps, (ii) the
significant of the apps towards visitors satisfaction. The testing was conducted
among 50 visitors in Malacca Zoo aged between 7 years old to 55 years old.

The developed apps consist of five main functions, i.e., login, maps view,
animal show and information, notifications and comments. Testing on all these
functions in the apps shows that more than 60% of the respondents agree that
the apps has achieve good quality in terms of its layout, system design and user
friendliness (refer to Fig. 4(a)). However, 16.67% think that the apps is user-
unfriendly and inconvenient to be used by the visitors. In terms of its usability,
average of 80% of the respondents are satisfied with all the functions provided
by the apps. This is as shown in Fig. 4(b).

Fig. 4. Visitors response on apps design and functionality

The second part of the evaluation is done to evaluate the effectiveness of the
apps towards accessing zoo facilities. Figure 5 shows that at least 82% of the
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respondents satisfy with the developed apps in facilitating their visit in Malacca
Zoo. On top of that 10% of the respondents chose to stand on neither decisions
and another 8% was unhappy with the apps. These two categorizes are mostly
involved by visitors age 45 and above. Locally, older visitors tend too pick these
categories because they are naturally not really exposed with computer system
or apps in their daily life (Fig. 6).

Fig. 5. Overall satisfaction of the respondents about the usability of apps for the
Malacca Zoo

Fig. 6. The effectiveness of the apps in accessing the Zoo

A survey also have been conducted to evaluate the effectiveness of the apps
among respondents in accessing zoo amenities. Based on the five things that
have been listed, all have shown a significant improvement on the average of
accessibility judgement. The noted improvements are 25%, 42.33%, 20.5%, 24%
and 48.74% each for accessibility of zoo main venues, toilets, pathway, events
and other facilities (Refer to Fig. 5(a)). The highlight of the study is on the
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increasing percentage of facilities of the zoo and supported by the other ele-
ments. Finally, the survey also had evaluated peoples opinion on what items are
improved from the proposed apps. More than 60% agree that by using the apps,
they can improve their time management, facilities accessibility, place locating
and safety. The top percentage can be seen on the second item while the lowest
is on the safety of visitors as the apps does not provide any specific module for
visitors safety.

5 Conclusion and Future Work

There is growing awareness of the importance of providing citizens with out-
standing service and value. To do so, organizations need to have in place strate-
gies which enable them to be knowledge-driven, be responsive, have engaged and
skilled staff, and have processes in place to be continually improving.

In this paper, we have shown that consumers’ satisfaction of a service can be
increased by the help of a specific tool in accessing all the facilities and items
being served at the organization. As a case study, we have chosen Malacca Zoo
to become part of the research. We developed a navigational application to help
users to navigate around the zoo with ease. The application will become the tool
to check the location of the intended facilities, animals or even shows at the zoo.

Zoom App is a mobile platform application and it has shown that it has
achieve its objectives to occupy the requirements by the users. A few suggestion
for future improvements are as follows:

1. To prepare user guideline to improve the usability of the application.
2. To come out with social networking module to allow users to interact with

other visitors during the visit.
3. To have quiz module which can be answered by the visitors especially the

kids to improve their knowledge.
4. To have user profile page where it can track down numbers of visits to the

zoo.

Based on the post survey, it shows that facilities visibilities to the consumers
have been improved as compared to the time where paper based map is used.
In average, 82% of the zoo visitors agreed that the tool satisfy them in many
aspect of the requirements and in overall has improved their experience while at
a recreational place.

Acknowledgments. This research was partially supported by Gates IT Solution Sdn
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Abstract. This paper examines the weaknesses of an existing library system
which is the Online Public Access Catalog (OPAC) and proposes an enhanced
platform that overcomes the weaknesses of the previous system. The existing
OPAC platform acts as a search engine for reading materials in the library is
commonly complicated and not user friendly. The Near Field Communication
(NFC) technology is introduced in this project as part of a mobile application.
NFC is a set of protocols on portable devices which perform wireless and contact‐
less short range, two-way communication between compatible devices. Trans‐
mission of data between devices is completed over radio waves and magnetic
induction with passive NFC devices. As mobile devices, especially smartphones
are more commonly utilized by users all around the world including university
students, the proposed system would be able to enhance the performance of a
library to be more convenient, secure, and more user friendly. Indirectly, the
development of this mobile application can improve the visitation rates of
students to the library by simplifying the searching, tracking reading materials
and borrowing activities.

Keywords: Mobile application · NFC technology · Library system · Android-
based application · Smart university

1 Introduction

Today, the Internet is widely used in different areas as it provides access to vast amount
of information resources. However, the library still remains as a reliable source for
students to obtain accurate and relevant information especially in regards to their univer‐
sity courses. Presently, most libraries are using the OPAC (Online Public Access
Catalog) system, which is an online database or bibliography of collected reading mate‐
rials made available for users to search in the library environment [1].

The OPAC system supports a number of features such as book searching within
a library and also allows a user to identify similar books or other sources that may
be categorized under similar groupings. It is commonly known as the gateway to a
library’s collection [2]. But, it is a common theme among existing OPAC imple‐
mentations that the system is complicated with numerous features built into it [2, 3].
The features that are made available to users via OPAC often complicates the
process of searching relevant sources as the platform is often case sensitive and
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utilizes an inefficient searching method [1]. But before we examine further the issues
and propose our solution, we would have to explore additional relevant informa‐
tion. As such, this paper is divided into a few sections. Section 2 examines the
existing background work. This is then followed by the uniqueness of our proposed
system and how the platform works. Section 5 highlights the overall proposed system
and this is then followed by the discussion on the evaluation of the system. Finally,
the paper concludes with our conclusion on the proposed mobile application.

2 Background and Related Work

Universiti Sains Malaysia (USM) is currently utilizing Web Online Public Access Cata‐
logue (OPAC) system within their libraries. The system has a wide usage coverage by
most libraries around the world. The bibliographic records are gathered from various
sources by downloading the information in a file directly or indirectly using the in-built
platform features. The imported bibliographic data can be modified whenever necessary
based on the local practice in the form of main or added entries [4]. Besides that, the
records are stored in the MARC (machine-learning readable) format which is enriched
with small numbers of controlled subject descriptors which represent the subject content
of the item as well as their classification number [5]. When the platform is accessed via
a mobile device, the overall system is not user friendly because it is originally a web-
based application. Hence, the graphical interface and the features are not suited for a
small screen. There is also the lack of an efficient book borrowing functionality for
mobile devices [4].

In early 1980s, the first library OPAC was introduced and the usability study of the
system was carried out consistently from time to time. A new version of the OPAC
system was implemented in 1999 by Chisman, Diller, and Walbridge at the Washington
State University Library where several OPAC problems was identified via a usability
study and were then rectified [1]. The problems were mainly related to subject indexes
and the general understanding of the participants on the usability of OPAC’s features
[5]. Another issue of the system was discovered by Novotny in 2004 for the Pennsylvania
State University Library OPAC, where they determined the system usability by
conducting a protocol analysis. Five structured tasks were completed by the participants
by using the OPAC catalog and their feedback and understanding about the system were
recorded. Their research highlighted that the OPAC system should not necessary be
designed to function similarly to internet search engines as this generated problem in
the overall users’ understandability and navigation of the system [5]. The study shows
that there are several essential features which are not offered by OPAC system such as
a quick search function and book cover display facilities.

As part of our proposed improvement, we are introducing the NFC technology to
the library platform. NFC stands for “Near Field Communication” is a set of standards
which enable wireless short range communication between compatible devices [6]. NFC
originally evolved from the RFID (Radio Frequency Identification) technology, which
is sometimes used interchangeably. Compared to RFID, NFC allows two-way commu‐
nication and limits the range of communication to only within 4 in. or 10 cm. This limited
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range allows NFC to be more secure as the transmission is nearly impossible to be
intercepted. The technology is now a standard feature in most smartphones, which allows
peer-to-peer communications by transmitting data over radio waves. There are two types
of devices that could use the NFC standard which are categorized into two: (1) passive
and (2) active devices. Active NFC devices are commonly found in smartphones,
whereas passive devices include tags and other small transmitters [6].

For the proposed system, the NFC tags will be used to store and transmit relevant
information to NFC enabled devices such as smartphones when needed. The NFC tags
are small stickers with small unpowered NFC chip embedded into it. NFC tags can be
programmed to stored information of books such as ISBN code, book title and author.
It has limited storage memory at around 8 KB and literally uses power from the NFC
device that reads them due to the magnetic induction to store the information [6].
Figure 1 below shows the example of NFC tags or NFC stickers. The mobile application
will work closely with the OPAC database to retrieve relevant information during the
book borrowing process such as book ID, ISBN, book’s title and student’s information.
Users can borrow books by scanning the NFC tags at the book using mobile devices
embedded with NFC technology. All the related information about a book could be
stored in the tags.

Fig. 1. NFC tags

Currently, the Hanno library in Japan is utilizing the NFC technology by applying
the tags to the bookshelves, which allow users to gain information on the books by using
their smartphones [7]. Besides that, the users can review and reserve books from the
library by using NFC technology. But, their current implementation does not fully inte‐
grate the NFC as the main method to fulfil the book borrowing process. In saying that,
their implementation is an example of a good practice to implement NFC technology in
library activities [7, 8]. Moreover, the NFC technology is utilized to simplify certain
phases of borrowing activities for users of the Hanno library.

3 Uniqueness of the Proposed Solution

As mentioned earlier, the OPAC system is utilized in different libraries across the world
where one of the places is the Universiti Sains Malaysia library. As such, our proposed
system is focusing on the improving the students’ usage of the library. Essentially, the
proposed NFC mobile library application provides several benefits where students can
view books’ information and availability in a more effective manner. Per se, we are
proposing an NFC-enabled library system aptly called N-LibSys. As an initial phase, an
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NFC-enabled device such as a smartphone can be used in place of a student matric card
for book borrowing. This allows a one-touch borrowing system for the library which
simplifies the borrowing activity for users upon exiting the library. Besides that, the
application increases the user friendliness of the library system with a decreased in the
OPAC usage complexity and improving the efficiency of book tracking processes in the
library. The reading material’s relevant information is recorded in the library database
via the NFC tags and the application transactions is secured with the NFC short-range
data transmission [9].

The differences between the OPAC system and the NFC mobile library application
is highlighted in Table 1. The OPAC system is an online bibliography or catalog and it
is a web-based application with a complicated user interface design which leads to
difficult navigation issues for the user [2]. Besides that, it is time consuming and creates
security issue as the system allows navigation without any login authentication from the
user. The existing borrowing process in the library which utilizes the OPAC system
requires users to present their matric card upon borrowing book in the library and the
process is physically carried out by the librarian. Thus, there is a need for more
manpower in the library. Unlike the OPAC system, the NFC mobile library application
is designed with an overall streamlined user interface which is more user-friendly [8].
A login authentication is required from the user before gaining access to the application
which makes the system more secure. The authentication is linked to the university’s
student registration system which validates whether a student is enrolled to the univer‐
sity. Moreover, the mobile application allows the book searching and borrowing process
in the library to be completed quicker which saves time as compared to the existing
OPAC system. The book borrowing process can be completed without physical contact
with a librarian by using the NFC mobile library application. It is more convenient for
the users and less manpower is needed as the process is digitized.

Table 1. Comparison between existing OPAC system and our proposed system

Existing OPAC system N-LibSys
Complicated user interface design Simplified user interface design (user friendly)
No login authentication required (Security
issue)

Login authentication required

Time consuming Saves time (in the book searching and
borrowing process)

Web-based application Mobile based application
Online bibliography/catalog Innovative and driven technology used (NFC)
More manpower needed (librarian) Less manpower needed (book borrowing

process digitalized)
Matric card needed in book borrowing
processing, carried out physically with
librarian

NFC devices allow the book borrowing process
to be completed without physical contact with
librarian (more convenient for users)
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4 How Does the System Works

4.1 Existing OPAC System

The OPAC platform is a standalone online database or bibliography of collected reading
materials made available for users to search in the library. It allows students to search
for books and other resources in the library. However, the OPAC system is complex and
it is hard for users to navigate it without any extensive guidelines. This occurs because
the system is not well designed where the navigation controls, menus, and aesthetics of
the interface is not consistent throughout the system [1]. Therefore, it would be difficult
to use OPAC system if the users are unfamiliar with it.

Once the relevant materials are located by the students, they would have to present
their matric card to the librarians at the counter to borrow the books. Thus, the students’
matric cards are essential for completing the book borrowing process. Besides that, it
might consume much time especially when there is a long queue of students to borrow
books in the library.

4.2 N-LibSys

The NFC-enabled mobile library management application provides additional improve‐
ments to the existing OPAC library system. It is capable of providing book searching
services to the users anywhere and anytime with the availability of Internet connection
via their mobile devices. Besides that, users with NFC-enabled device can view addi‐
tional book details with the NFC tags on the books as the details are recorded in the tags
based on the available database information.

Users can also borrow books from the library by scanning the NFC tags equipped
on the books. The mobile application captures the book details and places it into a
temporary book borrowing list. Moreover, the users can delete selected books whenever
needed before the finalized book borrowing process is confirmed. This is more conven‐
ience for users to perform the book borrowing process. The finalized book borrowing
actions performed by the users via the mobile application will be recorded in database
system upon their exit from the library. However, these actions can only be done by
registered users in the library system. The users can access to the system once the
authentication and verification process are completed. This is to enhance the security of
the system. In addition, the mobile application is capable to support multiple users via
the available network connectivity.

In addition, the security in the library is improved as the users can only leave the
library after they scan their book borrowing information with NFC readers. By utilizing
the current security gates and the mobile application, users need to touch their mobile
devices to a NFC reader at the exit gate to confirm their borrowing transaction into the
library database. This procedure reduces the waiting times as the security guards are not
required to manually check the books upon exit. The final borrowing information will
be recorded and updated to the related library databases. The overall process is interre‐
lated from when the users scan the books they required via the NFC tags until they are
exiting from the library. The system enables the book information to be captured by the
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users’ mobile device and the NFC reader to ensure the data accuracy. Figure 2 shows
the complete book borrowing process from book searching until their exit from the
library.

Fig. 2. The borrowing process with the N-LibSys

The mobile library system proposed is only applicable for devices which embeds the
NFC technology. Hence, users who do not own a NFC enabled mobile devices will not
be able to use the application completely. However, with the fast pace of technology
development nowadays, it is possible that all mobile application will be equipped with
NFC technology in the future since it is one of the innovative and emerging technologies
[8, 9].

5 Proposed System Architecture

The mobile system would be developed based on the Android platform as there are
higher numbers of users utilizing such platform globally [9–11]. The Android platform
is also used with the integration of SQL as the database management system for the
application. The web system which is utilized by the library administrator would be
developed based on the HTML and CSS. Figure 3 shows the overall system architecture
of the NFC mobile library application. The librarian or administrator manages the
students and books record through a website system. The system allows the

Fig. 3. Overall system architecture for N-LibSys
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administrator to create new records, update or delete existing information. The infor‐
mation updated will be stored in the system library database. Besides that, the members’
and books’ record can also be viewed through the website system.

As highlighted earlier, an internet connection is required for the users to access the
mobile application for further functionality such additional information on a book. This
is due to the information being accessed directly from the library databases. The user’s
account login is authenticated by the library database before the user can access the main
page of the application. From the main page, the user can view their profile information,
search for books available and find the books’ location in the library. They can also
borrow books by using the NFC technology and view their transaction history via the
mobile application.

When a user scans the NFC tags into the application, the books are updated in the
library database as ‘On Hold’. This notifies other users on the overall availability of the
book when it is searched. When the user would like to complete their borrowing process,
they would only need to proceed to the library exit which is equipped with a NFC reader.
They then scan their mobile devices which has recorded their temporary transaction.
This action then finalizes the book borrowing process and the availability status of the
related book borrowed is updated in the library database. Figure 4 depicts the user inter‐
actions with the proposed application.

Fig. 4. Use case diagram for the N-LibSys with the user and administrator

6 Initial User Evaluation

The project’s features and functionality are clearly identified by completing a series
of testing that are unit, integration, system and user acceptance testing. The perform‐
ance, reliability, usability, etc. of the mobile application are evaluated. There are
several advantages, disadvantages, strengths and limitations of the NFC library
mobile application.

As part of our testing for the proposed system, we conducted an initial user testing
among 30 participants which also included students as they represented the main end
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users for this system. From the initial users’ perspective, the NFC library mobile appli‐
cation is designed with simple user interface which allows easy navigation from one
activity to another. They also found the application to be convenient, time saving and
user friendly. It can be used as long as network connectivity is available. Besides, it
utilizes innovative technology that is NFC technology, hardware such as NFC reader
and tags which are relatively cheap and affordable. The books in the library can be
borrowed without having to approach the librarian at the counter with matric number.
The mobile application increases the usability and functionality of mobile devices. In
administrator perspective, they keep track on the record of members, books and trans‐
action from time to time. Besides, the system web application provides ability to manage
information such as create, edit, update and delete functions which work closely with
the database system of the library.

Nevertheless, there are also disadvantages of the application. It reduces face-to-face
inter-action between users and the librarian as the users are borrowing books by using
NFC-enabled mobile device but not through the library counter. The limitation of the
mobile application is that the NFC technology is not embedded in every mobile device
nowadays. However, the technology development is at a fast pace which gives the
opportunities that every mobile device will be equipped with NFC technology in the
future. Besides, users are not concern and aware of the usage of NFC technology as it
is still a relatively new technology nowadays.

7 Conclusion

In conclusion, this project was developed to improve the existing OPAC library system.
It allows users to search for books’ details and complete the book borrowing process
via phone devices which are embedded with NFC technology. Besides that, the location
of the books could be accessed and this allows the user to locate for the books required.
Users are accessible to the mobile application once their accounts are registered and
verified.

Essentially, the system is proposed in order to provide better functionality, usability
and convenience to the users. The overall system design provides good navigability and
promotes a level of user friendliness via a simplified interface. As most users are
equipped with smartphones, the project could provide a relatively convenient and time
saving process for users to complete their relevant library activities. The utilization of
the NFC technology in the mobile application allows for a faster method to update the
library database via a single tap in the library system during the borrowing process. The
library mobile application also encourages users to utilize the library facilities more
frequently and may promote a healthy reading habit among users.

As part of the future work, the security of the system will be further enhanced
by using an encrypted password for the login authentication of the system. The users
will be allowed to borrow more than one book for the same book. This is because as
part of the limitation of the system, books with same ID or ISBN can only be
allowed to borrow in quantities of one. Besides, a student’s matric card can be used
to pay for fine charge in the future because the card could be used as a multifunction
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card such as credit top up. For example, the matric card can act like a ‘Touch n Go’
card which is a prepaid electronic cash card for relevant fine charges in the library.
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Abstract. There are many guidance systems for people using tracking systems
where in railway, airports, trade fairs, shopping centers, office, tourism, and
industry. The beacon with Bluetooth Low Energy is a wireless personal area
network technology and can be used many applications to calculate the exact
location. However, from an accuracy perspective, a big problem with this
approach is the Received Signal Strength Indication (RSSI) of weak signal caused
by having an obstacle between the BLE modules such as beacons, smartphone,
tablet PC. This paper proposes a Beacon Detection and Direction (BDD) algo‐
rithm that can track and guide in indoor position more advanced than previous
server-based or client-based application. It not depend on only RSSI because of
the big problem which is weak signal by hindrance. To calculate accuracy posi‐
tion, the proposed algorithm is combined a server-based approach and a client-
based application. It has three tables and beacons that are divided three types are
deployed inside location at regular intervals. Using the proposed algorithm we
try to test the navigation tracking and the results show that BDD provides an
accurate and effective route.

Keywords: IPS · Beacon · Navigation tracking systems · BDD

1 Introduction

Indoor Positioning Systems (IPS) has been widely used in marketing, information,
automation, payment, and tracking. The tracking systems consists of router guide,
people position tracking, and things position tracking. Indoor navigation are normally
used as a client-based application or a server-based application. There are number of
techniques for client-based indoor positioning systems such as Wi-Fi, BLE, VLC and
Ultra-wideband. Most of BLE services base RSSI signal to detect distinct between the
beacon and the smartphone. This idea is simple and useful. However, a problem with
this approach is that the RSSI of weak signal has a very big problem if having an obstacle
between the beacon and the smartphone. As the result, many studies have proved that
it is not enough to calculate the accuracy location using the beacon with RSSI only.

This paper is proposed with an aim to provide the navigation tracking systems using
the beacon for the first time visitors in the subway. Specifically, it proposes a Beacon
Detection and Direction algorithm with server-based and client-based that can guide
which the subway line should I ride for visitor destination in subway station. This paper

© Springer Science+Business Media Singapore 2018
K.J. Kim and N. Joukov (eds.), Mobile and Wireless Technologies 2017,
Lecture Notes in Electrical Engineering 425, DOI 10.1007/978-981-10-5281-1_4



focus on Hanyang University (HYU) Station on the Seoul metro subway line 2 in order
to test the navigation tracking systems.

This paper is organized as follows: In Sect. 2, the navigation tracking systems is
explained. In Sect. 3, the proposed architecture is explained. In Sect. 4, the proposed
method is evaluated by using beacons and we conclude in Sect. 5.

2 Navigation Tracking Systems

2.1 The Subway Guidance System

The Seoul station is center in South Korea and has many gateways than other stations
in Seoul, the capital of South Korea. Table 1 shows the number of regions visited in
South Korea.

Table 1. The number of regions visited in South Korea

Division 2015 2014 2013
Seoul 78.7 80.4 80.9
Jeju Island 18.3 18.0 16.7
Gyeonggi 13.3 13.0 17.9
Incheon 10.3 8.0 11.7
Gangwon 6.8 5.0 7.8

(aSource: International Visitor Survey, 2016.2,
Policy Statistics Evaluation Office of Korea
Culture & Tourism Institute, Multiple
responses, unit: %)

First time visitors have questions that where do I go to Gangnam station in Seoul
station and which do I get the subway line because of very complex structure that the
Seoul station has two train lines, three subway lines and fifteen gateways.

Despite the friendly guide or explanation by crew or people in station, there is a limit
to explain detail for the first visitors. Currently there are many the subway guidance
systems, but it is not enough to navigate route because of inexact location of the user.

2.2 Beacon Packet and RSSI Analysis

The beacon profile can be used to detect the beacon’s location and include advertising
data packets that consist of four parts: 1 byte preamble, 4 bytes access address, 39 bytes
advertising channel PDU, and 3 bytes CRC [1]. In the data (up to 31 bytes), the proximity
UUID is a unique value, major and minor value is beacon location information. The TX
power is the signal strength that measure at 1 m far from beacon [1].

This paper tried to analyze RSSI to calculate accuracy distance between beacon and
smartphone. For analysis, it can compare with two methods each distance 1, 3, 5, and
8 m; (1) Nothing obstacle between the beacon and the smartphone (2) Obstacle between
the beacon and the smartphone. Table 2 illustrates the compare value in two methods,
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the start 1 (min RSSI value) and end 1 (max RSSI value)have nothing an obstacle
between the beacon and the smartphone; the start 2 and end 2 take an obstacle between
the beacon and the smartphone.

Table 2. RSSI measure between the beacon and the smartphone

Start 1 End 1 Start 2 End 2
1 m −66 dbm −77 dbm −76 dbm −84 dbm
3 m −74 dbm −83 dbm −83 dbm −92 dbm
5 m −82 dbm −91 dbm −86 dbm −91 dbm
8 m −81 dbm −93 dbm −85 dbm −91 dbm

As a result, the first 1 and the end 1 have constant range. It denotes that the beacon
and the smartphone distance is can be accuracy gauge. On the other, first 2 and end 2
deviate from the first method and range interval is narrow than the first method. It denotes
that the beacon and the smartphone distance is precarious. Also the common issue in
8 m is unstable because far distance is inversely proportioned to precise position. It
guesses that if there are a number of barricade, the RSSI value cannot be predict.

3 Design and Implementation

3.1 Beacon Detection and Direction Software Architecture

In the proposed system, called BDD (Beacon Detection and Direction) Architecture,
main issue are detection and direction for first visitor in order to track and guide. This
proposed systems can be divided into three main parts: (1) Beacon (2) Apps (3) Server.
Beacon is deployed in the subway station, and apps is installed on visitor’s smartphone.
Server is ready to guide visitors in the subway station. Figure 1 is Beacon Detection and
Direction Software architecture for navigation tracking systems.

Fig. 1. Beacon Detection and Direction Software Architecture. The direction can be used in the
direction algorithm which calculates the correctly direction (1) Beacon can advertiser the beacon
packet from beacon to smartphone. (2) The apps could get the beacon packets from the each type
of beacon. (3) When collecting 10 beacon packets from each beacon, apps could request a query
of detection to server. (4) The server can calculate the direction using three tables, after then
response the direction to the apps. It must be enable functions, Wi-Fi and Bluetooth on smartphone.
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This proposed systems is possible to detect people using the beacons. However, it
is not easy to figure out directions such as north, east, west, and south. For disposition
of the beacons, it makes three tables; the first table is separated types of beacons, second
table is the station map, and the last table is the location of the beacons. The implemen‐
tation of beacon devices can be divided into three main modes: (1) Exit Beacon (EB)
(2) Gate Beacon (GB) (3) Normal Beacon (NB). All beacons have the major and the
minor value in the BLE packet. In the station located each beacon has states of next path
to track and detect visits, and that states support movement estimation in the station on
Fig. 2.

Fig. 2. The beacon state map. A visit stands up in front of exit 3 and the person would like to go
the city hall. This case scenario is EB3 -> NB1 -> GB1 -> NB5, this way is best short path.
Another way, it is EB3 -> NB1 -> NB2 -> NB3 -> GB3 -> NB7 but not best path.

The application apps support three main functions (1) select source and destination
(2) Bluetooth scan (3) display direction. When a visit having the smartphone and an
installed application walk in the station, a visit selects source and destination, and the
application scan each beacon and get information as major, minor, and tx power. After‐
ward, the application could request direction information to server, and response direc‐
tion to application. Final, the application could show direction to user.

The server side has a direction algorithm to calculate navigate direction for first visits
in subway station. At the start of the cycle, the visit decides destination and select the
destination on apps in front of the subway exit. Afterwards, visit starts walking in the
subway station and apps can detect a visit. On detecting, apps requests visit’s direction
to server. The direction algorithm checks for beacon type to confirm visit location.
Afterwards, the algorithm compares with disposition beacon table and calculates the
direction. The result of the task is then response the direction to apps.

3.2 Disposition of the Beacons

How many do you need the beacons in HYU station? This paper suggested how to deploy
the beacons in station; (a) If there are four exits, you need four exit beacons (b) If there
are four gates, you have four gate beacons (c) Then normal beacon is double of number
of exit beacons. The HYU has four exits and four gates. Therefore, the station has four
EBs, four GBs, and eight NBs. Beacons is located at each floor and each position that EB
is in front of EXIT, GB is nearby GATE, and NB is between GATE and EXIT on Fig. 3.
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Fig. 3. All beacons arranged at the HYU. We have tried setting the zoom level to 14 using the
NAVER, Corporation is Korea’ Internet Company, static map for the Station Map Table (SMT).
The HYU station has 6 columns and 42 rows due to have width 45 pixel and height 22 pixel. There
is a one exit beacon in third floor, there are eight beacons (4 gates and 4 normals) in second floor,
and there are seven beacons (3 exits and 4 normals) in first floor. This is all beacons arranged at
the HYU station within three floors.

4 Performance and Evaluation

In this section, we mainly evaluate the effectiveness of tracking system via testing. For
the implementation of the design, we used set of components, 16 beacons (NRF 51822),
a smartphone (Galaxy S6 edge), AWS server, MySQL 5.5.40, R data mining 3.2.0. To
test, there are two hypothetical scenarios (1) Source is HYU and destination is City hall
station (2) Source is HYU and destination is Gangnam station. We use a station map of
the experiment scene. The station map as resource is utilized by the R for data mining.
The R language is possible to insert a background image as google map for plot. The
station map image of HYU could apply a plot. In the figure, X-axis is that left is north
and right is south value. Y-axis is that top is west and bottom is east value. If you will
go the city hall station, a visit stands on west side. If you will go the Gangnam station,
a visit stands on east side.

The first hypothetical scenario is that visit would like to go from HYU to city hall
station. The visit stands on in front of exit 2 at HYU station. The scenario is that visit
walks through every beacon in the HYU station: EB2 -> NB3 -> GB4 -> NB8.

The second hypothetical scenario is visit’s movement at EB3 -> NB1 ->
 GB1 -> NB5. The visit would like to go from HYU to Gangnam station. The visit stands

Fig. 4. Result of data mining for the second hypothetical scenario.
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on in front of exit 3 at HYU station. Figure 4 plots the visit’s tracking when visit used
the apps that it shows the direction which route is best path.

5 Conclusion

In this paper, we designed a navigation tracking systems based on BDD algorithm. This
paper shows an example that the location is determined directly on smartphone of the
use via beacons like indoor GPS within station. The suggested BDD algorithm is a new
concept that deal with server-based and client-based architecture. It provides more
flexible and easy to use. However, current limitation of the system are not fast in aspect
of real-time to detect people and not enough to be accuracy ratio. Moreover, it is not
convenience to usage for people on apps. In future version of BDD, we plan to improve
the station map and beacons in order to be accuracy ratio and deploying beacons effec‐
tively. Also, it need the 3D station map using unity engine on apps for user experiment.
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Abstract. In this paper, we study a constrained network lifetime maximization
problem in wireless sensor networks, and introduce a cross-layer formulation with
general NUM (network utility maximization) that accommodates routing, sched‐
uling and stream control from different layers of network. Specifically, for this
problem, we derive a gossip-based formulation for the consensus agreement on
the variables involved, and develop an asynchronous decentralized algorithm
specific to the optimization problem. Our numerical experiments exhibit its
results, showing that the gossip-based consensus algorithm can actually achieve
the optimization objective by means of the simple and robust asynchronous oper‐
ations developed.

1 Introduction

Recently, the services in wireless multi-hop networks have created large scale demands
for transmission of traffic requiring, which continuously intensifies the interest of
researchers in the development of utility optimal wireless transmission schemes. For
this problem, the cross-layer optimization reveals a good direction for its solution to
incorporate the different layers regarding the system utility so that the overall network
performance can be improved. Given this potential, a cross-layer optimization scheme
is usually implemented in a centralized manner, which would be unsuitable for the
wireless networks. In contrast, a distributed algorithm specific to the optimization is
more practical for the multi-hop wireless networks, and in fact it had been employed to
address a wild range of problems arising in, e.g., wireless sensor networks. Nevertheless,
many of distributed algorithms still require a synchronous implementation and a globally
known order of stations to be given in advance, which can hardly result in a fully
distributed solution [1–7]. To get rid of the limitation, we combine the ideas of average
consensus technique and distributed programming model to conduct a decentralized
asynchronous gossip algorithm for the challenging cross-layer optimization in wireless
multi-hop networks, wherein the scheduling sub-problem involved is already a NP-hard
problem [8]. When compared with the programming-based methods, e.g., [9–12], which
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usually resort to certain decomposition techniques for their optimizations and most rely
on centralized implementations, our work introduces an asynchronous distributed algo‐
rithm without a synchronous clock and a globally known order usually required in these
methods. Specifically, our algorithm allows a subset of edges in a network to be
randomly activated and makes the nodes independently compute for their own local
objectives to communicate with neighbors, leading to a practical fully-distributed
approach for such multi-hop networking.

The rest of this paper is organized as follows. In Sect. 2, the cross-layer utility opti‐
mization problem is introduced. Then, our primal-dual algorithm for solving the opti‐
mization problem with gossip primal-dual algorithm is developed in Sect. 3. Following
that, the experiment results on the algorithm with varying parameters are exhibited in
Sect. 4. Finally, our conclusions are drawn in Sect. 5.

2 Cross-Layer Utility Optimization Problem

In this work, we consider a wireless network G = (N, L) with a set of multicast sessions,
and assume that each session denoted by its source node s∈S ⊂ N multicasts packets to
its destination node set tS at a rate of xS. In addition, we consider intra-session network
coding, wherein the actual physical flows on each link need only to be the maximum of
the individual destination’s flows. For this, let f S

ij
 denote the information flow rate from

source S to its destination node tS over link (i, j). In addition, let N(i) be the set of 1-hop
neighbors of node i. Given that, (i, j), j ∈ N(i), represents an outgoing link, and (j, i) an
incoming link, of node i. Further, we define transmission mode 𝜉k⊂L as a set of hyper‐
links that can be concurrently activated, and scheduling matrix as an indexed collection
of these modes, Ξ = {𝜉k}, where index k ∈ K = {1,… |Ξ|} Given that, pk is defined to
specify the possibility with which the transmission mode 𝜉k can happen as the scheduling
variable for the cross-layer optimization, while xS is thought of as the stream control
variable and f S

ij
 as the routing variable. Besides, the capacity of link l = (i, j) within

transmission mode 𝜉k is denoted by rk
ij
.

With the above, we aim here to adopt a gossip-based formulation for the consensus
agreement on the variables involved, and develop a corresponding asynchronous decen‐
tralized algorithm. For this aim, we first introduce the concept of utility on resource
allocation, and use the utility Ui, which represents a general form helping us to formulate
the performance objective we expect to obtain in the network. Then, we solve the sum
of aggregated utility maximization problem max

∑
i∈N

Ui with respect to the metric to
be considered. Now, for a data session where its source node wants to transmit on a rate
of xS to its destination node, we have the flow conservation law as

∑

j∈N(i)

(

f S

ij
− f S

ji

)

≥ xi,s,∀i ∈ N,∀s∈S (1)

where xis is xS if i is the source of session S, −xS if i is the sink, and 0 otherwise.
Obviously, the session rate and then the flow rate in the upper layers should be

realized by the link capacity to be scheduled in the MAC layer and the data rate in the
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physical layer. Thus, we should proceed to establish the relationship between the upper
layers and the lower layers. This is done by using a constraint that the physical flow
accounting for all sessions S ∈ S should be upper bounded by the physical capacity rk

ij
,

scheduled by the hyperlink with the transmission mode with pk. That is,
∑

j∈N(i)
f S

ij
≤

∑

k∈K
pkr

k

ij
,∀i ∈ N,∀S ∈ S (2)

Finally, we can derive a scheduling constraint to exhibit the fact that the sum of sched‐
uling probabilities pk should be equal to 1 for the MAC involved, from the viewpoint
of the whole network, represented by.

∑

k∈K
pk = 1 (3)

Now, let x, f , p be the vectors of the above variables involved, we can formulate the
cross-layer utility optimization problem (CLUOP) as follow:

𝐦𝐚𝐱𝐢𝐦𝐢𝐳𝐞
∑

i∈N
Ui (a)

𝐬𝐮𝐛𝐣𝐞𝐜𝐭 𝐭𝐨
∑

j∈N(i)

(

f S
ij
− f s

ji

)

≥ xi,s,∀i ∈ N,∀S ∈ S (b)
∑

j∈N(i) f S
ij
≤
∑

k∈K
pkr

k
iJ

,∀i ∈ N,∀S ∈ S (c)
∑

k∈K
pk = 1 (d)

x≽0, f≽0, p≽0 (e)

(4)

3 Solving CLUOP with Gossip Primal-Dual Algorithm

In this section, we introduce our gossip-based primal-dual algorithm to solve the
programming model just formulated. As shown in above, the difficulties of our problem
come from not only the variables in the objective function that should be obtained under
the same consensuses by each node, but also the other variables in the constraints that
cooperatively contribute to the performance metrics required to simultaneously reach
their consensuses as well. To resolve these difficulties in a distributed manner, we treat
in the sequel CLUOP as a local problem of node i, using the same formulation of (4)
which, for notational simplicity, ignores a more specific subscript i in each variable with
respect to node i supposed to be given to identify itself being considered in the local
problem, and replaces to concern only node i’s objective, Ui. For the local problem, we
relax the first constraint of (4) to form the partial Lagrange as follows:

L(x, f , p, u) =Ui +
∑

i∈N−{tS},s∈S, uS
i

(∑
j∈N(i) f S

ij
−
∑

i∈N(j) f S
ji
− xi,s

)

(5)

where {uS
i
},∀i ∈ N − {tS},∀S ∈ S, are the Lagrange multipliers corresponding to (4(b)).

Given that, we can now proceed to resolve it by finding the saddle points of L(x, f , p, u)

with the following min-max problem.
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𝐦𝐢𝐧
(
𝐦𝐚𝐱

[
Ui −

∑
i∈N,s∈S

uS
i
xi,s

]
+𝐦𝐚𝐱

[∑
(i,j)∈L,s∈S, f S

ij

(

uS
i
− uS

j

)])

subject to (4(c)) − (4(e))
(6)

This problem can be solved successively in x, f , p. When proceeding, the key challenge
is to solve its scheduling sub-problem, i.e.,

maxf , p≽0(i, j) ∈ L, s ∈ S fijs(uis − ujs))

subject to (4(c)) − (4(e))
(7)

Now, after solving the above on f , this problem can be simplified to the maximization
problem on p, as follows:

maxp≽0
∑

k∈K
pk

∑
(i,j)∈L

rk
ij
𝜔ij

subject to
∑

k∈K
pk = 1 (8)

where 𝜔ij is the maximum differential backlog to be introduced next. Clearly, this is a
maximum weight independent set problem and 

∑
(i,j)∈L

rk
ij
𝜔ij is the weight for each inde‐

pendent set or transmission mode, 𝜉k ∈ Ξ. While such a problem is NP-hard and difficult
to be approximated even in a centralized way [6], we can still solve it with a distributed
approach based on the log-sum-exp approximation. Specifically, the maximization can
be approximated by the log-sum-exp function with a coefficient 𝛽 as

maxk∈K

∑

(i,j)∈L
rk

ij
𝜔ij ≈

1
𝛽

log
(∑

k∈K
exp

(

𝛽
∑

(i,j)∈L
rk

ij
𝜔ij

))

(9)

Then, we are led to solve an approximated version of the above, off by an entropy term

−
1
𝛽

∑
k∈K

pk log pk, as shown as follows:

maxp≽0
∑

k∈K
pk

∑
(i,j)∈L

rk
ij
𝜔ij−

1
𝛽

∑
k∈K

pk log pk

subject to
∑

k∈K
pk = 1

(10)

The optimal solution to the above can be obtained by

p∗
k
=

exp
(

𝛽
∑

(i,j)∈L
rk

ij
𝜔ij

)

∑
k̂∈K

exp
(

𝛽
∑

(i,J)∈L
rk̂

ij
𝜔ij

) (11)

3.1 Backpressure Scheduling

In this subsection, we introduce the backpressure scheduling algorithm to be adopted in
the cross-layer optimization. Specifically, a node i in the network should decide, for
each link (i, j), its target session by
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s∗
ij
= arg maxs∈S

[

uS

i
− uS

j

]

+
(12)

and the maximum differential backlog over (i, j) by

𝜔ij =
[

u
s∗

ij

i
− u

s∗
ij

j

]

+
(13)

The above formulates a distributed scheduling algorithm that uses backpressure to
equalize differential backlog. Accordingly, each node maintains a separate queue for
each destination, and the algorithm can ensure that each of the per-destination queues
is stable [7]. In particular, this algorithm has the merit that it is not required to have a
predefined set of routes. Instead, the flow data rates or routing variables for the cross-
layer design can be dynamically decided by

f S

ij
=

{∑
k∈K

pkr
k
ij
, if s = s∗

ij
, and uS

i
− uS

j
> 0

0, otherwise (14)

3.2 Asynchronous Gossip Primal-Dual Algorithm

Based on the above, we introduce an asynchronous gossip-based primal-dual algorithm
that can update the primal and dual variables at the same time and moves together toward
the optimal solutions asymptotically. For this, we assume that each node has a clock
based on Poisson distribution and a single virtual clock can tick whenever any of the
local Poisson clock ticks to facilitate the theoretical representation [9]. Further, let Vm

denote the m-th tick of the virtual clock, Im be the index of the node whose local clock
actually ticked at that instant. Then, we let Jm be the random index of the node commu‐
nicating with node Im. Now, by equipping the variables with the time index (m − 1) that
node i iterates at time immediately before the virtual clock Vm, we conduct our primal
variables and dual variables to be updated at the same time with the aid of gossip oper‐
ations as follows:

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

xS(m) =

[

x̄S + 𝜖1(m)
𝜕L(x̄, f , p, u)

𝜕xS

]+

, ∀S ∈ S, if i ∈
{

Im, Jm

}

xS(m) = xS(m − 1), if i ∉
{

Im, Jm

}

uS
i
(m) =

[

ūS
i
− 𝜖2(m)

𝜕L(x, f , p, ū)

𝜕uS
i

]+

, ∀S ∈ S, if i ∈ N −
{

tS

}
and i ∈

{
Im, Jm

}

uS
i
(m) = uS

i
(m − 1), if i ∉

{
Im, Jm

}

uS
tS

(m) = uS
tS

(m − 1) = 0, ∀S ∈ S

(15)

where [⋅]+ is the projection operator defined as max(⋅, 0). Moreover, 𝜖i(m), i ∈ {1, 2}, is
the step size at time m, and
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⎧
⎪
⎨
⎪
⎩

x̄S =
1
2

(

xsIm

(m − 1) + xsJm

(m − 1)
)

ūS
i
=

1
2

(

uS
Im

(m − 1) + uS
Jm

(m − 1)
) (16)

4 Numerical Results

In this section, we provide our numerical results on the asynchronous distributed opti‐
mization resolved by the primal-dual gossip algorithm with simulation experiments. To
this end, we let Ui =

∑
s∈S

log
(
xS

)
 as the utility of node i ∈ N to be an example to

examine. Our simulation environment is then arranged to consist of 5 nodes,
{A, B, C, D, E}, and 12 (directional) links, 

{
l1 = (A, B),… , l12 = (E, D)

}
, as shown in

Fig. 1(a), along with 10 transmission modes,Ξ =
{
𝜉1 =

{
l1, l8

}
,… , 𝜉10 =

{
l11, l3

}}
, as

tabulated in Fig. 1(b). With these transmission modes, we particularly conduct the
experiment so that the transmission probabilities of certain modes 

(
p1, p2, p9, p10

)
 are

nonempty, for the two sessions s1(from Ato E) and s2(from Eto A) ∈ S, to reflect the
possibility that a link may be involved in two or more transmission modes (such as link
1 in modes 1 and 2, and link 3 in modes 9 and 10, as shown in Fig. 1(b). In addition, to
focus on the optimization framework expected to be general enough, we do not consider
a specific physical layer, and instead assign each rk

l
, ∀k ∈ K,∀l ∈ L, with a real numbers

∈ (0, 1) to represent the possible value when normalized with respect to a specific model.
Next, we let step size be 𝜖i(m) = Γm

i
∕𝛾 + c,∀i ∈ N,∀m > 0, where Γm

i
 denotes the total

number of node i updates up to the virtual clock tick m, and c is a positive constant to
avoid a significantly unstable fluctuation at the very beginning that may cause the gossip
operations on the sub-gradients with respect to xsi

, uS
i
, or both, to fluctuate with unrea‐

sonable values (e.g., dividing by zero). Similarly, 𝛾 is used to avoid a fast decade on 𝜖i

before reaching a neighborhood region of the optimal.

A
B

C

D

E

3

1

2

6

4

5

8

7

9

11

10 12

Fig. 1. Simulation environments: (a) the topology consisting of 5 nodes and 12 links, and (b) the
transmission modes.
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4.1 Results on Varying 𝜷

In the first set of experiments, we examine how the log-sum-exp function parameter 𝛽
can impact the convergence behavior of our primal-dual gossip algorithm. To this end,
we vary 𝛽 to change its value among the four scales {50, 100, 200, 300}, while fixing
𝛾 = 100 and c = 20. Specifically, to see the convergence behaviour, we let continuously
10 times when the normalized errors on xS, s ∈ {1, 2}, are less than 1% be the conver‐
gence achieved in a simulation experiment. Given that, in Fig. 2, we exhibit the results
from a typical scenario of 𝛽 = 300 along with 𝛾 = 100, c = 20. As shown there, the five
nodes can independently converge to the global optimal session rates xS, s ∈ {1, 2}, by
individually adopting our primal-dual gossip algorithm. Apart from the example, similar
results can be also observed from the others with different parameters. Specifically, in
Fig. 3, we adopt an error bar representation to show both mean and standard deviation
for the five nodes involved on their numbers of virtual clock ticks to converge with
different 𝛽.

node A node B node C node D node E 

Fig. 2. Convergence behavior of a typical scenario.

From this figure, we can see that increasing 𝛽 could increase the convergence speed
owing to a better approximation to p∗

ki

. However, its effect is not obvious, and a higher
𝛽 might only marginally decrease the number of virtual clock tick to converge while
potentially increasing the numerical difficult for implementation. So, we restrict
ourselves to consider only 𝛽 = 300 in the next set of experiments.
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Fig. 3. Experiment results: (a) varying 𝛽, and (b) varying 𝛾.

4.2 Results on Varying 𝜸

In the second set of experiments, we vary 𝛾 with the four scales {100, 200, 500, 1000},
while fixing 𝛽 = 300 and c = 20 to see its impact on the convergence behavior of
xS, s ∈ {1, 2}. The results are now summarized in Fig. 3, showing that a slower
decreasing step size, or say, a higher 𝛾 could significantly increase the convergence speed
in this case when comparing with 𝛽 that might only marginally contribute to the speedup
in the previous set of experiments. However, when the step size decreases too slowly,
it will eventually approach an uncoordinated constant step size that can only guarantee
a limiting error bound on the optimal value.

5 Conclusion

In this work, we have developed a distributed optimization algorithm specific to the
cross-layer utility maximization problem by using a gossip-based formulation for the
consensus agreement on the variables involved. Our numerical results have exhibited
the correctness of this programming model and readily showed that the gossip-based
algorithm can achieve the optimization objective by means of the simple and robust
asynchronous operations just developed. Specially, by varying the two major parame‐
ters, 𝛽 and 𝛾 , we have examined and found the prefer values that can result in a better
convergence performance in the typical scenario of wireless networks.
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Abstract. Provision Quality of Service (QoS) is a crucial challenge in any
vehicular multimedia wireless application. In wireless applications, maintaining
QoS requirements of various calls is a more challenging issue because of the
concurrent need to prioritize the handoff calls and new calls trying to access the
network. In this paper, a novel call admission control scheme is proposed which
prioritizes calls and differentiates the calls types into real-time and non-real-time
traffic. By doing so, the scheme reduces both the handoff blocking probability,
new call dropping probability, and improves data throughput utilization. Exper‐
imental results reveal the outstanding performance of the proposed scheme as it
is able to achieve a better call blocking and call dropping probabilities compared
to Non-prioritize scheme.

Keywords: Call admission control · Call blocking probability · Call dropping
probability · Handoff · Quality of service

1 Introduction

The next generation wireless network support different types of services with diverse
QoS requirements. These services are confronted with severe issues because of the
increasing exponential growth of mobile users and different types of applications [1].
In response to this, the third Generation Partnership Project (3GPP) adopted the Long
Term Evolution (LTE). LTE employs Orthogonal Frequency Multiple Access
(OFDMA) and Multi-user Multiple-Input Multiple-Output (MU-MIMO) technologies
to increase users high data rate, provide wide area coverage, and improved spectral
efficiency [2]. The fundamental objective of LTE is to guarantee QoS requirements and
minimize network congestion for different types of users; therefore Radio Resource
Management (RRM) is needed in such situation.

Radio Resource Management (RRM) consists of important functionalities such as
scheduling algorithm and Call Admission Control (CAC). CAC is the process of
accepting new call or handoff call in the network while regulating QoS of the existing
calls without degrading any call drops. Handoff call refers to the method of transmitting
a User Equipment (UE) from one Evolved NodeB (enodeB) to another enodeB without
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compromising users QoS requirements [3]. Researchers and vendors in the LTE
community are left to design and implement their own CAC scheme as the LTE standard
did not specify any standard for CAC scheme and scheduling algorithm [4].

CAC is an active research area, many CAC schemes haven been proposed for LTE
networks to handle many challenging issues from different outlooks. For instance, the
work in [5] proposed a connection access control scheme and resource allocation algo‐
rithm for LTE systems with heterogeneous services. The algorithm introduces a trans‐
mission guard interval technique which gives high priority to real-time (RT) service
packets approaching the delay deadline. The algorithm uses an adaptive threshold to
adjust the network condition based on CAC criteria on the available resources per time
slot. However, handoff call (HC) and new call (NC) are treated in the same way. An
adaptive QoS oriented CAC scheme for the 4G wireless network was proposed in [6].
The algorithm uses a hybrid approach in considering vertical handoff function, service
type differentiation, and call origination point to maximize the utilization of available
resources. It achieves and guarantees QoS requirements for both RT users and non-real-
time (NRT) users.

A novel CAC scheme which guarantees QoS for all users was proposed in [7]. The
algorithm uses adaptive modulation to provide good utilization of system resources. To
satisfy user satisfaction and a number of slots needed by each user, the algorithm sched‐
uled users based on user priority function. However, the algorithm ignored the effect of
buffer status which increases the number of users in the network and hence resulted in
network congestion. Previous work in the literature tried to optimize the handover
performance and CAC scheme. The authors in [8] suggested self-optimisation of CAC
scheme and handover in the LTE environment. The algorithm uses guard channel
strategy to reserve resources for HC. It uses a dynamic threshold parameter to achieve
an optimum value for call blocking probability (CBP) and call dropping probability
(CDP). However, the strategy used to set the dynamic threshold parameter ignored
minimum QoS requirement.

In [9] an efficient channel state based CAC for NRT traffic in LTE networks is
proposed. The algorithm categorized call requests into HC, NC, Voice over Internet
Protocol (VoIP) call and video call which are prioritized. The HC and NC are distin‐
guished based on call classification, channel status estimation and call admission. The
algorithm uses Received Signal Strength (RSS) for channel status estimation. At initial
point, an optimal RSS value is considered as a minimum threshold value. RSS of the
channel is calculated repeatedly and is compared with the minimum threshold value.
When the calculated RSS value is greater than the minimum threshold value then the
channel status is considered a good channel state otherwise bad channel state. However,
the algorithm favours NCs over HCs this resulting in its inability to guarantee QoS
requirement. The work in [10] proposed a CAC scheme that depend on adaptive multi‐
level bandwidth allocation of NRT calls. The algorithm utilizes the available radio
resources to provide QoS. However, channel control allocation is ignored which resulted
in high CBP and low resource utilization.

An adaptive CAC algorithm for 3GPP LTE networks is proposed in [11]. The algo‐
rithm reduces the CBP by means of an adaptive strategy which prioritizes the HC over
NC. The scheme achieves better performance in term of low CBP. However, the QoS

Call Admission Control for Real-Time and Non-real-time Traffic 47



requirement is only guaranteed for HC while that of NC was neglected. The work in [12]
suggested CAC schemes with new call reattempts. The algorithm allowed NC reattempts
if a caller fails to successfully establish a connection with the main network after a given
period of time. However, the algorithm generates extra load on the system performance,
which results in an increase of CBP, CDP, and Call Reattempt Probability (CRP). In [13]
the authors proposed an efficient CAC scheme based on adaptive resource reservation.
The scheme dynamically adjusted users’ priority based on the present network status.
Users are categorized as Golden users and Silver users, and the type of service per user
is classified as RT and NRT services. The scheme achieved a better balance between
users’ privileges, QoS provisioning and system utilization compared to other scheme.

The work in [14] proposed CAC algorithm for QoS provisioning for multimedia
traffics in cellular networks. For the purpose of this paper henceforth we call Ref. [14]
as Non-prioritize scheme. The scheme maintains the CDP under a certain threshold value
to attain maximum channel utilization. But, both HC and NC are given equal treatment
this causes an increase of CBP and CDP which degraded the performance of the network.
In this paper, the proposed novel CAC scheme named “Call Admission Control for Real-
Time and Non-Real-Time Traffic in Vehicular LTE Downlink Networks” aims to
remedy the inefficiency of [14].

The rest of this paper is organized as follows: Sect. 2 describes the LTE system
architecture and frame structure. Section 3 presents the proposed algorithm. Experi‐
mental results are illustrated in Sect. 4. Section 5 concludes the paper and outlines of
the future work.

2 LTE System Architecture and Frame Structure

The LTE architecture is described in Fig. 1 which generally consists of two parts:
(1) the Radio Access Network (RAN) and (2) core networks also called Evolved Packet
Core (EPC). The EPC connects the RAN with other IP network such as the Internet and
is responsible for routing, scheduling, mobility, handover processes, and CAC [15]. The
LTE RAN has two types of nodes: enodeB that serve as base station and UE. Each
enodeB offers access for a certain number of UEs over a wireless channel, which creates
a cell. The CAC schemes are used to manage the calls for diverse UEs connected to the
same enodeB. The UEs are uniformly distributed in the cell, and each UE can be clas‐
sified into different kinds based on their QoS requirements and call type. In this work,
the network consists of call types which include Handoff a call and new call. Every call
type can be classified to serve different traffic classes which are categorized into RT and
NRT. We assume that the requests from RT users have the highest priority, while NRT
user requests are considered as the lowest priority.
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Fig. 1. LTE system architecture

The frame structure for LTE downlink consists of 10 ms radio frames, each frame
is divided into ten subframes of 1 ms, while each of the subframes is divided into 0.5 ms
slots. Each slot contains 7 Orthogonal Frequency Division Multiplexing (OFDM)
symbols for normal cyclic prefix and 6 for extended cyclic prefix [15]. Moreover, the
frequency domain consist of resources which are grouped into 12 subcarriers (180 kHz)
and subcarrier of 15 kHz spacing; each one unit of the 12 subcarriers for the duration of
one slot (0.5 ms) is called a resource block. A Resource block is the minimum element
of resource allocation assigned by the enodeB. The resource element corresponds to one
complex value modulation symbol in OFDM.

3 Proposed Algorithm

In this paper, we proposed a novel CAC scheme “Call Admission Control for Real-Time
and Non-Real-Time Traffic in Vehicular LTE Downlink Networks” which is an
improvement of Non-prioritize scheme. Firstly, the limitations of Non-prioritize scheme
are outlined. The scheme maintains the CDP under a certain threshold value to attain
maximum channel utilization. But, both HC and NC are given equal treatment this causes
an increase of CBP and CDP which degraded the performance of the network. Further‐
more, to address the shortcoming of the Non-prioritize scheme, our scheme prioritized
the calls into HC and NC. The HC has the highest priority and in this case we considered
the RT traffic class. On the other hand, the NC has the lowest priority hence NRT are
the best example. When calls arrive into the network, the algorithm categorizes them
into HC and NC. At this stage, prioritization takes place in which the HC gets the highest
priority. For both HC and NC, the intensity of the traffic is calculated which can be in
twofold: low and high. A threshold value is computed based on Eq. 1. When the threshold
value is less or equal to the intensity of traffic, then HC or NC calls are accepted, other‐
wise, the calls are rejected. Figure 2 presents the block diagram on how the proposed
algorithm operates.

th
value

= 𝛽 ∗ P
HC

+ P
NC

. (1)
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where 𝛽 is equal to 10, P
HC

 and P
NC

 denotes the probabilities of HC and NC respectively.

Fig. 2. Block diagram of the proposed algorithm

4 Experimental Results

This section analyses the findings and experimental results to evaluate the performance
of the proposed scheme. The experimental results are obtained with the help of system
level simulator. The performance of the proposed scheme is measured in terms of call
dropping probability, call blocking probability and data throughput. The simulation
scenario consists of one hexagonal cell with 500 m radius. The total bandwidth used is
5 MHz with 25 resource block per slot of 12 subcarriers spacing. The classifications of
traffic are allocated between RT and NRT users. The arrival rate for both RT and NRT
is a Poisson distribution with the service mean exponentially distributed. Table 1
summarizes the simulation parameters.

Table 1. Simulation parameters

Description Value
Bandwidth frequency 5 MHz
Number of RBs 25
Distance between enodeB 500 m
User distrubution Uniform
Simulation time 50 TTIs (50 ms)
Average user speed 4.16 m/s

Figures 3 and 4 depict the results of call dropping probability and call blocking prob‐
ability. It can be observed that the proposed scheme has the lowest probabilities due to the
prioritizing of user call request by applying the formula (1) which gives a higher priority
to HC while NC has the lowest priority. At arrival rate of 0–0.1 (call/sec), both scheme
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indicate similar performance. But when the arrival rate was increased from 0.1–0.8 (call/
sec) the proposed algorithm outperformed the Non-prioritize scheme with a decrease of
CDP of 22.88% and CBP of 16.01%. Hence, we can conclude that the proposed scheme
guarantee the QoS requirement for vehicular multimedia wireless systems.

Fig. 3. Call dropping probability

Fig. 4. Call blocking probability

Data throughput is compulsory for a fruitful communication. Figure 5 shows the data
throughput for the two schemes. From the figure we can observe that the Non-prioritize
scheme cannot fully utilize the available resources efficiently due the Non-prioritization
of user calls. This condition resulted in high CDP, CBP and low data throughput. The
proposed scheme adopted prioritization of user call; hence this causes low CDP
(22.88%), CBP (16.01%) and an increase in data throughput with 22.67% improvement
compared with Non-prioritize scheme.
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Fig. 5. Data throughput

5 Conclusion and Future Directions

In this work, we propose a novel call admission control scheme named “Call Admission
Control for Real-Time and Non-Real-Time Traffic in Vehicular LTE Downlink
Networks” that aims at accepting or rejecting user based on prioritization of calls. In
this proposed scheme, the types of calls are classified into HC and NC calls, and the
traffic requests are categorized into RT and NRT. Extensive experimental results using
the system level simulator shows that the proposed scheme outperformed the Non-
prioritize scheme with decrease of CBP (16.01%), CDP (22.88%), and improved data
throughput (22.67%). As part of future work, we plan to extend the work using different
load scenarios and test its performance in an analytical study.
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Abstract. Recently, the popularity of mobile devices has risen drastically due to the
increased functionality of the devices. This matter forces a large number of security
challenges that need high consideration. Android malware detection method can be
divided into two types, which are static and dynamic analysis. Static techniques are
often prone to high false negative rates due to evolution in code basis and code
repacking, although fast and efficient. While dynamic and behavior based analysis
aims to provide methods for effectively and efficiently extracting unique patterns of
each malware family based on its behavior. To address some of those shortcom‐
ings, the study uses permission-based Android malware feature as a basis for
malware detection using weighted based technique.

Keywords: Android malware · Detection · Weighted-based · Term Frequency-
Inverse document frequency

1 Introduction

At present, most of users prefers to use Android based mobile devices due to easy access
to many applications such as web browsing, social networking and online banking
transaction [1]. There are 3.79 billion mobile devices users out of 7.395 billion total
global populations reported [2]. Meanwhile in Malaysia, there are 43.43 million mobile
from 30.54 million total populations. This shows that a person may have more than one
mobile device where 59% is mobile Internet user. This phenomenon forces a large
number of security challenges such as leak of sensitive data, network or file system to
be addressed. As the rapid growth of smartphones, malware that target popular mobile
devices platform also widespread [3].

Smart mobile devices have an operating system just like a computer with additional
capabilities and capacities. Moreover, the mobile device has combination of network
connectivity with high-speed data networking capabilities and geo-location services [4].
Users can easily being forced to subscribe message or calls, remote control of money
transfer and extortion to ransomware. G Data reported 440,000 new Android malware
strains in the first quarter of 2015 which shows that each 18 s, a new mobile malware
strain for Android is discovered [5]. As a result, mobile devices become main target for
the malware attackers to seeking confidential information. This paper uses permission
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based analysis of Android malware as basis for malware detection. Objectives of this
study are:

1. to propose the Android Malware detection model using weighted-based approach,
2. to develop weighted based feature selection approach to detect Android malware,

and
3. to analyze the proposed feature selection approach and existing approaches by using

performance metric to classify Android malware.

The remainder of this paper is organized as follows. Section 2 describes related
research regarding Android malware detection approaches. Section 3 examines the
Android malware feature selection approach pertaining the data and feature set used in
the experiment and Term Frequency-Inverse Document Frequency (TF-IDF) algorithm
as well. Section 4 gives the performance analysis result and the effectiveness of the
proposed weighted-based feature selection. Section 5 concludes the work and direction
for future work is discussed.

2 Related Work

This section will examine two feature selection approaches for Android malware,
namely, static analysis and dynamic analysis.

2.1 Static Analysis

Static analysis will inspect mobile application and disassemble the code [6]. Two main
techniques in static analysis are decompiling and data flow tracking. Thus, this analysis is
fast and fairly easy, static analysis requires regular updates of threat databases and it may
be evaded by complicated techniques. Varsha et al. [7] proposed a broad static analysis
system to classify the Android malware application. To generate vector space model, hard‐
ware components, permissions, application components, filtered intents, op-codes and
number of small files per application are used as features which are selected using Entropy
based Category Coverage Difference. Support Vector Machine (SVM), Rotation Forest and
Random Forest are used for system performance evaluation. They achieved 98.14% accu‐
racy using Random Forest classifier tested on 198 of feature length. However, opcodes are
prone to obfuscation which could be handled by implementing a normalizer.

Other static analysis approach is DeDroid which investigated botnet-specific properties
used to detect mobile applications with botnet intensions [8]. Command and control
features associated with four well-known malware families including DroidKungFu,
Plankton, GoldDream, and Geinimi has been examined. Static analysis is performed using
reverse engineering applications by taking five samples from each malware family. The
first evaluation was run on 5064 malware binaries belong to 20 malware families. The
result shows that 1795 malware samples have been detected having command and control
features. Top six malware families with the highest detection ratio have been taken to vali‐
date the results where FakeRun achieved the highest accuracy with 100% value.
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2.2 Dynamic Analysis

Dynamic analysis provides new methods for extracting the malware patterns effectively.
This method focused on time when the Android application are being executed either

Table 1. Comparisons of related works

Work Approach Technique Features Sample Accuracy
Varsha [7] Static

Analysis
Entropy
based
Category
Coverage
Difference

Hardware
components,
Requested
permissions,
Application
components,
Filtered
intents, Op-
codes

Drebin,
Google Play
Store

98.14%

Karim [8] Static
Analysis

Reverse
Engineer

Permissions,
API calls

Drebin First evaluation:
FakeRun: 100%,
FakeDoc: 98%,
DroidKungFu:78%,
Plankton: 84%,
Geinimi: 90%,
GoldDream 80%
Second evaluation:
Geinimi: 93%,
GoldDream: 89%,
Plankton: 82%,
Kungfu: 78%,
DroidKungfu: 69%

Zhou et al.
[9]

Dynamic
Analysis

Permission
based
behavioral
footprinting,
Heuristics
based
filtering

Permissions Android
Market

Not available

Enck et al.
[10]

Dynamic
Analysis

System-
wide
dynamic
taint
tracking

System calls,
network
access

Android
Market

Not available

Li et al. [6] SVM based
(Machine
Learning)

Weight
Calculation

Permissions,
API calls

Drebin,
Google Play
Store

API calls: 81%
API calls and risky
permission
combinations: 86%

Wu et al.
[11]

Dynamic
analysis

Reverse
Engineer

API Calls Google Play
Store

86.1%
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accessing private data or using Application Program Interface (API) calls [6]. Dynamic
analysis undergoes offline analysis because of the large amount of computational over‐
head. To detect new samples of known Android Malware families, DroidRanger [9]
propose a permission based behavioral foot-printing scheme. The DroidRanger identi‐
fied certain inherent behaviors of unknown malicious families on 204,040 applications
collected from five different Android Markets.

TaintDroid [10] used System Call information and other network access to do real-
time analysis by leveraging Android’s virtualized execution environment. TaintDroid
is capable to track multiple sources of sensitive data and monitor the behavior of 30
popular third-party Android applications simultaneously. TaintDroid manage to identify
misbehaving applications by monitoring flow of privacy data.

Li et al. [6] integrated risky permission combinations and vulnerable API calls as
features in the Support Vector Machine (SVM) algorithm. The small files are analyzed
and the weight of every dangerous API in the feature vector is calculated using Term
Frequency-Inverse Document Frequency (TF-IDF) algorithm. The SVM-based
malware detection that contribute dangerous API calls achieved 81% accuracy, while
both dangerous API calls and risky permission combinations achieve 86% accuracy.

DroidDolphin [11] extracted useful static and dynamic features to detect malicious
applications. This analysis involved GUI-based testing, big data analysis, and machine
learning. DroidDolphin Architecture code collects the run-time logs of an Android
application and decides whether it is a malware or not using machine learning techni‐
ques. The preliminary experiment used 32,000 benign and 32,000 malicious applications
as training data, and 1,000 benign and 1,000 malicious applications as testing data. The
results showed that the prediction accuracy reaches 86.1%.

Although there are clear advantages to detect Android malware as shown in Table 1,
there are at present not many methods specifically designed based on dynamic approach.
Our study differs from the previous work on feature selection in several ways. We
propose a dynamic feature selection by using weighted based technique on permission-
based features. We considered analyzing permission-based Android malware features
in order to evaluate the malware behaviors. We then choose to use Random Forest algo‐
rithm as our classifier.

3 Android Malware Feature Selection Approach

In this section, we discuss the proposed weighted based technique for Android malware
detection approach. We will first introduce the model and feature selection and extrac‐
tion process.

3.1 Android Malware Detection Model

Figure 1 shows the Android malware detection model and general processing steps. The
processing phases includes: preprocessing of the Android malware dataset, feature
extraction and selection, dynamic feature selection, classification using machine
learning algorithm, and finally the evaluation of the detection result. The model is
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generated by following general data mining approach which aims to build a classifier
for Android malware. The classifier should be able to class correctly all the sample either
malware or benign.

Android Malware 
Dataset Preprocessing

Intermediate Output

Machine Learning Result and 
Evaluation

Final Output

Dynamic Feature Selection

Weighted-based
Feature Selection 

Using TF-IDF

K-means Cluster

BenignMalware

Fig. 1. Android malware detection model

The proposed model is evaluated using Drebin [12] dataset. We consider both
samples from benign and malicious application. There are various Android dangerous
features such as read_calendar, read_contacts, access_fine_location, receive_sms and
read_external_storage. All samples are extracted into human readable format (.xml).
Then, the samples will undergo the preprocessing process where all data are cleaned up
and normalized. Figure 2 shows the data will go through feature selection process by
implementing dynamic feature selection approach using weighted-based feature selec‐
tion technique. Data will be classified into malware or benign using K-means cluster.

In machine learning phase, we used Random Forest [19] as a classification algorithm.
The models will be generated and trained using Waikato Environment for Knowledge
Analysis, WEKA [13]. Random Forest algorithms are selected because the algorithm
works based on combination of tree predictors. Class with the highest vote is considered
the best output by considering the voted classes of all individual trees. Moreover,
Random Forest algorithm is good for complex classification tasks. It has methods for
balancing error in class population that unbalanced. Finally, two datasets are constructed
namely as Experiment 1 and Experiment 2. We use the same sets of data as our main
focused in this paper is to propose the weighted based feature selection approach.

3.2 Feature Selection and Extraction

Sample of Android data that have been extracted into.xml file will undergo feature
selection process. The next step in the process is to generate components of a feature
vector by analyzing the database. In feature selection, irrelevant and redundant features
will be removed [7]. The dangerous permission is selected as feature because each
application installation will request the permission to use certain systems data and
features [14]. Functionality of Android application will be exposed to other application
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through request permissions. Moreover, application with dangerous permission can
access user private information and affect the stored data or operation of others appli‐
cation. Table 2 shows the description of 18 Permission-based Android malware features
that will be used in the experiment. Then, the permission-based feature is selected
derived from weight value calculated using TF-IDF and the proposed feature selection
algorithm.

Table 2. Types of dangerous permission-based feature [14]

Type Permission Description
Calendar read_calendar Allows an application to read the user’s calendar data.

write_calendar Allows an application to write the user’s calendar data.
Camera camera Required to be able to access the camera device.
Contacts read_contacts Allows an application to read the user’s contacts data.

write_contacts Allows an application to write the user’s contacts data.
get_accounts Allows access to the list of accounts in the Accounts

Service.
Location access_fine_location Allows an application to access precise location.

access_coarse_location Allows an application to access approximate location.
Microphone record_audio Allows an application to record audio.
Phone read_phone_state Allows read only access to phone state, including the

phone number of the device, current cellular network
information, the status of any ongoing calls, and a list
of any PhoneAccounts registered on the device.

call_phone Allows an application to initiate a phone call without
going through the Dialer user interface for the user to
confirm the call.

process_outgoing_calls Allows an application to see the number being dialed
during an outgoing call with the option to redirect the
call to a different number or abort the call altogether.

SMS send_sms Allows an application to send SMS messages.
receive_sms Allows an application to receive SMS messages.
read_sms Allows an application to read SMS messages.
receive_mms Allows an application to monitor incoming MMS

messages.
Storage read_external_storage Allows an application to read from external storage.

write_external_storage Allows an application to write to external storage.

Using Weighted Based Feature Selection Technique 59



3.3 Term Frequency Inverse Document Frequency (TF-IDF) Algorithm

Based on vector space model, a textual file is represented as bag of word in text cate‐
gorization [15]. A vocabulary for the whole collection of word is constructed after
analyzing the text and extracting the words. A vector of terms extracted from the whole
set of documents, thus the vocabulary is maintained. Term Frequency (TF) creates
document for each vector of terms that match the vocabulary. Each cell in the vector
will represents the TF in the corresponding document as shown in Eq. 1. Document
Frequency (DF) is characterized term in the vocabulary using its frequency in the whole
collection. TF and DF are two important terms in TF-IDF algorithm. The evolution of
TF representation from counting words was replaced by other methods for representing
executable files such as byte-sequence n-grams, in malware classification analysis.

TF =
term frequency

max (term frequency in document)
(1)

TF − IDF = TF × log
(

N

DF

)
(2)

Next, TF extended into Term Frequency-Inverse Document Frequency (TF-IDF).
TF-IDF combine term’s frequency in the document (TF) and its frequency in the docu‐
ment’s collection, called as Document Frequency (DF) as shown in Eq. 2. Then, the

normalized TF value is multiplied by IDF = log
(

N

DF

)
 where N is number of documents

in the entire file collection, while DF is number of files in which the term appears. By
using TF-IDF, the weight of specification behavior is calculated.

SVM-based approach [6] altered the TF-IDF formula to analyze and calculate the
weight of dangerous API calls. TFij defined in the Eq. 3, where Nij is the number of times
that Android application Dj calls specific dangerous API i. Mj is the total number of
times Dj calls all different dangerous API.

TFij =
Nij

Mj

(3)

IDFi in Eq. 4 represent D as the total number of malware in the training dataset. Di is
the number of times that a certain dangerous API is called.

IDFi = log
(

D

Di + 1

)
(4)

3.4 Weighted Based Feature Selection Algorithm

The proposed weighted based feature selection technique is modified based on the TF-
IDF algorithm where our approach focused on both sample and feature. The following
equations explain the modified TF-IDF where Eq. 5 shows that tfij is the value of Android

60 N.H. Mazlan and I.R.A. Hamid



malware feature’s i in sample j. While, max(tfi) is a maximum value of Android malware
feature’s i in all sample.

TFij =
tfij

max(tfi)
(5)

IDF in Eq. 6 represent N as the total number of Android malware feature in dataset,
where nj is number of occurrence of Android malware feature appear in sample j.

IDFj = log
(

N

nj

)
(6)

Therefore, the weight equation is defined in Eq. 7 where Wi is weighted calculation by
multiply the amount of TF and IDF.

Wi = TFij × IDFj (7)

4 Performance Analysis

This section explained the experimental setup of Android malware detection using
feature selection methods.

4.1 Experimental Setup

In our study, the detection was performed using WEKA. We used 500 permission-
based samples of dataset consist of malware and benign from Drebin [12] for the
experiments. The permission-based sample consists of 18 features tested on two
types of experiment denoted as Experiments 1 and 2. The Experiment 1 is permis‐
sion-based features tested using TF-IDF algorithm while Experiment 2 use weighted-
based Feature Selection algorithm as feature selection approach.

4.2 Performance Metric

In order to measure the effectiveness of the detection approach, we refer to four
possible outcomes as: Accuracy, Precision, Sensitivity and F-score. Accuracy in
Eq. 8 shows the probability of the class label value to assess the effectiveness of the
algorithm. To assess the predictive power of the algorithm, precision estimate the
predictive value of a label depending on the class. Main evaluation parameter, F-
score, is a composite measure which benefits algorithms with higher sensitivity. It
is a weighted average of precision (P) in Eq. 10 and Recall (R) in Eq. 11 calculated
using Eq. 9. During the result analysis, True Positive Rate (TPR) and False Positive
Rate (FPR) are measured. True positive (TP) is malware classified as malware,
while false positive (FP) is benign being misclassified as malware. True Negative
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(TN) is benign classified as benign while false negative (FN) is malware
misclassified as benign.

Accuracy = (TP + TN) ∕ (TP + FN + TN + FP) (8)

F − score = (2PR) ∕ (P + R) (9)

Precision (P) = (TP) ∕ (TP + FP) (10)

Recall (R) = (TP) ∕ (TP + FN) (11)

4.3 Result and Discussion

The experiment is tested on 500 dataset, which is then constructed two sets of experi‐
ment. Data for Experiment 1 consists of 10 features that have the highest TF-IDF value.
Experiment 2 contains 10 features with highest weighted-based Feature Selection algo‐
rithm value. Random Forest classifier with 10 folds cross-validation has been used for
both experiments. Table 3 shows list of permission-based features selected by TF-IDF
algorithm and weighted-based feature selection algorithm.

Table 3. Permission-based features selection approaches

Rank TF-IDF Value Rank Weighted-based feature
selection

Value

1 process_outgoing_calls 2.096910013 1 access_coarse_location 1.255272505
2 receive_mms 2.000000000 2 access_fine_location 1.255272505
3 read_external_storage 1.657577319 3 call_phone 1.255272505
4 write_calendar 1.657577319 4 camera 1.255272505
5 read_calendar 1.619788758 5 get_accounts 1.255272505
6 record_audio 1.619788758 6 read_phone_state 1.255272505
7 get_accounts 1.585026652 7 record_audio 1.255272505
8 write_contacts 1.468521083 8 send_sms 1.255272505
9 read_sms 1.397940009 9 write_external_storage 1.255272505
10 receive_sms 1.376750710 10 process_outgoing_calls 0.954242509

Table 4. Evaluation performance using random forest classifier

Dataset Class TP rate FP rate Precision Recall F-Measure Accuracy
Experiment 1 Benign 1 0.12 0.994 1 0.997 99.4%

Malware 0.88 0 1 0.88 0.936
Experiment 2 Benign 0.998 0 1 0.998 0.999 99.8%

Malware 1 0.002 0.989 1 0.994

Table 4 shows the evaluation performance for Experiments 1 and 2 with accuracy value
of 99.4% and 99.8% respectively. There is a slight increased on detecting Android
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malware using our proposed feature selection algorithm. Furthermore, Experiment 2
achieved 100% TP rate to classify malware as compare to 88% for Experiment 1. Thus,
this shows that Experiment 2 has better features selection which correctly classified the
malware. We consider to use F-measure value because it is a robust measure. The larger
F-measure values correspond to better predictability of the classes. Experiment 2 achieved
higher F-measure value than Experiment 1 for both benign and malware classes. As for
Benign class, Experiments 1 and 2 achieved 99.7% and 99.9% respectively. Also, for
malware class, Experiments 1 and 2 gets 93.6% and 99.4% respectively. As a result, the
feature selection for Experiment 2 is more generalized and managed to detect benign and
malware sample accurately.

5 Conclusion

This paper proposed dynamic feature selection by using weighted-based feature selec‐
tion algorithm to detect Android malware. The importance of feature selection methods
such as TF-IDF will be experimentally justified using machine learning algorithm. The
proposed features selection approach and existing approaches has been analyzed using
performance metric. We used permission-based feature for the experiment. For future
research, we need to analyze other Android malware feature to expand the Android
malware detection research area.
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Abstract. Wireless full-duplex can significantly improve the system efficiency
of a wireless LAN. Most existing full-duplex MAC protocols select a pair of full-
duplex transmissions (uplink transmission and downlink transmission) only
based on the interference between the uplink sender and the downlink receiver.
In this paper, we propose a novel requirement-based full-duplex (RB-FD) MAC
protocol, which aims at providing the differentiated services for all nodes in
WLAN. In our RB-FD protocol, according to the demands for uplink transmission
and downlink transmission of each node, we differentiate uplink-dominant (UD)
node and downlink-dominant (DD) node. For an UD node, we target to provide
more uplink resource, while for a DD node, we target to provide more downlink
resource. Extensive simulations are performed to validate that the proposed RB-
FD can achieve the desired objectives.

Keywords: Full-duplex · Differentiated service · Requirement · QoS · WLANs

1 Introduction

Recently, wireless full-duplex has been an attractive topic and is discussed in IEEE
802.11ax task group [1] for the next generation wireless LAN (WLAN) standard,
because it may potentially double the system throughput [2]. In order to maximize the
system efficiency, some existing works [3–7] proposed several feasible full-duplex
MAC protocols to select a pair of full-duplex transmissions (i.e., uplink and downlink
transmissions). However, most of them select a pair of full-duplex transmissions only
based on the interference between the uplink sender and the downlink receiver.

The authors in [5] selected a pair of full-duplex transmissions based on the relation‐
ship between the interference and the threshold value. For example, when a node
executes an uplink transmission to AP, AP randomly chooses a node as its downlink
receiver. If the interference between this node and the selected node is less than the
interference threshold, the selected node would notify AP to continue its downlink
transmission, and then the full-duplex transmission happens. However, if the interfer‐
ence is larger than the threshold, the selected node would notify AP to stop its trans‐
mission, and then the transmission reduces to half-duplex transmission.
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The authors in [3, 4] focus on minimizing the interference, and introduce the priority
setting in their MAC protocols, so that the node with the smallest interference has the
highest priority to initiate a transmission.

The authors in [6, 7] focus on avoiding the interference, and proposed the full-duplex
MAC protocol to achieve the full-duplex transmission among the uplink sender, AP,
and the downlink receiver. In their studies, the uplink sender and the downlink receiver
are hidden terminal with each other, so there is no interference between them.

In short, all of these related works proposed the mechanisms only depending on one
perspective. The similar study method also exists in another research direction. For
example, the authors in [8] proposed a social incentive mechanism. However, in [8],
what a participant gains only depends on his/her friends. Different from all of the above
related works, in this paper, we proposed a novel requirement-based full-duplex (RB-
FD) MAC protocol to achieve the different resource allocation for the node with different
requirements. Our RB-FD protocol chooses a pair of full-duplex transmission depending
on two perspectives: the interference value and the requirements of each node. By doing
so, we can well guarantee the quality of service (QoS) requirements of all nodes.

2 RB-FD Protocol Overview

In this section, we overview the design idea of the RB-FD protocol. In our design, all
nodes and AP have a single antenna with the full duplex capability. According to the
demands for the uplink transmission and downlink transmission of each node, we divide
all nodes into two types: uplink-dominant (UD) node, and downlink-dominant (DD)
node, where we regard a node as UD node if its uplink traffic ≥ its downlink traffic, and
regard a node as DD node if its uplink traffic < its downlink traffic.

The main goal of RB-FD protocol is to provide differentiated services for both UD
node and DD node. Specifically, for a UD node, the system will provide more resources
to its uplink than to its downlink; for a DD node, the system will provide more resources
to its downlink than to its uplink. To this end, we introduce a dynamic priority assign‐
ment in the contention process, so that the nodes with different types can acquire different
services. Figure 1 shows the transmission procedures of our RB-FD protocol. In RB-
FD, TDC contention follows the legacy RTS/CTS protocol. FDC contention contains
three-round process: round 1 (R1), round 2 (R2), and round 3(R3), and the dynamic
priority assignment is in R1. DTX transmission contains a pair of full-duplex transmis‐
sion: uplink and downlink transmissions.

RTS-FD CTS-FD

SIFSDIFS Conten on

SIFS

SIFS Full-duplex 
Transmission

SIFS ACK

FDC 
Conten on

DTX 
Transmission

R1 R2 R3

SIFS

TDC 
Conten on

Fig. 1. The transmission procedure of the RB-FD protocol.

One salient feature of our design is to introduce two-type of contention (i.e., TDC
and FDC), the purpose is to either choose the right uplink sender via TDC contention
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and the right downlink receiver via FDC contention, or choose the right downlink
receiver via TDC contention and the right uplink sender via FDC contention. The
rationale behind such design is explained in Sect. 3.2.3. Once both the uplink sender
and the downlink receiver are determined, in DTX transmission, our design allows
simultaneous transmissions of uplink and downlink to be executed, and then improve
the system utilization.

3 RB-FD Design Details

3.1 TDC Contention

TDC contention is similar to the legacy contention in 802.11, as shown in Fig. 1. In the
legacy 802.11 protocol, after sensing channel idle for DIFS, all nodes and AP generate
a random backoff counter value among [0,CW-1], and contend for the channel using the
binary exponential backoff (BEB) algorithm. The backoff counter is decremented as
long as the channel is sensed idle, and frozen when the channel is sensed busy. Once its
backoff counter decreases to 0, a node reserves the channel by sending an RTS frame.
However, different from the legacy protocol, in this paper, in order to differentiate the
UD node and DD node, we introduce a new type of RTS and CTS frames, termed as
RTS-FD frame and CTS-FD frame, respectively.

3.1.1 RTS-FD Frame
We introduce an RTS-FD frame to differentiate the RTS-sender type (i.e., AP, or UD
node, or DD node). This RTS-FD frame differs from the legacy RTS frame by 2 bits. In
particular, the Frame Control field of the legacy RTS control message contains two
distinct sub-fields: a 2-bit ‘Type’ field and a 4-bit ‘Sub-Type’ field. At present, in 2-bit
Type field, three values of ‘00’, ‘01’, and ‘10’ have been used, while the value of ‘11’
is still reserved. Meanwhile, all corresponding 16 Sub-Type values (0000–1111) for 2-
bit ‘11’ are also reserved. Hence, when we set the value of 2-bit ‘Type’ to ‘11’, we can
use the last 2-bit of 4-bit Sub-Type field to represent the RTS-sender type. For example,
the last 2-bit value is 00 if the RTS-sender is AP, 01 if the RTS-sender is a UD node,
and 10 if the RTS-sender is a DD node. By doing so, the receiver can easily determine
the RTS-sender type by checking this 2-bit value.

3.1.2 CTS-FD Frame
The CTS-FD frame not only needs to inform the RTS-sender like the legacy CTS frame
that the channel has been reserved successfully, but must need to inform all nodes that
(1) the current TDC transmission type; (2) which node can attend the FDC contention;
and (3) the interference value between the RTS-sender and RTS-receiver (this value will
be discussed in Sect. 3.2.1).

Figure 2 illustrates the frame structure of a CTS-FD frame. Three red dashed line
boxes respectively denote three new added functions. In the following, we explain these
three functions one by one.
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Fig. 2. The structure of the proposed CTS-FD frame.

TX Type: In our design, we define four TDC transmission types: Case UD → AP, i.e.,
a UD node sends an RTS-FD frame to AP, and becomes an uplink sender. Case
DD → AP, i.e., a DD node sends an RTS-FD frame to AP, and becomes an uplink sender.
Case AP → UD, i.e., AP sends an RTS-FD frame to a UD node, and this UD node
becomes a downlink receiver. Case AP → DD, i.e., AP sends an RTS-FD frame to a DD
node, and this DD node becomes a downlink receiver.

These four TDC transmission types are mapped to two binary bits. The value of 00
and 01 respectively denote that the TDC transmission types are Case UD → AP and
Case DD → AP, and the TX Type value of 10 and 11 respectively denote that the TDC
transmission types are Case AP → UD and Case AP → DD. The CTS-sender directly
sets the TX Type value to the corresponding binary bits in a CTS-FD frame once the
TDC transmission type is determined, and then all nodes can determine the current TDC
transmission type by checking the TX Type value.

Bitmap: We use Bitmap to notify the node which needs to attend the FDC contention.
In Bitmap [11], the i-th bit value of 1 represents that the i-th node needs to attend FDC
contention, and the bit value of 0 represents that the node does not attend the contention.
In this paper, the length of Bitmap is 6 Bytes, which means AP can support 48 nodes at
most.

When the current TDC transmission type is Case UD → AP or Case DD → AP, AP
can directly set the i-th bit value to 1 if AP has packet to node i, and set it to 0 otherwise.
This is because once a node wins the FDC contention, it would become the downlink
receiver. When the current TDC transmission type is Case AP → UD or Case AP → DD,
this downlink receiver directly set all bits in Bitmap field to 1, means all nodes can attend
the contention. This is because once a node wins FDC contention, it would become the
uplink sender. However, in these two cases, the downlink receiver does not know which
node has packet to AP, so it set all bits in Bitmap field to 1.

3.2 FDC Contention

After TDC contention, the nodes perform FDC contention to choose the undetermined
uplink sender or downlink receiver. In FDC contention, three-round process are
included: R1, R2, and R3, as shown in Fig. 2. In R1, a node first judges that whether it
satisfies the FDC contention conditions. If yes, it performs the FDC contention according
to the dynamic priority rules. For example, it randomly selects a subcarrier from a
specified subcarrier range.

In R2, a node, whose selected subcarrier number in R1 is the smallest, transmits its
signature to AP through the whole channel. Note that if multiple nodes select this
smallest subcarrier, they would send their signatures in R2 simultaneously.
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In R3, AP detects the received signatures through cross-correlation method [10]. If
only one signature is detected, it indicates that there is no collision occurs in R1. AP
directly broadcasts this signature in R3. The node which sends signature in R2 becomes
the downlink receiver or the uplink sender. If AP detects multiple signatures, it indicates
that there must be a collision occurs in R1, and then AP sends nothing in R3. As a result,
all nodes fail in FDC contention, and the undetermined uplink sender or downlink
receiver in TDC contention is still unknown.

Below, we specify the contention condition and the dynamic priority assignment in
R1. After that, we explain the rationale behind such contention design.

3.2.1 FDC Contention Contentions
If the current TDC transmission type is Case UD → AP or Case DD → AP, it implies
that in the incoming DTX transmission, the uplink sender has been determined, and FDC
contention is used to determine the potential downlink receiver. Assume that node i is
the determined uplink sender. Node j is allowed to perform FDC contention, if both of
the following two conditions are satisfied: (1) Node j receives a CTS-FD and finds that
the j-th bit in the Bitmap is set to 1; (2) Node j’s signal-to-interference ratio, SIRj, is
larger than a threshold γ, namely, SIRj > 𝛾. Note that SIRj > 𝛾 means that node i’s uplink
transmission will not interfere with node j’s reception. We define SIRj as follows.

• When j = i, node j’s transmission to AP will interfere with node j’s reception and
therefore such interference is called a self-interference. Assume that after cancella‐
tion, the remaining self-interference (RSIj) at node j can be expressed as a constant
fraction of the transmitted power, namely, RSIj = gjPj→AP, where gj is a constant
determined by the hardware [12], and Pj→AP is node j’s transmission power to AP.
We define SIRj as follows.

SIRj =
PAP→j|hAP→j|

2

gjPj→AP

, (1)

where PAP→j is AP’s transmission power to node j; hAP→j is the channel coefficient
between AP and node j, and this value can be measured based on the power of the
signal (CTS-FD frame) received from AP [5] [7].

• When j ≠ i, node i’s transmission to AP will interfere with node j’s reception. We
define SIRj as follows.

SIRj =
PAP→j|hAP→j|

2

Pi→AP|hi,j|
2 , (2)

where Pi→AP is node i’s transmission power to AP;hi,j is the channel coefficient
between node i and node j, and this value can be measured based on the power of
the signal (RTS-FD frame) received from node i.
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If the current TDC transmission type is Case AP → UD or Case AP → DD, it implies
that in the incoming DTX transmission, the downlink receiver is determined, and FDC
contention is used to determine the potential uplink sender. Assume that node j is the
downlink receiver. Node i is allowed to perform FDC contention, if both of the following
two conditions are satisfied: (1) node i has packets to AP. This is because once node i
wins the FDC contention, it will execute an uplink transmission to AP in the DTX
transmission. Therefore, node i must check itself whether it has data to AP at first. (2)
Node i computes the SIR at node j, SIRj, and makes sure that SIRj > 𝛾.SIRj > 𝛾 means
that the node i’s uplink transmission will not interfere with node j’s reception. The
calculation of SIRj can refer to (1) and (2).

3.2.2 Dynamic Priority Rules
In our design, like the T2F scheme in [9], each node picks a random subcarrier from a
specified subcarrier range, and transmits a signal on the corresponding subcarrier. After
compare one’s own subcarrier number with others, a node with the smallest subcarrier
number could proceed with the contention in R2, and possibly becomes the FDC conten‐
tion winner. Unlike the T2F scheme, to achieve the differentiated services, assuming
three integers a, b, c where a < b < c, we define 3 priorities as follows.

• Prio_0: the highest priority whose subcarrier range is [1,a].
• Prio_1: the middle priority whose subcarrier range is [1,b].
• Prio_2: the lowest priority whose subcarrier range is [1,c].

Table 1 lists the dynamic priority rules in our design. Next, we focus on Case
UD → AP to specify the priority rules, and other cases can refer to Case UD → AP.

Table 1. Dynamic priority rules

Current UD node Current DD node Other UD nodes Other DD nodes
Case UD → AP Prio_l Null Prio_2 Prio_0
Case DD → AP Null Prio_0 Prio_2 Prio_1
Case AP → UD Prio_0 Null Prio_1 Prio_2
Case AP → DD Null Piro_1 Prio_0 Piro_2

When the transmission type is Case UD → AP, all nodes (including the current uplink
sender, termed as current UD node) which satisfy the FDC contention conditions, will
contend for becoming the downlink receiver. The priority setting of each node is listed
as follows.

• For the DD nodes, because they have more requirements for downlink resource, so
their priorities are the highest.

• For current UD node i, even though it does not require more downlink resource, it is
the TDC contention winner, so its priority is middle.

• For the other UD nodes (except UD node i), because they neither need more downlink
resource, nor win TDC contention, so their priorities are the lowest.
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3.2.3 The Rationale Behind Such Contention Design
In our design, we adopt both TDC and FDC contentions. The reason can be summarized
as follows. Compared with the TDC contention, the FDC contention can significantly
reduce the contention overhead, and then improve the system efficiency. So we introduce
the FDC contention in RB-FD. However, although FDC contention can improve the
system efficiency, it requires the stringent signal synchronization, and this is much
difficult to achieve when the node number is large. In this regard, the TDC contention
can well address this problem since TDC allows large amount of nodes to contend for
the channel with lax synchronization. On this account, we first adopt the TDC contention
to ensure one transmission direction is determined, and then only allow few nodes to
attend FDC contention.

3.3 DTX Transmission

In RB-FD, if the contentions in both TDC and FDC succeed, i.e., both the uplink sender
and the downlink receiver are determined. Then, at the time of the uplink sender executes
an uplink transmission to AP, AP also executes a downlink transmission to the downlink
receiver. Hence, full-duplex transmission happens.

If only the TDC contention succeeds, while the FDC contention fails, namely, either
the uplink sender or the downlink receiver is determined in TDC contention. In this case,
there only exists an uplink transmission or a downlink transmission. Therefore, the data
transmission reduces to half-duplex transmission.

Finally, the uplink receiver and downlink receiver send back the ACKs to the corre‐
sponding senders simultaneously, and the procedure of RB-FD is finished.

4 Performance Evaluation

In this section, we verify the performance of RB-FD protocol using our C++-based
simulator, which has been adopted in our previous works [13]. Concentrating on veri‐
fying the main design objectives (e.g., for an UD node, the system needs to provide more
resources to its uplink than to its downlink; and for a DD node, the system needs to
provide more resources to its downlink than to its uplink), we consider a saturated wire‐
less LAN (e.g., all nodes and AP always have packets to send), and assume that all nodes
satisfy the FDC contention conditions, and therefore have qualifications to attend the
consequent FDC contention. In the network, there are one AP, N = 2 UD nodes, and
M = 2 DD nodes. Each node has the same contention window size. The packet size is
set to 1500 bytes. The other default protocol parameter values are listed in Table 2. Each
simulation run lasts for 200 s.

Figure 3(a) plots the average uplink throughput and downlink throughput of a UD
node when CW varies from 100 to 500, where we respectively set the priority value of
(a, b, c) to (10, 10, 10), (50, 50, 50), and (10, 30, 50). From this figure, we can see that,
when we set the priority value to the same number (i.e., (10, 10, 10) or (50, 50, 50)), the
uplink throughput is almost equal to the downlink throughput. In contrast, when we set
the priority to the different values (i.e., (10, 30, 50)), the uplink throughput of UD node
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is always higher than its downlink throughput. This manifests that the proposed RB-FD
can well provide the differentiated service for a UD node, namely, allocate more resource
to its uplink transmission than to its downlink transmission.

Table 2. Parameters for performance evaluation.

Parameter Value
DIFS 50 us
SIFS 10 us
Slot time 20 us
RTS/RTS-FD 38/38 bytes
CTS/CTS-FD 44/52 bytes
ACK 38 bytes
TR1 10 Us
TR2/TR3 8 us
Phdr 26 bytes
Mhdr 28 bytes
Payload 1500 bytes
Rbasic 1 Mbps
Rdata 11 Mbps
TDATA (Phdr + Mhdr)@Rbasic + Payload@Rdata

Figure 3(b) plots the average uplink throughput and average downlink throughput
of a DD node. The simulation results almost repeat the results of Fig. 3(a), except that
the case when the priority value is (10, 30, 50). In such case, the downlink throughput
of DD node is always higher than its uplink throughput. This manifests that the proposed
RB-FD can well provide the differentiated service for a DD node, namely, allocate more
resource to its downlink transmission than to its uplink transmission.

Figure 3(c) plots the system throughput of the proposed RB-FD protocol and the
legacy RTS/CTS protocol. From this figure, we can see that, compared with the legacy
RTS/CTS protocol, the proposed RB-FD protocol can achieve average 79.86%, 89.35%,
and 94.64% improved throughput for the priority value of (10, 10, 10), (10, 30, 50), and
(50, 50, 50), respectively. This manifests that our proposed RB-FD protocol can signif‐
icantly improve the system efficiency.
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(c) 

Fig. 3. The average uplink throughput and downlink throughput of (a) an UD node, (b) a DD
node; (c) the system throughput of the RB-FD and legacy protocols, when we set (a, b, c) to (10,
10, 10), (50, 50, 50), and (10, 30, 50), respectively.
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5 Conclusion

In this paper, we propose a novel full-duplex MAC design, called RB-FD, to provide
the differentiated services according to the requirement of each user. We validate our
design through extensive simulations, and the simulation results verify that our design
is feasible.
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Abstract. RSA is an algorithm widely used in protecting the key exchange
between two parties for secure mobile and wireless communication. Modular
exponentiation is the main operation involved in RSA, which is very time
consuming when the bit-size is large, usually in the range of 1024-bit to 4096-
bit. The speed performance of RSA comes to concerns when thousands or millions
of authentication requests are needed to handle by the server at a time, through a
massive number of connected mobile and wireless devices. The performance of
RSA can be improved by utilizing parallel computing architecture or enhancing
existing modular exponentiation algorithm. In this paper, we exploit the
massively parallel architecture in GPU to perform RSA computations. Various
optimization techniques were proposed in this paper to achieve higher throughput
in RSA computation in two GPU platforms. Moreover, we also incorporated
signed-digit recoding to further improve the performance. To allow a fair compar‐
ison with existing implementation techniques, we proposed to evaluate the speed
performance in the best case (least ‘0’ in exponent bits), average case (random
exponent bits) and worse case (all ‘1’ in exponent bits). The overall throughput
achieved by our implementation is about 12% higher in random exponent bits and
50% higher in all 1’s exponent bits compared to the implementation without
signed-digit recoding technique. Our implementation is able to achieve 17713
and 89043 1024-bit modular exponentiation per second on random exponent bits
in GTX 960 M and GTX 1080, which represent the two state of the art GPU
architecture.
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1 Introduction

Mobile and wireless communication technologies are growing by leaps and bounds in
the past decade, which foster the emergence of Cloud Computing. One of the key aspects
of these technologies is the security features offered to protect the user’s privacy during
communication. RSA is a public key cryptosystem widely used for encrypting messages
or generating digital signatures to provide authentication feature in secure communica‐
tion. The core operation in RSA is modular exponentiation, which can be represented
by the equation C = Me mod N, where M is the plaintext, C is the ciphertext, e is the
exponent and N is a large prime number. Computing modular exponentiation is non-
trivial when the integer size is large. For example, RSA is consider insecure if the bit-
size is smaller than 1024-bit; this implies that the implementation of modular exponen‐
tiation in RSA needs to handle integers of at least 1024-bit.

A straightforward implementation of 1024-bit modular exponentiation with the expo‐
nent as large as 1024-bit will require a lot of modular multiplication to be performed.
Moreover, each modular multiplication involves a 2048-bit (2049-bit if the carry present)
product followed by an expensive division. To simplify the computation, Montgomery
Multiplication [7] was introduced to avoid the expensive division by replacing it with
cheaper shift operations. Binary method [8] is also widely used to reduce the number of
modular multiplication needed to compute a modular exponentiation.

Graphics Processing Unit (GPU) is massively parallel processors capable of
computing thousands of threads in parallel. GPU has been used in various applications
to accelerate cryptographic algorithms [1–4]. This motivates us to explore the possibility
to compute RSA in parallel using GPU, which is very useful for server applications that
need to handle millions of authentications from the clients simultaneously, such as
assessing personal and business information through mobile devices.

GPU was used in computing cryptographic algorithms including RSA. Neves et al.
[1] analyzed different methods to interleave Montgomery multiplication on GPU with
Tesla architecture and found FIOS and FIPS method is better than the most commonly
used CIOS method. They were able to achieve throughput of 41426 512-bit modular
exponentiations per second. On the other hand, Leboeuf et al. [2] mentioned that CIOS
method is more suitable for GPU with Fermi architecture; their implementation was able
to achieve throughput of 1.24 to 1.72 times greater than the fastest implementation on
the same GPU. Recently, Emmart and Weems [3] introduced four methods to perform
multiply-accumulate instruction across multiple generations of GPU (Tesla, Fermi,
Kepler, and Maxwell) and compared their performance. They found that every GPU
architecture achieved its best performance with different methods, as the clock per oper‐
ation for the multiply-accumulate instruction are different for some GPU. In another
work, Emmart et al. [4] discovered the optimal use of the instructions, memory, registers
and threads on the GPU with Maxwell architecture. In addition, they claimed that their
implementation is much faster than the state of the art by using the row-oriented multiply
and reduce. However, the work from Emmart et al. [3, 4] do not consider the signed
digit recoding technique, which can further improve the performance of Montgomery
exponentiation. Wu et al. [5] proposed a technique CMM-SDR which improve the
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conventional signed-digit recoding method to accelerate modular exponentiation.
However, no experimental result was presented in their paper.

Based on our observation of previous works [1–4], we found that the experiments
were only performed based on random bit exponent. Since the number of bit “1” occurs
in the exponent can greatly reduce the performance of modular exponentiation, it is not
fair to evaluate the performance solely based on random bit exponent that is not repro‐
ducible. Hence, we proposed to evaluate the performance by including the best case
(least ‘0’ in exponent bits) and worst case (all ‘1’ in exponent bits). This gives a better
understanding of the actual performance of an implementation as well as providing a
fair and reproducible comparison.

In this paper, we implemented the CMM-SDR method proposed by Wu et al. [5] in
GPU. We evaluated the performance in two GPUs, GTX 960 M (Maxwell) and GTX
1080 (Pascal). GTX 960 M is similar to the GPU used by Emmart et al. [3, 4], while
GTX 1080 represent the state of the art GPU architecture available in the market as of
2017. Our implementation can achieve 19528 (best case), 17713 (random exponent) and
17822 (worst case) 1024-bit modular exponentiations per second in GTX 960 M. On
GTX 1080, the performance is 102379 (best case), 89043 (random exponent) and 90562
(worst case) 1024-bit modular exponentiations per second.

The layout of this paper is organized as follows. In Sect. 2, we introduce the back‐
ground of Montgomery multiplication, binary exponentiation, signed digit recoding
algorithm [5] and the CMM-SDR Montgomery algorithm [5] and followed by our
proposed GPU implementation. In Sect. 3, the experimental setup and result, then
Sect. 4, analysis and discussion. Lastly, the conclusion of our work in Sect. 5.

2 Background

To compute arithmetic involving large integer size, a common method is to represent
the large integer in radix form. The coefficients of the radix form are stored in an array;
the arithmetic computations are then performed on these coefficients. If one of these
coefficients overflows, we need to perform carry propagation to avoid error. For
example, the number 12345 can be represented in radix form of base 10:

12345 = 1 ∗ 104
+ 2 ∗ 103

+ 3 ∗ 102
+ 4 ∗ 101

+ 5 ∗ 100

We store 1, 2, 3, 4, 5 in an array in this case. In this paper, the large integer is represented
in radix 232 as the GPU is a 32-bit processor. Hence, a 1024-bit integer can be represented
in radix form with 32 coefficients (which is also referred to as limbs in the literature).
Similarly, 2048-bit can be represented using 64 limbs, each limb is 32-bit.
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2.1 Montgomery Multiplication

The conventional way to perform modular multiplication requires expensive division
operation. Instead of using expensive division, Montgomery multiplication is able to
perform the reduction by using addition and bit shifting with a base to the power of two,
which is optimized for majority hardware architectures. Notice that, this requires
conversion from radix form to Montgomery form at the beginning of computation; it
also requires another conversion back to radix form at the end of the computation. These
two conversions are expensive, but it is still beneficial to use Montgomery multiplication
for modular exponentiation because most of the computations can be done in Mont‐
gomery form. Algorithm 1 shows the operations involved.

Note that if the b is selected as a power of two, the modular reduction in line 6 can
be replaced by bitwise shifting, which is very fast in most of the computer hardware.

2.2 Binary Montgomery Exponentiation

Binary method (Algorithm 2) can be used in conjunction with Montgomery multipli‐
cation to perform modular exponentiation. The algorithm begins by scanning the expo‐
nent bits from right to left; if the bit is ‘0’, only squaring is performed; if the bit is ‘1’,
an additional Montgomery multiplication is performed.
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2.3 Signed Digit Recoding

In binary method for exponentiation, the speed performance is determined by the number
of ‘1’ bit in the exponent, as additional multiplication is required for every ‘1’ bit.
Signed-digit recoding (Algorithm 3) reduce the number of ‘1’ bit in the exponent. The
output of this recoding method always has extra one digit than the binary representation.
For example, decimal 31 is represented as [1, 1, 1, 1, 1] (5 digits) in binary, but repre‐
sented as [1, 0, 0, 0, 0, −1] after signed digit recoding (6 digits). The number of zero
has been increased compared to the binary representation, but the number of one is
reduced.
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2.4 CMM-SDR Montgomery Algorithm

Wu et al. [5] proposed an improvement to the conventional signed-digit recoding tech‐
nique, named CMM-SDR (Algorithm 3). For each iteration, if the scanned bit is “1” or
“−1”, then it is a multiply and square, if “0”, then it is only a squaring.

Based on the theoretical complexity analysis by Wu et al. [5], as the probability of
computing REDC (S, C), REDC (S, D) and REDC (S, S) are same with the occurrence of
the signed digit “1”, “−1” and “0”, then together with the respective n number of single
precision multiplications. Thus, in averagely:

REDC (S, C) requires 1
6
(
2n2

+ n
)
 single-precision multiplications

REDC (S, D) requires 1
6
(
2n2

+ n
)
 single-precision multiplications

REDC (S, S) requires 2
3
(
n2

+ 2n + 2
)
 single-precision multiplications

With CMM-SDR, the occurrence of “0” digit is higher and able to save the number
of multiplication compared to the original method. For example, to compute the expo‐
nent of decimal 31 (scan from right to left):

In binary, [1, 1, 1, 1, 1], requires 𝟓
(
2n2

+ n
)
+ 𝟓

(
n2

+ 2n + 2
)
= 𝟏𝟓n

2
+ 𝟏𝟓n + 𝟏𝟎

single-precision multiplications.
In signed digit, [1, 0, 0, 0, 0, −1], requires

𝟐
(
2n2

+ n
)
+ 𝟔

(
n2

+ 2n + 2
)
= 𝟏𝟎n

2
+ 𝟏𝟒n + 𝟏𝟐 single-precision multiplications

single-precision multiplications.
Notice that, there is an operation involved modular inverse at the end of this algo‐

rithm. In order to reduce the extra cost of computing expansive in the modular inverse,
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we can perform the inverse modular multiplication with the technique introduced by
Koc et al. [6] which still utilize the usage of cheap division in reduction.

3 Proposed GPU Implementation

GPU has deep memory architecture with various memory types; each of them has their
own strength and limitation. We implemented CMM-SDR Montgomery multiplication
based on coarse-grained parallelism, whereby each thread is assigned to compute one
modular exponentiation. Since each thread is independent of each other, there is no
intense communication between threads, so shared memory does not provide significant
benefits to our implementation. At the same time, the computations within one thread
are somehow more intensive compared to fine-grained implementation. Thus, we do not
limit the number of registers used per thread and let the compiler allocates as much as
it could (Fig. 1).

Fig. 1. Fine-grained parallelism vs. Coarse-grained parallelism

First, we pre-compute the values of R, C, D and S, then copy these pre-computed
values, together with M’ (required to compute Montgomery multiplication), M and ESD

to global memory in GPU. Notice that all the values are represented in multi-limbs (32-
bit each) and store in the form of arrays, except M’ which is store in register.

Next, 32000 threads are launched to perform 32000 modular exponentiations; the
threads are organized as 125 blocks per grid, and 256 threads per block. Each thread has
to load the values of R, M, ESD, C, D and S into local memory and M’into register. During
the computations, C, D and S will be used to store the intermediate values. The results
of Montgomery exponentiation are stored in global memory and copied to the host
memory after the computations are completed.

4 Experimental Setup and Result

Most of the available works evaluate the performance based on random bit patterns on
the exponents. However, these random bit patterns are difficult to reproduce by others
as no information is provided regarding the random seed and algorithm used for gener‐
ating random numbers. In order to perform a fair comparison with other available works,
we proposed to evaluate the performance based on three different bit patterns. The first
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bit pattern is the smallest exponent (prime number with least number of ‘0’ in the expo‐
nent), the second bit pattern is random exponent and third bit pattern is the largest expo‐
nent (prime number with the most number of ‘1’ in the exponent). This corresponds to
the best case, average case and worst case respectively.

We evaluated the performance of 1024-bit and 2048-bit modular exponentiation on
GTX 960 M (Maxwell) and GTX 1080 (Pascal). We design and setup three different
scenarios to compute the modular exponentiations, with the largest, smallest and random
exponent bits. Each scenario is performed for 20 times and the average result is reported.
Besides, we only record the time taken for memory transaction within GPU and the
computation of modular exponentiation. The time for pre-computation, copy data in
between CPU and GPU and result verification are not recorded. The throughput is
calculated as the number of modular exponentiation computed per second.

Figures 2 and 3 show the results of our experiment on GTX 960 M and GTX 1080.
The results are compared with conventional Montgomery Multiplication without CMM-
SDR technique.

Fig. 2. Average throughput for 1024-bit montgomery exponentiation

Fig. 3. Average throughput for 2048-bit montgomery exponentiation
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5 Analysis and Discussion

5.1 The Smallest Exponent Bits (Best Case)

From Figs. 2 and 3, we can see that the throughputs for the conventional method are
always higher than the CMM-SDR method in this particular case. Referring to Table 1,
the number of non-zero remains the same as in CMM-SDR; instead, CMM-SDR method
has an extra computation of zero in both 1024 bits and 2048 bits. In fact, CMM-SDR
requires extra one additional Montgomery Multiplication (compare line 7, Algorithm 2
and line 9, Algorithm 4) and the extra computation of modular inverse and modular
multiplication (line 10, Algorithm 4). CMM-SDR suffers the computation overhead in
this case. As a result, the conventional method is more efficient than CMM-SDR for the
case of smallest exponent bits.

Table 1. Numbers of non-zero and zero in smallest exponent bits for conventional and CMM-
SDR (1024-bit and 2048-bit modular exponentiation)

Conventional CMM-SDR
Non-zero 1 1
Zero 1023/2047 1024/2048

5.2 The Largest Exponent Bits (Worst Case)

The CMM-SDR method started to shine in this scenario as its throughput is around 50%
higher than the conventional method. From the Table 2, we can see that the number of
non-zero is greatly reduced in CMM-SDR. In this scenario, the conventional method
needed to compute 1024 (1024 bits) and 2048 (2048 bits) times of squaring and multi‐
plication, whereas CMM-SDR method only needed to compute 2 times (1024 bits and
2048 bits). Thus, the CMM-SDR method is more efficient in this case.

Table 2. Numbers of non-zero and zero in largest exponent bits for conventional and CMM-SDR
(1024-bit and 2048-bit modular exponentiation)

Conventional CMM-SDR
Non-zero 1024/2048 2
Zero 0 1024/2048

5.3 Random Exponent Bits (Average Case)

In random exponent bits, the CMM-SDR method still able to outperform the conven‐
tional method, the overall throughput is about 12% higher than the conventional method.
From the Table 3, we can see that the number of non-zero is still greatly reduced in
CMM-SDR, from 497 to 7 in 1024-bit modular exponentiation and 1015 to 16 in 2048-
bit modular exponentiation. However, the computation overhead as mentioned in
Sect. 5.1 which limit the maximum achievable throughput.
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Table 3. Numbers of non-zero and zero in random exponent bits for conventional and CMM-
SDR (1024-bit and 2048-bit modular exponentiation)

Conventional CMM-SDR
Non-zero 497/1015 7/16
Zero 527/1033 1017/2032

5.4 Performance Comparison of Our Work with Recent Work

The work from Emmart and Weems [3] is the fastest among all coarse grain modular
exponentiation in GPU. They are using the GTX 750Ti (640 cores) from Maxwell
architecture, which is the same with GTX 960 M (640 cores) we used. We are able to
achieve 17.17 k modular exponentiation per second (random exponent bits) which is
slower than the achievement by Emmart and Weems [3] (22.72 k). However, our imple‐
mentation is not fully optimized compared to them. Firstly, they used fixed window
exponentiation which scans multiple bits per iteration, but our method only scans one
bit per iteration. Secondly, we have not fully optimized the operation to store and load
the message, modulus, and exponent in GPU, which involves optimized usage of local
memory and registers. Thirdly, they also used CUDA PTX assembly code to fully opti‐
mized the implementation. In fact, our work can be integrated with the techniques
proposed by Emmart and Weems [3] to further improve the throughput of modular
exponentiation in GPU.

On the other hand, we also evaluated the same implementation in GTX 1080 with
the latest GPU architecture, Pascal. GTX 1080 consists of 2560 cores, which is four
times more than GTX 960 M (640 cores). From our experiments, the throughput
achieved by GTX 1080 is 3.5–4.2 times more than GTX 960 M, which is coherent with
the hardware capability of both hardware platforms. GTX 960 M is more widely used
for low-end mobile computing system like laptops; we selected this platform to perform
a direct comparison with Emmart and Weems [3]. Conversely, GTX 1080 can be used
in a server environment to handle massive digital signatures (RSA) in parallel.

6 Conclusion

In this paper, we have shown that our GPU implementation is able to achieve high
throughput by incorporating the CMM-SDR method by Wu et al. [5]. Although our
proposed implementation does not show good result in smallest exponent bits, it even‐
tually shows good result in random exponent bits which is more closely related to the
real world scenarios. By integrating the technique proposed in this paper to the work
from Emmart and Weems [3], the modular exponentiation can achieve higher throughput
in GPU platforms.
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Abstract. In this paper we propose a robust object tracking algorithm using a
improved Mean-Shift model. As the traditional Mean-Shift algorithm for object
tracking uses a single histogram. Because the traditional Mean-Shift lacks spatial
distribution information, so it is difficult to track non-rigid object especially. With
a focus on this problem, an improved Mean-Shift algorithm based on the shape
feature and color of the target is presented. The results show that the algorithm
can track the moving vehicles in real time, and it has a preferable adaptability and
robustness to the irregular motion and deformation of the target.

Keywords: Object tracking · Mean shift · Machine vision · Color feature

1 Introduction

Target tracking is a key issue in the research of computer vision, and it has a broad
development prospects in the field of robot vision navigation, medical diagnosis, traffic
monitoring and other fields. Because of the deformation of the target, the nonlinearity
of the motion, the occlusion of the object, the non-rigid target tracking is a difficult
problem. Mean-Shift algorithm is widely applied to non-rigid the target tracking field
due to non-parameters and fast mode matching, and real-time performance.

Mean-Shift algorithm is a data analysis method based on kernel density estimation
proposed by Fukunaga and Hosteter in 1975 [1]. After 1995, it was widely used in image
segmentation, image smoothing, medical image analysis, object tracking and other
image processing fields [2–5]. Mean-shift algorithm uses color histogram, sets the
weight coefficient according to the contribution to the mean shift vector of the sample
point, and then obtains the maximum offset of the solution using the mountain climbing
algorithm to track the non-rigid target. Therefore, the mean-shift algorithm can effec‐
tively track the target without a large range of fluctuations in illumination conditions,
and the target can be tracked effectively even if the target is not beyond the range of the
image. With the development of image processing technology, Mean-Shift algorithm
has been further improved in many fields. There have been many new applications. In
the Nummiaro’s algorithm, the weights of the mean-shift algorithm are extended to
negative space, and the non-rigid object can be tracked in the continuous variation
condition [6]. Kwon and Lee proposed a method for the non-rigid object tracking
combining illumination space and the image space [7].
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The tracking algorithm based on mean-shift has the characteristics of less compu‐
tation and real time. However, when the illumination conditions change, the color histo‐
gram will changes, and the tracking error will occur. In order to improve the recognition
rate of this kind of situation, Oshima and Collins proposed a modified algorithm for
monochrome target tracking, and the peak value of the histogram can be moved to
improve the tracking effect caused by the change of illumination conditions. However,
this method would change the gray value of the target in the image, so it is very difficult
to distinguish between the tracking target and the gray level change from the RGB value.

In this paper, a Mean-Shift tracking algorithm based on block color histogram is
proposed, which uses the block color histogram as the target mode, and introduces the
target rotation and scaling matrix. The block color histogram contains the spatial infor‐
mation of object, which makes the target with the same color distribution but different
spatial structure. So it can improve the recognition ability and robustness of the target.

2 Object Representation

2.1 Block Color Histogram

Color histogram does not contain the spatial information of the target, and it has the
property of rotation invariance. Different targets may have the same color histogram.
As shown in Fig. 1(b) and (c), the two targets have the same color histogram, so these
two targets cannot be distinguished according to the color histogram, and the rotation
of the target will not cause the color histogram changes. So we use the block color
histogram to represent the object. As shown in Fig. 1 (a), the image is split in to several
blocks. The blocks are given a serial numbers. A total color histogram can be obtained
using the color histogram of each sub block in a sequence order. The sub block color
histogram contains the spatial information of the target, and it has no longer the rotation
invariance. So this method can improve the recognition ability of the target, and can
determine the rotation of the target according to the change of the sub block color histo‐
gram. In this paper, we divide the target area into 4 blocks, of course, different block
number and different cutting method can also be used in accordance with different
objectives. The more number of sub blocks make, the representation of the target more
precise, but it also increases the amount computation.

1 2

3 4
(a)           (b)                       (c) 

Fig. 1. Block color histogram
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2.2 Object Mode

The object is an rectangle region in the image. In the case of non-universality, the target
can be considered as the center of the space coordinates. The target mode q̂ is a normal‐
ized weighted color histogram.

M∑

u=1

q̂u = 1 q̂ =

{
q̂u

}
u=1,2,…m

(1)

q̂u = C

n∑

i=1

k(‖‖Rx∗
i
‖‖

2
)𝛿
[
b(x∗

i
) − u

]
(2)

Where {xi*}i=1… N is the pixel position in target area. The weighted value of the
target area is generated by the isotropic kernel K(x). The K(x) is constructed by monotone
increasing function. This method can make the weighted value of target center larger.
It increases the robustness of the density estimation, because the pixels in target edge
are usually unstable and are often subject to occlusion and background interference.

R is the target rotation and scaling matrix:

R = L(𝛽)R(𝜃)S(𝜑) =

⎛
⎜
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𝛽 0 0
0 𝛽 0
0 0 1

⎞
⎟
⎟⎠
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cos 𝜃 − sin 𝜃 0
sin 𝜃 cos 𝜃 0
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⎟⎠

⎛
⎜
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1 tan𝜑 0
0 1 0
0 0 1

⎞
⎟
⎟⎠

(3)

where L(β) is the amplification of the transformation matrix, β is the zoom factor. R(θ)
is rotation matrix, θ is the rotation angle. S(φ) is the migration transformation matrix, φ
is horizontal offset angle.

δ is the delta Kronecker function. Function b correlates the position of x and histo‐
gram quantization feature space index. Normalized constant C can be derived according

to the conditions 
n∑

i=1
q̂u = 1:

C =
1

n∑
i=1

k(‖‖Rx∗
i
‖‖

2
)

(4)

2.3 Candidate Target Mode

If the center position of the candidate target in the current frame is y, then the candidate
target mode p̂ is the normalized weighted color histogram:

M∑

u=1

p̂u = 1 p̂ =

{
p̂u

}
u=1,2,…m

(5)
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p̂u = Ch

n∑

i=1

k(‖‖R(y − xi)
‖‖

2
)𝛿
[
b(xi) − u

]
(6)

Where x is the pixel position of the candidate target in the current frame, K(x) is the
kernel, R is rotation and scaling matrix; Ch is the normalized constant:

Ch =
1

n∑
i=1

k(‖‖R(y − xi)
‖‖

2
)

(7)

2.4 Similarity Measurement

The similarity between the histogram of the target template and the candidate target
region is measured with a coefficient of the discrete form, it is defined as follows:

𝜌(y) = 𝜌
[
pu(y), qu

]
=

n∑

i=1

√
pu(y)qu (8)

2.5 The Optimality of Bhattacharyya Coefficient

The minimization of the distance is equivalent to the maximum Bhattacharyya coeffi‐
cients. Starting from the target position of the last frame, the target location of the Y is
searched for the new target location in the current frame. Therefore, it is necessary to
calculate the candidate target mode y in the current frame, using Taylor expansion, the
Bhattacharyya coefficients are linear approximation to Eq. (9):

𝜌(y) = 𝜌
[
p̂(y), q̂

]
=

1
2

n∑

u=1

√
p̂u(ŷ0)q̂u +

1
2

p̂u(y)

√
q̂u

p̂u(ŷ0)
(9)

We put Eq. (6) into the Eq. (10), the approximation calculation can be obtained:

𝜌(y) = 𝜌
[
p̂(y), q̂

]
≈

1
2

n∑

u=1

√
p̂u(ŷ0)q̂u +

Ch

2

nk∑

u=1

wik
(
‖‖R(y − xi)

‖‖
2
)

(10)

where wi is wi =

n∑
i=1

√
q̂u

p̂u(ŷ0)
𝛿
[
b(xi) − u

]
.

So in order to minimize distance value in Eq. (8), the second item of Eq. (11) must
be max, and the first term of Eq. (8) has nothing to do with the y. The second term is
based on the kernel K(x) density estimation in the current frame, and the gradient direc‐
tion of the density estimation can be obtained using the Shift Mean method. The core
from the current position Y to the new location y:
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ŷ1 =

nk∑
i=1

xiwig
(
‖‖R(y − xi)

‖‖
2
)

nk∑
i=1

wig
(
‖‖R(y − xi)

‖‖
2
) (11)

3 Experiment and Result Analysis

3.1 Experimental Conditions

Using MV-EM200CM color industrial camera which is produced by the Beijing Weishi
digital image Co., Ltd., and the M160-MPW2 lens whose focal length is 16 mm, the
viewing angle of the field is 37.7° × 30.7° × 17.1°, the tracking system constructed
shown in Fig. 2. This system is always aiming at the vehicle on the road.

Fig. 2. The tracking system

This experiment cannot be used in the field for long time, so the vehicle motion image
is saved in video format, and then the video is analyzed by using the personal computer.
The experiments were implemented on a computer with Intel i3 processor 2.7 GHz CPU,
and 4G memory capacity.

3.2 Processing Method

This study is a sub project of Jilin Province Education Bureau project whose project
name is intelligent transport systems of engineering and technology based on image
processing technology. The vehicle motion along the road can be predicted by
processing technology. In this method, the camera aims at the vehicle, so the vehicle
motion image can be obtained. Using the adjacent two frames of the vehicle image and
the aforementioned Mean-Shift non-rigid object tracking method, the velocity field can
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be calculated. Finally, the moving direction and speed of the vehicle are computed based
on the motion field.

Feature points matching based on mean-shift. In this method, the feature points are
matched in two frames of the video image, and the matching method is above-mentioned.
The original image is obtained by using aforementioned experimental conditions as
shown in Fig. 3. In the original image, the similarity principle of Eq. (8) is used, and the
mean-shift algorithm is used to improve the matching accuracy, so as to the motion field
of vehicle can be obtained as shown in Fig. 4.

(a) The first frame                                  (b) The frame after 30s 

Fig. 3. The image captured by the sun tracking system

Fig. 4. The motion field of vehicle

Calculation method for moving velocity of vehicle. According to the image of the
moving field obtained from Fig. 4, the moving speed of the matching points can be
calculated, and the whole moving speed of the vehicle is obtained by using the average
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moving speed. At this point, the movement speed of each point is different; the distri‐
bution of the weight can be used to reduce the calculation error of the vehicle velocity.

3.3 Experimental Results

Using the aforementioned experimental conditions, the object tracking result are shown
in Fig. 5. Figure 5 (a) (b) (c) (d) are the original image in video scene. Figure 5 (e) (f)
(g) (h) are object tracking result that are expressed by red rectangle. As shown in Fig. 6,
the maximum error of our method is 7.6%, and the average error is 6.5% of all frames.

Fig. 5. Object tracking result

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

0 50 100 150 200 250

er
ro

Frame No.

Fig. 6. Object tracking result

4 Conclusion

In this paper, a novel object tracking method based on Modified Mean-Shift is presented.
According to the tracking results, the error of our method is less than 8%.
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At present, the object tracking method can guarantee a smaller error in the sunny
weather conditions. But in the fog and other weather conditions, the tracking error
significantly increases. In future research, we would use tensor voting feature extraction
method to improve the tracking precision in non-ideal weather such as fog.
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Abstract. Transmit Precoding (TPC) techniques based on maximizing the
Minimum Euclidean Distance (MED) of the received constellation have been
proposed to improve the performance of Space Shift Keying (SSK) MIMO
systems. These methods have limitations, including the necessity of full Channel
State Information (CSI) at the transmitter, high complexity since they generate
arbitrary precoders, and the requirement of infinite rate feedback channel. On the
other hand, Codebook based precoding approach have the competency to tackle
these difficulties. Hence, this paper proposes Full-Combination (FC) codebook
with a systematic structure constructed based on Phase Rotation Precoding (PRP)
where the CSI is known to the receiver only. Also, two effective codebooks called
Factorized Full-Combinations (FFC) and Statistically Filtered Full-Combinations
(SFF) are designed to solve the exhaustive search problem in FC codebook needed
to find the best codeword that maximizes MED. Results illustrate the considerable
performance gain achieved through applying the FC codebook. In addition, we
show the capability of FFC and SFF codebooks to reduce the complexity and
provide almost the same BER as FC codebook.

Keywords: Space Shift Keying (SSK) · Spatial Modulation (SM) · Phase
Rotation Precoding · Minimum Euclidean Distance · Codebook precoding

1 Introduction

Space-Shift Keying (SSK) is presented in [1] as a special form of the novel technique
called Spatial Modulation (SM) [2]. SSK trades off receiver complexity with data rate
in Multiple Input Multiple Output (MIMO) systems. SSK carries data bits through the
index of Transmit Antenna (TA) only, whereas SM conveys part of the data over the
index of TA and another part by the standard way of selecting Amplitude and Phase
Modulation (APM) symbols. Therefore, many benefits can be achieved, such as miti‐
gating the inter-channel interference and reducing the complexity of transceiver due to
applying single Radio Frequency (RF) chain [3].

Transmit Precoding (TPC) techniques with possible feedback from the receiver have
been introduced to enhance the SSK/SM system performance where the downlink
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Channel State Information (CSI) is known at the transmitter or the receiver. It is based
on precoding the TAs by a specific codeword to maximize the Minimum Euclidean
Distance (MED) between pairs of channel vectors and thus minimize the Bit Error Rate
(BER) [1]. The TPC methodologies for constructing the precoders found in the literature
can be grouped into three types.

The first TPC methodology is based on a full knowledge of CSI to design the precoder
and apply an identical algorithm on both sides of the transceiver [4–7]. It results in a
noteworthy minimization of the BER, since the selected codeword corresponds to the
instantaneous channel. However, the solutions of these methods are typically iterative
and the complexity may increase in the case of high number of TAs. Besides, these
methods are not practical in the limited feedback systems, particularly in Frequency
Division Duplex (FDD) systems due to the enormous overhead required to obtain full
CSI. The second TPC methodology is based on creating a precoding codebook and the
CSI is known to the receiver only [8, 9]. This constructed codebook contains many
precoding codewords and is known by both transmitter and receiver. The receiver selects
the best codeword that satisfies the MED criteria and feeds-back its index to the trans‐
mitter. This approach is suitable for the FDD systems. However, a loss of the system
performance may occur since the chosen codeword does not match the exact channel.
The third TPC methodology also establishes a codebook and the CSI is known to the
receiver only, but this codebook is designed to match large training set of the channel
on the average as in the first method of [9]. This approach cannot be applied in the finite
rate feedback channel since the whole codebook is fed-back from the receiver to the
transmitter.

This research fits in the above-mentioned second methodology where the main
contributions are: Firstly, Full-Combinations (FC) codebook-based Phase Rotation
Precoding (PRP) for SSK-MIMO system is investigated and compared to the literature.
It improves the performance and the codebook has a permanent and systematic structure.
Secondly, two codebooks termed as Factorized Full-Combinations (FFC) and Statisti‐
cally Filtered Full-Combinations (SFF) are designed to solve the exhaustive search
problem in the FC codebook to find the best codeword. FFC and SFF codebooks offer
significant reduction of processing time and maintain similar BER to FC codebook.

The remainder of this paper is organized as follows: in Sect. 2, SSK-MIMO system
model is introduced. Precoding method with FC codebook, and the alternative FFC and
SFF codebook designs are explained in Sect. 3. Simulation results are presented in
Sect. 4. Finally, Sect. 5 concludes the paper.

2 SSK-MIMO System Model

In this research, we consider SSK-MIMO system with Nt TAs and Nr receive antennas
as shown in Fig. 1. The number TAs Nt is a power of 2. Single TA is active in each
transmission time. Information bits are divided into parts of length log2

(
Nt

)
. Each part

selects the unique active antenna and the complex received signal can be expressed as:

𝐲 = 𝐇𝐏𝐱k+𝐰 (1)
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Fig. 1. SSK-MIMO system model based codebook precoding.

Where 𝐇 is the (Nr × Nt) channel matrix known to the receiver only, with entries hij

that are assumed to be identical and independently distributed (i.i.d.) complex Gaussian
random variables with zero mean and unit variance. 𝐰 ≈ ℂℕ(0, I∕𝛾) is the (Nr × 1) i.i.d.
complex Gaussian noise and 𝛾 is the Signal to Noise Ratio (SNR) per receive antenna.
𝐱k = [0,… , 1

kth
,… , 0]T is the transmitted vector. The (Nt × Nt) PRP matrix 𝐏 has a diag‐

onal structure to satisfy the SSK requirement of single active TA at a time. Hence,
𝐏 = diag(𝐩q), where 𝐩q is the best codeword of length Nt, selected among all possible
combinations in the codebook. The codebook 𝐂 = [𝐩0,𝐩1,… ,𝐩q,… ,𝐩Nc

]T consists of
Nc codewords (i.e. Nc is the codebook length). Without precoding, all elements in pq are
ones. Figure 1 shows the SSK system with codebook- based precoding.

3 Codebook Design with Phase Rotation Precoding

When the transmitter has information about the downlink channel, the transmitted signal
can be pre-processed to reduce the BER. Conditioned on the channel gains hij, the BER
is upper bounded by [1]:

Pbit(e) ≤
2

Nt log2 Nt

Nt−1∑

i=0

Nt−1∑

j=i+1

D
(
𝐡i, 𝐡j

)
Q

(√

𝛾
‖‖‖𝐡i − 𝐡j

‖‖‖
2
∕2

)

(2)

where D(hi, hj) is the number of bit errors when the channel vector hi is wrongly detected
as hj, and Q(.) is the Q-function. The upper bound (2) involves a weighted sum of Q-
functions whose arguments are functions of the squared Euclidean distances between
pairs of hi. Since Q(x) rapidly decays with increasing x, the upper bound (2) is dominated
by the MED. When precoding the ith transmit antenna by the ith element of a codeword

𝐩 =
[
p0, p1,… , pNt−1

]T , the precoded ‖‖‖pi𝐡i − pj𝐡j

‖‖‖
2
, i≠j will be increased and BER in

(2) decreased. For that reason, the best codeword pk, k = 0, 1, … Nc–1, that maximizes
the MED is selected as follows:

𝐩k = arg max
𝐩∈𝐂

(
min

i≠j

(‖‖‖pi𝐡i − pj𝐡j

‖‖‖
2))

, i & j = 0, 1, … , Nt − 1. (3)
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The index k of this selected codeword is fed back to the transmitter using Nfb bits. In
the following, all codebooks are constructed based on phase-only precoding where the
codeword elements are chosen from the set {exp (j2𝜋m∕M), m = 0, 1,… , M − 1},
where M ≥ 1 is the number of possible phases. The first antenna is always taken as a
reference with pk,0 = 1.

3.1 Full-Combinations (FC) Codebook

Full-Combination (FC) codebook contains Nc codewords, the first element of each
codeword is taken as a reference with pk,0 = 1. The remaining codeword elements
pk,i, i = 1, 2,… ,

(
Nt − 1

)
, can take any of the possible M phases. Hence, the codebook

size is FCNc
= M(Nt−1) codewords and every codeword is unique, i.e., no codeword is a

phase rotation of another codeword. The best codeword is selected using (3) with
k = 0, 1,… , (Nc − 1). The number of feedback bits is 

⌈
Nfb = (Nt − 1) log2 M

⌉
. However,

this FC codebook is practical only for small Nt and M due to the exhaustive search needed
to find the best codeword among all possible codewords and therefore, the processing
time complexity is exponentially increased with Nt. Furthermore, it is important to
mention that although codewords are unique, several codewords yield the same MED
value. In this case, the earlier in the codebook is selected. Thus, this redundancy moti‐
vates us to find more efficient codebooks while FC codebook is used as a reference.

3.2 Factorized Full-Combinations (FFC) Codebook

Factorization Full-Combination (FFC) method assumes the number of phases M is a
power of 2 and the FC (mother) codebook is factorized into Np = log2M (children)
codebooks, each containing 2(Nt−1) codewords. The Factorization is such that the mother
codebook is equal to all possible element-by-element multiplication of the codewords
of all the Np children codebooks. We first define the phasor
xn = exp(j𝜋∕2n), n = 0, 1,… , Np − 1. Then, the codewords in a child codebook n have
1 at the first element, and the remaining elements consist of all 2(Nt−1) combinations of
1 and xn. Let’s take an example with Nt = 4 and M = 4 phases. The FFC mother codebook
consists of Nc = M(Nt−1) = 64 codewords that needs to be searched. This mother code‐
book is factorized into Np = 2 children codebooks, each containing 2(Nt−1) = 8 codewords
in Table 1. The receiver selects the best codeword through using the channel 𝐇 to search
the first codebook (n = 0) using (3) and finds the best codeword. This codeword is
element-by-element multiplied by all rows of 𝐇 to generate an updated (i.e., precoded)
channel. This updated 𝐇 is used in (3) to search the next codebook (n = 1) to find the
best codeword where it is a fine-tuning to the first codeword. This process is repeated
for all children Np codebooks. The final precoder that will be used by the transmitter is
the element-by-element multiplication of the selected codewords from all codebooks.
As in Table 1, the final codeword could be the element-by-element multiplication of the
shaded codewords. Thus, the number of code words that should be tested is
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FFCNc
= 2(Nt−1) log2 M, which is a considerable saving in comparison to FCNc

= M(Nt−1).
However, the number of feedback bits is the same as in the FC codebook case.

Table 1. Example of FFC codebook, Nt = 4 and M = 4 phases.

Child codebook n = 0, x0 = –1 Child codebook n = 1, x1 = j
k∕pk,i pk,0 pk,1 pk,2 pk,3 k∕pk,i pk,0 pk,1 pk,2 pk,3

0 1 1 1 1 0 1 1 1 1
1 1 1 1 –1 1 1 1 1 j
2 1 1 –1 1 2 1 1 j 1
3 1 1 –1 –1 3 1 1 j j
4 1 –1 1 1 4 1 j 1 1
5 1 –1 1 –1 5 1 j 1 j
6 1 –1 –1 1 6 1 j j 1
7 1 –1 –1 –1 7 1 j j j

3.3 Statistically Filtered Full-Combinations (SFF) Codebook

The objective of Statistically Filtered Full-Combinations (SFF) codebook is to filter-out
the redundant codewords in the FC codebook to minimize the complexity while main‐
taining acceptable performance. This redundancy comes due to the fact that many
different codewords yield the same MED value. This redundancy increases the
processing time due to testing many codewords that yield the same MED. The idea of
SFF codebook is based on gathering statistical information about each codeword of FC
codebook. A weight is set for each codewords based on how many times it is selected
as the best to satisfy MED criteria of (3) after testing with a large number of trials with
independent channels. Then, SFF codebook is constructed through sorting the code‐
words of the FC according to their weights, from most used to least used. Therefore, the
weightiest codewords are indexed earlier. As a result, the top part of the SFF codebook
contains the more significant codewords of the FC codebook. Thus, we can select the
SFF codebook as the top Nc codewords. The value of Nc can be selected at will, preferably
a power of 2. The same performance of the FC codebook can be achieved by
Nc ≪ M(Nt−1). Decreasing Nc, results in a slight performance loss, but with the benefit of
lower complexity. Hence, the SFF codebook can be used to compromise between the
performance and complexity.

4 Numerical Results and Discussions

In this section, we present an evaluation of the proposed methods through numerical
results applied in un-correlate Rayleigh fading channel. SSK performance without
precoding is termed as SSK in all the subsequent figures. Perfect channel estimation to
get CSI is assumed at the receiver. Figure 2 shows the SSK performance improvement
gained by applying the FC codebook with 2, 4 and 8 phases, corresponding to Nc = 8,
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64, and 512 codewords, respectively. The results are also compared to the Maximum
Minimum Distance (MMD) and non-convex Guaranteed Euclidean distance (GED)
methods [4, 5]. MMD and GED are iterative methods that belong to the first method‐
ology explained in Sect. 1 and they are expected to outperform the FC codebook.
However, we can see that the performance gap is only about 0.5 dB at BER of 10−3,
which suggests that the codebook-based approach presented in this paper, with PRP, is
very promising. Also, Fig. 2 shows a gain of almost 5 dB between the FC codebook with
M = 2 phases and the SSK at the BER of 10−3. Then, 1 dB additional gain is attained
when M = 4. However, minor gain is achieved with increasing the phases from M = 4
to 8. Therefore, this clearly demonstrates that 4 phases are adequate for performance
improvement.

Fig. 2. Performance evaluation of FC codebook, M = 2, 4 and 8, Nt = 4 and Nr = 2.

Fig. 3. BER performance of the FC and FFC codebooks, M = 2 and 4, Nt = 8 and Nr = 2.
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Fig. 4. BER comparison between the FC and SFF codebooks, M = 2, Nt = 8 and Nr = 2.

Fig. 5. BER comparison between the FC and SFF codebooks, M = 4, Nt = 8 and Nr = 2.

Figure 3 compares the performance of the FC and FFC codebooks. At M = 4, The much
smaller FFC codebook (Nc = 256) provides close BER to FC codebook (Nc = 16384). This
saving means lower searching complexity for the best codeword and less required number
of feedback bits. Figures 4 and 5 portray the capability of SFF codebook to attain close BER
performance to FC codebook. In Fig. 4, M = 2 phases and the FC codebook size is Nc = 128.
The SFF codebook is shown with Nc = 8, 16, 32 and 64. Size Nc = 32 is enough to get the
same BER of the FC codebook. Similarly, in Fig. 5, M = 4 and the FC codebook size is
Nc = 16384. The SFF codebook with Nc = 512 provides the same performance as FC
codebook. Hence, SFF codebook reduces complexity and maintains performance. More‐
over, with the SFF codebook are able to trade off performance with complexity through
selecting smaller codebook size. For example, in Fig. 5, the performance with SFF code‐
book increases gradually from Nc = 8 to 1024.
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5 Conclusion

In this research, we have proposed systematic, structured Full-Combination (FC) code‐
book based Phase Rotation Precoding (PRP) to enhance the conventional SSK system
performance. Two other codebook designs (i.e. Factorization Full-Combination (FFC)
and Statistically Filtered Full-Combinations (SFF) codebooks) are introduced to mini‐
mize the codebook lengths and, consequently, the processing time required to find the
best codeword. This smaller size also decreases the number of feedback bits. Simulation
results illustrate that FFC and SFF approaches have the capability to provide almost the
same performance of FC codebook.
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Abstract. By 2020, 5G era will be commercially available. The smart city
construction will also make great progress. Compared to current situation, more
than thousand times of devices will connect to the cellular networks. For the
operators, in order to analyze overall network performance, it is a key factor to
estimate the user equipment (UE) radio frequency (RF) condition. However,
practical RF estimation scheme is based on UE data log which can only observe
UE that is at the top-serving cell with good RF condition. However, according to
the comparison of actual UE data log and the scanner data log, potential RF prob‐
lems may still exist since the UE will not always be served by the top-1 cell. In
this paper, we propose a novel estimation scheme by integrating machine learning
(ML) algorithm to analyze the scanner data logs from the target estimation zones
where the mobility problems may occur. A hypothesis is obtained from learning
step by various kinds of RF condition as input features. The numerical results
show that the proposed estimation algorithm integrated ML can estimate proba‐
bility of the potential mobility problems accurately.

Keywords: Machine learning · Estimation · RF condition · Mobility problem

1 Introduction

In the future smart city era, it is very important for the operators to analyze overall
network performance. However, it is very difficult to analyze the ubiquitous networks
with continuous data stream by the manual method.

Machine learning (ML) can be utilized as a tool to process a very large data samples
(ex: UE RF condition) and analyze the network performance. RF condition can be esti‐
mated by using different data sets. One is UE data log while the other is scanner data
log. Sometimes, the UE data log cannot reflect the real RF condition at that target area,
since the actual UE serving cell may not be in a good RF condition, which will create
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some UE RF potential problems. Normally, the scanner data log will contain more
information than the UE data log, however, if assuming UE always at TOP 1 cell with
good RF condition, we will miss some UE RF potential problems [1]. Therefore, in this
paper, we will utilize the TOP 1 to TOP 3 cells data sets from the scanner data log.

Due to the format similarity between UE data and scanner data, we apply ML to
estimate UE RF condition based on the scanner data log (ex: possibility whether UE
served by TOP 1 cell or not) and develop the “learn” function or hypothesis [2] to “learn”
the RF condition based on the N inputs (fundamental parameter & derived parameters)
from scanner data log and the probability of potential mobility problem as well.

The aim of this article is to introduce the basic idea of the RF estimation algorism
with scanner log data by integrating ML method. In the rest, we organize as following:
in Sect. 2, the related works will be summarized, in Sect. 3, the proposed algorithm will
be explained, in Sect. 4, the simulation result will be analyzed, and in Sect. 5, this paper
will be concluded.

2 Related Works

These days, many artificial intelligence (AI) theory can also be applied to cognitive radio
field, like artificial neural networks (ANNs), metaheuristic algorithms, hidden Markov
models (HMMs), rule-based systems, ontology-based systems (OBSs), and case–based
systems (CBSs), which can help the wireless network operate better in the way of obser‐
vation, analysis and prediction [3]. [4] introduced the major families of machine learning
algorithms and discussed their applications in the context of next-generation networks,
including massive MIMOs, the smart grid, cognitive radios, heterogeneous networks,
small cells, D2D networks, and so on. By investigating the analysis of the spatial-
temporal information of cellular traffic flow and the prediction of cell-station traffic
volumes, based on the integration of K-means clustering, Elman Neural Network
(Elman-NN), and wavelet decomposition methods, [5] characterize the performance
comparison of traffic volume prediction. [6] applies three well-known ML algorithms
combined with a non-intrusive cost-sensitive classification (CSC) scheme and predicts
of the proposed time series model successfully which reaches false negative rates (FNRs)
below 2%. In [7], a distributed Q-learning mechanism that exploits prior experience has
been proposed to address the channel selection functionality that decides the most
appropriate channel in the unlicensed band to set-up a LTE-U carrier for supplemental
downlink as a means to facilitate the coexistence. In order to improve the Quality of
Experience (QoE) of the user in the presence of obstacles, a ML based handover
management scheme for LTE is presented by [8]. [9] introduced how utilizing ML
algorithms along with software defined networking (SDN) and network function virtu‐
alization (NFV) on a diverse set of use cases and scenarios, for instance, through ML,
a predictive model can be built of certain aspects of the environment in order to optimize
the resources utilization for a better performance of the network.
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3 The Proposed Algorithm

3.1 System Architecture

In our supervised learning system, firstly we obtain a learning dataset including the
inputs and define output indicating the potential mobility problem.

By using the scanner machine, we get the various kinds of scanner data logs, and
select nine parameters of them as shown Table 1 as the inputs.

Table 1. .

PCI of top1 cell RSRP of top1 cell RSRQ of top1 cell
PCI of top2 cell RSRP of top2 cell RSRQ of top2 cell
PCI of top3 cell RSRP of top3 cell RSRQ of top3 cell

To consider about the probability of UE mobility problem, we define as following:
if Serving-PCI is equal to TOP1-PCI, the output will be “0”, which means UE has no
mobility problem; else output will be “1”, which means UE has mobility problem.

Therefore output is a metric set {(0, 1)}. After the ML process, we can learn a func‐
tion H(x) as a “good predictor” of the output.

In the future, when input the scanner data only and change the RF condition, the
potential problem (low through put, VoLTE mute, radio link failure) could be estimated.

The flowchart of ML based learning system is shown as bellow in Fig. 1:

Fig. 1. .

3.2 Some Definitions and Basic Knowledges

(a) Target hypothesis H(x) of linear regression

H(x) = 𝜃0x0 + 𝜃1x1 +⋯ + 𝜃nxn =
∑n

i=1
𝜃ixi = 𝜃

T
⇀

X (1)

where xn is nth feature and 𝜃n is the weight of the xn. At final formula, we set parameters
and arguments in the matrix of 

𝜃T
⇀

X, since it is easier for the matrix calculation.
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(b) Cost function J(𝜃) of linear regression

J(𝜃) =
1

2m

∑m

i=1

(
h𝜃

(
xi
)
− yi

)2
(2)

where J(𝜃) describes the distance between the output Y  and the estimated H(x). h𝜃

(
xi
)

is nth estimation, and yi stands for nth output of the learning samples. Certainly, the smaller
J(θ) we can get, the better H(x) would be.

(c) Gradient descent algorithm of linear regression

𝜃J = 𝜃j − 𝛼
∑m

i=0

(
h𝜃

(
xi
)
− yi

)
xi

i (3)

h𝜃

(
xi
)
= 𝜃

T
⇀

X (4)

Gradient descent algorithm can be used to calculate 𝜃, and 𝛼 is the learning rate in
(3). Learning rate is a very important parameter at the iteration step. If the value of 𝛼 is
too small, iteration step will cost more time, however, if 𝛼 is set too large, it could skip
the expected minimum value at the learning step. Therefore, 𝛼 needs to be adjusted
according to actual situation.

In ML process, there are 2 main kinds of gradient descent schemes called stochastic
gradient descent (SGD) and batch gradient descent (BGD). In our simulation, we choose
SGD by considering the length of learning sample and the learning speed of the simu‐
lator. However, the result of BGD is close to the local optimum, not the global optimum.

(d) Target hypothesis H(x) of Logistic regression

H(x) = g

(
𝜃

T
⇀

X

)
=

1

1 + e−𝜃
T
⇀

X

(5)

𝜃
T

⇀

X = 𝜃0x0 + 𝜃1x1 +⋯ + 𝜃nxn =
∑n

i=1
𝜃ixi (6)

(e) Cost function J(𝜃) of Logistic regression

J(𝜃) = −
1
m

[∑m

i=1
yilog h𝜃

(
xi
)
+
(
1 − yi

)
log

(
1 − h𝜃

(
xi
))]

(7)

where J(𝜃) can be built by using Maximum Likelihood scheme.

(f) Gradient descent algorithm of Logistic regression

𝜃J = 𝜃j − 𝛼
∑m

i=0

(
h𝜃

(
xi
)
− yi

)
xi

i (8)
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h𝜃

(
xi
)
=

1

1 + e−𝜃
T
⇀

X
(9)

3.3 The Proposed UE RF Condition Estimation Algorithm by Integrating ML

(a) Compare the results of linear regression and logistic regression

By applying serving RSRP and serving RSRQ respectively from the UE logs, after the
learning step based on the liner regression scheme and the logistic regression scheme,
two figures are shown as Figs. 2 and 3. We find that the probability is larger than 100%
in some situations based on the liner regression scheme. As a result, we select the logistic
regression scheme in the further simulation.

Fig. 2. .

Fig. 3. .

(b) Select the learning rate “𝛼”

In Fig. 4, we set 𝛼 to different values. Based on the Fig. 4, we can know that the red
curve is better than the other ones. As a result, in our simulation, learning rate 𝛼 will be
set as 0.01.
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Fig. 4. .

(c) Input Data

In our simulation, by using the scanner, we get the data from two different areas and
will apply them into three groups listed in Table 2 in order to prove the correctness of
the proposed algorithm.

Table 2. .

Learning data group Area A
Testing data group Area B
Estimating data group Area A

(d) Define features

By utilizing the nine parameters from Table 1, we create 24 derived features for the ML
algorithm.

4 Numerical Simulation Result

4.1 Learning Step

At this step, we utilize scanner data log of area A, which contains 322,866 samples.
In Fig. 5, the relationship between the probability of the UE mobility problems and

RSRP of top1 cell is shown. The trend of the two curves for the real data and learning
data is almost the same. And at the zone [−88 dB, −76 dB] where most data samples
are located at, the curve of the learning data is close to that of the real data.

In Fig. 6, the relationship between the probability of the UE mobility problems and
RSRQ of top1 cell is shown. The trend of the two curves for the real data and learning
data is almost the same. And at the zone [−11 dB, −5 dB] where most data samples are
located at, the curve of the learning data is close to that of the real data.

In Fig. 7, the relationship between the probability of the UE mobility problems and
the difference between RSRP of top1 and top2 cells is shown. The trend of the two curves
for the real data and learning data is almost the same. And at the zone [5 dB, 15 dB]
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where most data samples are located at, the curve of the learning data is close to that of
the real data.

Fig. 7. .

Based on Figs. 5, 6 and 7, at the learn step, our algorithm works well. The learning
curve can reflect the real data’s situation mostly.

4.2 Testing Step

At this step, we change to use another area’s scanner data log from area B, which contains
113,234 samples.

In Fig. 8, the relationship between the probability of the UE mobility problems and
RSRP of top1 cell is shown. The trend of the two curves for the real data and testing
data is almost the same. And at the zone [−96 dB, −68 dB] where most data samples
are located at, the curve of the testing data is close to that of the real data.

Fig. 5. .

Fig. 6. .
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Fig. 8. .

In Fig. 9, the relationship between the probability of the UE mobility problems and
RSRQ of top1 cell is shown. The trend of the two curves for the real data and testing
data is almost the same. And at the zone [−11 dB, −5 dB] where most data samples are
located at, the curve of the testing data is close to that of the real data.

Fig. 9. .

In Fig. 10, the relationship between the probability of the UE mobility problems and
the difference between RSRP of top1 and top2 cells is shown. The trend of the two curves
for the real data and testing data is almost the same. And at the zone [5 dB, 15 dB] where
most data samples are located at, the curve of the testing data is close to that of the real
data.

Fig. 10. .

At the testing step, based on Figs. 8, 9 and 10, the result of our algorithm is acceptable.
The testing curve can reflect the real data’s situation mostly.

As shown below in Table 3, we also calculate the error rate of the data based on the
RSRQ of top1 cell.
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Table 3. .

At the learning step, the total error rate is 11.84%, and the error rate of “0” estimation
is only 4.64%. At the testing step, the total error rate is 12.46%, and the error rate of “0”
estimation is only 2.93%. This result is acceptable, as a result, this algorithm will be
applied to the estimating step.

4.3 Estimating Step

At this step, we utilize scanner data log of area A and real UE data log.
In Fig. 11, the relationship between the probability of the UE mobility problems and

RSRP of top1 cell is shown. The trend of the most parts of these two curves for the real
UE data and estimating data is almost the same. Although at the zone [−116 dB, −96 dB],
these two curves are not close to each other, however, at the zone [−84 dB, −68 dB]
where most data samples are located at, the curve of the estimating data is close to that
of the real data.

Fig. 11. .

In Fig. 12, the relationship between the probability of the UE mobility problems and
RSRQ of top1 cell is shown. The trend of the two curves for the real data and estimating
data is almost the same. And at the zone [−11 dB, −7 dB] where most data samples are
located at, the curve of the estimating data is close to that of the real data.

In Fig. 13, the relationship between the probability of the UE mobility problems and
the difference between RSRP of top1 and top2 cells is shown. The trend of the two curves
for the real data and estimating data is almost the same. And at the zone [5 dB, 25 dB]
where most data samples are located at, the curve of the estimating data is close to that
of the real data.
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Fig. 13. .

At the estimating step, based on Figs. 11, 12 and 13, the result of our algorithm is
very well. The estimating curve can reflect the real data’s situation mostly.

4.4 Mapping Result

At the previous estimating step, the numerical simulation result is acceptable. In partic‐
ular, the estimating curve based on the RSRQ of top1 is very good, as a result, we show
the top1 cell’s RSRQ map in Fig. 14. And as shown in the Fig. 14, different colors stands
for different RF conditions, the darker green mean the better RF condition of top1 cell.

Fig. 14. .

In Fig. 15, we show the places with probability of UE mobility problems higher than
50% based on the real UE data on the map. Totally, there are 170 places. In Fig. 16,
based on the proposed estimation algorithm, 772 places with probability of UE mobility
problems higher than 50% are found.

Fig. 12. .
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Fig. 15. .

Fig. 16. .

By comparing Figs. 15 and 16, although the prediction places are more than the real
places, considering the great number of the data samples, the estimation result is accept‐
able.

5 Conclusion

The proposed algorithm can estimate the potential UE mobility problems well. If the
“machine” can keep learning more data samples, we believe that the result will became
more accurate.

For the future research, we are considering to apply machine learning algorithms to
help the LTE-U system learn the radio environment, such as the WiFi networks in the
unlicensed band and set a suitable data transmission power upper band dynamically by
apply the dynamic resource allocation scheme.
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Abstract. Recently, the 3rd Generation Partnership Project (3GPP) proposes to
extend the Long Term Evolution Advanced (LTE-A) to the unlicensed spectrum,
named Long Term Evolution Unlicensed (LTE-U), which enables LTE to operate
in both the licensed band and the unlicensed band. In this paper, we consider how
to make LTE-U get even higher throughput in the high traffic unlicensed band. In
order to achieve this target, there is a big challenge to make LTE-U a good
neighbor to the existing wireless communication technologies in the unlicensed
band, such as WIFI system in the 5 GHz band. In our research, we assume two
carriers aggregated, one is from licensed band, and the other is from unlicensed.
We also define two kinds of frequency resources in the unlicensed band. One is
the normal frequency resource that has not been utilized by the WIFI systems,
and the other is the special frequency resource that has been utilized by the WIFI
systems already. We propose a novel hybrid resource allocation algorithm by
combining two different frequency sharing schemes (Underlay and Interweave)
and apply different resource allocation algorithm to achieve higher throughput for
all kinds of user equipment (UE) from LTE-U when the WIFI system’s traffic is
heavy. We also consider the fairness for all UEs from LTE-U system and
guarantee that the interference to the WIFI UEs (WUEs) is acceptable.

Keywords: Hybrid � Resource allocation � LTE-U � Unlicensed band � Carrier
aggregation � Fairness � Cognitive radio

1 Introduction

The radio spectrum is a naturally limited resource. According to the Cisco’s forecast
study [1], the global mobile data traffic will be more than 8 exabytes per month by 2018
via the fourth-generation (4G) wireless communication networks.
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In order to meet the explosive demand of various wireless application and services
such as pictures, voices, and videos, especially the 4 K&8 K videos in the near future,
3GPP proposed carrier aggregation (CA) in Release 10 and beyond, which enables
LTE-A to aggregate maximum 5 carriers [2] from licensed band with intra or inter CA
schemes [3].

However, by only utilizing carriers from the remaining licensed band, LTE-A
networks will become capacity constrained, thus impacting the user experience and
preventing the mobile operators from offering the mobile data plans and services that
are available today [4].

Recently, 3GPP proposes to extend LTE-A to the unlicensed spectrum, named
LTE-U, which enables LTE to operate in both the licensed band and the unlicensed
band. Although the licensed band remains 3GPP operators’ top priority to serve
QoS-guaranteed UE, the unlicensed band can be an alternative for operators to offload
their traffic. Therefore, the utilization of the unlicensed band is an important comple-
ment to meet the ultra-high need especially in the Fifth-generation (5G) wireless
communication networks [5].

One of the major ongoing discussion of 3GPP is how to make LTE-U a good
neighbor with other existing wireless communication technologies in the unlicensed
band. According to latest news, in some countries like Republic of Korea, the free
WIFI hot-spot systems are constructed very quickly because of the government sup-
port. Therefore, due to the heavy traffic of the WIFI system, the Smart UEs (SUEs)
cannot be allocated enough resource from the unlicensed band, although LTE-U has the
capability to utilize the unlicensed band.

The unlicensed bands of current interest by 3GPP are mainly the 2.4 GHz band and
the 5 GHz band. However, in the 2.4 GHz band, there already exist many wireless
communication systems such as WIFI, Bluetooth, ZigBee, etc., whereas the environ-
ment of the 5 GHz band is relatively simpler with mainly WIFI system and LTE-U
system deployed [6]. Therefore, we will utilize the 5 GHz band to apply the proposed
hybrid resource allocation algorithm in the simulation.

The rest of the paper is organized as follows: in Sect. 2, the related works will be
summarized; in Sect. 3, the proposed algorithm will be explained; in Sect. 4, the
simulation result will be analyzed; in Sect. 5, this paper will be concluded.

2 Related Works

It is different with the CA in LTE-A, which just aggregates several carriers in the
licensed band. In LTE-U, the carriers will be aggregated from both licensed band and
unlicensed band, so the scheme about coexisting with the existing UE (like WUEs etc.)
in the unlicensed band has to be considered. Currently, there are some works related to
this topic. In [7], the effectiveness of listen-before-talk and interference-aware channel
selection in LTE-U networks for coexisting with legacy indoor WIFI and other LTE-U
networks deployed by multiple operators are analyzed in two major realistic coexis-
tence scenarios (indoor LTE-U femtocell and outdoor LTE-U picocell deployments); in
[8], an algorithm that is adaptive to the interference and channel conditions in both
licensed and unlicensed bands is proposed for femto BSs to assign traffic to the licensed
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and unlicensed bands in a way that improves the overall utilities of all macro, femto
and non-cellular WIFI users; in [9], the algorithm searches for the optimal power
allocation in the licensed band and the optimal channel time usage in the unlicensed
band; [10] shows that proportional fairness is achieved by assigning equal channel
times to every competing entity including idle periods, successful transmissions and
collisions for the WIFI network; [11] investigates the usage of the channel sensing
method for LTE in unlicensed bands and proposed two channel sensing schemes
(periodic sensing and persistent sensing); in [12], a distributed Q-learning mechanism
that exploits prior experience is proposed; [13] quantitatively analyzes the inter-system
interference between LTE and WLAN systems in the same unlicensed frequency based
on the developed interference analysis technique. In [14–16], Listen before Talk
(LBT) and Talk before Listen (TBL) in the LTE-U system are studied.

However, these works focused on the topic as to how to efficiently allocate the
resource to SUEs and WUEs, respectively. In our search, we are considering to make
SUE and WUE able to utilize the same frequency at the same transmission time interval
(TTI) in the unlicensed band, while guaranteeing that the interference to each other is
limited. Therefore, SUE form LTE-U system can get even high throughput when the
unlicensed band traffic is heavy.

3 The Proposed Hybrid Resource Allocation Algorithm

3.1 Some Definitions and Basic Knowledges

(a) SUEs are served by the eNodeB (eNB) over the licensed band and the Smart Base
Station (SBS) over the unlicensed band.

(b) WUEs, which are served by the WIFI Router (WiR) over the unlicensed band.
(c) Cellular UEs (CUEs), which are served only by the eNB over the licensed band.
(d) CA Scheduling schemes

In order to apply the CA in LTE-U, we use the simplest case, assuming only two
carrier aggregated, one is from the licensed band and the other is from the unlicensed
band. According to the 3GPP standard, there are two scheduling schemes for CA,
which are the same carrier scheduling (Independent Scheduling) and cross-carrier
scheduling. Although via both of these two scheduling schemes, the CA UE can
increase their throughput, considering the fairness between CA UE and non-CA UE
[17], the cross-carrier scheduling is better than the independent scheduling. Therefore,
we will apply cross-carrier scheduling in the simulation.

(e) Current Spectrum sharing schemes

Normally, there are two spectrum sharing schemes, one is frequency domain sharing
scheme, the other one is time domain sharing scheme [12].

Usually, in the same TTI, different UEs cannot utilize the same subcarrier. In other
words, in different TTI, different UEs can utilize the same subcarrier.
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(f) Current coexisting schemes in the frequency domain

According to the cognitive radio theory, there are three coexisting schemes in the
frequency domain: Underlay, Overlay and Interweave [18]. In our research, we will
utilize Underlay scheme and Interweave scheme. The characteristics of the two
schemes are summarized as follows:

• Underlay, shown in Fig. 1:

(1) Channel Side Information: Cognitive (secondary) transmitter knows the chan-
nel strengths to non-cognitive (primary) receiver(s).

(2) Cognitive user can transmit simultaneously with non-cognitive user as long as
the interference caused by cognitive user is below an acceptable limit.

(3) Cognitive user’s transmit power is limited by the interference constraint.

• Interweave, shown in Fig. 2:

(1) Activity Side Information: Cognitive user knows the spectral holes in space,
time or frequency when the non-cognitive user is not using these holes.

(2) Cognitive user transmits simultaneously with a non-cognitive user only in the
event of a false spectral hole detection

(3) Cognitive user’s transmit power is limited by the range of its spectral hole’s
sensing.

(g) Proportional Fair (PF) Scheduling scheme

PF scheduling is trade-off between the throughput and fairness. It considers the UE’s past
average throughput and the current achievable throughput, so that each UE can be served
with an appropriate priority. The calculations of PF scheduling can be written as [19]:

mi;j ¼ Ri;j tð Þ
�Ri t � 1ð Þ ð1Þ

Fig. 1. Underlay coexisting scheme

Fig. 2. Interweave coexisting scheme
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�Ri tð Þ ¼ 1� 1
tc

� �
�Ri t � 1ð Þþ 1

tc
ri t � 1ð Þ ð2Þ

where Ri;j tð Þ is the current achievable throughput for the ith UE on the jth PRB. Ri tð Þ is
the averaged throughput of the ith UE for the past tc TTI, ri tð Þ is referred as the
instantaneous achievable throughput of the ith UE in the TTI t.

Although from the aspect of the system throughput, some other scheduling schemes
such as Round Robin scheduling and Best CQI scheduling may have better perfor-
mance than the PF scheduling. However, from the aspect of the fairness of all the UEs’
throughput, the PF scheduling has better performance than the other two. Therefore, we
choose to apply PF scheduling in the simulation.

3.2 The Proposed Hybrid Resource Allocation Algorithm

Current studies are mostly based on the interweave scheme, which means two UEs
from different wireless system cannot utilize the same frequency. For example, in the
unlicensed band, if the UE from WIFI system hold 80% of frequency resources at an
instantaneous TTI, then maximally only 20% of frequency resources can be allocated to
SUE.

However, if we treat WUE as the primary user in the unlicensed band and SUE as
the secondary user, then, according to Underlay scheme, even though the frequency
resources has been utilized by WUE, SUE can still utilize the same frequency resources
as long as the interference to WUE is acceptable. Thus, in the previous example, SUE
can utilize 100% frequency resources from the unlicensed band. However, only 20%
can be utilized freely by SUE, while for the other 80%, which has been utilized by
WUE, SUE has to use a very limited power to do the data transmission in order to
guarantee that the interference to WUE is under a special threshold xj. The system will
learn the environment via the spectrum sensing technology from cognitive radio theory
and set the value of xj accordingly.

In order to introduce the proposed algorithm a little bit easier, we are going to
introduce it by three different level scenarios, which are link level scenario, cell level
scenario and system level scenario.

(a) Link level scenario

In the link level scenario, we assume only one CUE and one SUE. In this step, we
explain the algorithms of each kind of UE’s throughput in the normal situation,
respectively. The architecture is shown in Fig. 3:

Cellular UE:

Throughputc;l ¼ b log 1þ SNRc;l
� � ð3Þ

SNRc;l ¼ Pc;l;r

Nc;l;0
¼ Pc;t � Hcj j2

Nc;l;0
ð4Þ
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where Throughputc;l refers to the throughput of the cth CUE in the licensed band, Pc;l;r

is the receive power, Pc;t is the transmission power, Hc is the channel gain, and Nc;l;0 is
the White Gaussian Noise.

Smart UE:

• Licensed Band

Throughputs;l ¼ b log 1þ SNRs;l
� � ð5Þ

SNRs;l ¼ Ps;l;r

Ns;l;0
¼ Ps;l;t � Hs;l

�� ��2
Ns;l;0

ð6Þ

• Unlicensed Band

Throughputs;ul ¼ b log 1þ SINRs;ul
� � ð7Þ

SINRs;ul ¼ Ps;ul;r

Is;ul;w þNs;ul;0
¼ Ps;ul;t � Hs;ul

�� ��2
Pw;ul;t � Hws;ul

�� ��2 þNs;ul;0

ð8Þ

• Both licensed and unlicensed (normal)

Throughputs;l;ul ¼ Throughputs;l þ Throughputs;ul ð9Þ

where Throughputs;l refers to the throughput of the sth SUE in the licensed band,
Throughputs;ul refers to the throughput of the sth SUE in the unlicensed band, and
Throughputs;l;ul refers to the throughput of the sth SUE in both the licensed and unli-
censed band totally. Because of the interference from the WiR, SINR is used here and
Is;ul;w is the interference from WiR to SUE in the unlicensed band.

As mentioned in III-A-g, we apply the PF scheduling in the research, in case there
are some SUEs with very bad channel quality between the SBS, which could make the
SBS keep allocate the subcarriers to this bad SUE. In order to make SUE utilize the
unlicensed band more efficiently, we set a threshold based on CQI at this step. Only the
SUE, whose CQI value is larger than the CQI threshold, can utilize the unlicensed
band. And this threshold is constrained to the unlicensed band traffic in each TTI.

Fig. 3. Link level scenario
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(b) Cell level scenario

In the cell level scenario, we assume that there are multiple CUEs and multiple SUEs in the
system. In this step, we explain the algorithms of PF-factors in different CA scheduling
schemes as mentioned in III-A-d, respectively. The architecture is shown in Fig. 4:

• Proportional Fairness Factor (PF-factor) for Independent Scheduling scheme

Pk;i;m ¼ Rk;i;m tð Þ
Rk;i t � 1ð Þ ð10Þ

• Proportional Fairness Factor for Cross-carrier Scheduling scheme

Pk;i;m ¼ Rk;i;m tð Þ
Rk;total t � 1ð Þ ð11Þ

where Pk;i;m refers to the PF-factor of the kth UE at the mth subcarrier in the ith carrier.
As mentioned in III-A-d), we will only deduce (11) for CUE and SUE, respectively.

At this step, we set a time block tc to calculate the UE’s average throughput in past tc
TTI.

Cellular UE:

Pc;l;m tð Þ ¼ Throughputc;l;m tð ÞPT¼t�1
T¼t�tc Throughputc;l Tð Þ=tc

ð12Þ

where Pc;l;m tð Þ is the PF-factor of the cth CUE at the mth subcarrier at the tth TTI in the
licensed band, Throughputc;l tð Þ is the achievable throughput of the cth CUE at the mth

subcarrier at the tth TTI in the licensed band, and
PT¼t�1

T¼t�tc Throughputc;l Tð Þ=tc is the
average throughput of the cth CUE during the time block tc, which are from t � tcð Þ to
t � 1ð Þ in the licensed band.

Fig. 4. Cell level scenario
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Smart UE:

• Licensed Band

Ps;l;m tð Þ ¼ Throughputs;l;m tð ÞPT¼t�1
T¼t�tc Throughputs;l;ul Tð Þ=tc

ð13Þ

• Unlicensed Band

Ps;ul;n tð Þ ¼ Throughputs;l;n tð ÞPT¼t�1
T¼t�tc Throughputs;l;ul Tð Þ=tc

ð14Þ

where Ps;l;m tð Þ is the PF-factor of the sth SUE at the mth subcarrier at the tth TTI in the
licensed band, Ps;ul;n tð Þ is the PF-factor of the sth SUE at the nth subcarrier at the tth TTI

in the unlicensed band, and
PT¼t�1

T¼t�tc
Throughputs;l;ul Tð Þ=tc is the average throughput,

which is the sum throughput from both the licensed band and the unlicensed band, of
the sth SUE during the time block tc from t � tcð Þ to t � 1ð Þ.

And in the simulation, for the tth TTI, the specific subcarrier will be allocated to the
UE with the largest PF-factor, as shown in Eqs. (15) and (16),

• Licensed Band

MAX Pc;l;m tð Þ;Ps;l;m tð Þ� �
; c ¼ 1; 2; � � � ;C; s ¼ 1; 2; � � � ; S: ð15Þ

• Unlicensed Band
MAX Ps;ul;n tð Þ� �

; s ¼ 1; 2; � � � ; S: ð16Þ

till all the subcarrier are allocated to the highest priority UE, respectively.

(c) System level scenario

In the system scenario, we assume multiple CUEs, multiple SUEs and one WUE. In
this step, the intra-band interference will be considered, and we only consider the
downlink of both LTE-U system and WIFI system so that SUEs will get the inter-
ference from the WiR. Meanwhile, WUE will get interference from the SBS as in
Fig. 5.
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For the free frequency, SUE’s throughput can be calculated by Eq. (7), but for the
special frequency, the normal throughput algorithm is not suitable because the inter-
ference to WUE has to be limited.

In order to guarantee WUE’s throughput, the SINR of WUE should be larger than
Thresholdw as follow:

SINRw ¼ Pw;r

xj þN0
¼ Pw;t � Hwj j2

xj þN0
[ Thresholdw ð17Þ

Therefore, xj should be below ThresholdI , as follow:

xj\ThresholdI ð18Þ

where ThresholdI is the threshold for the interference from LTE-U to WUEs. In order
to guarantee that the xj is limited, we set an upper band dm for the transmission power
of the LTE-U system allocated at the subcarriers from special frequency.

We define Pr
r;q as the minimum required receive power at any subcarrier to make

sure that bit error rate (BER) is below the threshold q, and r is the number of bits for
each symbol [20]. For different modulation type, different transmission power is
required at each subcarrier. For example, for the BPSK modulation ðr ¼ 1Þ, the
minimum required power is as Eq. (19):

Pr
1;q ¼ N£

2
Q�1 qð Þ� �2 ð19Þ

where Q xð Þ ¼ 1ffiffiffiffi
2p

p
R1
x e�t2=2dt and N£ is the single sided noise power spectral density

(PSD). For QPSK ðr ¼ 2Þ, M� ary QAM ðr ¼ 4; 6; � � �Þ, Pr
r;q is given by [21]. For

transmitting even number of bits per symbol can be written as:

Pr
r;q ¼ 2r � 1ð ÞN£

3
Q�1 q

ffiffiffiffiffi
2r

p

4
ffiffiffiffiffi
2r

p � 1
� �

" #( )2

ð20Þ

Fig. 5. System level scenario
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For 16-QAM ðr ¼ 4Þ, the minimum required power for the BER threshold q can
be written as:

Pr
4;q ¼ 5N£ Q�1 q

3


 �h i2
ð21Þ

In order to satisfy the BER requirement, at the SBS, the minimum transmitter
power Pt

rs;m;q assigned to the mth subcarrier for the sth SUE is written as [21]:

Pt
rs;m;q

¼
Pr
rs;m;q

Hs;m
ð22Þ

where Hs;m is the magnitude of the channel gain of the sth SUE over the mth subcarrier.
Assuming Pt

0s;m;q ¼ 0, the power allocated to the mth subcarrier can be written as:

dm ¼
XS

s¼1
Pt
rs;m;q ð23Þ

In order to get the maximum total throughput via the special frequency, as shown
in (24)

maximum total throughputSpe ¼ Max rateð Þ ð24Þ

where rate is the total throughput via the special frequency, which can be written as:

rate ¼
XM

m¼1

XS

s¼1
rs;m ð25Þ

subject to:

XM

m¼1

XS

s¼1
Pt
rs;m;q �Pmax ð26Þ

XM

m¼1
dmG

W
j;m �xj; j ¼ 1; 2; � � � ; J ð27Þ

where Pmax is the total power available at the SBS, and regarding to the number of bits
per symbol, we just consider four modulation types: BPSK, 4-QAM, 8-QAM,
16-QAM, which means rk;m ¼ 0; 2; 3; 4, and rs;m ¼ 0 means sth SUE transmit 0 bit
over the mth subcarrier.

The pseudo code of the proposed hybrid resource allocation algorithm is shown is
Table 1:
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4 Numerical Result

In order to analyze the proposed algorithm’s performance, the following results will be
presented:

(a) Average throughput for all kinds of UEs in LTE-U system
(b) Growth percentage of average throughput

Growth percentage of average throughput ¼ throughputpa � throughputca
throughputca

� 100% ð28Þ

where throughputpa is the average throughput of the proposed algorithm,
throughputca is the average throughput of the current algorithm.

(c) Fairness index for the average throughput of all UEs

We utilize Eq. (29) to calculate the fairness index:

Fairness Index ¼
PI

i¼1 Average throughputi
� �2
I �PI

i¼1 Average throughput
2
i

ð29Þ

where I is the number of all UEs.
In the simulation, the main simulation parameters are set as follows in Tab. 2:
Simulation results are shown in Figs. 6, 7 and 8:
In Fig. 6, when the WIFI system has already utilized 64% to 96% frequency

resources of the unlicensed band, the SUEs from LTE-U system can get less and less
frequency resource from the unlicensed band. As a result, the average throughputs of
the CUEs and the SUEs from LTE-U system decrease respectively. However, com-
pared to the current algorithm, both two kinds of UEs from LTE-U system can get
benefit by applying the proposed algorithm.

Table 1. Pseudo code of the proposed hybrid resource allocation algorithm
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In Fig. 7, after applying the proposed algorithm, the growth percentage of the
average throughput of both CUE and SUE increase, when the percentage of unlicensed
band utilized by the WIFI system is increased from 64% to 96%.

In Fig. 8, the Fairness Index of the average throughput of all UEs in the LTU-U
under the proposed algorithm and the current algorithm is calculated and compared. It
is shown that the fairness index of the average throughput under the proposed algo-
rithm is lower compared to the Fairness Index under the current algorithm. However,
since the proposed algorithm has increased tremendously the average throughput of all
kinds of UEs according to Fig. 6, the decrease of the fairness is acceptable.

Table 2. Main simulation parameters

Time 4000TTI

Time block 200TTI
Carrier from licensed bandwidth 5 MHz
Carrier from unlicensed bandwidth 5 MHz
CUE number 40
SUE number 40
WUE number 20

Percentage of the unlicensed band utilized by WIFI system (%) 
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5 Conclusion

In this paper, the proposed algorithm aggregated two carriers, which are from the
licensed band and the unlicensed band respectively, and defined two kinds of frequency
(normal frequency and special frequency). For the normal frequency, we applied the
Interweave frequency sharing scheme, while for the special frequency we applied the
Underlay frequency sharing scheme. Hybrid resource allocation algorithm is also
applied to these two different kinds of frequency in the unlicensed band.

The proposed algorithm increased the average throughput of both CUEs and SUEs
from LTE-U system. Meanwhile, based on the proposed algorithm, the higher the
percentage of the unlicensed spectrum is utilized by WIFI system, the higher growth
percentage of average throughput will be achieved for all kinds of UEs from LTE-U
system.

However, there appears to be a trade-off between the average throughput and the
fairness for all UEs from LTE-U. Under the proposed algorithm, the Fairness Index of
the average throughput is lower. Nevertheless, since the proposed algorithm has
increased tremendously the average throughput of all kinds of UEs, the decrease of the
fairness is acceptable.

These days, artificial intelligence (AI) theory such as artificial neural networks
(ANNs), metaheuristic algorithms, hidden Markov models (HMMs), rule-based sys-
tems, ontology-based systems (OBSs), and case–based systems (CBSs) h applied to
cognitive radio field. The application of AI theory can help to assist in way of
observation, reconfiguration and cognition of cognitive radio networks [22]. In future
research, we will consider to apply AI algorithms to help the LTE-U system learn the
radio environment and set a suitable data transmission power upper band dynamically.

Acknowledgment. This paper is sponsored by China Scholarship Council.
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Abstract. Public coin operated washing machines are common in many apart‐
ment complexes in Thailand. As many tenants are from lower socioeconomic
standing, many tenants do not own a washing machine. Due to that, public coin
operated washing machines serve as an affordable solution for tenants when doing
their laundry. However, in many apartments, the number of public coin operated
washing machines are usually inadequate compared with the number of tenants,
which can lead to long queues. This research aims to help alleviate the issue, by
utilizing an IoT solution using vibration level sensors to provide tenants the ability
to be able to know if the public washing machines are vacant. The IoT solution
proposed can be easily installed in many apartment complexes using the existing
WiFi network infrastructure that is available in many apartment complexes.

Keywords: IoT · Washing machines · IoT applications · State machines

1 Introduction

Public coin operated washing machines are considered as an important service offered
by many apartments complexes, student dormitories, and lower-end condominium in
Thailand. Most of the tenants usually do not own a washing machine due to many
reasons. For most tenants, many of them are from lower socioeconomic standing there‐
fore many of the tenants cannot afford washing machines. For other tenants, there is the
possibility of the limited space of the rented room makes the installation of washing
machine difficult and may be prohibited by the apartment regulations. In other cases,
some tenants choose not to procure washing machines due to the difficulty of moving
the washing machines when the tenant decides to move to a new place. As most tenants
in apartments do not own washing machines and laundry services are considerably more
expensive, many tenants resort to using public coin operated washing machines.

For apartment complexes and student dormitories in Thailand, it is common to see
many coin operated washing machines installed with a wide range of configurations.
Many apartments will allocate an area on the ground floor in which is accessible for the
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tenants to install the washing machines. However typical apartments allocate most of
the space towards rooms for rent, the public area for the washing machines are usually
cramped and do not have basic amenities.

Many of the tenants usually wait till their laundry bin is full before doing their
laundry. Due to that behavior, many tenants carry huge baskets of laundry to the washing
machines from their rooms which could be at different floors. This can be an arduous
endeavor as in lower-end low-rise apartments, elevators are considered as an option.
Once the tenants reached the laundry room, it is possible that all the washing machines
are occupied and a queue could be formed. As the public room for washing machines
are usually cramped, it is not comfortable to wait for an extended period of time. The
tenant may choose to wait, or return to their rooms and try their luck later.

Based on tenants’ feedback, many tenants mention that they would like to know if
the washing machines are vacant or not. By knowing the state of the washing machines,
it would be possible for tenants to plan if they should carry their laundry from their room.
Based on that feedback, the research aims to help alleviate the issue by providing an IoT
solution that can help tenants to know the vacancy of the coin operated washing
machines that are offered in the apartment. The IoT solution should also be relatively
cheap, be able to detect the vacancy of the washing machines, be accessible with web
browsers both desktop and mobile, and should fit in the existing network infrastructure
of typical apartments.

2 Background

In this section, a background is provided on several topics that are of interest regarding
the domain. The first subsection discusses about IoT applications in the domain that are
like the research that have been proposed. After the first subsection, background on the
environmental factors such as the typical apartment infrastructure in Thailand, and the
nature of typical public coin operated washing machines are provided.

2.1 IoT Applications

Internet of Things (IoT) are a series of interconnected devices such as sensors, software,
electronics which are connected via a network infrastructure to allow the objects to
collect and exchange data. With better network infrastructure and more robust and
affordable microcontrollers, IoT applications are becoming more common and are used
in many different domains. IoT applications have been deployed in many domains, and
can be varied [4] ranging from home appliances, work domain, exercise, and even in
the production of food [10].

In the example of appliances, IoT provide interesting avenue for research. As tradi‐
tional electronic appliances are standalone, their usage is limited by the traditional design
of the appliances. As home appliances are well defined consumer products, there is less
avenue for product improvement. For example, improvements for a traditional washing
machine will focus on improving and optimizing the controller for the washing
cycles [3].
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By utilizing IoT in home appliances and providing the interconnectivity to the home
appliances, there are many applications and extensions that could be built on existing
electronic appliances. By building on home appliances, it is possible to use IoT to extend
and supersede traditional appliances [2]. By providing connected devices, instead of
standalone appliances, IoT appliances can word in tandem and provide interconnected
features which can greatly add to the functionality of the device. In cases of IoT appli‐
ances, some approaches even propose that appliances can move from embedded micro‐
controller to cloud based controllers [5]. Based on the potential of IoT appliances, it is
observed that traditional washing machines can be improved by IoT approaches.

2.2 Typical Apartment Infrastructure in Thailand

Apartments in Thailand typically serve people of lower socioeconomic standing. As
many of the tenants have lower disposable income, the apartments usually have smaller
sized room, and little amenities in the apartment. Typical configurations usually contain
a public coin operated zone where there are washing machines and water kiosks, and
occasionally a small minimarket in the premise. Figure 1 displays an example of a public
coin-operated washing machine zone in an apartment.

Fig. 1. Coin operated washing machine in apartments

Due to building and zoning laws, apartments are typically five stories tall since they
are not in high rise zones. Due to the limited number of floors in apartment buildings,
it is not mandated by law to have elevator systems setup in the apartment. For apartments
without elevator systems and a limited supply of publicly coin operated washing
machines, many tenants complain about lifting heavy laundry via the stairs to long
queue.

Though apartments usually are not well equipped in facilities, one sector that is well
equipped are usually the WiFi network infrastructure of the building. As many Thais
are addicted to their mobile phones and use the Internet extensively [6], the availability
of Internet services is considered as one of the important factors in selecting an apart‐
ment. The Internet must be fast and stable, and there should be strong WiFi access within
the building premises.

In any publicly shared Internet, based on Thai law [9], all service providers are
required to audit all users’ Internet usage and browsing patterns. Due to that, many
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apartments have installed access gateways to log all the Internet usage of the tenants
that are using the shared infrastructure. Due to that, it is observed that many apartments
have a rather advanced network infrastructure.

2.3 Coin Operated Washing Machine

Coin operated washing machines that are found in Thailand are typically converted from
consumer washing machines. In the conversion, cheaper and lower-end washing
machines are converted as cheaper washing machines typically contain less complex
internal circuits that in turn makes the conversation process simpler [7]. Another curious
feature is that the settings of the coin operated machine are fixed to a default wash, rinse,
and spin cycle and tenants are unable to change the settings of the machine. As there
exists certain wash modes that require significantly more time than the default settings,
owners of coin operated washing machines do not want tenants to use more time-
consuming modes. Tenants will fill in coins to the amount between ~$0.56 to ~$1.42 in
order to start the cycle, in which the cost is usually defined by the capacity of the washing
machine, which was predetermined. There also exist variations of the coin operated
washing machines in which settings can be changed after the tenant has input the amount
of credits to start the cycle, but this is less common and usually more expensive than
fixed cycle washing machines. An example of a washing machine that is converted into
a coin operated washing machine is displayed in Fig. 2.

Fig. 2. Example of coin operated washing machine

3 Proposed Platform

The discussion from the last section provides the background on the requirements of
proposed system. The proposed IoT platform should be able to detect if the washing
machine is active or not via an IoT device. The device should upload the data to a server
that is present in the apartment WiFi network infrastructure. With the data uploaded to
the server, the tenants would be able to check to the status of the washing machine by

132 P. Setthawong et al.



accessing the web interface of the application to check the vacancy state of all the
washing machine.

3.1 Microcontroller Node

The first part of the proposed platform is the microcontroller node that would be used
to check if the washing machine is active or not. As established in the background,
washing machines have vibration patterns during the wash cycle. The microcontroller
node should be able to detect the vibration and transfer the data to the server for later
processing.

The microcontroller node is based on Node NCU (ESP8266-12e) microcontroller.
The microcontroller is a small and cheap microcontroller that is capable of WiFi trans‐
mission and connection to external sensors. With WiFi access, it is possible to connect
via the local WiFi network infrastructure of the apartment to connect to the server node.
A vibration sensor is attached to the node to detect the vibration emission from the
washing machine. The microcontroller node is enclosed in the case to complete the node.
The cost of the microcontroller node is displayed in Table 1 and the completed micro‐
controller node is shown in Fig. 3.

Table 1. Approximate cost of microcontroller node

Microcontroller Node
Node NCU (ESP8266-12e) $10
Vibration Sensor $2
Cabling $1
Case $1
Total $14

Fig. 3. Completed microcontroller node

With the completed microcontroller node completed, the node is configured with the
washing machine ID, to connect to the local cloud, and server details before being
attached to its assigned washing machine. The details of the microcontroller deployment
are displayed in Fig. 4.
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Fig. 4. Controller node setup

3.2 Software Backend/Frontend and Topology

The next component of the proposed system is the backend. Once the microcontroller
node is configured, setup, and deployed on the machine, the backend is created and setup
to fit with the setup in the apartment. Based on the discussion earlier regarding the legal
requirements in Thailand to log all shared Internet user activities [9], many apartments
have an access gateway that has a web server stack as part of their shared WiFi network
infrastructure. To save cost, the backend application is deployed on the same server as
the access gateway.

The backend is created on the web stack. The data is saved in a MySQL database,
and the web application is built based on PHP. The microcontroller node updates data
into the web database, in which populates the details of the machines.

To allow the tenants to connect, a front end is developed to display the useful infor‐
mation of the washing machines to the tenants. The tenants can choose to connect via
the web application or mobile application to examine the system. The first choice is to
connect to the web application via their desktop browsers or mobile browsers to access
the service. Alternatively, the tenants can also connect to the mobile application designed
specifically for the apartment.

Once connected to the web application, the tenants will be able to view the vacancy
state of the machines, and examine for those that are in use, when the machine was used
in the current wash cycle to provide a good estimate for the next available time.

Regarding the setup, the system could be configured to be publicly accessible via
Internet, or the system would be only accessible via the local network. Though most
apartment would deploy the system only in the local network to support tenants that are
in the same network, there exists cases in which the apartment may also provide the coin
operated washing service to the general public in close vicinity. In this scenario, making
the system publicly available via cloud [8] will also fit the use scenario better. The details
of the topology are displayed in Fig. 5.
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Fig. 5. Topology of proposed system

4 Experiment and Results

The proposed platform after been implemented and been tested with a selected washing
machine for a pilot project. The selected washing machine selected was Electrolux
Washing Machine EWF1074 [1], a 7 kg front loading washing machine. The micro‐
controller node was placed on the machine, and recorded with the default wash cycle.

The default wash cycle consists of the wash, rinse, and spin modes. Before the wash
cycle, in the default settings, the washing machine does a watering and sensing process
before the washing cycle. The pre-wash cycle consisting of the watering and sensing
process lasts ~240 s. The washing machine then does the wash and rinse cycle, before

Fig. 6. Complete cycle - vibration level over time (s)
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spinning the clothes. The wash, rinse, and spinning cycle lasts about ~4,340 s. After the
spinning is done, the washing machine goes to the post spin period, and shuts off, which
lasts about ~50 s. The whole default wash cycle of the test machine lasts approximately
4,630 s, which is close to ~77 min long.

The microcontroller node was setup and collects the vibration level data from the
washing machine. For the experiment, 20 wash cycles were used, and the results of the
vibration at every time interval in the wash cycle were submitted to the server node. The
results of the data collection are shown in Fig. 6 where the timing have been normalized
and the vibration cycle is averaged over the number of cycles that have been experi‐
mented on.

Based on the vibration level patterns, there are specific patterns in which could be
used to detect the start and end of the washing cycle by using a threshold function over
a sliding window. Based on the data gained from the wash cycle, specific patterns were
observed. The details of the working states and its associated data reading and notifica‐
tion mechanisms were created by a rule-based system. The details of the wash cycle
working states and data reading and notification mechanism are displayed in Table 2.

Table 2. Working States and Data Reading and Notification Mechanism

Working states Data reading and notification mechanism
Initial - start data reading at Tsampling = 1 s

- set state = stop
Stop if vibration value > threshold value

- send “possible start cycle” message to server
- set data Tsampling = 100 ms
- set state = “possible start”

Possible Start - read vibration value for about 30 s
if the average value > the threshold value
- send “confirm start cycle” message to the sever
- set data Tsampling = 2 s
- set state = “start”
else
- send “fail possible start cycle” message to the sever
- set state = “stop”

Start - read vibration value
if the vibration value < the threshold value
- read vibration value continuously at 100 ms for 10 s
if the average value remain < threshold value then
- send “possible stop” message to server
- set state = “possible stop”

Possible Stop - read vibration value for 1 min
if the average value still < the threshold value
- set Tsampling = 1 s
- send “confirm stop” message to server
- set state = “stop”
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After defining the rules, further experiments with the wash cycles were tested, and
the proposed system manages to detect the current state of the washing machine accu‐
rately over the remaining wash cycles. Overall the experiment shows that it is possible
to detect the start and end of the wash cycle with a high degree of accuracy, and is suitable
for the problem domain. Though the proposed system manages to detect the current
wash state of the machine, it is observed that the proposed notification mechanisms
cannot be applied to other washing machines due to variations of the vibration settings,
and individualized profiles will have to be created for each washing machine.

5 Conclusions and Future Work

The proposed platform provides an IoT solution that will allow tenants to quickly figure
the vacancy of the public coin operated washing machines in the apartment. Coupled
with the low cost of the microcontroller nodes with utilizing the existing network infra‐
structure of the apartments, the system can be deployed cheaply and quickly providing
a good, cheap, and reliable solution to the problem domain.

Though the proposed platform has solved many issues related with the problem
domain, there are several potential areas of future work. One of the area is to deploy the
proposed platform to a commercial apartment setting for feedback. Though the proposed
system has worked in an experimental setting, it would be interesting to see the platform
at work in a real setting, in which the system is currently being installed in a test run at
a local apartment. Another area to expand the system is to provide a queuing system for
the machines. This can be useful in busy apartments, but there are many issues that
queuing may not work especially if users do not use the system. Another issue that could
be of use is to keep track of the washing machine utilization over a longer period. With
longer tracking, it is possible to see the trend which could be useful for tenants, or for
the apartment owner to know if they require more machines if the utilization rate is too
high. Another area that could be explored is exploring if other forms of sensors could
be used to detect the wash cycle in the machine. Usage of light detecting sensors, or
optical sensors can be potential approaches, in which can provide more contextual data,
though at the cost of price and complexity of the system. Another area of exploration
would be examining the difference between different washing machine vibration
patterns. Though the washing machine vibration patterns in each cycle are similar, due
to the build quality, material, model, and size, the patterns can slightly be different, which
may require custom parameters for different builds.
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Abstract. The lack of specific heuristics evaluation method for improvement of
the quality and usability assessment process for Android applications (Apps) on
mobile devices represents a missing piece in usability testing. This paper aims to
present specific usability heuristic to measure and improve the efficiency and
effectiveness of the Android applications, to assess user satisfaction, and ulti-
mately to improve their quality. The results show that the developed method
provide evaluators with insights into how interfaces can be assessed to be effec-
tive, efficient and satisfying. It also support more uniform problem descriptions
and can guide evaluators in finding real usability problems. Moreover, it can
facilitate the problem-matching process, thereby facilitating the evaluation
process by assessing each area and page in the Android applications.

1 Introduction

The growth of the Internet and related technologies, such as mobile devices, has
enabled the development of many of mobile applications that is growing rapidly in use
and that has had a huge impact on our life and different area businesses. Thus, mobile
application developers need an appropriate usability evaluation method that can help
them to improve the quality aspects of their applications, and ultimately to success of
their products. Evaluation (HE) and User Testing (UT) are the most important tradi-
tional usability evaluation methods for ensuring system quality and usability [1].
However, most of such studies have described these methods not directly applicable to
the product being tested, not directly related to the context of the tested product, and
not able to identify specific areas and types of usability problems [2]. This paper aims
to develop specific heuristics for Android Apps on mobile devices for enhancing their
quality and facilitate experts in performing evaluation. These heuristics are charac-
terized as being pertinent to the context and specific target for Android Apps. Also,
they combine the inputs from users and experts. This paper is developed as follows.
After the introduction, the related work to the usability of mobile Apps will be
reviewed to identify the research gap. Next, the methodologies are used will be dis-
cussed. Then, the findings will be presented. Finally, the future work and conclusion
will be discussed.
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2 Literature Review

Since the 1980s, the user testing (UT) method has become the major method for
evaluating a new and improved interface. However, [3] pointed out four different
shortcomings in UT; the first limitation is that the testing session is always a fabricated
circumstance (i.e. not real); the second limitation is that the results of UT do not mean
that the product works; the third limitation is that the sample of users may not fully
represent the target population; and the fourth limitation is that choosing UT is not
always the best approach. For those reasons, developers in the 1990s started to search
for other methods that are low in terms of cost, consume less time, and can be used in
the earlier stages of the design process. As a result, expert-based inspection methods
grew in popularity to fulfil those requirements. Some of these methods are still popular,
such as Heuristic Evaluation (HE) which appears to be the most popular form of
inspection method [4]. However, it is claimed to be a general, subjective assessment,
does not cover the specific aspects of a targeted product, does not guide evaluators
during the evaluation, and can miss some of the real problems [5, 6].

The literature review shows that many researchers have attempted to enhance the
traditional heuristics through assessing them to identify those heuristics that do not
work, and remove them. Then they develop new heuristics to cover areas not covered
by the traditional heuristics. Finally, these new heuristics are added to the ones
remaining from the traditional heuristics [7]. Other researchers went further than that
through developing customized heuristics for areas such as games [8]. In terms of
mobile applications, [9] developed heuristics for map application. [10] developed
heuristics for IOS applications. Furthermore, Google lists seventeen Android design
principles, however, [11] claims that they are general and short rules. Also, novice
evaluators might not be able to uncover as many problems as the experienced ones.
Consequently, there is a needed for context heuristics for Android Apps that plays a
vital role in influencing the evaluation results better than abstract ones.

3 Methodology

To achieve the aim of this paper, hybrid data collection methods and multiphase
designs ware adopted. Thus, there are three development steps, as outlined below, for
gathering together suitable components to obtain inputs from users and experts for
developing new and novel heuristic sets for Android Apps. There is an adopted method
in each step, and the limitations of each method are complemented by the strengths of
the others. These steps are; Step 1: (a) Identifying the problem and its scope;
(b) Reviewing the published material and analysing the gathered data; (c) Content
analysis method is adopted when there is very limited literature or not enough infor-
mation through using an emerging coding approach with two researchers [1]; Step 2:
(a) Field studies method is used to elicit feedback on Android Apps from the real users
in the natural environments. [12] stated that ‘‘it is especially so for the evaluation of
new technologies, such as mobile devices’’. It is used to obtain user input for identi-
fying user requirements by using questionnaire to capture their experience with the
tested App, understanding the effect of Apps design on user experience in real
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circumstances, learning from the errors made by the users during the observation,
ultimately to providing reliable results for identification of usability problem areas and
formulation specific heuristics from the usability problems that were found. The results
of step 1 and 2 are used as the starting point for next step; Step 3: (a) Focus group
method is used to obtain expert input through a discussion amongst experts, who are
mobile applications developers and usability experts, on all issues arising from the field
studies results and the literature review. This method leads to a better design and
presenting new ideas for the new heuristic sets. Then, it entails to identify the areas of
usability problems related to the Android Apps from the overall results and a reliability
evaluation of these usability areas is computed until a satisfactory level is achieved.
Finally, this step helps to formulate specific heuristics for each usability problem area.

4 Recruiting Participants

For field studies, 30 users were chosen carefully to reflect the real users of the Android
Apps. The criteria that were considered to recruit these users were: (a) real users for the
Android applications; (b) willingness to participate; (c) having good experience in the
Android Apps by using similar Apps in their daily life. For the focus group, five
experts people were chosen carefully in which three experts in usability (i.e. having a
certificate in the HCI field) and two in the mobile Apps developers (i.e. having cer-
tificate in the HCI field and Android Apps). The expert evaluators were invited to
participate based on their availability and experience. All of them have knowledge of
usability evaluation through teaching or studying HCI courses, and some of them have
evaluated many mobile Apps for usability. These combined facts confirmed that the
experienced evaluators were chosen in the hope of maximising the benefits of using
expert evaluators in an efficient manner.

5 Results and Discussion

5.1 Construct Specific Heuristics for Android Apps

Based on the first step, an extensive literature survey was conducted on the materials
relating to usability of mobile and Android Apps, such as and not limited, [9–11].
However, limited studies were found. Consequently, content analysis was conducted
by using an emerging coding approach with two independent experts. Next, second
step was started by observing users, taking notes and asking questions. The gathered
data of this step was analysed and reported. The results from previous steps were
discussed by experts in the third step, including their points of view. Before end of the
session, they identified the list of usability problem areas in Android Apps. Also, a set
of heuristics with their explanations were identified. Cohen’s kappa coefficient was
used to enable a calculation of the reliability quotient on the result of the Likert
questionnaire. The intra-observer test-retest using Cohen’s kappa yielded a reliability
value of 0.8, representing satisfactory agreement between the evaluators in the focus
group session. Finally, the usability problem areas were merged and grouped into nine
usability problem areas. Also, the identified heuristics were classified according to the
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Table 1. Specific usability heuristics for evaluating the android applications

Usability problem area Specific heuristics for Android applications

Layout and formatting (LF) Consistency in UI Design
• The look and feel of the App should be properly defined and maintained throughout the App. The user should be
able to see similarity in details like buttons, links, pages, etc

• The layout, formatting and navigation controls should be proper and describing themselves so that user know its
importance and relate to the detail

• Visuals (such as labels, colors, and icons) and touch also gives a feedback to clearly define the details

Information Architecture
• The information which are important actions would be placed at the top or bottom of the screen so that user get it in
a glance and is reachable all the time. Place the related items of a similar hierarchy of main information next to each
other

• Use short menu, paths and buttons for main functionalities and secondary information. This should be placed in
recognizable positions. Overall experience should consist of clear contrast between visual elements, balanced layout
and informative colors so that it won’t became harmonious

• Avoid clutter visual, visual elements should be user friendly and make their gaze to important elements. Navigation
controls and the main information should not be mixed. A proper clarity and format and hierarchy should be
maintained

Consistency in UI Layout:
Consistency increases App usability, since users don’t have to learn new ways as they move around the App
Page layout:
• The page layout should be divided in the section so that the user wouldn’t scroll much for the relevant content.
Section give him the ability to choose the content he\she wants to select. The section consists of the clear browsing
information for the user. The menu could in the form of pull downs, pop-up menu, accordion, column grid layout.
The App should provide complete freedom to the user to make customizations based on user choice (like creating
one’s own template or page layout)

Text Layout:
• The text should be in the form of paragraph if the text is long so that the interest could be maintained and should be
in the readable form. By using the techniques of consistency and explicit step by step formation, it would be easy to
grasp the information. Also, the group information visually can be enhanced by using the suitable colors, texts and
topics smartly

Simple but Complete Design:
• The App should have content categorization and hierarchal information layout (such as primary and secondary) with
hidden on-demand content. Minimalistic design with fewer clicks, scrolling and pop-ups as well as highlighting
important features helps users to minimize their memory load

• Easy and corrective actions (like undo, redo options) help users to rectify errors

Navigation Bar:
• The overall navigation and top-list information (with search and help options and easy bookmarks) facilitate the user
in retrieving the required screen/information quickly in the App

• Keep the user interface navigation structure narrow, simple and straightforward. This is important in an App design
that the navigation back button and other interaction controls behave predictable as it can make user experience
good or worst. A navigation bar appears at the top of an App screen, below the status bar, and enables navigation
through a series of hierarchical App screens. When a new screen is displayed, a back button, often labeled with the
title of the previous screen, appears on the left side of the bar. Sometimes, the right side of a navigation bar contains
a control, such as an ‘’Edit’’ or a ‘‘Done’’ button for managing content within the active view. In a split view, a
navigation bar may appear in a single pane of the split view. Navigation bars are translucent, may have a
background tint, and can be configured to hide when appropriate action is done, such as when the keyboard is on
screen, a gesture occurs, or a view resizes

App Functionality (AP) Search Support for User Queries:
• The App should facilitate users with clear functions that allow them to conduct any related search without having to
leave the current working environment. Users should have an accurate search engine for basic and advance search
support (e.g. groups, people, interests, content, suggestions and companies) with clear and relevant search result
pages that allow them to view, edit and resubmit their search queries

(continued)
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Table 1. (continued)
Usability problem area Specific heuristics for Android applications

Content Quality (CQ) Controls and Content Alignment:
• App should be properly aligned as it provides ease scanning, highlight hierarchy and define organization. Alignment
makes an App look neat and organized, helps people focus while scrolling, and makes it easier to find information.
Indentation and alignment can also indicate how groups of contents are related

Handling Change in Orientation:
• Avoid gratuitous layout changes. Just because someone rotates a device doesn’t mean the entire layout needs to
change. For example, if your App shows a grid of images in portrait mode, it doesn’t have to present the same
images as a list in landscape mode. Instead, it might simply adjust the dimensions of the grid. Try to maintain a
comparable experience in all contexts. If possible, support both portrait and landscape orientations. People prefer to
use Apps in different orientations, so it’s best when you can fulfill that expectation

Key information discernible at a glance:
• The App should provide easy readable and understandable content that is placed in separated blocks. Content used
with familiar vocabulary, terminology and graphical symbols facilitate and ease the tasks of the users

• Use the standard back button. Consider temporarily hiding the navigation bar when displaying full-screen content

Appropriate & approachable content:
• Approachable and appropriate amount of information provisioned with FAQ will help users to achieve their primary
goal. Content blocks, icons and different colors will help users to take further actions in the App

Ease of Access to your App:
• Include appropriate content labeling to accommodate users who experience a text-only version of your App. Avoid
flashing large central regions of the screen. While using the App the system should support different multimedia
channels to represent the information

Standard behaviour and
Interaction (SBI)

Behaviour:
• Avoid crowding a navigation bar with too many controls. As the navigation bar, major action is to redirect the user
to proper information. In general, use a tab bar to organize information at the App level. A tab bar is a good way to
flatten your information hierarchy and provide access to several peer information categories or modes at once

• Provide relevant toolbar buttons. A toolbar should contain frequently used commands that make sense in the current
context. To improve readability, users might increase font size. User can zoom in out the screen size

• Animations and transitions should be displayed smoothly

Accuracy of information:
• The App should only provide available, concise, relevant, reliable, non-repetitive and frequently updated
information that is suitable to the page length

Conciseness of the content:
• Maintain focus on the current content during context changes. Content is your highest priority. Changing focus
when the environment changes can be disorienting, frustrating, and make people feel like they’ve lost control of the
App

Content objectivity and Visibility:
• Ensure primary content is clear at its default size. People shouldn’t have to scroll horizontally to read important text,
or zoom to see primary images, unless they choose to change the size

Coverage of up to date Content:
• Correct, relevant, up to date and reliable information regarding the content details must be present as user need those
most frequently

Content Segmentation:
• This also applies to media, which must be fully exhibited, unless the user opts to hide them. The elements on the
screen must be adequately aligned and contrasted

Avoid Redundant Information:
• Avoid the use of scrolling. Make information easy to read, skim (or) and scan. This also applies to media, which
must be fully exhibited, unless the user opts to hide them. The elements on the screen must be adequately aligned
and contrasted

• The App should only provide available, concise, relevant, reliable, non-repetitive and frequently updated
information

(continued)
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Table 1. (continued)
Usability problem area Specific heuristics for Android applications

User Usability (UU) Grouping of related items:
• Keeping related items in proximity to one another is helpful for those who have low vision or may have trouble
focusing on the screen. App shouldn’t use too much CPU, memory, screen space, or other system resources. It
should respond well to sudden interruptions and audio from other Apps, transition to and from the background
quickly and smoothly, and behave responsibly when operating in the background

• Make sure your interface works with a double-high status bar. Certain features, such as in-progress phone calls,
audio recording, and tethering display an additional status bar at the top of the screen. In unprepared Apps, this
added height can cause layout problems by covering or pushing down other interface elements

Controlling Notification:
• Appears at the top of the screen for a few seconds while the device is in use, then disappears. Don’t send multiple
notifications for the same thing, even if the user hasn’t responded. People attend to notifications at their
convenience. If you send multiple notifications for the same thing, you fill up Notification Center, and users may
turn off notifications from your App

• A notification detail view provides more information about a notification, as well as the ability to take immediate
action without leaving the current context to open your App. Provide a sound to supplement your notifications. The
App should use e-mail notifications to encourage members. But user have the option to change it on and
subscription for email notification

Controlling the Animations:
• Use animation and motion effects judiciously. Don’t use animation for the sake of using animation. Excessive or
gratuitous animation can make people feel disconnected or distracted, especially in Apps that don’t provide an
immersive experience. Use consistent animation. A familiar, flowing experience keeps users engaged

• Make animations optional. When the option to reduce, motion is enabled in accessibility preferences, your App
should minimize or eliminate App animations

Controlling the Branding Impact:
• Don’t let branding get in the way of great App design. Ensure that it’s intuitive, easy to navigate, easy to use, and
focuses on content. Even if your App is available on other platforms, avoid diluting your design by focusing too
much on consistent branding. Resist the temptation to display your logo throughout your App. Avoid displaying a
logo throughout your App unless it’s necessary for providing context. This is especially important in navigation
bars, where a title is more helpful

Choosing Proper Colour Scheme:
• Use complementary colors throughout your App. The colors in your App should work well together, not conflict or
distract. If pastels are essential to your App’s style, for example, use a coordinating set of pastels

• Consider choosing a key color to indicate interactivity throughout your App. Avoid using the same color for
interactive and no interactive elements. If both elements have same color, it’s hard for people to realize where to tap

• Be aware of colorblindness and how different cultures perceive color. People see colors differently. Many colorblind
people, for example, find it difficult to distinguish red from green (and either color from gray), or blue from orange.
Avoid using these color combinations as the only way to distinguish between two states or values. For example,
instead of using red and green circles to indicate offline and online, use a red square and a green circle. Some
image-editing software includes tools that can help you proof for colorblindness. Also consider how your use of
color might be perceived in other countries and cultures. Make sure the colors in your App send the appropriate
message

Using Proper Font scheme:
• App should be prepared so that user can change text size as per needs. User expects most Apps to respond
appropriately when they choose a different text size in settings. Font size: the font size is not always consistent and
often results in being too small causing reading difficulties. To accommodate some text-size changes, you might
need to adjust the layout

• Emphasize important information by font weight, size, and color to highlight the most important information in your
App

Manageable personal profile & user-driven content:
• The App should facilitate the user with easy registration, managing the personal profile (create, modify) and password
recovery options. Users must have overall control and ease to perform any activity

• User’s complaints and reports should also be taken seriously. The user-driven content management system (such as
edit/delete, or liked/marked content) should facilitate the user

Freedom in User Access functionality of App:
• Privileges for users to perform various activities (such as public or private messaging, adding/blocking friends or
their connections etc.)

• User should have complete freedom to create groups, fan clubs, bands, etc. & to choose the friends, groups, etc. they
want. Supporter of users’ skills & freedom, such as the customization of users’ content/messaging and notifications.
The App should facilitate users in initiating actions (messaging, contents, notifications, etc.) on their profile page

Provide Components for important tasks:
• Reinforce important information through multiple visual and textual cues. Use color, shape, text, and motion to
communicate what is happening. Display error messages in a language familiar to the user, indicating the issue in a
precise way and suggesting a constructive solution. The designed App should consist the emergency exit which
make user able to leave the App anytime. When such interruptions occur, the App should save its current state and
still be able to give the needed navigation instructions

• Make links and buttons clearly visible and distinguishable from other user interface elements. Make sure the user
interface is scalable for different screen sizes of mobile devices

• Visual Identity: some pictures are displayed, while others are not visible. Use clear, intuitive, commonly known
symbols. Icon consistency: several icons and symbols are not immediately recogniz-able and visible. Use simple
and meaningful icons. Avoid the use of interaction timeouts and provide ample time to read information

(continued)
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Table 1. (continued)
Usability problem area Specific heuristics for Android applications

Interface Elements and
design (IED)

User Centric Design:
• Apps should provide easy ways to input data. A well-designed App is accessible to users of all abilities, including
those with low vision, blindness, hearing impairments, cognitive impairments, or motor impairments. Improving
your App’s accessibility enhances the usability for all users. It’s also the right thing to do. The user to use both
hands. Screen content should be easy to read and navigate through notwithstanding different light conditions.
Ideally, the user should be able to quickly get the crucial information from the App by glancing at it

• The metaphor of each component or feature must be unique throughout the App, to avoid misunderstanding. The
interface should be designed so that the items are neither too distant, nor too stuck. Margin spaces may not be large
in small screens to improve information visibility. The more related the components are, the closer they must appear
on the screen. Interfaces must not be overwhelmed with many items

• The main features of the App must be easily found in a single interaction. Most-frequently-used functionalities may
be performed by using shortcuts or alternative interactions. All input components should be easily assimilated

Search Bar Design Features:
• Use a search bar rather than a text field to implement search. Enable the Clear and Cancel buttons. Most search bars
include a ‘Clear’ button that erases the contents of the field, and a ‘Cancel’ button that immediately terminates the
search. In App if necessary, provide hints and context in a search bar. Consider providing helpful shortcuts and
other content below a search bar

• The user can touch the microphone icon to initiate a voice search. Use persistent search when search is the primary
focus of your App

Scope Bar for Controlling Scope of the Search:
• A scope bar can be added to a search bar to let people refine the scope of a search. A scope bar adopts the
appearance of its search bar. Favor improving search results over including a scope bar. A scope bar can be useful
when there are clearly defined categories in which to search. However, it’s best to improve search results so scoping
isn’t necessary

Offers of informative feedback - action & reaction:
• The App provides clear goals or supports user-created goals. The App should support the performance tools
provided to mimic users’ real-world counterparts. The user must not have to remember information from one screen
to another to complete a task. Also consist, multilingual lessons should help users who have physical impairments

• The App should provide timely, meaningful, easy to understand and informative overviews (such as current level of
achievement or profile status) with action confirmation. The App must provide the user’s current task-related
feedback (e.g. error messages) in an appropriate manner (not too long not or too short). Users should be provided
with the opportunity to access extended feedback from instructors through email and internet communication as
well as FAQ (page, help and other additional guidance). The information of the interface must be sufficient for the
user to complete the current task

• Keep the background simple and avoid transparency. Make sure your icon is opaque, and don’t clutter the
background. Give it a simple background so it doesn’t overpower other App icons nearby. You don’t need to fill the
entire icon with content

• You must supply high-resolution images for all artwork in your App

Transparency and Security Policies for User Data:
• The App should protect his/her personal data by using privacy and security settings. All data should be protected,
fully inaccessible or accessible as per authentication. Users should be aware of the information they have stored
within the App

• Transparency of transactions helps in building and maintaining users’ trust (e.g. personal information and uploaded
data will not be used or displayed without the user’s permission). ‘Privacy policies’ and ‘terms and conditions’
should be displayed clearly (and be clear) to the user

• Users should be informed for any promotional or marketing communication. Also, the facility to report (to
developer or the manager) any suspicious activity or inappropriate data posted by others

Accessibility, Navigation
and compatibility (ANC)

Accessibility:
• Support assistive technologies specific to your platform, just as you support the input methods of touch and
keyboard. For example, ensure your Android App works with Google’s screen reader, TalkBack Apps

• The Apps should increase, maintain, or improve the functional capabilities of individuals with disabilities

Accessibility and compatibility of hardware devices:
• The App should be working and compatibility on different hardware devices. Also, it must have satisfactory
performance and be able to load content quickly

• The App should have the option of disable inputs when required. App must be properly load-tested (allow multiple
users at a time) and have a proper Disaster Recovery system. The user should be assisted with clear contact details
(using multiple contact formats, like email, forms, etc.) and it should resume incomplete work left off

Easy access through universal design:
• The App has a universal design and structure (not too tight, not too loose) to facilitate diversified user groups. User
able to customize the App. Make sure that the main functions of the map application (e.g. exploring, route guidance,
zooming, panning, POI selection) are easily accessible. App can also use calendar if needed. Give easy access to
additional information (metadata, links, user-generated content)

• Accessibility of topics or links should be clear where to get the right information. So, design in that manner

Adequacy of the component to its functionality:
• The user should know exactly which information to input in a component, without any ambiguities or doubts.
Metaphors of features must be understood without difficulty. Indicate clearly the reasons for why the searched
locations are not found. Save the user’s previous searches for fast repetition

• Adequacy of the message to the functionality and to the user i.e. The App must speak the user’s language in a
natural and non-invasive manner, so that the user does not feel under pressure. Instructions for performing the
functionalities must be clear and objective. Provide both: fast guidance focused on the user’s task and more detailed
documentation with search functions

(continued)
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agreed usability areas. Thus, the specific heuristics was created (as shown in Table 1),
closely focused on the Android Apps. Moreover, the results of the three steps were
reported for further analysis in the future.

5.2 Pilot Study

The developed heuristics need to be tested before using them to improve their quality.
The pilot study was conducted twice to assess the revised heuristics as recommended
by [13]. Thus, two independent evaluators were recruited and two Android Apps were
chosen. Then, the evaluators were asked to evaluate the chosen Apps based on the
developed heuristics. The results led to improve the developed heuristics by editing
spelling and grammatical errors and removing ambiguous words. Furthermore, a
post-test questionnaire was developed to gather feedback after evaluation. It was
contained two open ended questions. The first one was “Do you think that the
developed heuristics helped you to discover more usability problems?”, and the second
one was “Did you find the developed heuristic useful, and was it easy to use?”. The
evaluators concluded that the developed heuristics was helpful and it was easy to use
compared with the traditional heuristics based on their previous experience. Also, they
discovered more usability problems.

6 Conclusion and Future Work

In relation to the previous of the three steps, this research has generated specific
heuristics which were specific for Android Apps. These heuristics can be used as a tool
that affords designers, developers, instructors, and evaluators the facility to design an
interactive interface or assess the quality of existing applications. Furthermore, it has
identified the usability problem areas in the Android Apps (nine areas as shown at
Table 1). These areas provide designers and developers with insights into how

Table 1. (continued)
Usability problem area Specific heuristics for Android applications

Error Handling and Help
(EHH)

Error Detection and Recovery:
• If there is no solution to the error or if the error would have negligible effect, enable the user to gracefully cope with
the error

•When an error occurs, the App should quickly warn the user and return to the last stable state of the App. In cases in
which a return to the last stable state is difficult, the system must transfer the control to the user, so that he decides
what to do or where to go

Business Support (BS) Advertising or sales pitches mechanism:
• The factors should be keep in mind such that: Is it enjoyable, disturbing or undesirable (like pop-up ads.)? Can the
user take part in it (e.g. ‘like’ or comment option)? Users must be aware of paid membership features, benefits and
available hot offers if any

• The App should help users in easily classifying advertisements

Trust & credibility of information sources and company advertising:
• An advertisement must lead the user to a trusted site or App in a separate window. The company must have legal
rights to publish their product advertisement

Frequent posting & updating:
• Users must have authentication (modify, update and remover own post and group). The App assists the user in
participating in various facilities (e.g. posting text, or single or multiple chat) as frequently (and as much) as they
want
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interfaces can be designed to be more effective, efficient and satisfying. Also, they
support a more uniform problem description and can guide expert evaluators in finding
more usability problems, thereby, facilitating the evaluation process by assessing each
area and page in the target application. In addition, it allows adoption any area of
usability or different principles to determine the usability problems related to the nine
specific areas in the Android applications. The future work is to validate this heuristics
against other methods. Thus, the developed heuristics needs to be tested intensively
through rigorous validation methods (e.g. analytically against traditional heuristics and
empirically against user testing or filed studies) and many of usability metrics (e.g.
satisfaction, efficiency, effectiveness, thoroughness, validity, and reliability) to verify
the extent to which it achieves the identified goals. This validation study will be
published in the further research.
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Abstract. The article describes the design and realization of a smart streetlight
prototype. The lamp is designed to implement a comprehensive system of Smart
Cities and Smart Lighting in the research and development of IoT issues. In addi‐
tion to the possibility of wireless switching, the lamp contains switching and
dimming, as well as sensors for measuring temperature, humidity, and pressure,
and it is equipped with a PIR sensor for switching the lamp when a person passes
through its active field. All communication with the parental system, including
the collection and processing of data is performed by IQRF technology. It also
allows the creation of an extensive IQMESH network of these lamps.

Keywords: IQRF · IQMESH · Street lamp · IoT · Measurement · Wireless
communication

1 Introduction

In recent years, there has been a big boom in the introduction of new technologies into
the daily life of man. This includes the implementation of various microelectronic
systems in commonly used items such as watches, wearable clothes, health care - see
[12], automobiles – see [2], home appliances – see [11] and others. It is closely related
to the development of the Internet of Things. Various studies indicate that by 2020, up
to 50 billion devices will be connected to the Internet. The so-called SMART complex
solutions, such as Smart Cities, Smart parking, Smart Lighting and others, are also
undergoing a big development. The basis for communication between the individual
components of these large systems should be low power technology that enables the
transmission of necessary data from the deployment location to the parental system.
Currently, technologies for wireless communications, such as LoRa, SIGFOX or
NarrowBand-IoT, have been emerging globally. These solutions have their advantages,
but also disadvantages that hamper the deployment within SMART projects. One disad‐
vantage is the energy intensity when transmitting 1B data. Another disadvantage is the
amount of transmitted data for one device. The advantage may be high reach, which,
however, loses its sense in urban development. An alternative to the above-mentioned
solution may be IQRF technology, see [13]. This technology allows communication at
a lower direct distance than, for example, LoRa SIGFOX; however, energy intensity
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and the possibility of communication between sensors within the MESH topology can
successfully eliminate this disadvantage. IQRF technology has recently been becoming
recognized by companies, dealing with street lighting and with the area of the Internet
of Things in general. The topic of intelligent street lighting control has resulted in several
publications, directly from the IQRF technology manufacturer – see [14], or based on
other communication standards such as ISO/IEC 14908 – see [7, 15].

One important area in which technology companies in the Czech Republic have
recently been involved is Smart Cities. Different areas of urban infrastructure are asso‐
ciated with this concept. This includes, in particular, the smart car park, monitoring the
air quality, smart lighting, reading of meters of water consumption, but also the rate of
filling dustbins. Intelligent lighting is based on the use of smart lamps that communicate
with each other; it is possible to read operating data from them, such as electricity
consumption or failure, or they can be switched on and off depending on the traffic
around the intelligent lamp. In many cities, smart lamps are already used. For example,
the publication [3] associates intelligent lamp control with photovoltaic panels. Another
publication [5] describes communication using the G3-PLC standard. Generally, intel‐
ligent lamps of the future must be based on LED technology, which is still the most
convenient alternative to currently used sodium lamps, whose production is in decline
based on the European Union’s commitment under the Kyoto Protocol, see [6, 8].

The basis of our proposal is to create a prototype of an intelligent street lighting lamp,
which implements the possibility to measure basic environmental variables such as
temperature and relative humidity, atmospheric pressure, and also the possibility to
control the brightness depending on the detection of persons under the lamp.

2 Intelligent Lamp

General structure of the lamp
The basis of the intelligent lamp is a diode module, whose luminosity is 140 lm/W. The
diode module is powered by a voltage transformer with an output of 40 W. The drive
has an external 12 V DC power supply and control lines for controlling the voltage
transformer power. The control wire for power control marked as DIMM + closes along
with the power GND of the external supply 12 V DC electrical circuit. The voltage
transformer output power can be controlled in two ways. Either by applying a voltage
of 0–10 V DC between inputs DIMM+ and GND or by connecting the potentiometer
with a range of 5–100 kΩ between the same inputs. The block diagram of the lamp is
shown in Fig. 1.

The IQRF module is powered by the power supply with a nominal value of 3.3 V. The
power supply can be supplemented by a backup battery, whose use is described below. The
voltage transformer output power is controlled by an electronic potentiometer, which is
controlled via the I2C bus. It is a less demanding method of voltage transformer output
control compared to generating voltage in the range from 0 to 10 V DC. The voltage trans‐
former output power cannot be reduced to zero, therefore, a relay is used to completely
disconnect the light source from the voltage transformer. Figure 2 is a photograph of the
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electronics of an intelligent lamp. All electronic circuits including the IQRF transceiver
module are located on the underside of the PCB.

Fig. 2. Control electronics of an intelligent lamp

Sensory part of the lamp
The sensory part of the intelligent lamp is equipped with a combined sensor for meas‐
uring the temperature and relative humidity of the surrounding air. Simultaneously, this
part is supplemented by the measurement of atmospheric pressure. Both of these sensors
are connected to the IQRF module via the I2C bus. The pyroelectric sensor (hereinafter
referred to as PIR) provides information about the presence of a person close to the lamp.
The sensor is connected to the IQRF module through the general I/O pin. The structure
of the intelligent lamp with the sensory part is shown in Fig. 3.

Fig. 1. The internal structure of the intelligent lamp without sensors with optional backup
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Fig. 3. Internal structure of the intelligent lamp with the sensory part

To enable the intelligent lamp to provide information about the surrounding air, the
supply circuit of the IQRF module is supplemented by a Li-Pol battery. Figure 4 shows
a photograph of the intelligent lamp interior including the outside part with sensors.

Fig. 4. The inner space of the intelligent lamp

Sensors are placed in a separate box. In Fig. 4, this can be seen in the upper left
corner. The part with the sensors is connected by a shielded cable with control elec‐
tronics. Since the cover of the intelligent lamp is made of aluminium alloy, the antenna
is taken out of the inner space of the intelligent lamp.

IQRF technology
The intelligent lamp is complemented by the IQRF module from the company Microrisc.
IQRF is a platform for low speed, low power, reliable and easy-to-use wireless connec‐
tivity e.g. for telemetry, industrial control and building automation. It can be used with
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any electronic equipment. It can be used whenever wireless information transfer is
needed, e.g. remote control, monitor, alarm, displaying of remotely acquired data or
connection of more devices to a wireless network. IQRF is a complete ecosystem from
one brand including hardware, software, development support and services. The IQRF
network can easily be connected to the Internet via a Cloud server. IQRF is ideal to
implement the Internet of Things.

IQRF parameters:

• RF bands: world-wide ISM 433 MHz, 868 MHz and 916 MHz
• Based on transceiver modules with built-in operating system (OS)
• Fully open functionality depends solely on user-specific application written in C

language
• Packet-oriented communication, max. 64 B per packet
• Range up to several hundred metres per hop, up to 240 hops per packet
• Extra low power consumption: 380 nA standby, 25 μA receiving
• Low bit rate: 19.2 kb/s. Preliminary: 1.2 kb/s, 57.6 kb/s and 86.2 kb/s
• Supporting MESH, IQMESH protocol implemented in OS
• No licence fees
• Very easy to implement

Data controlled transceivers (DCTR) enable applications even without program‐
ming [4].

The Mesh topology consists in connecting each node to all the other ones (Full mesh),
thus ensuring high reliability. So, if any of the routes are currently not available, there
is an alternative path to deliver the message (usually multiple paths).

In the case of a wireless IQRF network, in the mesh topology, each node has its
defined time transmission slot, which enables that transmission does not interfere with
other nodes. The node continuously receives messages and forwards them in its trans‐
mission slot to all the nearby devices. Thanks to alternative paths, there is a high prob‐
ability that in the case of damage to multiple nodes, the message arrives at the destination.

IQMESH is a protocol for wireless IQRF networks developed by the company
Microrisc. It is based on the mesh topology. IQRF transceivers are deployed in the area,
which ensures better coverage and a wider range thanks to mesh topology. The neigh‐
bours are those transceivers that are mutually in the transmission range.

In the case of the deployment of, e.g. 10 transceivers in the area in mesh topology,
each of them will be transmitting in its time interval; in this case, there are 10 intervals.
Transceivers transmit in a synchronized way; therefore they do not interfere mutually
when transmitting.

The main control transceiver – the so-called coordinator, sends data when necessary,
ambient transceivers receive this data and gradually send it to the neighbourhood in their
time interval, where other transceivers receive it; these forward it again gradually in
their time interval, and the data spreads within the network in this manner [10].
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3 An Example of Using the Intelligent Lamp in Real Traffic

A possible scenario for use of the intelligent lamp is shown in Fig. 5. The individual
lines between the network nodes represent the created communication paths within
IQMESH.

Fig. 5. Possible connection topology of intelligent lamps

The network coordinator, indicated by the letter C in Fig. 5, has a line of sight to
nodes 1, 2 and 3. These wireless network nodes are thus in zone 0. If it is needed to
communicate with a lamp marked as N9, the shortest path would be communication
over nodes marked as N3 and N8. This means that the lamp is marked as N9 in zone 2
and the coordinator may communicate with the lamp at a distance of 3 hops – the defined
time slots. In Fig. 5, some of the links do not occur. This situation may be represented
by a static obstacle between the lamps, such as a tree with leaves. However, network
topology with alternative paths can deliver a message even to these weakly intercon‐
nected nodes. Creating links between individual network nodes is provided by the
network coordinator by means of the command “Discovery”, which is one of the func‐
tions of the coordinator operating system.

In Fig. 5, the node marked as N1 is equipped with a sensor portion, whose block
diagram is shown in Fig. 3. Other lamps have a block structure as indicated in Fig. 1. In
this case, the sensor part of the lamp can serve for providing information on the imme‐
diate surroundings of the intelligent lamps. Users living in the particular street can find
out the temperature, humidity, pressure, or any other monitored variables directly in the
area where there are or where they live. The PIR sensor can serve to enhance the bright‐
ness of a light line in the particular street if a person is going along the street. Obviously,
it is possible to place multiple sensors in a row, and the light thus illuminates progres‐
sively, depending on the current position of the person.

The actual control of the brightness of the lamp is implemented directly in the node
of the intelligent lamp with the sensory part. The requirement to reduce/increase the
brightness of lamps in the street depending on the occurrence of a person would be
addressed by the wireless network communication. These issues would not be controlled
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by the parental system. At maximum, this property could be enabled or disabled from
the parental system.

For the monitoring of environmental variables, it is necessary to have these sensors
supplemented by a backup power source – a battery providing energy at a time when
the lamps are not powered from the grid. If wireless lamps with sensory parts are often
placed outside the range of the network coordinator (i.e. outside the zone 0), it is neces‐
sary to place a lamp which also has a backup power supply between the network coor‐
dinator and the lamp with the sensory part – see Fig. 1. This lamp would serve a packet
router during the day. In essence, this extends the range of the wireless network.

One network coordinator can serve up to 239 wireless nodes. These can be placed
in up to 239 zones, which is the least preferred network architecture, since it represents
a chain architecture. Failure of any node of the network would mean a loss of connec‐
tivity to the other network nodes. Overall, the wireless network IQMESH can serve up
to 65,000 nodes, where there are nodes of the type coordinator-node (abbreviated CN),
which create subnetworks. On the side of the subnetwork, the node of the CN type is
thus in the role of the coordinator of the subnetwork, but on the side of the superior
network, it is in the role of a network node.

A superior system is the gateway, whose second communication party is either
Ethernet, Wi-Fi or a GSM modem. The gateway usually contains the IQRF module,
which serves as the network coordinator. It is possible to use commercial gateways
delivered by the IQRF technology manufacturer or our own solution based on the plat‐
form Raspberry-Pi, along with the IQRF module. Our team is also engaged in our own
gateways to mediate communication between the wireless sensor network and the
Internet. This gate is described in the article [9]. It also deals with the area of reducing
energy intensity in the operation of these wireless networks, as described in the
article [1].

The gateway can send data on the traffic to the parental monitoring system. This
superior system would then provide status information for each intelligent lamp, the
value of measured variables, enabling it to manage their brightness or enable brightness
control based on the presence of a person in the vicinity of the lamp.

4 Conclusion and Future Work

The paper has dealt with the design of the intelligent lamp, which will be, in addi‐
tion to such basic functions as switching on and off, also able to measure basic
environmental variables, including temperature, humidity, atmospheric pressure, the
concentration of selected gases and concentrations of airborne dust. The latter two
variables are planned to be implemented in the next stage of development. Further‐
more, the lamp is mounted with a PIR sensor used to control the brightness of the
intelligent lamp according to the detection of the passage of persons under the lamp.
The intelligent lamp is constructed with a view to integration into the Smart Cities/
Smart Lighting system, the idea being to control and monitor lamps in one street or
in a single location individually. Communication with other lamps is solved by the
IQMESH network based on IQRF. Transferring data to a superordinate monitoring
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system is solved through the GSM gateway. A software solution is implemented
here, based on cloud storage, from which it is possible to visualize the measured data.
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Abstract. This article describes the conceptual proposal of measuring erosion
of rock formations using protection networks. It outlines the concept of two types
of wireless sensors of a steel retaining network tension and a data concentrator
unit, which cyclically reads the measured data from these wireless sensors. The
measured data is then sent to the parental monitoring system, which is used for
archiving, visualization and data processing. Communication between the wire‐
less nodes and the data concentrator is based on the IQRF technology.

Keywords: IQRF · MESH network · Monitoring system · Retaining network ·
Vibrating-wire strandmeter

1 Introduction

In the Czech Republic, as well as abroad, there are a large number of rock formations,
whose damage poses a direct threat to objects or traffic on the roads situated under these
formations. For these reasons, the stability of many of such unstable rock formations is
ensured using protection networks or dynamic barriers. Various examples of rehabili‐
tation using barriers and protection networks are described in the article [13], which
deals with the rehabilitation of a rock massif in Germany. Another example is the use
of a retaining wall and retaining networks in Albania, see [9] and in the USA, see [8, 10].

Generally, for the rehabilitation of rock formations, high-strength steel mesh is used
for two basic systems of protection.

The first type is used for simply ensuring safe trajectory of the fall of loose stones
from their original location to the foot of the wall. The network is anchored in the upper
part to the bedrock; the individual strips are interconnected in a single unit and they
either hang freely under their own weight, or using a suitable load. The aim of such an
installation is not to secure falling rocks in place, but to ensure the safe transport space
for naturally falling loose rocks beneath this network.

The second system that uses high-strength steel mesh, which dominates in the Czech
Republic, is sheathing the rehabilitated massif. The network follows the morphology of
the rock wall to the maximum possible extent. The individual strips are fastened together
as a whole and anchored to the ground in the entire area as shown in Fig. 1. The density
and anchoring system mainly depends on the specific state of the bedrock. The strength
of such measures can be further enhanced by adding the help of ropes (system surface
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snubbing), or by covering with stronger networks constructed from steel cables, so-
called HEA panels.

Fig. 1. Anchoring high-strength steel mesh to the bedrock in the Štěchovice area, Czech Republic

The primary objective of such (either basic or reinforced) installation is to stabilize
and maintain loose stones and blocks in their original position. Ideally, stabilizing blocks
in the original stable position without the risk of destabilization and collapse.

A secondary goal in the case of the destabilization and collapse of the blocks is to
maintain loose, already falling blocks in the network, and to prevent their falling into the
protected area. Here the inevitable factor of gradual natural filling and loading the nets and
anchor systems arises. Natural evolution has to lead to reaching the limit capacity of filling
with the possibility of overloading and collapse of the system. The measures originally
installed for security purposes can suddenly become a risk in themselves.

Such limit states can be achieved within decades, depending on the state of weathering
processes, type and dimensioning of protective measures. In principle, however, it can be
safely stated that there is a high level of probability of achieving such a condition [11].

Due to the fact that currently there is no system of inspections and maintenance
almost anywhere, and with respect to placement in difficult terrain, installations are
basically inaccessible or they cannot be accessed easily, risk prediction using newly
developed autonomous measuring systems seems to be necessary and the only possible
option. The first installations of this type in the Czech Republic have been more widely
implemented especially during reconstruction of railway corridors after the year 2000.
The need for the above-mentioned predictions already starts to be relevant, see [6]. The
aim of this article is to publish the idea of monitoring obsolete, but also newly
constructed retaining networks and barriers through advanced monitoring capabilities,
which fall within the area of the Internet of Things.

In cooperation with a major company in the Czech Republic, which deals with the
installation of the aforementioned protective networks, a research project with the aim

158 R. Hajovsky et al.



of developing a comprehensive monitoring system to monitor the condition of protective
nets, as well as dynamic barriers has been implemented in the years 2016–2019. The
intended result is continuous monitoring of the condition of retaining networks and
indicating the occurrence of events, such as dislocation in the retaining network by
motion of a rock block, fallen rocks, etc.

2 Proposal for the Monitoring System

Based on the analysis of the current state of the art in the field of monitoring systems
for protection nets and dynamic barriers, a block diagram of a comprehensive measuring
system that is shown in Fig. 2 has been proposed.

Fig. 2. A block diagram of the monitoring system

A part of the system placed in the field consists of wireless sensors connected using
the IQRF wireless network in the MESH topology and a data concentrator (hereinafter
referred to as the Data Concentrator Station - DCS).

The data concentrator further communicates with the parental monitoring system,
which consists of data storage, a software application providing data processing and
visualization. The data concentrator acts as an interface between the network of wireless
sensors – nodes and the parental monitoring system.

Within the analysis of the requirements for the complex measuring system it revealed
that, besides the implementations of the communication interface, the following require‐
ments are placed on the DCS:

• optimization at the lowest possible power consumption, possibly with battery
recharging using a solar cell or other suitable means for energy harvesting. Servicing
the battery may be difficult to achieve, for example because of poor access to the
DCS in the field. For the same reason, the device must be operational without
recharging the battery.

• maintenance-free condition. The equipment must be able to work in aggravated
conditions and resist physical influences (moisture, dust).

• wide range of operating temperatures.
• the possibility of extending functionality. Prospectively, it is supposable that there

will be a possibility to implement communication with the secondary data concen‐
trator or other data source connected by asynchronous serial interface (RS232,
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RS485). This may include the system GEMON from the company STRIX Chomutov,
a.s., or another one.

Based on the analysis, it was found that no product completely meeting the above-
mentioned requirements is currently available on the market. It was therefore decided
to initiate the development of a complete system, including individual sensor modules
and data concentrator in accordance with the specified requirements.

To implement the wireless communication of the data concentrator with sensors, it
was decided to use the IQRF technology that allows realization of the network with
MESH topology; this decision was based on positive experience in dealing with similar
types of applications. The maximum number of sensors in the network is not limited by
the structure of the measuring system (but may be restricted by the wireless network
parameters – maximal count of wireless nodes per one coordinator is limited to 239).
The data concentrator is used in the role of the coordinating node of the wireless network.

The data concentrator communicates with the parental monitoring system. GSM
technology is used for communication. The data transfer assumes the use of TCP/IP and
FTP protocol. The data concentrator provides the parental monitoring system with peri‐
odic data about the values measured by the sensors, or information about alarm condi‐
tions, if they are detected by the individual sensors. The data concentrator is equipped
with an asynchronous communication interface of RS232 or RS485 type, which is
primarily designed to connect to another (secondary) data concentrator (for example,
type GEMON). This is an element designed for the future expansion of the measuring
system. The purpose is to enable the sharing of a single GSM interface by more data
concentrators, or general data exchange between concentrators.

Implementation of a reserved external memory (memory card, etc.) to store data
from the sensors in the data concentrator is not expected. The data stream generated by
the sensors is small (it is a device optimized for low power consumption); therefore,
using the internal memory of the data concentrator in the role of a buffer is assumed.
The purpose of the data concentrator is not to create a backup copy of the measured data.
The research team has several years of experience in the development of wireless moni‐
toring systems. The publication [3] describes a telemetry station and the parental moni‐
toring system. The publication [4] describes the use of wireless IQRF technology for
monitoring mine heaps.

2.1 Data Concentrator Architecture

The central element of the data concentrator is the microcontroller (MCU). Using PCB,
the microcontroller is connected with the other functional elements of the device using
standard communication interfaces. The individual function blocks of the concentrator
are shown in Fig. 3.
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Fig. 3. The considered data concentrator structure

The used microcontroller is based on the ARM Cortex-M0+ technology in low
power version, in which the manufacturer guarantees current consumption of 12 mA at
an operating frequency of 75 MHz and 4 μA in stop mode. For communication with the
parental system, the GSM modem will be used, which contains its own implementation
of TCP/IP and FTP data transfer. Therefore, there will be no need to implement these
services within the microcontroller. To communicate with the individual nodes of the
sensor network, the IQRF module will be used, whose basal operating system includes
a complete set of commands for creating, managing, and communicating in a wireless
network of the MESH topology. The DCS unit will also be equipped with advanced
technology of the power supply management, whose analysis is described in [2].

2.2 Sensory System

Currently, there are not enough studies for measuring the state of stretching of the
retaining steel mesh. An approach closest to our requirement on the solution is presented
in the publication [12], where the researchers measured deflection on the network in a
laboratory model. Other publications [1, 5] are focused on applications of mathematic
models of retaining networks and restraining walls on unstable slopes.

The aim of the sensory system will be to measure the state of tension of the retaining
network on a long-term basis. As already mentioned in the introduction, the retaining
networks may sag over time due to the release of rocks that the given retaining network
holds in place. Releasing rocks can thus be monitored by monitoring the state of
stretching the retaining network. When the retaining network is stretched, its shape is
changed and its surface is increased. There should be two possible ways to monitor this
change:

• Wire linear potentiometer
• Vibrating-wire strandmeter

Wired linear potentiometer. A possible way of installing this type of sensor on the
retaining network is shown in Fig. 4. The sensor is placed in the desired location in the
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protection networks so that the base of the sensor is mounted to the static portion of a
retaining network, such as the anchor. A steel wire stretched over the entire active area
of the retaining network is fixed to the movable part of the sensor.

Fig. 4. Possible attachment of wired linear potentiometers to the retaining net.

The active area of the retaining network is an area where loose rocks and thus e
tension of the network can occur. Therefore, the degree of tension of the protective
network is directly reflected by the extent of pushing the wire out of the wire linear
potentiometer. The wired linear potentiometer is connected to a wireless measurement
node that sends information about current situation to the data concentrator (DCS) and
later to the parental system. Power supply is ensured using 3.3 V lithium battery with
sufficient capacity to ensure operation for several years, depending on the frequency of
requests about the state of the protection network tension. For monitoring the states of
the protective networks, a 4-channel measurement module – a wireless node will be
designed and realized, meaning that it will be possible to connect up to 4 linear poten‐
tiometers to one node.

As an alternative to analogue processing of the information from these potentiom‐
eters, there are wired linear potentiometers, where the angle sensor is realized by an
encoder, IRC sensor. This variant is less susceptible to interference and temperature-
compensation is not needed, as in the case of analogue linear potentiometers. Another
advantage is the lower price. The disadvantage is more complicated processing of the
information from this sensor.
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Vibrating-wire strandmeter. Another option for monitoring the tension of the protec‐
tive network is the use of the vibrating-wire strandmeter. In this case, however, the use
is more complex due to the necessity to develop and implement the supporting elec‐
tronics for processing signals from the vibrating-wire strandmeter. In this case, it is
necessary to design and implement a unit for processing the signals from this sensor, as
is briefly described in [7]. The developed system would have the support of wireless
technology IQRF, as in the case of monitoring with a wired potentiometer. Fixing this
type of sensor would be carried out through wire ropes, to which the given sensor would
be attached. The degree of tension of the steel cable would respond to the tension of the
protection network. A sketch of the attachment of the sensor is shown in Fig. 5.

Fig. 5. Possible attachment of vibrating-wire strandmeters to the retaining net.

As in the case of the first measurement method and the second method of measuring
the tension of the retaining network, the measurement would not take place continuously,
but for the necessary time in milliseconds. The measured data would be stored in the
transmitter memory. This arrangement of time limited measurement is due to higher
energy consumption than in the previous measuring method. In the event of a query
from the network coordinator each wireless transmitter would then send the pre-meas‐
ured data. After the end of the transmission, a new measurement would be carried out.

2.3 Parental Monitoring System

The parental monitoring system will provide the processing function, archiving and data
visualization. It will also be its responsibility to inform about achieving limit states of
the chosen measurement. The use of modern technologies and services for commercial
cloud storage is intended along with a parallel archiving of data in a data-base system
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for web hosting. To visualize, our own solution based on dynamic web pages using PHP/
MySQL technology will be applied, and also connections of visualization tools with
Cloud services will be used, for example, solutions from Microsoft - Azure + Power BI.

3 Conclusion

The contribution focused on describing the design of a comprehensive monitoring
system for the measurement of tension of protection networks and barriers serving as
protection against falling rocks from eroded rock formations. The basis of the system is
the use of wireless MESH networks of measuring points that communicate with the data
concentrator as was the mentioned on the beginning of Sect. 2 in this paper. The DCS
subsequently transfers this measured data to the parental monitoring system. All commu‐
nication is performed wirelessly using IQRF technology. System development is funded
in the framework of the R&D project and pilot deployment at the selected location is
planned in the next two years. Currently, laboratory tests are being carried out on various
types of sensor and communication between them. The portfolio of sensors and actuators
in the field of IoT will therefore be complemented with other interesting sensors moni‐
toring the erosion of the rock formations.
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Abstract. Finding efficient methods to communicate over underwater acoustic
channels that suffer from multipath, attenuation, noise, frequency selectivity and
Doppler effect has been a challenge. A multipath underwater acoustic channel
can be seen as a sparse system, whose impulse response contains many zeros and
very few large coefficients. As stated in the compressive sensing theory, the actual
measure of sparsity is the ℓ0-norm. Though, minimizing the ℓ0-norm is an
untraceable problem. Consequently, the ℓ0-LS approximation with major reduc‐
tion in computational complexity is proposed. This paper study the approximation
of the ℓ0-LS on sparse underwater channels’ estimation. Also it presents the
performance enhancement of using such approximation on the underwater sparse
channel estimation.

1 Introduction

The underwater digital communication researches have been developing over the last
three decades leading to achievements and improvements since it started. This field of
communication would support so many sectors such as defense, marine research, marine
commercial operations, oceanography, and the offshore oil industry. The underwater
nature has significant amount of complications compared to the one in the air. One to
mention is that a regular EM waves will suffer from large attenuation. In addition, optical
waves will lead to a large amount of scattering. Consequently, the most suitable type of
signals to use underwater will be the acoustic signals. Even though, using a high speed
acoustic channel is challenging due to the limited bandwidth, severe fading, extended
fading, large Doppler shift and refractive properties [1]. The underwater acoustic
channel is considered sparse such that it can consist of one direct path and number of
multipath. That indicates the impulse response of the channel will have few large coef‐
ficient and many small near to zero coefficients. Taking into consideration the sparse
nature of the acoustic channel, the project target will be to use the sparse adaptive algo‐
rithms in order to enhance underwater acoustic communication.
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So far Compressive Sensing (CS) theory has been applied to perform sparse channel
estimation [6]. In [7] authors showed that the Matching Pursuit (MP) and Basis Pursuit
(BP) are well suited for underwater acoustic (UWA) channel, since this channel is often
very sparse [8]. Thus, those algorithms and their variants have been used in [10–14] for
a multicarrier system to estimate the channel. It is notable that the ℓ1-norm optimization
problem is now largely popular under the name BP as introduced in [9].

The authors in [10] developed a time domain channel estimation technique based on
MP which gives a sub-optimal estimate by detecting the best aligned signal subspace
and canceling the effect of the detected subspace iteratively. They used Orthogonal MP
(OMP) algorithm to solve the slow convergence problem of re-selected taps. OMP basi‐
cally utilizes the subspace chosen by MP to re-compute the taps according to the LS
estimate. Authors proved that the OMP algorithm has a superior performance over the
original MP and that the time-domain MP is superior to conventional frequency-domain
CE using interpolation methods. Also, authors showed that the performance of conven‐
tional time-domain Least Square (LS) channel estimation is poor comparing with OMP.
This is mainly due to its inability to exploit the channel’s sparsity feature.

Various channel estimators have been investigated in [11] that exploit channel spar‐
sity in the time and/or Doppler domain for a multicarrier underwater acoustic system.
Root-MUSIC and ESPRIT subspace algorithms were used to estimate the underwater
channel that have limited Doppler spread. On the other hand, for channels with Doppler
spread, compressed sensing approach was adopted, mainly OMP and BP algorithms.
The proposed algorithms were compared to the conventional LS channel estimator.
Results showed that compressed sensing algorithms uniformly outperformed the LS and
subspace methods.

In [12] authors deployed OMP and BP along with the conventional LS to estimate
the UWA channel. Numerical simulations and field results demonstrated the substantial
benefits of compressive sensing for underwater acoustic communications over long
dispersive channels with large Doppler spread.

An efficient and low complexity channel estimation algorithm [13] has been
proposed by exploiting the sparseness of the channel impulse response and the prior
information for the non-Gaussian channel gain which is modeled by an exact continuous
Gaussian mixture (CGM). By combining the MP and the maximum a posteriori proba‐
bility (MAP) based space-alternating generalized expectation-maximization technique,
the estimation of channel taps and their locations is improved in an iterative manner.
Results showed that the proposed algorithm exhibits excellent symbol error rate and
estimated the UWA channel very effectively.

Finally the authors in [14] proposed a virtual time reversal processing (VTRP) for
OFDM systems to reduce the ISI caused by delay spread resulted from the underwater
channel. They used two sparse channel estimation methods which are matching pursuit
(MP) and basis pursuit de-noising (BPDN) to estimate the channel impulse response
(CIR). Results showed that VTRP with BPDN channel estimation is slightly better than
using MP channel estimation.
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2 System Model

An underwater acoustic channel is a time varying channel, therefore a time varying filter
can be used in which the coefficients of the filter are constantly updated each time
interval. Adaptive filters are self-designing filters because they calculate the coefficients
from pervious samples [15]. The main aim of using an adaptive filter is to minimize the
cost function by updating the coefficients every time interval, as can be seen from the
following equation:

W(n + 1) = W(n) + ΔW(n) (1)

Where W(n+1) denotes the new coefficients of the current time step, W(n) is the previous
time step coefficients, and ∆W(n) is the adaptive algorithm connection. The impulse
response is sparse for the underwater acoustic channel. That is the system contains many
negligible small coefficients with only few large ones. Taking the sparse nature of the
system helps in utilizing those large coefficients in order to enhance the estimation
performance. In Fig. 1, sparse system identification is shown. The input signal u(n)
undergoes to unknown sparse system which the output signal of it is the desired signal
d(n). Additionally, When the output error e(n) is minimized, the adaptive filter becomes
a model for the unknown sparse system. Consequently, the main problem relies in
finding an adaptive algorithm that is able to identify and exploit the sparse nature of the
unknown sparse system [16].

Fig. 1. System identification model using linear transversal adaptive filter

3 Adaptive Filtering and Sparse Adaptive Algorithms

This section illustrates the effective approximation of ℓ0-LS algorithm in order to
improve the underwater acoustic channel estimation performance using an OFDM
system. It has been proven that ℓ0-LS approximation has better performance in esti‐
mating an OFDM channel [21, 22, 25]. Generally, an underwater channel suffers from
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a large amount of multipath and echo. Therefore, a sparse system exists in an underwater
acoustic channel. The system is considered to be sparse when most of its coefficients
are insignificant, while few coefficients are significant. Figure 2 illustrates a sparse
system. It can be noticed that the number of significant coefficients is equal to 3 where
the length of the channel is 20.

Fig. 2. A sparse channel

3.1 Sparsity Channel Estimation

The regular adaptive filtering algorithms [15–24] such as LS, NLMS, and RLS do not
take into consideration the nature of the acoustic channels. In other words, those algo‐
rithms do not consider the sparsity nature of the channel. To overcome this problem
Compressive Sensing (CS) theory has been developed [25]. The ℓp-norm (0 ≤ p ≤ 1)
has the ability to take advantage of the sparse nature [20]. It will attract the insignificant
taps or the small tapes to zero. The ℓ0-norm measures the exact sparsity of the channel,
hence it gives the sparsest solution. However that raise a penalty for non-Polynomial
hard problems [26]. In [23] an alternative approach has been developed to overcome the
penalty of the ℓ0-norm. They have come with an algorithm that is close to the ℓ0-norm
that is called approximation of ℓ0-LS.

3.2 Approximation of ℓ0-LS Channel Estimation Method

Approximation of ℓ0-LS method is created as several algorithms that complete each
other gaps. Starting with the conventional LS estimation, to applying ℓ1-norm, then
employs a suitable threshold, and ending with re-computing techniques to reach the final
ℓ0-LS approximation. Figure 3 below shows a diagram that illustrates the approximation
ℓ0-LS algorithm.
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Fig. 3. Block diagram of the ℓ0-LS approximation algorithm

3.3 Conventional LS Estimation

An OFDM system that has N number of subcarriers and M number of equally spaced
pilots is considered. At the receiving end, the received pilots can be expressed as

Yp = XP HP + WP (2)

where Yp is the received pilot vector, Yp = [yM0, yM1,…… ., yM−1]T, and XP is the trans‐
mitted pilots diagonal matrix, Xp = diag(x0, x1,…… ., xM−1). To approximate the
channel, the square error cost function is minimized based on the frequency domain LS as

J =
‖
‖
‖

Yp − XPĤP

‖
‖
‖

2

2
(3)

As a result the solution of the frequency domain LS is

ĤLS

p
=

(

XH

p
XP

)−1(

XH

p
YP

)

= X−1
p

YP (4)

where H is the transpose and complex conjugate. An important point to mention is that
the estimation done here is applicable only for the pilot’s locations. That will allow the
usage of several interpolation techniques, such as Discrete Fourier Transformed (DFT).
DFT in this paper is used because the pilots are equally spaced, to obtain the channel
frequency response at data sub-carrier.

3.4 LS Analysis

The frequency domain LS is known by its simplicity, nevertheless it can be further
enhanced by considering the sparsity nature of the channel. While the channel is sparse,
the noise will extremely influence the LS estimation. The channel estimation in this case
can be expressed as

ĥLS = h + v (5)
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where h is the actual channel and v is the noise vector. Then the estimated elements of
the channel can be sorted as significant and noisy elements as illustrated in the following
formula:

ĥLS

i
∼

{

CN
(

0, 𝜎2
h
+ 𝜎2

v

)

i 𝜖Ω

CN
(

0, 𝜎2
v

)

i ∉ Ω

}

. (6)

where Ω represents the significant tapes, 𝜎2
h
 represents the significant tap variance and

𝜎2
v
 represents the noisy tap variance. This analysis will help in extracting information

and remove the noise form the LS estimated channel.

4 Simulation Results

4.1 Underwater Channel Settings

The following simulations were made by taking into consideration the Mediterranean
specifications [27]. The physical characteristics of Mediterranean channel such as
salinity and temperature influence the acoustic signal attenuation. The ambient noise
and Doppler spread were calculated accordingly to the signal’s frequency. The specifi‐
cations are listed in Table 1.

Table 1. Underwater channel characteristics values

Parameter Value
Frequency (KHz) 10
Distance (Km) 1
Temperature (C) 30
Attenuation (dB) 0.3695
Ambient noise (dB) 24.1
Doppler spread (dB) 1.25

4.2 Sparse Estimation (ℓ1-LS)

In this section, the sparse adaptive algorithm ℓ1-LS performance is compared with the
conventional LS in terms of estimating the actual channel impulse response of the under‐
water acoustic channel. The system parameters that are used in the simulation are shown in
Table 2.

The system uses the minimum condition of a full rank problem, where the number
of pilot carriers is 16. Figure 4 shows a comparison between ℓ1-LS and conventional
LS in estimating the impulse response of the channel, where the actual impulse response
is estimated using the conventional LS and ℓ1-LS. The figure shows that the ℓ1-LS
estimation algorithm is better in estimating the impulse response of the channel than the
LS estimation algorithm as it appears closer to the actual impulse response.
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Table 2. Simulation Parameters for conventional vs ℓ1-LS sparse estimation

Parameter Value
Number of symbols 10000
Number of subcarriers 256
Channel length 16
Cyclic Prefix length 16
Modulation scheme 16-QAM
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Fig. 4. Channel impulse response estimation using LS and ℓ1-LS

4.3 Comparison Between Conventional LS and Sparse Estimations

The aim of this section is to compare between different algorithms used in estimating
the channel, and to confirm the performance of the approximated ℓ0-LS algorithm in
estimating the underwater channel. These algorithms are time domain LS, ℓ1-LS,
L1 + threshold, and ℓ0-LS. The details of the OFDM scenario selected in the simulation
are illustrated in Table 2 above. Details on these algorithms are in Refs. [23, 25, 26].
The channel model used in these tests has two significant taps so the sparsity degree is
12.5%.

The comparison between these estimation algorithms was done according to the
MSE and SER versus the SNR of the OFDM system that has 16 pilot carriers, which
correspond to the minimum condition of a full rank problem. Moreover, the SNR vector
has a range of 15 to 55 and simulated with a step of 5. The simulation results are shown
in Figs. 5 and 6.

Figure 5 shows the MSE comparison between various algorithms. The best estima‐
tion is achieved by ℓ0-LS approximation as it has the lowest MSE rates. Nevertheless,
the worst estimation is the Time Domain LS. The ℓ1-LS estimation is slightly better than
the Time Domain LS. Otherwise, advancement estimation is achieved by ℓ1 + threshold
and ℓ0-LS approximation. However, for higher SNR values the performance of ℓ0-LS
approximation outperform the ℓ1+threshold.

It can be noticed from Fig. 6 that the closest algorithm to the known channel is the
ℓ0-LS approximation algorithm. Thus, it achieves the best estimation in comparison
with the rest. Actually, the SER of the ℓ0-LS approximation is the nearest to the SER
of the known channel. On the other hand, the farthest algorithm from the known channel
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is the Time Domain LS, as it achieves a very high SER. Even though ℓ1-LS provides a
slightly better estimation, still it is not good enough. The Time Domain LS + threshold
approximately has similar performance compared with the ℓ0-LS approximation.
However, for larger SNR values ℓ0-LS approximation outperform the Time Domain
LS + threshold.
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Fig. 5. Comparison between different adaptive algorithms in terms of MSE
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Fig. 6. Comparison between different adaptive algorithms in terms of SER

5 Conclusion

Channel estimation, using various sparse algorithms, was tested for an underwater
acoustic channel that is considered to be a sparse channel. An underwater acoustic sparse
channel characteristic has been defined. A literature survey of recent publications on the
underwater sparse channel estimation has been presented. A very close approximation
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of the ℓ0-LS with reduction in computational complexity is used and simulation results
are presented and discussed that are obtained under relatively low-noise conditions.
Results conclude that the ℓ0-LS approximation algorithm, which supports sparsity, has
better MSE and SER performances in the estimation of underwater acoustic channels.
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Abstract. Advanced Video Coding (H.264/AVC) and its recent extension High
Efficiency Video Coding (H.265/HEVC) are the current industrial video coding
standards that have directional and planar intra-predictors. The intra-prediction
scheme of both standards is dominated by directional predictors. Ordinary least
squares (OLS) based adaptive predictor is superior around edge pixels without
considering the direction of an edge explicitly. In OLS based predictor, each pixel
in the local area contributes equal weight to estimate prediction parameters. We
observed that this does not hold true due to noise and the existence of different
correlations between the causal context of each neighboring pixel. To address this
problem, we proposed an adaptive weighted least squares (AWLS) based
predictor that assigns different weights to neighboring pixels to reflect its relative
contribution. Experimental results show that the proposed method outperforms
the OLS based intraprediction for directional images and marginal improvements
are obtained for other tested images and videos.

Keywords: H.264/AVC · H.265/HEVC · Intra-prediction · Contextual pattern
matching · Least squares based prediction

1 Introduction

In both H.264/AVC and H.265/HEVC video coding standards, each image of a video
sequence is partitioned into macroblocks (MBs). Each MB is encoded based on the
spatial extrapolation of samples from previously decoded image blocks directly above
and to the left of the current block. In H.264/AVC [1], each MB is 16 × 16 samples. The
intra-prediction of a MB can be done by three different block sizes, namely Intra 16 × 16,
Intra 8 × 8 and Intra 4 × 4. For Intra 4 × 4, the MB is divided into sixteen 4 × 4 sub-
blocks, and each block is predicted separately by using 8 directional modes to predict
edge pixels and one planar mode to predict smooth blocks by using the average of refer‐
ence pixels. For Intra 8 × 8, the MB is divided into four 8 × 8 sub-blocks, each sub-
block is predicted by extending the concept of Intra 4 × 4 prediction modes. The Intra
16 × 16 has two directional modes (vertical and horizontal) and two non-directional

© Springer Science+Business Media Singapore 2018
K.J. Kim and N. Joukov (eds.), Mobile and Wireless Technologies 2017,
Lecture Notes in Electrical Engineering 425, DOI 10.1007/978-981-10-5281-1_19



modes (DC and plane). A detailed review of H.264/AVC intra-prediction process can
be found in [2].

However, in H.265/HEVC standard [3], each MB is 64 × 64 samples instead of
16 × 16 samples. The H.265/HEVC standard has 35 intraprediction modes compared
with the 9 modes of H.264/AVC. Thirty three of them are directional modes and the
remaining two modes are non-directional modes. Similar to H.264/AVC, the intra-
prediction of H.265/HEVC can be done at different block sizes, namely Intra 64 × 64,
Intra 32 × 32, Intra 16 × 16, Intra 8 × 8 and Intra 4 × 4. Both standards support 4 × 4
and 8 × 8 sub-block sizes with dominate number of directional predictors. A detailed
review of H.265/HEVC intra-prediction process can be found in [4].

In this paper, we improved the intraprediction of H.264 standard for 4 × 4 and 8 × 8
blocks by using adaptive weighted least squares (AWLS) based predictor, and similar
results can be obtained for the intraprediction of H.265/HEVC for 8 × 8 and 4 × 4 sub-
blocks. In the reference software of H.264/AVC, a full search is used to examine each
of the 3 block sizes and each of the 4 or 9 intra-prediction modes to find the smallest
rate-distortion (RD). The same idea holds for H.265/HEVC. Since computation of RD
is expensive, a number of fast algorithms have been proposed to select few blocks and
few intra-prediction modes [5–8]. However, the reduction in computational complexity
increases the bit rate and reduce the image quality (PSNR).

There is few related work which increases the PSNR value as well as reduces the
bitrate of the intraprediction mode of H.264/AVC by using OLS based predictor. In [9],
it is assumed that each pixel in the local area contributes equal weight to estimate
prediction parameters. However, we identified three factors that can violate this assump‐
tion. We defer the detailed description of the identified factors to the end of Sect. 2 in
order to avoid the interruption of the flow of ongoing presentation. To address these
factors, we proposed AWLS based adaptive predictor. In this predictor, a different
weight is assigned for each neighbor pixel to reflect its relative contribution. For each
neighbor pixel, the weight is assigned according to its causal intensity similarity with
the causal intensity of the current pixel being predicted. The intensity similarity is better
than the spatial closeness because the performance of least squares method is superior
when the local area is dominated by edge pixels [10, 11].

If the local area is less likely to be dominated by edge pixels, instead of computing
new predictor coefficients, previously stored coefficients that are optimized for an edge
can be used repeatedly until the scanning of pixels reaches the next edge pixel. Conse‐
quently, our proposed predictor switches between two predictors which are suitable for
edge areas and smooth regions. Our results show that the proposed intra-prediction mode
in H.264/AVC outperforms the OLS based intra-prediction for directional images, and
marginal improvements are obtained for other tested images and video sequences.

The rest of the paper is organized as follows. In Sect. 2, backgrounds for least squares
method and its weaknesses are described briefly. Section 3 presents a detailed descrip‐
tion of the proposed weighting scheme. The experimental results are then presented in
Sect. 4, which is followed by the conclusion in Sect. 5.
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2 Weaknesses of Ordinary Least Squares Based Method

The aim of this paper is to improve the intraprediction of H.264/AVC and H.265/HEVC
video coding standards by addressing the weaknesses of ordinary OLS method. Hence,
we first describe this method and its weaknesses as a background. As shown in Fig. 1,
let n denote the 1-D spatial position of a pixel when the image is scanned in a raster scan
order while xn represents the intensity value of the current pixel at position n.

Fig. 1. Causal predictors of the current pixel xn and those of its ith previously encoded pixel xn-i
in a local training window

Let Cn =
[
x1

n
,… .xj

n
,… , xN

n

]T be an N × 1 column vector to represent the value of the
N-nearest causal neighbors of the current pixel xn being predicted. The entire image is
a 2-D non-stationary random process for the purpose of adaptive image prediction.
However, the image can be modeled as a piecewise 2-D stationary autoregressive
random process as shown in Eq. (1).

xn = en + 𝛼
Tcn = en +

∑N

j=1
𝛼jx

j

n (1)

where α =
[
α1, α2,… , αN

]T. The term en is a random error which is independent of
the spatial location n and the intensity value of the image signal xn. The random error
accounts for fine details of image signal and measurement noise. Since image structures
such as edges and surface textures are formed by spatially coherent continuous pixels,
piecewise 2-D stationary autoregressive model of the image signal is a reasonable
assumption. This implies that the set of parameters {αj} of this model remain constant
or near constant in a small locality even if they often vary significantly in different
segments of the entire scene. Hence, using Markov model with order N, the predicted
value x∧

n of the current pixel xn is given by

x∧
n
=
(
𝛼
∧
)T

Cn =
∑N

j=1
𝛼
∧

j
xj

n (2)

where 𝛼∧ =
[
𝛼
∧

1 , 𝛼∧

2 ,… , 𝛼∧

N

]T is the set of estimated parameter values. These estimators
are not the same as the true values of the parameters α1, α2… αN and can be adjusted to
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local image structures such as edges and textures by fitting the model to the pixels in a
local training window (see Fig. 1) using least squares method. Let
Y = [xn−1 … xn−i … xn−M]

T be an M × 1 column vector to represent M previously
encoded pixels in local area. Similar to Cn, let Cn−i =

[
x1

n−i
, x2

n−1 … xN
n−i

]
 be 1 × N row

vector to represent the N-nearest causal neighbors of the ith observed pixel xn-1 among
the M pixels in the local window of pixel xn as shown in Fig. 1. For example, in this
figure, M = 64 and N = 8. Now, we have a system of linear equations

Aα =
[
Cn−1 …Cn−i…Cn−M

]T
𝛼 = Y (3)

Equation (3) shows that A is an M × N matrix with its rows consisting of the N-
neighbors of each of the M training pixels. Since there are more equations than
unknowns, this over determined type of system cannot be solved exactly. Hence, it can
be solved in least squares sense by estimating the unknown set of parameters {αj} that
minimize the sum of squared errors en-i between the observed value and the estimated
value as follows.

SSEmin =
∑M

i=1

(
xn−i − x∧

n−i

)2
=
∑M

i=1

(
en−i

)2. (4)

The minimization process is achieved by multiplying both sides of Eq. (3) by AT:

(ATA)α∧ = ATY (5)

where ATA is an N × N square matrix and ATY is an N × 1 column vector. This implies
that Eq. (5) becomes a system of N equations in N unknowns. If A has full rank, the
square matrix ATA has inverse, and the new equation will have a unique solution using
the cholesky decomposition [14] as shown in Eq. (6). On the other hand, if A is defective,
the matrix ATA fails to have inverse, and the equation has no unique solution. It is solved
by singular value decomposition (SVD) technique [12].

α∧ = (ATA)−1(ATY) (6)

However, we identified three major problems that can reduce the ability of OLS
model in estimating the predictor coefficients accurately. The first problem is data
over-fitting problem. The set of prediction coefficients αˆ fit the training window well,
but they may not fit when they are applied to a new current pixel. This is because the
new pixel is not part of a training window, and it may not have similar causal context
with other pixels in the training window. The second problem is bi-modal distribution
problem. OLS is optimal when all the data in the training window are roughly from a
single data source with mono-modal distribution [10]. However, this does not holds true
because of two contrasting conditions. On one hand, the shape of objects can be arbi‐
trarily in the real scene. On the other hand, in H.264/AVC and H.265/HEVC standards,
the shape of the local training window is rectangular. This shape cannot be adaptive to
the local image variations like edges and texture patterns for the purpose of
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computational simplicity. As a result of this, the training window can contain pixels
from both smooth regions and edge areas and the histogram of the pixels in the local
window can bi-modal distribution. Consequently, if the pixel xn to be predicted is in a
smooth area, a sample in an edge area will provide the same contribution as the sample
in the same smooth area instead of contributing much less information.

The third problem is constant variance problem. The basic assumption underlying
OLS estimation technique is that each estimation error in Eq. (4) has constant variance
across all individuals, Var

(
en−i

)
= σ2

n−i = σ2. In other words, each data point in the
training window provides equal contribution in Eq. (1). Since this technique treats all
of the data equally, it will give more influence for less precisely measured points than
they should have, and it will give too little influence for highly precise points. However,
this assumption does not hold true due to noise and the existence of different correlations
of the causal context of each pixel in the training window with that of the causal context
of the current pixel. This implies that Var

(
en−i

)
= σ2

n−i = σ2 ∗ kn−i for some constant
kn-i. To minimize the above problems, the set of model parameters {αj} can be estimated
by giving proper amount of weight Wn-i to the contributions of each observed pixels
xn-i. This implies that Eq. (4) can be modified in to Eq. (7) to minimize a weighted sum
of squared residuals.

SSEMin =
∑M

i=1
wn−i

(
xn−i − x∧

n−i

)2
=
∑M

i=1
wn−i

(
en−1

)2
(7)

This also implies that Eq. (3) can be modified into Eq. (8) by scaling both the obser‐
vation vector Y and the matrix A by multiplying the ith element of vector Y and the ith

row of matrix A by Wn-i.

(WA)α∧ = (WY) ⇔ α∧ =
(
ATWA

)−1(ATWY
)

(8)

where W is a diagonal matrix with diagonal entries wn−1, wn−2,… , wn−i,… , wn−M.

3 The Proposed Weighting Scheme

Generally, the weight wn-i of each pixel xn-i in the training window decreases as its spatial
distance from the current pixel xn increases because images vary slowly over space so
that near pixels are more likely to have similar values. However, the slow spatial varia‐
tions fail at edges. This implies that the intensity similarity is also important in addition
to spatial closeness. As a result of this, bilateral image filtering technique assigns the
weight wn-i to each neighbor pixel using its spatial closeness as well as its intensity
similarity to the current pixel [13].

Least squares based predictor is superior when the training window is dominated by
edge pixels [10, 11]. This fact motivates us to use the intensity similarity component of
bilateral filtering instead of spatial closeness to assign the relative contribution of each
pixel in the training window. In our proposed weighting scheme, it is impossible to use
directly the intensity similarity between the current pixel xn and each of the pixels xn-i
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in the window because the value of the current pixel is not known. Hence, we incorporate
the intensity similarity indirectly by using the similarity between the local texture of
each pixel xn-i and that of the current pixel xn as follows. Two intensity pixel values v1
and v2 are said be a T-approximate values if |v2 − v1| ≤ T, where T is an integer threshold
value. When this is generalized to the current context Cn and its ith previous context
Cn-i, with order N, they are said to be T approximate pattern matching if

||x1
n
− x1

n−i
|| ≤ T

⋀||x2
n
− x2

n−i
|| ≤ T

⋀
… ||xN

n
− xN

n−i
|| ≤ T (9)

Equation (9) can be generalized to L1-distance metric, and the two contexts are said

to be a T-approximate pattern matching if L1
(
cn, cn−i

)
=
∑N

j=1
|||xj

n
− x

j

n−i

||| ≤ T .
However, instead of using a single threshold T, two empirically determined threshold

values T1 and T2 (T1 < T2) are used to classify the level of the similarity into low, medium
and high levels. To reflect the quantitative effect of these levels on the estimation of the
relative weight wn-i of each pixel xn-i (see Eq. (10)), the similarity value is multiplied by
different integer constants (1 ≤ k1 < k2 < k3). The positive constant integer c ≥ 1 is
added because the two local textures may be exact replica of each other. In this paper,
empirically we found that c = 1, k1 = 1, k2 = 2 and k3 = 4 works very well. This shows
that a pixel which has high pattern matching will have high contribution.

Originally, we classified the M-number of training patterns into low and high simi‐
larity classes using a single threshold value T. For each test image, the optimal value of
T is obtained empirically from statistical observations. Initially, we set T = 0, indicating
that the previous patterns are exact matches with the current pattern. We increase the
value of T in steps of 1 by observing the change in compression bit-rate and PSNR
values. We observed that different values of T produce different compression results and
PSNR values for the same test image as well as for different types of test images. Hence,
we found that the value of T has a great effect on the performance of the proposed
algorithm.

wn−i =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1
k1 ∗ L1

(
cn, cn−i

)
+ c

, if 0 ≤ L1
(
cn, cn−i

)
≤ T1

1
k2 ∗ L1

(
cn, cn−i

)
+ c

if T1 < L1
(
cn, cn−i

)
≤ T2

1
k2 ∗ L1

(
cn, cn−i

)
+ c

, if L1
(
cn, cn−i

)
> T2

(10)

According to our statistical analysis, we observed that the optimal value of T has
direct relationship with the entropy (complexity) of test images. Since the maximum
value of the entropy of 8-bit gray scale images and video sequences is 8 bits per pixel,
we found that the reasonable range of T is 2 ≤ T ≤ 8 for all test images. When a small
value of T is used for very complex type of images, the potential number of T-approx‐
imate patterns which belongs to low dissimilarity class will be very few while a large
number of patterns belongs to the high dissimilarity class. Consequently, the majority
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of pixels will not provide enough information for the estimation of predictor parameters.
On the Other hand, if a large value of T is used for low complex type of images, a very
large number of patterns belongs to the low dissimilarity class. Hence, the relative
contribution of each pattern is almost similar which leads to OLS method. Finally, we
found that our proposed algorithm becomes efficient when we add a medium dissimi‐
larity class as a compromise between the two extreme types of test image classes. Hence
by partitioning the range of T (2 ≤ T ≤ 8) into two sub-ranges, the reasonable ranges of
T1 and T2 are 2 ≤ T1 ≤ 4 and 5 ≤ T2 ≤ 8 respectively for most of test images. Through
extensive experiments, we found that T1 = 4 and T2 = 8 works very well for all test
images. Thus, we used these threshold values in our experimental results.

The square matrix ATWA shown in Eq. (8) is either singular (has no inverse) or non-
singular (has inverse).This is checked in the process of cholesky decomposition [11]. If
the matrix is non-singular, this equation has unique solution. If the matrix is singular,
static prediction coefficients are assigned based on their spatial closeness to the current
pixel, or previously stored coefficients that are optimized for an edge can be used repeat‐
edly until the scanning of pixels reaches the next edge pixel. We used this approach
because of two reasons. First, if the square matrix in Eq. (8) is non-singular, the window
is more likely to be dominated by edge pixels [11]. Second, if the matrix is singular,
there will be less probability for the presence of dominant edge direction in the training
window. To make the description of the proposed algorithm specific and clear, its pseudo
code is presented as follows.

In step d, the coefficients are initialized by pre-fixed values (β) according to their
spatial closeness to the current pixel. In step e.ii, each entry of vector Y, matrix A and
vector C are normalized before computing Wi. This minimizes the negative impact of
outliers in the training data. In step e.vi, each entry of vector WY and matrix WA are
normalized before computing the predictor parameters (αˆ). This minimizes the problem
of producing large predictor weights. As a result of this, the noise may not be amplified
by the predicted value. Step e.vii shows that the previously stored prediction coefficients
will be updated when the matrix has inverse due to the dominant number of edge pixels;
Otherwise, the previously stored coefficients (β) are used repeatedly until the next edge
pixel is encountered. Finally, step e.ix shows that the size of training window (M), vector
Y and matrix A increases.
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4 Experimental Results and Discussion

We compare the performance of the proposed method with the method in [9] for
improving the intra-prediction of H.264. We used standard test images (512 × 512) such
as Barbara, Lena, Monarch, Peppers, and Spoke. We used CIF-resolution (352 × 288)
sequences with 300 frames (such as Foreman, Paris, Mother and Daughter, and
Tempete). We also used 720p 50-resolution sequences with 504 frames (such as Mobcal,
Parkrun and shields). These video sequences are available on line at http://
media.xiph.org/video/derf/. For simulation, we used the H.264 reference software JM
10.2. All the experimental results were evaluated using only the luminance component.
CABAC (context-adaptive binary arithmetic coding), in-loop de-blocking filter, and
rate-distortion (RD) optimization are enabled. QP values of 22, 27, 32 and 37 were used.

Table 1. PSNR gain and rate reduction for different standard test images and video sequences

Image/Video sequence PSNR gain (dB) Rate reduction (%)
Barbara 0.22 3.34
Lena 0.11 2.56
Pepper 0.10 2.63
Monarch 0.15 2.02
Spoke 0.23 3.95
Foreman 0.13 2.22
Paris 0.19 2.03
Tempete 0.16 1.83
Mother and daughter 0.11 1.98
Mobcal 0.12 2.04
Parkrun 0.14 2.87
Shields 0.09 1.77

Table 2. Average percentage of chosen intraprediction modes for barbara test image

Mode 4 × 4 [9] 4 × 4 Proposed 8 × 8 [9] 8 × 8 Proposed
Vertical 9.63 8.84 9.19 7.64
Horizontal 6.18 5.92 6.63 6.03
DC 17.11 17.28 14.79 15.05
Diagonal down-left 5.56 5.44 5.48 5.32
Diagonal down-left 3.99 3.67 4.01 3.91
Vertical-right 6.23 5.79 6.13 5.90
Horizontal-down 3.87 3.71 3.66 3.53
Vertical-left 8.93 8.94 8.48 7.93
Horizontal-up/LSB 38.49 NA 41.63 NA
Horizontal-up/AWLS NA 40.41 NA 44.70
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Table 1 shows the PSNR gains and the bit-rate reduction of the proposed method
over the work in [9] using the BJM metric [14]. Horizontal-up/OLS and Horizontal-
up/AWLS indicates the replacement of the original horizontal-up predictor of H.264 by
OLS and AWLS predictors. It can be seen that the proposed predictor offers better results
for directional images, and it yields a marginal improvement for the other tested images
and video sequences. For Barbara test image, Table 2 shows the frequency of each intra
prediction mode (in percentage). It can be seen that the proposed method is always
ranking first among the prediction modes. This shows that the proposed method is
fundamental for the PSNR gain and rate reduction for the test images.

5 Conclusion

By addressing the problems of OLS method using AWLS method, the intra-prediction
of H.264/AVC was improved. The relative contribution of each pixel in a localized
training window is obtained by using the local texture similarity between the current
pixel and each pixel in training window. This is an effective weighting technique because
the superior performance of least squares method is dominated by edge pixels in the
training window. When local window is not dominated by edge pixels, the covariance
matrix has no inverse. In this case, instead of computing new prediction coefficients,
static coefficients are assigned for each neighing predictor according to their spatial
closeness to the current pixel or previously stored coefficients that are optimized for an
edge can be used repeatedly until the scanning of pixels reaches the next edge pixel. As
a result of this, our proposed predictor switches between two predictors for edge areas
and slowly varying regions.

Our results show that the proposed scheme outperforms the ordinary least squares
for directional images and marginal improvements are obtained for other tested images
and video sequences. The limitation of the proposed method comes mainly from its use
of the selected threshold values T1 and T2 as well as the constants k1, k2 and k3 in
Eq. (10). Statistically selected values may not achieve the best performance for images
and videos which are not evaluated in this paper. This limitation remains future work.
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Abstract. Context-awareness is an essential component of mobile and
pervasive computing. It refers to the concept that an application under-
stands its context, reason about its current situation, and provide rel-
evant information and/or services to the users. One of the main chal-
lenges of context-aware distributed mobile computing is the dynamic
adaptation to changes in the resource-bounded operating environment
with user preferences. For example, a depersonalized context-aware appli-
cation may exhibit behavior that is not anticipated by its user in a
given situation. In this paper, we present a personalized preference model
for resource-bounded context-aware applications, which provides support
for the development and execution of context-aware applications using
a declarative language. We implement a simple example system that
demonstrates the effectiveness of the approach in a real-world scenario.

Keywords: Context-aware agents · Rule-based reasoning · Android
SDK · Smart phone · User Preference

1 Introduction

In distributed mobile and pervasive computing research, context-awareness has
emerged as an effective design and implementation approach for building adap-
tive smart-space applications. These applications rely on the use of current con-
textual information, and their dynamic adaptation to changes in the operat-
ing environment provides a high level of automation with very minimal or no
user intervention. In developing smart-space context-aware applications, smart
phones and wireless sensor technology play an important role. Smart phones
have a variety of embedded sensors that can be used to automate data collec-
tion and provide a platform to infer rich contextual data about users, including
location, time, and environmental condition. This is known as customized infor-
mation according to the specific context. To be more precise, these sensors can
be used to gather the contextual information of a user or to manipulate the
context. Different notions of context have been studied across various fields of
c© Springer Science+Business Media Singapore 2018
K.J. Kim and N. Joukov (eds.), Mobile and Wireless Technologies 2017,
Lecture Notes in Electrical Engineering 425, DOI 10.1007/978-981-10-5281-1 20
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computer science and various physical and conceptual environmental aspects can
be included in the notion of context [1]. Among others, Dey et al. [2] define a
context-aware system as a system which uses context to provide relevant infor-
mation and/or services to its user based on the user’s tasks.

There has been considerable work in the context-aware systems literature on
context modeling and reasoning approach in general (see for example, [3–6])
and on context-aware reasoning based on user preferences in particular (see for
example [7–10]). Much of this work aims at how can semantic (ontology-based)
and/or other techniques be utilized for context-modeling, knowledge sharing and
reasoning about context for pervasive computing systems. However, well devel-
oped theoretical foundations considering their resource-boundedness features are
still lacking. The resources include the time, memory, and communication band-
width required by the context-aware devices or agents to achieve a goal. In recent
work [11–13], Rakib et al. have developed formal logical frameworks showing how
context-aware systems can be modelled as resource-bounded multi-agent reason-
ing agents. In this paper, we extend and enhance our previous work [12,13] by
customizing user preferences to enable the personalization of resource-bounded
context-aware applications.

The rest of the paper is organized as follows. In Sect. 2, we present our
context-aware system modeling framework. In Sect. 3, we present the design
and implementation components of a context-aware user preference framework,
which extends the existing framework [13] to allow personalized services. In
Sect. 4, we present a system specification, sensor data acquisition, and discuss
the results of an experiment, and conclude in Sect. 5.

2 Context-Aware System Modelling Framework

We adopt the model of multi-agent context-aware rule-based systems developed
by [12]. In rule-based techniques, a context-aware system composed of a set of
rule-based agents, contexts are represented using first order terms and firing of
rules that infer new contexts determine context changes and represent overall
behaviour of the system. In order to model contexts and rules we use ontological
approach. A rule has the following format:

m : P1, P2, . . . , Pn → P0 : F : CS where n ≥ 0.

where m is the rule priority. Each Pi is an atomic formula of the form p(t1, t2),
Ask(i, j, p(t1, t2)) or Tell(i, j, p(t1, t2)), where i and j (i �= j) represent agents,
p is a predicate symbol and the tk are terms. Where Ask and Tell are special
atoms used for communication between the agents [12]. Each term is either a
constant symbol or a variable. Every variable occurring in a rule is universally
quantified, and its scope is the clause in which the variable occurs. Every variable
appearing in the head must also appear in the body of a rule. The “→” is read
as if and “,” as and. The atom P0 is called consequent (or head) of the rule
and the conjunction P1, P2, . . . , Pn is the body of the rule. If n = 0, then the
body is equivalent to TRUE and is called a fact otherwise it is a rule. The
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flag F , a placeholder, associated with every rule is used to specify the type of
the rule. For instance, the character ‘G’ is used to represent a rule containing
a Goal statement, which indicates that a certain rule execution results in goal
achievement. The character ‘C’ represents the communication rules, which can
trigger a communication between agents (devices). The character ‘D’ represents
the deduction rules. The indicator CS says which set the rule belongs to, and is
mainly used for the preferences set generation, which is explained in more detail
in the following section.

In our framework, we consider systems having constraint on various resources,
namely time, memory, and communication. This is because many context-aware
systems often run on tiny resource-bounded devices, including PDAs, smart
phones, GPS system, and wireless sensor nodes. These devices usually operate
under strict resource constraints, e.g., battery energy level, memory, proces-
sor, and quality of wireless connection. The logical framework developed in [12]
allows us to describe a set of context-aware non-monotonic rule-based reasoning
agents with bounds on computational (time and memory) and communication
resources. In [13], we extended the theoretical work [12] by implementing the
ontology and logic based framework using the Google Android SDK and smart
phones. In this paper, we extend and enhance our previous work [12,13] by
customizing user preferences to enable the personalization of resource-bounded
context-aware applications. We also discuss further experimental progress of an
example system. As in our previous work [13], we lacked some sensors which
were then replaced by a simulated device. In the current setting, we use actual
external sensors and successfully integrated them into the framework to generate
experimental results considering a real world scenario.

3 Preference in Context-Aware Agents

In this section, we discuss the extended framework that allows defining compo-
nents to provide personalized services. In order to implement user preferences,
we add an extra preference manager layer and keep the original working infer-
ence engine [13] intact. The main idea of user preference is to select a subset of
rules based on preferences, and the inference engine, instead of going through
all the rules, will only process selected rules. The whole process is composed of
different steps and modules which are explained in the following sections. The
preference manager layer consists of Preference Set Generator(PSG), Context
Monitor(CM), Context Set(CS), and Context of Interest (COI) provided by the
user beforehand. Figure 1 shows how these components are related to each other.

3.1 Context Set

The context set(CS) component is basically a column added to the rule base.
A literal in this column against a rule works as indicator for that particular rule.
It indicates if a rule belongs to a particular set of rules that may infer a specific
contextual information, e.g., Person(?p), OfficeRoom(?o), hasLocation(?p, ?o)
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Fig. 1. Preference generation overview

→ inOffice(?p, ?o) with indicator “L” in CS can be attributed towards the
contextual information about user’s current location, which represents that the
rule belongs to a group of rules that are part of location rules. The CS may
contain multiple indicators, for example, if user location and his blood pressure
mentioned in the same rule then CS can indicate both contexts defined with
two different literals. The reason for such indication comes handy when the user
preference is required. These all CS indicators can easily indicate the contexts
included in a rule. For example, a user may want preference based on location
only. So the preference set will add all the rules which CS indicates the location.
It is pertinent to mention that any rule that does not have any CS indicator is
a general rule, represented by “-” in the context set, and will be added to every
sub set that is created for a preference set.

3.2 Context Monitor

The context monitor (CM) component holds the Context of Interests (COI) of a
user, i.e., it holds the values provided by the user. Context monitor after reading
the values passes them to the Preference Set Generator(PSG). The PSG defines
a sub set of rules based on the user preferences, called preference set. This subset
is then passed to the inference engine for processing. Context monitor actively
monitors the contexts of interests. Any change in the context is forwarded to
the PSG to derive a new set of rules to be processed according to the changed
preference(s).

3.3 Preference Set Generator

The preference set generator(PSG) is the main part which gives the framework
an ability to provide personalized services. Since we have added CS to the rules
for indication purpose, we need a layer that can work as intermediary between
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the user and the rule-base. This layer provides a sub set of rules which are
personalized set of rules for a current context of the user. The PSG receives
instructions from the CM to derive a sub set of personalized rules. The rule base
of an agent consists of a variety of rules; some rules may never get a chance
to execute while some others may be actively executed. In order to generate a
sub-set of the rules, the PSG has to consider the contexts that are of interest to
the user.

3.4 Working Mechanism

In this section, we show how these different parts work together to give prefer-
ences to the user. We have one main repository, where all the rules are stored. As
the process starts, the COI is provided by the user and the values are retrieved by
the CM component. The CM forwards the values to the PSG. The PSG further
communicates with the rule base and picks only those rules that are of interest
to the user based on the values specified in the COI. The PSG makes use of the
CS to fetch the desired rules. This CS is specified by the user as COI. When
the PSG rules are ready, these rules are provided to be used as the knowledge
base for further processing. Comparing to our previous work we can see, that the
whole system still works as described in earlier work [13]. However, the rules in
the memory are replaced with only the preference based rules. Practically addi-
tion of preference layer is the major change, which reduces the overall burden
from main inference engine and making it more efficient in terms of reducing
rules.

4 System Specification and Sensor Data Acquisition

We have implemented the framework using both embedded sensors i.e., GPS and
external sensors which are blood pressure monitor and heart rate monitor. In our
experiment we have used three different agents, namely Patient care device (an
Android powered smart phone), Care giver (an Android powered smart phone),
and Blood pressure and heart rate monitor (BP device) (a Bluetooth-enabled
device). The patient care device uses the low-level contexts from the BP device
and infers high-level contexts using the set of rules in its knowledge-base. If a
patient’s condition is critical or an emergency scenario is detected, it interacts
with the care giver agent. Care giver can be a registered doctor or nurse. The
communication between the care giver and the patient takes place via SMS
messages, while blood pressure and heart rate values are sent via Bluetooth
to the patient care device. Figure 2 shows the patient monitoring device that
we have used in our experimental setup. In our experimental model we classify
different categories of blood pressure and heart rate based on the Blood Pressure
UK and New Health Advisor data charts1. Based on the blood pressure and heart
1 http://www.bloodpressureuk.org/BloodPressureandyou/Thebasics/

Bloodpressurechart
http://www.newhealthadvisor.com/Normal-Heart-Rate-Chart.html.

http://www.bloodpressureuk.org/BloodPressureandyou/Thebasics/Bloodpressurechart
http://www.bloodpressureuk.org/BloodPressureandyou/Thebasics/Bloodpressurechart
http://www.newhealthadvisor.com/Normal-Heart-Rate-Chart.html
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rate values, we have encoded a set of rules which are used to design and program
our context-aware agents. However, due to space constraints, we have listed only
few selected rules in Table 1, which are used by the patient care device.

Fig. 2. Blood pressure and heart rate monitoring device

4.1 Sensor Communication

In this section, we discuss two different mechanisms of the sensor data acquisition
that are used in acquiring raw data from external and embedded sensors.

External sensor: The Blood pressure and heart rate monitoring device uses
the Bluetooth low energy(BLE) communication settings. The BLE is relatively
new technology that is very energy efficient compared to normal Bluetooth oper-
ation [14]. The communication mechanism and blood pressure measurement pro-
cedure follow certain steps, which are discussed here. As for the prototype design,
a patient has to attach the strap to the upper arm and turn the device switch
ON. When the device is ON, it starts sending some signals. The structure of the
signal is in the following format: [0xFD, 0xFD, 0xXX, 0xXX, 0x0D, 0x0A]
and is adopted for all the operations that the device carry throughout the mea-
surements. The XX are replaced with other values such as errors or results and
vary in size. When the sensor is turned ON, it sends the following signal or
we can say it broadcasts the notification of its availability by sending [0xFD,
0xFD, 0xA5, 0x0D, 0x0A] every half a second. Any device nearby if replies
back by sending the [0xFD, 0xFD, 0xFA, 0x05, 0x0D, 0x0A] signal, the
connection will be established and the BP monitor will start the measurement.
Once the measurement is taken, the BP monitor sends the result to the con-
nected device in the following format: [0xFD, 0xFD, 0xFC, Systolic value,
Diastolic value, Heart rate,0x0D, 0x0A]. This format indicates that the
results are accurately taken and sent to the connected smartphone device. In
case of an error, which may arise due to very low heart rate or inflation taking
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too much time or the low battery message, the BP monitor sends its corre-
sponding signals to the connected smart phone device. These values are written
to a file and saved in the smartphone’s memory. Once written to the memory,
the application program can access and read the contents of the file for further
processing. In our case, Patient care device receives three values from the blood
pressure device and one from its embedded GPS as location.

Embedded sensor: We have also simulated the emergency case, where the
location is acquired using Google Play services API. The API is recommended by
Google for accurate and faster location retrieval and also consumes less energy
while acquiring the location. A fine grained location can also be determined
using GPS, WiFi, and Cellular network. It can also update the location on a
preset interval along with the distance. For example, if a location is acquired
at point A, it will recalculate the location after the preset interval or if a user
moves by a preset distance e.g., say 10 meters. In that case we always get an
accurate location for a user. Once the location is acquired we further make
use of the reverse geo-coding technique to retrieve a user readable format from
the longitude and latitude that we capture from the sensor. The end result is an
accurate human readable address. These sensed values or low-level contexts make
no sense at all unless they are translated into meaningful high-level contexts.
For that reason, we have also followed standard blood pressure and heart rate
measurement guidelines, and encoded the expert knowledge into a set of Horn-
clause rules.

4.2 Experimental Results

In our previous work [13], implementation of the agents’ inference engine and
experimental results of a depersonalized context-aware application scenario have
been provided. However, presenting detailed experimental results are out of scope
of this paper. Nevertheless, we explain how the external sensor sends the raw
data and how they are processed, and shows only the main rules that are most
likely to be fired in the case scenario shown in Fig. 2. In Fig. 2, the blood pressure
and heart rate monitoring device shows three values. The first value on top is
the systolic value, the middle one is diastolic value, and the last one is the heart
beats per minute. These three values appear on the screen and are forwarded
to the patient care agent. Patient care agent has a variety of rules besides those
presented in Table 1. For the experimental purpose, we assumed the data to be
tested for the generic values of a healthy adult male. In this scenario the systolic
value is between 90 and 120 and the diastolic value is between 60 and 80, which
ultimately will trigger the rule resulting in the normal blood pressure category,
i.e., the following rule:

Person(?p),hasSystolicBloodPressure(?p,?sbp), hasDiastolicBloodPressure
(?p, ?dbp),greaterThan(?sbp,90), greaterthan(?dbp,60), lessThan(?sbp,120),
lessThan(?dbp,80)→hasBPCategory(?p,Normal)

Similarly the heart rate, as observed, falls within normal range and will trig-
ger the following rule: Person(?p),hasHeartRate(?p, ?hrt),greaterThan(?hrt,70),
lessThan(?hrt,75)→ hasHRCategory(?p,Average)
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Table 1. Blood pressure and heart rate rules

Category m Corresponding rule F CS

Blood pressure category rules

Low BP 1 Person(?p), hasSystolicBloodPressure(?p,?sbp), hasDiastolicBlood

Pressure(?p, ?Dbp), lessThan(?sbp, ’90), lessThan(?dbp,60) −→
hasBPCategory(?p,LowBP)

D -

Normal 1 Person(?p),hasSystolicBloodPressure(?p,?sbp), hasDiastolicBlood

Pressure(?p, ?dbp), greaterThan(?sbp,90), greaterthan(?dbp,60),

lessThan(?sbp,120), less- Than(?dbp,80) −→ hasBPCategory

(?p,Normal)

D -

Pre high 1 Person(?p), hasSystolicBloodPressure(?p,?sbp), hasDiastolicBlood

Pressure(?p, ?dbp),greaterThan(?sbp,120), greaterThan(?dbp,80),

lessThan(?sbp,140), less- Than(?dbp,90)−→ hasBPCategory(?p,PreHigh)

D -

High 1 Person(?p), hasSystolicBloodPressure(?p,?sbp), hasDiastolicBlood

Pressure(?p, ?dbp), greaterThan(?sbp,140), greaterThan(?dbp,90) −→
hasBPCategory(?p HighBP)

D -

Heart rate category rules

Athlete 1 Person(?p), hasHeartRate(?p,?hrt), greaterThan(?hrt,48), lessThan(?hrt,55)

−→ hasHRCategory(?p, Athlete)

D -

Excellent 1 Person(?p), hasHeartRate(?p,?hrt), greaterThan(?hrt,54), lessThan(?hrt,62)

−→ hasHRCategory(?p,Excellent)

D -

Good 1 Person(?p), hasHeartRate(?p,?hrt), greaterThan(?hrt,61), lessThan(?hrt,66)

−→ hasHRCategory(?p,Good)

D -

Above Average 1 Person(?p), hasHeartRate(?p,?hrt), greaterThan(?hrt,65), lessThan(?hrt,71)

−→ hasHRCategory(?p,AboveAverage)

D -

Average 1 Person(?p), hasHeartRate(?p,?hrt), greaterThan(?hrt,70), lessThan(?hrt,75)

−→ hasHRCategory(?p,Average)

D -

Below Average 1 Person(?p), hasHeartRate(?p,?hrt), greaterThan(?hrt,74),lessThan(?hrt,82)

−→ hasHRCategory(?p,BelowAverage)

D -

Poor 1 Person(?p), hasHeartRate(?p,?hrt), greaterThan(?hrt,81)

−→ hasHRCategory(?p,Poor)

D -

Some example rules to derive different situations

Emergency 2 Patient(?p), hasBPCategory(?p,HighBP), hasHRCategory(?p,Poor)

→ hasSituation (?p,Emergency)

D H

Emergency 2 Patient(?p), hasBPCategory(?p,PreHigh), hasHRCategory(?p,Poor)

→ hasSituation (?p,Emergency)

D H

Emergency 2 Patient(?p),hasBPCategory(?p,Normal), hasHRCategory(?p,Poor)

→ hasSituation (?p,Emergency)

D N

Emergency 2 Patient(?p),hasBPCategory(?p,LowBp), hasHRCategory(?p,Poor)

→hasSituation (?p,Emergency)

D L

Non emergency 1 Patient(?p),hasBPCategory(?p,Normal), hasHRCategory(?p,Average)

→ ∼hasSituation (?p,Emergency)

D N

Non emergency 1 Patient(?p),hasBPCategory(?p,Normal), hasHRCategory(?p,AboveAverage)

→ ∼hasSituation (?p,Emergency)

D N

Non emergency 1 Patient(?p),hasBPCategory(?p,Normal), hasHRCategory(?p,Good)

→ ∼hasSituation (?p,Emergency)

D N

Hence both the blood pressure and heart rate categories fall in the normal
range, which are the deciding factor in this case and the patient care agent
will not interact with the care giver agent. Moreover, trying with different set
of situations can produce different results, including false alarm. For example,
blood pressure and heart rate readings could be high if they are measured while
a person climbs stairs, and as a result the patient care agent may interact with a
caregiver, which can be considered as false alarm. However, more sophisticated
rules can be added to deduce about the condition of the user based on the
variable such as if the person is running, climbing etc. Furthermore, preferences
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can be used to personalize, where the results matter more important to the user.
The preference set generated is based on the COI values that reside in the CS.
For example, when we provide COI as rules which deal with high blood pressure
only, indicated with the symbol H in the CS, the system will not produce any
new context based on the values given above, shown in Fig. 3 (b). This is because
when preference is applied only rules which are of type H will be added to the
preference set along with other general rules if any, and will ignore other rules
having preference types L and N. However, when the COI is changed from H
to H,N which includes those rules that are dealing with both high and normal
blood pressure, we get different results. In this case, when we run the application
again for the same input, we see that the system triggers the rule which infers
∼hasSituation(Mary, Emergency) as shown in Fig. 3 (c).

Fig. 3. Sensed data and rule execution results using preference
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5 Conclusion and Future Work

In this paper, we discussed and presented a preference model to personalization
of resource-bounded context-aware applications. We also discussed the updated
progress of the system and integration of the external sensors to the framework
developed in our previous work in [13]. In future work, we would like to further
narrow down the concept of preference so that it can be applied to the values of
the contexts. In that case, a user will have control over the preference selection
within the context rather than on rules.
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Abstract. Most of the recent studies on flash-aware index design focused mainly
on the single channel flash memory where parallel processing of the B-tree index
is not a consideration. This paper discusses efficient indexing on multi-channel
flash storage and proposes a B-tree storage scheme, which not only exploits
internal parallelisms of the underlying storage structure and also adjusts the node
storage dynamically based on the run-time workload. Experimental results show
that the proposed B-tree index layer is capable of speed up index operations near
linearly while increasing degrees of internal parallelisms of flash memory.

1 Introduction

While flash memory [1] shows superiority in terms of high random access speeds, low
power consumption, shock/temperature resistance, small size, etc., compared to tradi‐
tional storage devices, it possesses some limitations, such as erase-before-write, discrep‐
ancy on read/write and erase units, relatively slow erase speed, and a limited number of
write/erase cycles. These make most publicly available software optimizations work
less well for flash based storage [2, 4]. For example, the small and frequent random
accesses issued by the upper layer (e.g., buffer manager, B-tree index) can cause a
substantial amount of block erases and garbage collections to flash memory. Most
existing B-tree implementation assume uniform IO costs of underlying storage medium,
which is not the case for flash memory, especially multi-channel flash memory which
has multiple level of internal parallelism. In this paper, we exploit an adoptive B-tee
index later which adjusts the node storage dynamically based on the run-time workload
on a multiple channel flash memory.

Contributions of this paper are summarized as follows:

1. A channel-level block group based in-block logging approach to efficiently store and
manage the B-tree on flash memory.

2. Dynamic grouping and round robin techniques to efficiently manage the number of
log pages within a flash block. This contributes to reduce the number of flash erases
that caused by frequently changed B-tree structure.

3. An in-block logging scheme for the index such that an index file and its log records
are co-located in the same physical flash block.
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4. A lazy-split LRU buffer replacement policy [6] to further classify dirty pages into
clean and dirty parts. This contributes to improve the buffer hit ratio and space
utilization of previous clean-first based replacement algorithms.

5. Extensive experiments to demonstrate that the proposed storage scheme markedly
outperforms the related work under heavy-update workload in terms of execution
time, buffer hit ratio.

The remainder of this paper is organized as follow. Section 2 discusses the back‐
ground and motivation of this work. Section 3 describes the proposed solution. 4 reports
the performance evaluation. Finally, the conclusion is made in Sect. 5.

2 Background

This section covers briefly some of the main characteristics of a NAND-type flash
memory, such as physical structure, operations and software components. Problems of
storing a B-tree in flash memory based systems are also presented.

2.1 Structure of Multi-channel Flash Devices

Flash memory is organized into a certain number of blocks, and each block consists of
multiple pages. The internals of a flash memory differ in almost every aspect from a
hard disk drive. Unlike traditional storages perform equalizing speed of read and write,
the write and erase operations on flash memory take much longer time than a read oper‐
ation. Reading and writing are performed on a unit of a page, and erasure can only be
performed on the unit of a block (Table 1).

Table 1. Key features of the Samsung 2nd Generation V-NAND [1]

Features V2 128 Gb 2bit
Page size (16 K + 1536) Bytes
Number of pages per block 384 Pages
Block size (4 M + 384 K) Bytes
Number of planes 2
Page read per plane (16 K + 1536) Bytes
Random read time 35 μs
Page program per plane 2 x (16 K + 1536) Bytes1
Program time 0.39 ms
Date transfer rate 667 Mbps
Block erase time 4 ms

Note 1. Dual page program

In order to overcome these electronic limitations, flash memory is supported by an
intermediate software layer called Flash Translation Layer (FTL) [2, 3]. FTL helps
applications above the file system to regard flash memory as a magnetic disk-like block
device. Considering the difference between the basis units of write (a page) and erase
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(a block, consists of a number of pages), updating the outdate data on flash memory
immediately is not worthwhile. FTL adopts the wear-leveling and techniques out-of-
place update [3]. The wear-leveling technique attempts to work around the erase cycle
limitation by arranging data such that erasures are distributed evenly across the blocks.
The out-of-place update technique writes the new contents of a page to another location
instead of updating the page itself. As a result, the number of overwrites can be reduced.
But, frequent out-of-place update can consume the blocks and run out them. When free
blocks are not enough, it has to erase the blocks who got the outdate data inside and also
merge the valid data into new blocks.

Figure 1 shows a multi-channel NAND flash memory use case, SSD drive, and its
main components. Flash memory packages are organized into groups, over multiple
channels.

Fig. 1. Architecture of a multi-channel NAND flash memory use case.

Fig. 2. The internals of a flash package

Figure 2 shows the internals of a flash package, which is also organized as a hier‐
archical structure. Therefore, the internal levels are channel, package, chip, plane, block,
and page. Commands come from the applications through the host interface. The
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processor in the controller takes the commands and pass them to the flash controller.
SSD drives usually contains an embedded RAM buffer, which is generally used for
caching user data and mapping information. Each plane also contains a small RAM
buffer, called a register, which is used for plane-level operations.

2.2 Limited I/O Bus Bandwidth

Due to physical limitations, single bus design cannot meet the bandwidth requirement
of hot applications. One way to increase I/O throughput is to design these drives in such
a way that multiple flash packages can be parallelized or interleaved. By utilizing all the
levels of internal parallelism, multiple blocks can be accessed simultaneously in a multi-
channel flash device. Different levels of internal parallelism are briefly described blow.

Channel-level parallelism: As shown in Fig. 1, the flash packages can be accessed
through channels which operates independently and in parallel.

Package-level parallelism: Each channel is shared by multiple packages. Those
packages can be accessed independently or simultaneously by interleaving the
commands across them.

Chip-level parallelism: A package contains two or more chips, which can be accessed
independently or in parallel.

Plane-level parallelism: A chip contains two or more planes. The same operation
(read, write or erase) can be run simultaneously on multiple planes inside a chip.

3 Group-Based in-Block Logging Scheme

For the peculiar characteristics of flash memory, the storage scheme for B-tree index
should has different properties in terms of data structure and operations. However, all
of the previous works use traditional sequential logging storage scheme and oversim‐
plified buffer for storing B-tree structured files on flash memory. In this section, we
propose a group round robin based B-tree index storage scheme, which efficiently elim‐
inates the impact that caused by frequently changed B-tree structure by using dynamic
grouping and round robin techniques. In addition, the proposed scheme relies on an
enhanced clean-first buffer manager [4] which not only considers imbalance of read and
write speeds but also the buffer hit ratio and space utilization.

3.1 Clustered Nodes

Accesses can be referred as being “sequential” or “random”. In the host, access is said
to be sequential if its starting LBA directly follows the last LBA of the previous access
command. Otherwise, the operation is said to be random. However, this definition is not
apply to flash based devices due to the dynamic mapping performed by the FTL, contig‐
uous addresses in the host space may refer to addresses that are not contiguous in the
flash space. This paper adopts the idea of cluster blocks to manage the B-tree nodes,
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clustered nodes, in the flash memory. However, in contract to clustered block, clustered
nodes exploits not only internal parallelism but also interleaving across multiple pack‐
ages. In detail, clustered nodes exploits several levels of internal parallelism to access
to several blocks in different NAND-flash chips at once, and interleaving index opera‐
tions across multiple packages in the same channel so that time-consuming operations
can be executed simultaneously.

4 Performance Evaluation

To evaluate the effects of the proposed storage scheme, we compare the numbers of page
copies and block erases under IPL and CPL schemes and also give the effect of the
proposed concept of semi-clean state. The result is summarized here.

4.1 Varying M and K

Figure 3 compares the performances of IPL and CPL under a random trace. We also
counted the buffer references that were measured by the above test. As shown in Fig. 4,
CPL and IPL have similar buffer hit ratios. However, CPL always perform better than
IPL. Finally, we measured the performances of CPL and IPL by varying RWR, as shown
in Fig. 5. Under a heavy-read workload, the performance gaps between them increase
as the write ratio increases. CPL generates fewer writes to flash memory since it adopts
an enhanced clean-first replacement policy.

Fig. 3. Comparisons of execution times by varying k and m under random access trace

Fig. 4. Comparisons of the buffer hit ratios
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Fig. 5. Effects of increasing random write operation ratio

5 Conclusion

Despite the many advantages of flash memory, existing storage schemes perform poorly
using it because of its unique electronic limitations. Especially, the B-tree index file
more venerable than other data pages and generate many logs which can wear down the
log area of IPL, the most-watched FTL scheme, quickly and increase the number of
block erase operations. In this paper, we proposed a group round robin based B-tree
index storage scheme, CPL, which uses the dynamic grouping, round robin techniques
and an enhanced clean-first buffer replacement policy. The trace driven simulation
showed that CPL efficiently eliminates the number of block erases that caused by
frequently changed B-tree structure.
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Abstract. Cloud services have gained popularity due to the number of advan‐
tages they provide to organizations and individuals such as reduced cost, better
storage, and improved performance. However, a lot of organizations are still not
willing to shift their traditional in-house services to the Cloud due to the various
security implications. Many Cloud service users are worried about the security
of their data and privacy being violated. There are many reported cases of Cloud
service providers illegally collecting personal data of their customers, which has
led to service providers being viewed with greater suspicion than before. To
overcome this, Cloud service providers must ensure that they inform the users
exactly about which data is being used and how it is used.

While it is the duty of the Cloud service provider to protect the data confi‐
dentiality and privacy of their customers, this should not be misunderstood or
misused by customers to conduct illegal activities because Cloud service
providers have to abide by the rules and regulations, including co-operating with
law enforcement agencies if they need any particular customer’s data. In this
paper, we research the main security aspects for ensuring data confidentiality and
privacy.

Keywords: Cloud security · Data privacy · Confidentiality · Challenges

1 Introduction

Cloud computing is seen as one of the emerging technologies available in the informa‐
tion technology domain. The National Institute of Standard and Technology (NIST)
defines Cloud computing as a model for enabling convenient, on-demand network access
to a shared pool of configurable computing resources including networks, servers,
storage, applications and services that can be rapidly provisioned and released with
minimal management effort or service provider interaction [1, 2]. Cloud computing is
found to be an important part of businesses and individuals where it helps organizations
to reduce their operational costs by improving their services. In addition, the use of this
technology increases the collaboration and scalability acceptance up to a non-compa‐
rable level [3].

Despite the numerous benefits of Cloud computing for businesses and individuals,
there are some concerns such as security and privacy during its adoption [3]. Due to
these concerns, organizations over the globe have been very slow in adopting Cloud
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services, with only 10% of US organizations and 19% of European organizations are
using the Cloud computing [4, 5]. It is also found that even organizations using Cloud
services tend to limit their use [5]. Giannakouris and Smihily found that 49% of European
organizations using Cloud services are only using the very basic services of email and
data storage functionalities, and 57% of European organizations ranked the security
breach as the main reason to prevent them adopting Cloud services [5]. Singh et al. [6]
believe that Cloud security, availability and performance are recognized as the biggest
problems for Cloud adoption [6]. Furthermore, Singh et al. [6] have further concern over
the reporting structure of the incident of security and privacy violations in the Cloud
computing. Therefore, ensuring data security and the privacy of the users’ data on the
Cloud is a critical factor that needs to be considered for the increasing use of the
Cloud [7].

Nevertheless, providing secure and privacy protected Cloud services are highly
challenging, as security and privacy problems could occur in different stages within the
Cloud services context. Also, the success of the Cloud computing in the current infor‐
mation technology landscape has given a free pass for attackers to explore and target
potential businesses and individuals [8]. These security and privacy issues which have
been occurred due to unethical and illegal use of the user’s data, could hinder the
acceptance of Cloud computing [9]. It is therefore critical for businesses and individuals
to address data security, data integrity and privacy issues in the use of Cloud computing
[10]. Thus, the main aim of this paper is to review the issues that are related to data
security and privacy of Cloud computing.

2 Literature Review

2.1 Data Security

As per ISO 27001 standards, Cloud security has been described as the preservation of
confidentiality, integrity and availability of information in the use of Cloud computing
[11]. However, the use of Cloud computing may face many critical issues such as
competitive pressure, vendor support and third party control, performance and availa‐
bility. With its growing popularity, Cloud security has become a critical factor that needs
to be considered during its adoption and use [12]. Research has shown that data security,
availability and performance are some of the most important elements of the quality of
the service that Cloud providers need to offer to their users [13]. Table 1 presents a
summary of factors that have limited the use of Cloud computing between 2013 and
2014 in Australia.

Gartner [12] indicates that more than 70% of its participants in the survey agreed
that they do not intend to adopt or use Cloud services due to the fear of data security
and privacy concerns. Furthermore, the number of major security breaches that occurred
in the last few years has also contributed to the limited use of Cloud services by busi‐
nesses and individuals. Cloud service providers have several security issues that they
have to address, including (a) providing a secure connection for their users, (b) protecting
data from hacker attacks, (c) ensuring that data is accessible by the customers at all times,
and (d) preventing data loss during transfer [13, 14]. Mukherjee and Sahoo [15] point
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out that the adoption of Cloud computing lies with the security and privacy of the sensi‐
tive data of the organizations. If organizations are willing to keep their data in the Cloud,
then organizations need to seek more clarification from the Cloud service provider on
(a) how the Cloud provider encrypts organizational data and handle them, (b) how Cloud
services providers handle the liabilities of data breaches and leakages, and (c) what is
Cloud user substantiation. Figure 1 lists the most important factors that are limiting the
adoption of Cloud computing services.

Table 1. Factors that are limiting the use of Cloud services in Australia

Factors 0–4 persons 5–9 persons 20–199 persons 200 or more persons Total
Risk of a security breach 14.0 18.2 23.6 30.4 16.2
Problems accessing data or
software

6.2 8.7 8.4 15.9 7.2

Difficulties with unsubscribing or
changing Cloud computing service
provider

3.4 4.3 5.1 7.2 3.9

Uncertainty about the location of
data

9.5 11.0 14.4 19.2 10.5

Uncertainty about legal,
jurisdictional or dispute resolution
mechanisms

6.9 8.4 9.6 12.8 7.6

High cost of Cloud computing
services

10.1 12.0 12.2 19.8 10.9

Insufficient knowledge of Cloud
computing services

21.6 24.8 24.2 22.1 22.8

Other factors 4.5 4.6 4.2 5.5 4.5
No factors limited or prevented the
use of paid Cloud computing

61.3 55.8 51.0 43.6 58.7

Fig. 1. Factors limiting organizations from using Cloud computing services

Data plays a very important role in Cloud services with users submitting their
personal information as well as storing and transferring sensitive and confidential infor‐
mation. Thus, Cloud data security challenges can be broadly classified into data confi‐
dentiality issues and data integrity issues. Both of these issues arise due to failed data
security measures. Data confidentiality refers to protecting the customers’ data from
being disclosed to illegitimate parties without their express approval while data integrity
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refers to protecting consumers’ data from malicious modifications and ensuring the
accuracy and consistency of data [16]. Table 2 presents the top security challenges that
need to be considered during the adoption and use of Cloud computing.

Table 2. Top security challenges in Cloud computing

Risk/Challengers References
Data acquisition [17]
Confidentiality [11, 17]
Integrity and authenticity [17]
Multi-tenancy [11, 18–20]
Service level agreement (SLA’s) [18]
Insider attacks [18]

2.2 Data Confidentiality and Privacy

Data confidentiality entails preserving authorized restrictions on information access and
disclosure, including means for protecting personal privacy and proprietary information
[17–20]. Cloud computing has been recognized as a next generation information tech‐
nology model that could help businesses and individuals fulfil their requirements.
However, the operational and administration model of Cloud computing differs from
traditional information computing architecture. To provide a better and reliable service
at low costs, Cloud service providers have to shift their applications to data centers where
the management and administration of data and services are not trustworthy [21]. This
feature could contribute to a new data security and privacy challenges in adopting and
using the technology [22]. Therefore, it is important for Cloud service providers to
address the issue of privacy that comes along with strong and extremely sensitive data
stored in the Cloud environment so that users of Cloud computing will be able to enjoy
the full benefits of the Cloud computing.

In Cloud services, there are many aspects of data confidentiality. The first issue is
that of unauthorized data collection by the Cloud service providers themselves. Many
Cloud services are free for the customers, whereby the business model is making revenue
from advertising. In order to target their advertisements better and at the same time
provide personalized ads, many Cloud service providers tend to violate the privacy of
their customers by collecting unauthorized personal data of their customers [17, 23].
One of the largest information technology organization, Google, which provides many
Cloud services, including google drive, google play store, and Gmail, has been accused
time and again of violating consumer privacy by collecting users’ information surrep‐
titiously [12, 24, 25]. In 2012, Google was fined $22.5 million by US authorities for
violating privacy regulations by secretly collecting user data from the Safari browser
[24]. In 2013, Google was again fined $17 million for a similar offence, and was also
accused of collecting unauthorized data from every user of the google app play store
and selling it to developers [24, 25]. Customers have a right to know exactly what data
will be collected and how it will be used, which is why secretly collecting customer
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email addresses and selling it to developers without informing the users in advance, is
a big violation of privacy [26].

The email Cloud service of Google, Gmail has also come under the scanner for
privacy violations. In 2010, consumers filed a complaint against Google regarding the
unauthorized scanning of private mails exchanged between consumers through Gmail,
and using the data from the mails to target customers with personalized advertisements
[27]. Google admitted to scanning emails and using the data for an advertisement gener‐
ation, but stated that it had adequately informed its users of this in terms and conditions
and therefore, there was no violation of privacy [27].

Encrypting user data is another key data security measure so that no one, not even
employees have access to the data. [28]. A Cloud service provider, Skyhigh has
conducted a survey amongst healthcare organizations regarding Cloud service usage
and security risks. The research found that 33% of the organizations reported data leaks
via employees in 2014, while 79% of the organizations stated data leaks as one of their
topmost worries [29]. While all Cloud service providers need to ensure encryption and
protection against misuse of data by employees, the healthcare industry is at the highest
risk due to the high price that data mining organizations are willing to pay to obtain
patient details for insurance and pharmaceutical organizations [29]. In fact, employees
have resorted to selling their login credentials in order to make money, and 90% of the
organizations surveyed had at least one employee credential on sale online [29]. Such
data leaks by the employees constitute a violation of privacy as well as data confiden‐
tiality regulations, since the patient has no idea that his/her medical history is being sold
by the Cloud service provider.

Data confidentiality may be compromised due to malicious attacks by hackers or
other outside threats. As the adoption of Cloud services is growing amongst individuals
and businesses, the focus of hackers is also shifting from targeting private networks to
targeting the Cloud [30]. AlertLogic conducted a research on the state of Cloud security
from its 2,200 customers. Their research found that in 2014, 44% of the customers
experienced a brute force attack compared to 30% of customers a year earlier [31]. There
was an equal percentage of vulnerability scans (44%) which have also increased from
27% a year earlier [31]. Hackers mainly carry out these attacks with the intention of
stealing personal data with the ultimate aim of financial fraud or identity theft. The
vulnerability of Cloud services to hacker attacks became evident with the hacking of
Apple’s iCloud accounts in which the privacy of several celebrities was violated and
personal data was stolen [32]. This attack was caused due to weak data security measures
and the absence of a two factor authentication system [32]. Retail giants Target and
Home depot, both became victims of a data breach due to their private Cloud being
hacked and credit card details of their clients being stolen [33]. Both attacks were caused
due to loopholes in their data security such as weak data encryption systems that allowed
hackers to read client data easily [33]. It can be seen that protecting data against misuse
by parties with malicious intent is difficult due to the constant innovation by hackers in
attacks including a new “man in the Cloud” method which hacks into the file synchro‐
nization software virtually undetected [34]. It is therefore critical for Cloud service
providers to constantly evaluate their data security measures and implement the latest
security measures to protect their user’s data confidentiality and privacy.
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Another data confidentiality issue faced by Cloud service providers is to whether or
not allow access to confidential information about its users to the Government and law
enforcement agencies. Hushmail is an email service that markets itself on the basis of
its highly secure encryption and a network, which ensures that the data contained in the
mails remains confidential and cannot be accessed by their employees or anyone else.
However, this very characteristic made it a haven for nefarious activities with drug
dealers who are using it to conduct their business operation [35]. When Hushmail was
approached by the US law enforcement agencies regarding the matter, it chose to violate
data confidentiality and disclose the relevant email data to the law enforcement officials
[35]. Some may view this step as a data confidentiality violation, but Cloud service
providers, including Hushmail, have stated very clearly that the encryption and data
security measures are meant for protection from malicious attacks and they will always
co-operate with law enforcement agencies. Therefore, while it is necessary for Cloud
service providers to ensure data confidentiality and privacy of its users, their first and
foremost duty is to abide by the rules and regulations [36, 37].

3 Discussion

Cloud security is a vast topic with different types of threats that have to be dealt with by
having several security measures put in place. The Cloud is generally used by customers
to transmit and store data, and therefore data security is one of the biggest issues in the
use of Cloud, specifically data confidentiality and privacy. Customers fear losing their
data, or having sensitive data leaked, which may lead to serious issues like identity theft.
Data security involves protecting the customers’ data all across the data life cycle starting
from data input to data transfer and data destruction, with each phase requiring unique
security measures. Table 3 presents the key findings of this review that can be derived
in this study in relation to the protection of data confidentiality and customer privacy.

The Cloud service providers are legally bound to inform their customers about
exactly which data they are collecting and how that data will be used. This helps put
customers at ease since they have a clear understanding of how their personal data will
be used. The major threat to data confidentiality and privacy is from the employees of
the Cloud service providers who have access to customer data. In order to protect the
data from being misused by the employees, it is necessary to have good data encryption,
which makes it difficult for employees to access the data itself, thereby ensuring privacy
and data confidentiality. The Cloud data is extremely vulnerable to threats from hackers
and therefore adequate security measures need to be taken to protect Cloud services
from malicious attacks. Despite the importance of data confidentiality and privacy,
Cloud service providers can disclose sensitive personal data to law enforcement agencies
if needed.

Protecting data on the Cloud is one of the highest priorities for Cloud providers.
Thus, Cloud providers must invest more time and take robust security measures such as
encryption of data during transmission and storage, limiting access to the data, continues
review of security threats and implementation of system audits and accountability
checks to protect data on the Cloud.
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Vulnerability in the Cloud network, software applications or environment are golden
opportunities for hackers who wanted to gain access and control of someone else data
for their personal gain. Thus, preventing vulnerabilities and protecting data from hackers
is another priority for the Cloud service provider. Here, Cloud providers could consider
using some of the best known vulnerability prevention strategies such as (a) separation
of infrastructure and services, (b) use of data obfuscation techniques where data can be
transformed to hide the real meaning of the data, and (c) hiding or separating owners’
details from the data to protect the data confidentiality further.

Protecting customers’ data while complying with respective laws are also chal‐
lenging for every Cloud service provider. The legal and disclosure requirements vary
from country to country. Thus, respective privacy and data protection laws could be
used to protect data and the privacy of the Cloud users. Based on the data protection and
privacy laws, it will cover only the personal data where that is locally located. However,
the fundamental rule of law is conflicting with the way that Cloud architecture is
designed and developed. Cloud based e-mail can be seen as a good example of this
situation. Storage of personal e-mails can be stored and located anywhere in the world.
If the data goes all around the world, then it will no longer be clear which data protection
laws will apply to protect users’ data. Regardless of current data and privacy protection
provisions, some of the countries have responded proactively to protect their citizens’
data in the Cloud. The Swiss government has implemented their data protection in line
with European Union (EU) law, where they have identified three key components such
as (a) transfer of personal data to third parties, (b) transfer personal data abroad, and (c)
data security. Thus, as per Swiss data protection provision, transfer or exporting personal
data is permitted where the legislation ensures that adequate data protection measures
are taken to protect personal data in accordance with the Swiss legislative requirement
in the country where the data is located. Most importantly, Swiss data protection provi‐
sion covers the special circumstances such as where personal data need to be transferred
or exported, but there is no adequate protection is provided by the country where that
data going to be stored. Thus, that provision has a mandatory requirement to mention

Table 3. Key findings

Key findings References
Cloud service providers face a plethora of security issues and need to implement
various security measures

[13, 14, 38]

Different data security measures need to be put in place for the various phases of
the data life cycle, specially to ensure data confidentiality and privacy

[26, 39]

Cloud service providers should disclose exactly what personal data will be
collected and what that data will be used for, thereby maintaining privacy and
confidentiality

[26]

Data should be properly encrypted so that it cannot be accessed or misused by the
employees of service provider

[28, 29]

Malicious attacks from hackers need to be prevented at every stage of the data life
cycle so that there is no breach of data confidentiality

[30, 33]

Cloud services have to comply with the country’s legal rules, which includes
disclosing customer data to the law enforcement agencies if needed

[36, 37]
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the collection of the data and the business use of collected data in a contractual agree‐
ment.

Transferring sensitive data to a third party raises more questions than any other time.
However, as per EU data protection law, service provider or data handler remains
responsible for the data under their care. Furthermore, the service provider who will be
looking after data is permitted to subcontract one or more third parties to process
customer data on behalf of them under their instruction. However, these need to be
closely monitored, and the service provider needs to ensure that contracted third parties
are processing the data as per the instructions provided by them.

Sending or storing customer data could be seen as a privacy violation. There is no
evidence to argue that Cloud customers know where their data is located. Furthermore,
there is less evidence to indicate that Cloud service providers are providing location
specific information to their customers. Thus, this issue needs to be looked at government
level, and adequate data protection provisions need to be implemented to protect
personal data.

Irrespective of the location of the personal data stored, Cloud service providers are
responsible to safeguard the customer personal data which they collect and store.
Furthermore, Cloud service providers or data collectors are required to implement addi‐
tional measures to protect data from unauthorized access, illegal data destruction, thefts
or misuse of data.

4 Conclusion and Future Direction

With the increasing popularity of Cloud services, Cloud security and privacy issues are
gaining their importance. While there are several Cloud security issues, the one that is
most worrisome for customers is data security, which includes data confidentiality and
privacy protection. Stringent security measures need to be used to protect the Cloud data
from hacker attacks. Hackers target user data with the intention of identity theft or
financial fraud, which are very serious problems. Furthermore, Cloud service providers
must consider using Service Level Agreements to provide an assurance to their
customers about data protection and privacy.

In this review, applicable data and privacy protection laws have been discussed
briefly, which is a really important factor in the adoption or use of this Cloud computing
technology. Thus, this area needs to be explored in details in future studies.
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Abstract. With the growth and advancement in Intelligent Transport Systems
comes the comfort and ease of driving at a rapid pace. People are also able to get
both information and entertainment services when they are travelling. However,
as Intelligent Transportation System (ITS) is becoming popular, the number of
attacks on Vehicular Ad-Hoc Network (VANET) has also increased. One of the
most important security threats is authenticity since most of the on road decisions
are taken on the basis of the messages received. This paper proposes a simple
decision making algorithm that helps in determining the authenticity of the occur‐
rence of an incident and thus helping the vehicle under consideration to take
decision regarding its future mobility pattern.

Keywords: VANET · Authentication

1 Background

The last two decades has seen a tremendous increase in the number of vehicles. In
addition to this, passengers on board are demanding various web based services. It has
therefore become necessary to bring tremendous changes in the Intelligent Transport
System (ITS) that is in existence. Some of the prime services provided by ITS are
ensuring on-road safety and infotainment services using internet. This has led to the
introduction of a new domain known as Vehicular Ad-Hoc Network (VANET) which
is one of the popular components of ITS and a famous application of Mobile Ad hoc
Network (MANET). One of the distinguishing characteristics of VANET is that the
pattern of the network is determined by the position of the nodes. The units that partic‐
ipate in a VANET change their positions very frequently and there is also no restriction
in their energy consumption. One of the main objective of VANET is to support
exchange of safety information among the mobile nodes that participate in the VANET.
If the VANET is attacked, it can result in both financial loss and loss of lives. Thus, it
is very necessary to ensure the security of VANET.

This paper discusses the various security challenges in VANET, the major attacks,
brief review of some of the existing solutions and a proposal of a new security model
and algorithm.
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2 VANET

Vehicular Ad-Hoc Networks (VANET) is an application of MANET in which vehicles
communicate with each other with the help of internet by forming an ad-hoc wireless
network. Possibly, communication in VANET can occur in two modes, namely, Vehicle
to Vehicle (V2V) and Vehicle to Road Side Unit (V2R) communication. Vehicles in a
VANET can also indulge in Hybrid communication in which both Vehicle to Vehicle
and Vehicle to Infrastructure communication is combined.

2.1 Components of VANET

Vehicles - Vehicles serve as nodes in a vehicular network. VANET wireless commu‐
nication takes place between the vehicles and the access points that have been provided
as a part of the VANET infrastructure and between vehicles.

Infrastructure - The main component that makes up the infrastructure of a VANET
is the Road Side Base Stations. Generally these road side units are positioned at the road
junctions or parking areas. The prime focus of the base station is to expand the commu‐
nication area of VANET. One road side unit has the ability to transfer information to
other components of the network. Safety signals regarding low bridges and accidents
are issued by the road side units.

Communication Channels - To transmit signals in a VANET, radio signals are used.
The wavelength of an electromagnet wave is much more compared to infrared rays. The
radio waves frequency lies in the range of 190 GHz to 3 kHz. How the protocol will
perform is dependent on the propagation of the radio waves. The protocol is able to
determine the number of nodes that will be allowed in one collision domain based on
this.

2.2 Applications of VANET

Collision Avoidance (application related to safety) - Studies have indicated that it is
possible to avoid about 70% of an accident if the driver gets warning about it at least
half second before the occurrence of the accident [1].

Cooperative Driving (application related to safety) - Traffic related warning signals
can be also sent to the drivers. The warnings may include speed warning or lane change
warnings. The drivers can enjoy uninterrupted and safe driving as there will be coop‐
eration among them due to the exchange of these signals.

Traffic Optimization (application related to safety) - It is possible to optimize traffic if
signals related to incidents such as accidents and jams are sent to the drivers on time.
The driver can save time by choosing an alternative path.
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Peer to Peer Application (user based application) - The vehicles that are in a network
can share audio, video files with the help of these applications.

Internet Connectivity (user based application) - The participants of a VANET can
remain connected with the Internet all the time.

Miscellaneous Services - Other services also provided by VANET such as paying toll
taxes, locating road side restaurants and fuel stations, etc.

2.3 Characteristics of VANET

High Mobility - The nodes in a VANET change their position frequently. Thus it
becomes difficult to predict its position and protect its privacy [2].

Dynamic Network Topology - The positions of the nodes keep on changing frequently
because the vehicles are highly mobile due to their random speed change. This brings
about continuous change in the topology of the network.

Unbound Network Size - There is no geographical limitation in the size of a VANET.
Its area can span a single city, multiple cities or even countries.

Frequent Exchange of Information - Due to the ad-hoc nature of VANET it has to
gather information continuously from the Road Side Units (RSU) and other vehicles.

Wireless Communication - To exchange information, the nodes in a VANET use
wireless medium. Thus great emphasis has to be given to security measures while
performing communication.

Time Critical - In order for a node to be able to take decisions on time and perform
actions at the right time it necessary to ensure that the information from the origin node
reaches the destination node on time.

Sufficient Energy - VANET does not impose any constraint on energy and computa‐
tion resources. The transmission power is also not limited.

Better Physical Protection - The VANET infrastructure is safe as it is protected phys‐
ically.

A Decision Making Based Authentication Scheme 215



2.4 Challenges in VANET

Technical Challenges

Network Management - As the nodes in a VANET keep on changing their position vary
frequently, there is continuous change in the condition of the channel and network
topology.

Congestion and Collision Control - The unbounded nature of the network size also
poses a challenge. In rural areas the traffic load is comparatively low all time of the day
while in urban areas the load is less during the night only. The network suffers from high
congestion during the peak hours of the day. Collision also becomes more frequent.

Environmental Impact - It is necessary to take into consideration the impact of the
environmental factors on the electromagnetic waves through which communication
takes place in the VANET.

MAC Design - To carry out communication the nodes participating in a VANET use
shared medium. As result designing the MAC becomes a prime concern.

Security - VANET offers various road safety applications which are life critical in
nature. Thus, it is very necessary to ensure that the messages that the nodes exchange
are not compromised.

Security Challenges in VANET

Real time Constraint - Time is one of the most critical factors in VANET since the
message must be delivered with a maximum permissible delay of 100 ms. It is necessary
to use a fast cryptographic algorithm to fulfill this real time constraint. It is necessary to
authenticate the entity and message within time.

Data Consistency Liability - In VANET malicious activities can be performed by a
node that has already been authenticated. This might cause disturbances in the network
and accident among the nodes. In order to remove this inconsistency some mechanism
must be designed. One way of eliminating such inconsistency is by establishing corre‐
lation among the data that is received from various nodes.

Low tolerance for error - Probability is taken as the basis at the time of designing some
protocols. A tiny error in the algorithm based on probability may cause great damage
as VANET is based on information that is life critical and there is very short time avail‐
able to perform the actions.

Key Distribution - VANET security mechanisms are totally based on keys. Every
message is encrypted. It is necessary also to decrypt the message at the receiving end
with the same key or some other key. Chances are that various manufacturers will install
keys in different managers. Thus the public key infrastructure has to greatly depend on
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Certificate Authority (CA). Thus, one of the prime challenges while designing security
protocols is how the keys will be distributed among the vehicles.

Incentives - The major focus of the manufacturers is to build applications that are most
liked by the customers. There is no driver who will accept a vehicle that will send traffic
violation reports automatically. Thus, initiatives from government, manufacturers and
consumers are required to overcome challenges in implementing security in VANET.

High Mobility - VANET and wired network have the same energy supply and compu‐
tational capability. But in order to achieve the same throughput that is produced by wired
networks, it is necessary to ensure that the security protocols execute within very less
time period as the nodes in VANET are highly mobile.

Security Requirements in VANET

Authentication - Authentication ensures that whether the message has been generated
or received by a legitimate user or not. It is necessary to ensure authentication due to
the fact that a vehicle reacts depending on the information sent by some other vehicle.

Availability - Availability ensures that all the legitimate users get the information. The
network will be brought down due to DoS attack. This prevents the information from
being shared.

Non-Repudiation - Non-repudiation ensures that a node is unable to deny that it has
sent a message.

Privacy - Privacy of a node guarantees that the node is kept safe from an unauthorized
node. This can be used for avoiding the message delay attacks.

Data Verification - To avoid the problem of false messaging, data must be verified
regularly.

Attackers on VANET

Insider and Outsider - Members who have been authenticated in the network are known
as Insiders while intruders are Outsiders. The later has limited attacking capacity.

Malicious and Rational - Malicious attackers attack the network with an intention of
harming the network without any personal benefit. On the other hand, rational attackers
attack the network for some benefit and hence they can be predicted.

Active and Passive - While active attackers generate packets or signals the passive
attackers keeps on sensing the network.
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3 Previous Works on VANET Security

See Table 1.

Table 1. A comparative study of the various solutions proposed till now

S. No Name of scheme Attacks addressed Solution used Security
requirements

1 ARAN [7] • Replay attack
• Impersonation
• False warning

Cryptographic
Certificate

• Authentication
• Message integrity
• Non-repudiation

2 SMT [6] Information
disclosure

Message
Authentication Code

Authentication

3 SEAD [5] • DoS
• Routing attack
• Resource
consumption

One way hash function • Availability
• Authentication

4 NDM [4] • Information
disclosure
• Location tracking

Asymmetric
cryptography

Privacy

5 ARIADNE [3] • DoS
• Routing attack
• Replay attack

• Symmetric
cryptography
• Message
Authentication Code

Authentication

4 Proposed Work

As already mentioned there is a need to look at other ways of authentication that saves
time and allows a driver to quickly make a decision as against current schemes that
consume time because of encryption and decryption of keys that are used. In the
proposed scheme an attempt has been made to ensure the authenticity of the message
that is received by a vehicle from another vehicle in a cooperative driving scenario. In
such a scenario vehicles send messages to one another notifying them about the various
road conditions. This allows the vehicles coming from behind take decisions regarding
the selection of lanes. For example, if an accident occurs on any location on a road, a
driver of a vehicle should be able to know about the accident beforehand so that he can
avoid the route on which the incident has occurred. However, in a cooperative driving
scenario it has also been observed that sometimes, some nodes behave as selfish nodes.
Selfish nodes provide misleading information about road conditions that allows to have
their own ways. Such a behavior has been influenced by general human psychology. In
such a situation a node coming from behind may sometimes receive wrong information
about events that are occurring on roads. This will hinder the process of taking the right
decision. In the proposed algorithm a simple decision making procedure at the node
level is used that will allow another vehicle that is yet to arrive at the spot where the
event has taken place to take an appropriate decision. It is assumed that the nodes move
in the same direction. Whenever a node which is ahead observes an incident in front of
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it or around it, the information about the particular event is transferred to the nodes
behind it.

Let the node under consideration be denoted by NA. Let NB be another node which
is in the neighborhood of NA, that is, NB is in the communication range of NA.

Here, either NA is at a distance greater than D behind NB or NB is at a distance greater
than D behind NA. Here, D is considered as a threshold value. Below this particular value
of D nodes are considered to be moving beside each other.

Let the neighborhood of a particular vehicle be denoted by NB(A). Let the message
under consideration be denoted by MA.

In the proposed architecture, the whole network that is under the coverage area of a
single Road Side Unit (RSU) is divided into a number of sub-ranges. Number of sub-
ranges that will be considered by the vehicle receiving the message about the incident
is denoted by S.

Thus, number of sub-ranges = S, this is from the origin of the alert message. For
example, for first-hand information S = 0, for second hand S = 1 and so on. This number
is denoted by S(MA).

MA also has a decision associated with it which is denoted by dA. The value of dA
can be either +1 or −1.

Now, let an event occur. N is the set of nodes that witness the event.
For example if the event is an accident. The nodes report either “Accident”, which

is correct information and is denoted by C, or, “No Accident” which is incorrect and
denoted by I.

The decision that is taken by the node NA is denoted by dA.
The task of node NA is to decide whether an accident has occurred or not depending

on the message it has received from its neighbors.
It considers all the neighbor nodes which are denoted by NB. Here every NB belongs

to NB(A). The nodes under consideration are in front of the node denoted by NA.
Now, the number of nodes which reports C is denoted by VC, while, the number of

nodes which report I are denoted by VI.
Vactual on which the value of dA depends is then calculated using the formula:
Vactual = VC − VI.
The decision is taken as:
If Vactual >= 0, then dA = 1, NA decides “Accident”.
else
Vactual < 0, then dA = −1, NA decides “No Accident”.
From the results, the concerned node decides on an action to take whether to main

a route to a destination or change it.
The vehicles that report the incident take the location of the incident as one of the

most important parameters. The current position of a particular vehicle is obtained from
the GPS installed in it (every vehicle that is part of the proposed network must have GPS
installed inside it). Thus, only nodes that are at a position which is behind the incident
reports the incident. The vehicles that have passed the spot of the incident are not allowed
to transmit any information about the incident. This is due to the fact that the nodes that
have passed the spot before the incident have occurred, will send message that suggests
that no such incident has taken place. This will greatly affect the decision making
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procedure. It is also assumed that the nodes are able to send notification about an incident
only once. This will prevent the network from getting flooded with huge number of
packets. Also, a node will not be able to confuse other nodes in the network by sending
contradictory information about a particular incident.

5 Theoretical Evaluation

The proposed decision based authentication scheme has a simple, light weight and
efficient algorithm compared to other authentication schemes that have been proposed
in the recent time. Such schemes as Compared to our algorithm use encryption and
decryption or hashing to secure the message and help destination vehicles to authenticate
the message they receive. Since authentication is to be employed in vehicles which are
fast moving, a simple and light weight scheme like the proposed, would help the vehicles
in taking very fast decisions. The algorithm is inspired by human behavior. Thus, the
scheme can also handle situations when the driver of the vehicle acts selfishly and prop‐
agate wrong information about an incident that has taken place. This is achievable due
to the fact that a large number of vehicles cannot turn out to be selfish at the same
moment. The proposed scheme is adaptive for any size of vehicular ad-hoc network.
Thus, it is both elastic and scalable.

6 Simulation

In order to preliminarily test and evaluate our algorithm, we have simulated our algo‐
rithm using the NS-2 Simulator. We used the MAC (Media Access Control) and Physical
layer parameters of IEEE 802.11a, on which DSRC is based. We simulated an urban
environment that has a highway with six lanes, three in each direction with an inter-
vehicle space of about 30 m. We considered the situation where vehicles are mobile and
also transmit DSRC messages every 300 ms over a 300 m communication range [1].
Hence from our algorithm D = 300. We demonstrated with about 2–100 cars all moving
in the same direction as shown in Fig. 1. We have assumed that it is mostly vehicles

Fig. 1. Proposed system scenario
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ahead of a particular vehicle that reports incidents not cars exactly beside a particular
vehicle.

7 Results

Preliminary results gathered so far are as shown in the graph in Fig. 2. We have compared
our algorithm with the work done in [3] since it is relatively one of the current work
done in literature. The figure shows a graph of number of vehicles against execution
time.

Fig. 2. Performance of proposed scheme compared to Ariadne

8 Performance Evaluation

The algorithm that has been proposed in this paper is a very simple decision making
algorithm and is expected to use very less time and computational resources to execute.
Hence from the results, it can be seen that our algorithm helps a vehicle under consid‐
eration to quickly make a decision as to whether to maintain a route to a destination or
change it. Our algorithm uses a simple mathematical model to achieve the purposes of
authentication hence low execution time. The procedure of decision making to judge
the authenticity of a message is highly suitable in those scenarios that promote cooper‐
ative driving. The vehicle that is taking the decision will be able to take decision with
ease and accurately depending on the number of messages favoring the incident and
number of messages not favoring the incident. Also, as the nodes are allowed to report
about an incidence only once, the network is not flooded with unnecessary packets.
Additionally, the messages are unique which ensures authentication. A single node can
only send a single message. Thus, it is unable to confuse other nodes in the network.
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9 Conclusion and Future Scope of Work

Mathematically, the algorithm seems to perform well in determining the authenticity of
an incident (e.g. An accident). Though the proposed work is able to carry out decision
making in a very simple manner, it may fail in cases where the number of nodes that
behave in a selfish manner increases. We are thinking of extending our work to incor‐
porate the role of Road Side Units (RSUs) and network administrator in the decision
making process to ensure authenticity in a much stronger way. Plans are also there to
further simulate the scenario and observe how the algorithm works in various road
conditions, urban and rural area and various times of the day.
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Abstract. This paper analyzes current widely used threat models, against which
Deniable File Systems (DFSs) can potentially be secured. We contend that previ‐
ously presented models are no longer adequate due to the integration of mobile
and cloud computing in today’s devices and operating systems, as what this
implies is a shift in forensic analysis paradigms and new forensic techniques to
detect and analyze Deniable File Systems. We propose improved threat models
against which DFS hidden volumes and hidden operating systems can potentially
be secured, this includes One-Time Access, Multiple Access and Live Response
Access. We also merge currently known attack vectors and propose new ones
which were previously ignored in the increasingly outdated threat models. It is
vital to develop new contemporary threat models for forensic analysis that cater
for the current computing environment that incorporates the increasing use of
mobile and cloud technology.

1 Introduction

A Deniable File System (DFS) is one where the existence of a portion of the file system
can be hidden from view [5]. An example of such a system is where a person creates a
regular (non-deniable) encrypted file system, which is protected by a password. Within
this file system, the person can also create a deniable file system that is protected by a
second password. This inner, deniable file system is referred to as a hidden volume,
which is deniable because unless the person reveals the second password to an adversary,
it should be impossible for that adversary to determine whether the regular encrypted
file system contains an encrypted hidden volume [5].

The current most widely used security model against which Deniable File Systems
(DFSs) can potentially be secured was described in Czeskis et al. [5]. According to them,
threat models against which hidden encrypted volumes can potentially be secured are
based on three situations. The first is One-Time Access, when the attacker has only one
copy of the disk image containing a DFS volume. This is the worst case scenario. An
example of this is when the police seize a device and make a binary copy of its data.
Their second model is Intermittent Access. According to Czeskis et al. [5], this is when
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an attacker has several copies of the evidence volume, taken at different times. An
example is when border guards make a copy of a person’s device every time the person
enters or leaves the country. The third model is Regular Access, this is when an attacker
has several copies of the evidence data made at short intervals. For example, when the
police secretly enter a person’s apartment every day while the person is away and make
a copy of the device’s contents each time.

There are several issues with these models. The purpose of One-Time Access was
to focus on a situation where there is a chance to provide information about DFS via
analysis of its algorithm and implementation. In addition, it was meant to deal with a
situation when a binary copy of a hard disk containing a DFS was seized and analyzed.
However, this situation is altered when investigators can also take a snapshot of the
device’s RAM before it is shut down. Furthermore, the current forensic shift is to
analyzes live running systems remotely without shutting them down. This is not captured
in current threat models and therefore misses important attack vectors on DFSs, which
will be discussed later. The next issue with the One-Time Access model is that current
operating systems have automatic backup functions of important files. This implies that
the One-Time Access model often encroaches on the Intermittent or Regular Access
models depending on the number of copies and backup intervals. In common forensic
investigations, the One-Time Access model is severely affected if several copies of the
DFS volume exists.

As for the Intermittent and Regular Access models, the purpose of these models was
based on the ability to analyze changes both in the DFS and any side channel leaks that
it creates. However, the interval in which copies are seized versus the number of copies,
does not play a significant role in investigations to distinguish between these models.
What is primarily missing and currently ignored is the important threat vectors based
on live access to a device under investigation.

In practice, the security threat models of DFSs should closely relate to the digital
forensic process. There are number of guidelines and procedures used to describe this
process [1, 3, 14]. The emergence of ubiquitous mobile devices and operating systems
with integrated backup functions, on-the-fly encryption, mobile and cloud integration,
etc. has resulted in the traditional forensic model becoming increasingly obsolete. The
live forensic approach was introduced as an alternative approach by adding live analysis
to forensic procedures [9]. In addition, plausibly deniable encryption on mobile devices
is a growing area of research [4, 17, 21]. In light of the growing mobile and wireless
environment, the previous threat models do not address the requirements of this
emerging landscape and thus should be revisited with improvements.

2 Deniable File Systems

Deniable encryption was introduced in 1997 by Canetti [2]. The idea is to be able to
decrypt a cipher text into two plaintexts depending on the key that is provided. An
additional requirement is to guarantee that the adversary cannot detect that a hidden
message is present in the cipher text. The purpose is to protect against adversaries who
can force a user to provide a password to decrypt the contents. Canetti [2] proposed a
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shared-key encryption scenario where the sender and receiver share a random secret key
to encrypt message, as well as a fake shared key. This allows the encrypted message to
be decrypted into two different plaintexts depending on which key was used.

Deniable cryptography for cloud storage was also introduced by Gasti et al. [7]. The
concept of deniable cloud storage includes the privacy of data even when one’s commu‐
nication and storage can be opened by an adversary. They designed a sender-and-
receiver deniable public-key encryption scheme and provided an implementation of a
deniable shared file system.

The most common DFSs which are used in practice are based on the TrueCrypt
implementation [5]. TrueCrypt is an on-the-fly encryption application which also imple‐
ments DFS as hidden volumes which reside in an encrypted volume. The TrueCypt
project was discontinued in 2014, but alternatives exist, e.g., VeraCrypt is most popular
to date. VeraCrypt is an open source software used for on-the-fly encryption [13]. Its
process is user transparent so data is encrypted right before it is saved and decrypted
right after it is being loaded without any user intervention [18]. Plausible deniability in
VeraCrypt supports hidden volumes and hidden operating systems. Encrypted and
hidden volumes can also be used in mobile devices using mobile apps like Disk Decipher
[16] and Crypto Disks [20].

3 Proposed Threat Models

This paper proposes improved threat models for the security of DFSs which addresses
flaws and inconsistencies in the widely used model presented in Czeskis et al. [5], in
light of the changing computing environment which incorporates mobile and cloud
computing. The main drawback of the current model is fusing one-time access, which
is meant to be a single copy, with the current trend of multiple archive copies of DFS
volumes. The next issue with the existing models is that with the increasing number of
copies and automatic backups which is characteristic of the modern computing envi‐
ronment, this muddles the distinction between the Intermittent and Regular Access
models. This therefore results in an inability to practically employ these models in the
current increasingly diverse computing environment. Part of the deficiency also lies in
the fact that the traditional models fail to capture the live forensic approach, which has
become the commonplace when handling live access to cloud and mobile data.

The proposed approach thus amalgamates the One-Time Access model with aspects
of the intermittent and regular access models as a baseline for a single system access.
This is separate from multiple access which incorporates differential analysis. A third
model is proposed based on the live forensic approach, which we call live response
access. This not only addresses live forensics, but is also associated with new types of
DFS attacks based on cloud and network integrity of today’s computer systems.
Figure 1 depicts the proposed threat models; it can be seen that the proposed model
incorporates the One-Time Access, Multiple Access and Live Response Access models
along with their associated attack vectors respectively.
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One-Time Access

─ DFS algorithm security
─ Statistical analysis
─ Information leakage

Multiple Access

─ Differential analysis
─ Proving creation of DFS 
─ Proving using DFS volume

Live Response Access

─ Direct/Remote live OS access
─ Monitoring of network activity
─ Monitoring of cloud activity

─ Time analysis
─ Password attacks
─ Header analysis

Fig. 1. Threat models and attack vectors on DFS.

4 Analysis and Discussion

This section discusses purpose of the proposed threat models and presents analysis on
their significance to accommodate the current increasingly diverse computing environ‐
ment, comprising of ubiquitous systems like mobile and cloud computing with their
associated synchronization and auto backup features.

4.1 One-Time Access

The One-Time Access scenario is where an investigator is able to access one or more
copies of a device containing only one copy of the DFS encrypted container. The most
conservative variant of this model is when an investigator is able to seize and analyze
forensic evidence of a binary image of an encrypted DFS volume. Two common situa‐
tions are, for example, obtaining a binary copy of a hard drive encrypted with a DFS
implementation like TrueCrypt/VeraCrypt, and retrieving a logical copy of the DFS
encrypted container from a backup system. In either of these situations, the investigator’s
options are limited to analyzing the cover volume or the encrypted container itself.

The security of this is based on the cryptographic algorithm and the assumption that
it can be formally and mathematically proven. However, in practice, DFSs are usually
seized as a container file from a complex operating system. This results in the possibility
of new attack vectors, in addition to the problem of detecting the DFS itself, as DFS
implementations use encryption to hide deniable data together with encrypted cover
data. Hence, all encrypted data found on an evidence device should be treated by the
investigator as containing a DFS unless proven otherwise. While this problem is not
commonly addressed in DFS related papers, it is very important from a forensic inves‐
tigator’s point of view. This was not only presented in our previous work [10], but also
confirmed in Davies [6], where initial detection techniques are based on statistical
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detection of volumes by randomness testing. Statistical tests based on entropy, chi-
square, arithmetic mean, Monte Carlo for Pi, serial correlation coefficient was used.

The main threat vector for DFS security in the One-Time Access model is informa‐
tion leakage, which can both compromise covert and hidden volumes. Information
leakage through the operating system was first introduced in Czeskis et al. [5]. They
gave an example of shortcut files that can point to data on the hidden volume or copies
of hidden volume files saved in unencrypted area of disk, thus compromising its pres‐
ence. The second main vector is in locating keys and password attacks against DFS.
DFS systems based on TrueCrypt/VeraCrypt are only as strong as its password, which
is a practical problem when many users do not comply with secure password usage
policies. Furthermore, there are methods to grab passwords from memory of a running
DFS volume.

Situations where an investigator can access more than one copy of a DFS volume [8],
as well as the situation where an investigator can interact with a running system to find
cryptographic keys should be excluded from the One-Time Access threat model. This
is because the former scenario is captured in the Multiple Access model, while in the
later scenario is modelled in the Live Response Access model, which are discussed in
the sections to follow.

4.2 Multiple Access

A Multiple Access scenario is where an investigator has multiple device images
containing multiple hidden encrypted containers. The main threat to DFSs in this case
is differential analysis of hidden volumes, which can result in the ability to attack the
plausible deniability attribute. This issue was first raised by Czeskis et al. [5], where
they highlight that if disk snapshots can be obtained at close enough intervals, then the
existence of any deniable files will be obvious, since seemingly random bytes on the
hard drive will change. A practical implication of this was presented in Hargreaves and
Chivers [8], where they described how hidden encrypted volumes can be detected and
how their sizes can be estimated. Interesting research on detecting the creation of a DFS
inside an encrypted container was presented by Jozwiak [11].

The Multiple Access model also involves the situation where more than one copy of
a hidden volume can be retrieved from only one seized disk image. An example of this
was presented by Hargreaves and Chivers [8], where they managed to obtain multiple
copies of an encrypted container using the Shadow Copy function in the Windows Vista,
Windows 7 and Windows 10 Operating Systems. Shadow Copy extends the Restore
Point feature of Windows XP. The Shadow Copy feature is important for finding forensic
artifacts during investigations as demonstrated by Purcell and Lang [15]. This situation
is common in forensic investigations due to the standard usage of auto backup functions
integrated in modern operation system including Shadow Copy and Time Machine for
MacOS. The emergence of mobile and cloud computing with integrated backup also
produces a source for obtaining multiple copies of DFS containers.
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4.3 Live Response Access

This paper presents a new model defined as Live Response Access. Three main example
scenarios for this model are where an investigator/attacker has:

1. direct/remote live access to the hosting Operating System (OS) running a DFS
volume

2. direct/remote live access to DFS based hidden OS
3. access to the network environment within which a hidden OS is running, or has

access to the cloud application in which the hidden OS is connected to

When Czeskis et al. [5] introduced their threat models against which a DFS could
potentially be secured, forensics procedures typically involved the switching-off of
computers and making a binary copy of the hard drive. Nowadays, much more effort is
directed and focused toward the so called live forensics, whereby the main idea is to
preserve volatile data which is mostly lost when a computer or mobile device is switched
off [12]. Live response and memory analysis tools have the capabilities of collecting
information from network connections, open ports and sockets, running processes,
terminated processes, loaded DLLs, open files, OS kernel modules, process dumps,
strings or user logs [19]. Each of these information sources can lead to compromising
DFS by identifying a hidden volume disk area.

Although most of these techniques can also be used in the One-Time Access model,
as volatile forensic artifacts related to hidden DFS volumes can be found in temporary
system files as swap or hibernation files, it is more appropriate to extend this to the Live
Response Access model. This is because it can lead to the scenario where an investigator
has access to the host system, a common situation nowadays, which can generate new
approaches and threats to DFS security.

A scenario that was ignored in previous models is securing a DFS when an investi‐
gator or an attacker has access to the hidden volume or the hidden operating system while
it is running. The reason why this scenario was ignored was because the DFS was
assumed to have a more secure encryption. However, this has changed with the hidden
operating system option when it was implemented in TrueCrypt/VeraCrypt. This
embraced the scenario where investigators could remotely use live response tools to have
direct access to a working DFS operating system. In practice, it can be remote access via
software like Team Viewer, VNC, Windows Remote Desktop or just physical access to
the device. Another scenario is the running of the hidden operating system in a network
environment, with the need to connect to third party mobile and cloud applications, which
results in new possibilities for detecting that a system based on DFS is used.

5 Conclusion

This paper describes commonly used threat models against which Deniable File Systems
can potentially be secured. With the advancements and progress in modern computer
systems which include the integration of mobile and cloud solutions, the existing threat
models are increasingly becoming obsolete. A new improved threat model based on
One-Time Access, Multiple Access and Live Response Access is analyzed and
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discussed, which should supersede previous models as they have greater coverage of
security issues faced by DFSs and hidden operating systems. This paper presents previ‐
ously ignored scenarios and demonstrates new threat vectors for evaluating the security
of DFSs and hidden operating systems. In view of the increasing probability of being
able to access several copies of DFS volumes during digital investigations, this issue
should be addressed by adopting new precautions or improving encryption algorithms
to make it harder to perform cross data analysis, which has emerged as a major threat
to the security of Deniable File Systems.
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Abstract. With the rapid development of technology, and the prevalence of the
aging population, researchers are focusing on how these technology can aid
medical care, especially, the care of older people. Thus, the technologist strife to
develop sensors and other peripherals to address the demands in our life, and to
achieve patients’ satisfaction. On the other hand, clinical staff like doctors and
nurses should be able to handle technology in as simple a way as possible. Nowa‐
days we able to communicate with our peripheral environment by using different
sensors and gateways. The aim of this paper is to report and survey the main
applications of wireless sensors networks, which are power efficient and hetero‐
geneous in the medical field. We attempt to show the relationship and collabo‐
ration between healthcare, engineering and the computer science fields, we will
illustrate the new technologies, how they are evaluated, and what are the simu‐
lators and hardwires they use. The advantage for the development of sensors and
communications and using heterogeneous at medical field make the monitoring
easier, faster and efficiency.

Keywords: Wireless Body Area Network · Energy efficiency · Heterogeneous ·
m-health · e-health

1 Introduction

Sensors were first used for traceability and logical purposes. Subsequently, sensors were
used in search and rescue operations and other emergencies, such as, monitoring oper‐
ations like forest fires and volcano eruptions [1]. Sensors are also beginning to be used
in medical care, especially in monitoring patients in the comfort of their own homes. In
the last decade, falling fertility rates and remarkable increases in life expectancy has
seen an increase in the number of people aged 65 and older. And this trend will continue
and even accelerate. Wherever we go, we notice over-crowdedness, especially when it
comes to the emergency units in hospitals. In some cases, the staff cannot provide enough
assistance to all patients. In the urban area, it is difficult for residents to get to hospital.
Under these circumstances, researchers have proposed and developed technologies that
can monitor the patient at home and to take the necessary clinical tests wirelessly using
wireless sensors. The Wireless Body Area Network (WBAN) idiom is mostly
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widespread in the medical field. There are many idioms also known like Body Area
Network (BAN), Human Body Communication (HBC), Medical Implant Communica‐
tions Services (MICS), Industrial Scientific and Medical (ITU) [2].

Most devices are worn, and in some cases implanted in the body, thus, requiring
surgery. In order to avoid or decrease the surgeries, researchers seek to increase batteries
life time, and to enhance their functionality [3]. While other authors, concerned by the
m-health [4, 5].

The paper is organized as follows. Section 2 discusses related work while Sect. 3
details the challenges, problems and solutions of this field of research highlighting some
case studies and applications in Sect. 4. Summarize can be found in Sect. 5, and finally
the conclusion in Sect. 6.

2 Related Work

Problems relating to the aging population in the current decade means that health organ‐
izations must provide them with health care and follow up, to ensure that, they can
participate in the social community without any risk or fear. These regulations and
systems will depend on many factors like Information and Communication Technolo‐
gies (ICT), personal health, social network, work and economic situation. Generally,
the ICT can play a role in two scenarios, namely, indoor monitoring scenario/home
monitoring and the outdoor monitoring scenario. The indoor scenario is more realistic,
taking advantage of the comfort and security of the home, while, the outdoor scenario
provide control over the mobility of the patient. The sensors in medical devices are user
friendly, portable or wearable, equipped with long range and small range wireless tech‐
nology. Some health devices are used once or twice daily like glucose meter, blood
pressure and weighing scales, on the other hand, some devices need real time monitoring
process like electrocardiogram monitors. Authors in [4] concentrated on m-health and
e-health framework of the urban and rural patient. Focusing on how to improve the
sensors based on data update, size, and cost, reduction of power consumption, ease of
mobility, and ease of use. Firstly, they define the e-Health as: using electronic devices
and digital communication network to collect, save, retrieve, transfer, and exchange
medical information between doctors and users for the achievement of the best diagnosis
and intervention in emergency cases. The importance of wireless sensors e-Health, is
that it is able to transfer the sensor data to mobiles, or any portable devices, where the
data will be saved and sometime transfer depending on the data type. This is the benefit
of IoT usage in the medical field, as stated in [6] expect the use of clouding in the near
future, which will make the data available everywhere at any time. The future of health‐
care will increase the quality of life for the people around the world, and will offer fast
response from medical staff in emergency cases. Recently researchers, in Taiwan use
clouding with their VMware workstation in their online electronic health information
as a testing database, as the data is huge and needed real-time dynamic calculations [7].
At the same time, other researchers develop a new algorithm for three-dimensional ray
launching (3D RL).under the android platform for wireless body area networks
(WBANs) [6]. Researchers in [8], are concerned with the size of images and the delay
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time to transmit the images after compressed it in a heterogeneous telemedicine network.
Furthermore, Athanassion and David worked on the challenges in Body Area Networks
(BAN), such as how intelligence and relays can be used and to re-transmit power control
and reduce outages in the MAC layer and the IEEE 802.15.6. [9]. The authors in [10]
discussed Surface Electromyographic (EMG) and electrocardiographic (ECG) signals
and its importance for a person’s health status, body posture, fitness level, and physical
performance were done by researchers in [9]. In [11, 12] the discussions were on EMG
and ECG signals and how they can be used for monitoring driver’s health and cognitive
states for road safety improvement. The authors in [13] discussed how to calculate
muscle fatigue value based on the estimation of the EMG signal root mean square,
estimated during the phases of the exercise. In [14] they studied the potential of implant‐
able Sensors in the ultrasonic network. While in [15] discussed electronic applications
to reduce the documented papers. Other researchers concerned with the power consump‐
tion using NS2 [16]. Tung, Tsang, Tung, Chui, & Chi, proposed and implemented a dual
radio ZigBee homecare gateway (DR-ZHG) to support remote patient monitoring. The
dual radio implementation increases the transmission data rate of ZigBee and guarantees
low latency and highly accurate telehealth service at home. The DR-ZHG supports seven
polling service sensors but only one streaming service sensor [17].

3 Challenges and the Solutions

Nowadays technology is an essential part in all fields, and customers always demand
the best performance. This optimization depends on what they need exactly, but, ulti‐
mately, most people look for the fastest and most reliable, smallest in size, clearest and
easiest to use and latest update, not to mention the lowest in price, and the most secure
and private gadgets. These points are considered challenges to researchers, and we
illustrate in detail in these points:

3.1 The Cost

The end user, the patient, usually considers the cost and whether he can afford it. Thus,
budget is considered as a one of the main priorities for the effective use of technology.
The researchers, addressed this limitation in their work [5].

3.2 The Power

Reducing the energy consumption is a very difficult task, as there is no energy function
to optimize. The researchers in [14], concerned with power consumption and focus their
work on energy consumed by each node in the WSN. The researchers in [4] used 1.5 V
AAA batteries to increase the capacity and power of their social sensors. Researchers
in [7] compress medical images to reduce its size, and therefore, reduce the energy in
medical image heterogeneity [8].
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3.3 The Size

In social sensors, 1.5 V AAA batteries, were used by researchers in [4] to reduce the
power supply size and weight. As mentioned previously, in medical image heteroge‐
neity, researchers in [8] compressed images reducing the space in memory the overall
size.

3.4 The Response Time

Also used Representational State Transfer (REST) in web-service layer to reduce the
latency between the client and server in social and medical sensors [4]. While in heter‐
ogeneous telemedicine network the researchers in [7] were concerned with the transition
delay and used compressive technique to reduce the size, and for that reason they
increase the speed of transmission and save time.

3.5 The Mobility

Mobility is an important character in wireless sensor networks, so what is the available
domain for these sensors? Aguirre, LopezIturri, et al., mentioned mobility in their study.
They presented a new algorithm, the three-dimensional ray launching (3D RL). Which
works under the android application. They put three sensors on the body at different
areas, namely, on the chest, wrist and ankle, then collect the information using wireless
techniques like ZigBee, Bluetooth, and Radio Frequency Identification. The sensors
should be able to be moved around, because when it implanted in the body or worn, it
will move when the patient moves. So, it should work and transfer the data during this
time of movement [6].

3.6 The Environment

The environment is related to where the sensors will be placed, inside the body, outside
the body, in a special place in the room, hospital, or bathroom. Therefore, the researchers
in [15] focused on implanted sensors placed inside the body. The biggest challenge that
they faced is how the sensors will adapt in this environment. So, they proposed new
sensor which contain more than 60% water, to fit with cells within the human body.

3.7 Security and Privacy

Patient’s privacy and confidentiality is an important aspect in medical records. This is
a big challenge in wireless sensor networks in the medical field [18]. However the data
should be easily accessed by doctors and a healthcare giver staff. Thus, the researcher
added some technique to authenticate records, and protect patients’ data. Also, some
Viruses or malware if access to these data will change it or damage it, so, Lafayette &
Jha, also proposed two techniques, Secure Execution Environment and Run-time Moni‐
toring to secure the data and protect them against the damage that may be caused by
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Viruses or malware. These techniques are: Secure Execution Environment and Run-time
Monitoring [19].

3.8 Platform

Related to hardware and software, WiSE application has three tabs: Home, Training,
and results. In addition, there is a menu for setting like audio and connection. Working
on smartphone or tablet. And connected Wi-Fi to pc controller [5]. The details in section
four.

4 Case Studies and Applications

In this section, we discussed the four most important case studies. We will start by the
latest study at this time, which use NS2 simulator. Researchers, concern with the power
consumption. As they mention the energy consumption in WSN include many parts:
individual constituent, a global constituent, a local constituent, a sink constituent and
an environmental constituent. The individual constituent contains the programmable
unit and main controllable. The global constituent is interested with the maintenance in
widespread network. The local constituent works in the beginning keeping the commu‐
nication between the neighboring nodes. The sink constituent is responsible for the
energy used by a node to communicate with the sink. While the environmental constit‐
uent is concerned with the energy collected from the environment. Researchers in [14]
focus their work on energy consumed by each node.

The second study was by Aguirre, Led, et al., who used a new system and to validate
it in the living lab environment supported by NASISTIC (Navarra-ASISte-TIC). This
system use a Bluetooth transceiver technique, which transfers the signals through wire‐
less channels. The new system activates the relationship between the end user (patient)
and the social/medical staff. This system focused mainly on provision of tele-healthcare
for citizens like people suffering mental illness or elderly. They monitor people with
wireless social sensors, placed in different places in the house. These social sensors
contain three main parts: first, wireless communication, which is, divided to two models;
transmitter and receiver. It uses Bluetooth technology, it is responsible of establishing
the connection flow control, and transmitting the data. Second, the Microcontroller,
receives RSSI and BER from the wireless communication part and transfer them to a
laptop or I-pad to display and/or store them. Third part: Power supply, this part depends
on low voltage-low power (LV-LP) with DC-DC regulator high efficiency. They use
two 1.5 V AAA batteries. The general architecture for these sensors is divided into two
layers; transport layer and application layer. The transport layer establishes the commu‐
nication using Bluetooth technology, and it has two protocols to information exchange.
The first protocol is JAMP (JSON Agent Management Protocol). The second one is a
manufacturer protocol and this type is used in medical devices and cannot be changed
or updated. The application layer consists of different models like the user interface and
storage module, and sensors module which collect and measure information. The coop‐
eration between these two layers is managed by the Kernel. The main part in the software
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for the gateway is the core, the core manages the communication between layers. The
second part is the plugins, this part includes all software modules which can be connected
to devices. The plugin contains three main parts: the Agent, which, wraps the connection
between the source and destination. The Transport, has many protocols and techniques
like the HTTP, TCP/IP, BT. and the third part is the manager, which register the
communication, allow the client to create a communication, and listen to new commu‐
nication. The back-end software architecture; has four blocks. The spring framework
and Spring Model-View-controller that which gives the user speed up connection with
web applications. The View layer, transmits the data to the end user, it uses the AJAX
framework to develop the user interface. The Controller Layer validates the data and
chose the best view to show it. The last block is the data access layer, which includes
two blocks: The Spring Object Relational Mapping (ORM), and Java Persistence API,
which deal with object mapping and persistence. On the other hand, the web-server layer
use the Representational State Transfer (REST) because it is easy to implement, and it
decreases the response time between the client and server. In their study, Aguirre, Erik
Led, Santiago Lopez-Iturri, Peio Azpilicueta, Leyre Serrano, Luís Falcone, Francisco,
use a grid of cuboid 13 m, 7 m, 4.2 m, and utilized six sensors, placed on different places
like - chairs, tables, windows, and shelves. while, some sensors were wearable on
chest [4].

In the third case study of the WISE, the system acquires fitness metrics from elec‐
trocardiographic (ECG) and surface electromyography (sEMG) signals using several
ultralight wireless sensing nodes. These signals are transmitted to one BS or more,
through 2.4 GHz radio link through IEEE 802.15.4 protocol. Each base station is
connected through USB link to a control PC running software for viewing, analyzing,
and recording the data. The system is combined with a smart phone application. The
most important feature for this system is: Cheap, flexible, easy to configure, easy to
wear, lightweight mobile node, low cost electronic, easy to capture and process further
biological signals. The application has three tabs: Home, Training, and results. Also,
there is a menu for setting like audio and connection. The WiSE application on smart‐
phone will register the metric and signal from the user and transmit it to PC controlled
by Wi-Fi technology [5].

Finally, Wang, Chen, Kuo, Chen, & Shiu, focused in their study on cloud computing,
wireless sensor network and communication in medical field to improve health infor‐
mation technology. In their study, they build a mobile web App combining two health
information service functions: a collaborative recommender and a physiological indi‐
cator-based recommender. They used online electronic health information in Taiwan as
a database for their study testing data base, which included very huge amount of data
and needed a real-time dynamic calculations. So, they used a cloud VMware workstation
to setup their system programming scripts like MySQL, PHP, HTML5, JavaScript, CSS,
and jQuery. They also used a PhoneGap package to program the application. The
PhoneGap supported the android and a windows phone operating system. They
suggested a hybrid predictive model, which mix between Markov chain and Grey theory.
These theory and algorithm dropped the cost of pursuit errors and therefore prolonged
the network life time. Also, they applied a Collaborative Filtering (CF) technique to
make the health information more efficient. This system can deal with a massive data,
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reduce the time consumption in search operation, and develop referral service. This
system focus on preventive health information. In this scenario, the user will use the
Fusion of Rough-Set and Average-category-rating (FRSA) to calculate the user health
information and transmit physiological data signal to cloud database records using the
WSN. The system makes a recommendation on the treatment/intervention required for
the user based on the health information and the user’s medical condition. A question‐
naire and Partial Least Squares (PLS) were to analyze the data. In this study, all experi‐
ments were laboratory-based, with a future goal to expand it to the home or remote
medical center. However, for the system to work in a global environment, the level of
security needs to be increased. Moreover, they can observe the behaviors of user for a
longer time, and save the recorded data to predict matching cases. The result of the
experiment and measurement showed that, the system was satisfactory, useful, trustful,
valuable, and confirmed the expectation [7].

5 Summarize

Technological development has entered all fields of science and invaded all aspects of
our life, leading us to Internet of Things and allowing us to use e-medical and m-medical
applications in healthcare. We use the mobile medical (m-medical) as a main device to
run the software and medical applications, and a gateway to communicate between the
back-end system and the sensors. Social and medical sensors are used together for the
purposes of an integrated system. Figure 1 show a general architecture for social and
medical sensors. As can be seen in Fig. 1 the family members make use of both the
medical and social sensors to initiate a communication through the network, the commu‐
nication will be transmitted to gateway by Bluetooth or ZigBee or Wi-Fi. Then it will
be transferred to servers or Pcs using 3G or 4G. The staff and doctors can respond to the
query/problem and diagnose the patient. However, we will need the technicians to
maintain and update the hardware, devices, network and software. In the next section,
we compare the recent studies done in the area and categories them depending on the

Fig. 1. General architecture for social and medical sensors

Performance Evaluations Power Consumption 237



Technology used, such as, if it is wearable, and if it is indoor or outdoor, and if it uses
an application on smartphones and summarized the findings in Table (1).

Table 1. compression between different techniques

Reference Technology Wearable Indoor Outdoor Mobility Use smartphone
[5] IEEE

802.15.4
Yes Yes Yes Yes Yes (WiSE)

[20] ZigBee Yes Yes No Yes No
[17] dual radio

ZigBee
No Yes No No No

[13] wireless
electromyogr
aph system

Yes No Yes Yes No

[4] Bluetooth No Yes No No No
[6] ZigBee Yes/No Yes No Yes Yes
[21] Wi-Fi via

HTTP, web
server

Yes/No Yes Yes No Yes

[22] 6LoWPAN
protocol

No Yes No No No

[3] dry and wet
EEG
electrode
Wi-Fi

Yes Yes No No No

[14] ultrasonic
waves
(UsWB)

Yes Yes No No No

[15] code blue Yes/No Yes No No Yes
[8] L2CAP,

RFCOMM,
BT, Wi-Fi

No Yes No No No

[7] Wi-Fi and
web service

Yes/No Yes Yes Yes Yes

6 Conclusions

This paper, emphasize the wireless sensors used in the medical field by studying some
cases in different areas, and using different technology. We discussed energy consump‐
tion in the medical field, also, compared between different techniques according to the
wearable, indoor, outdoor and the utilization of smartphones’ applications.

The main goal of all these studies is to facilitate the medical service, using wireless
sensors networks, and to help elder people and others who need healthcare from their
residents. At the same time, these technology and progress in this field helps doctors,
medical centers and technicians to save time and efforts and avoid over crowdedness in
hospitals and medical centers. Also, we talked about the advantage for the development
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of sensors and communications and using heterogeneous at medical field which make
the monitoring easier, faster and efficiency.

However, our study covers different areas in WSN in the medical field, there are a
lot more that deserve further exploration in the future. These issues include system
security, patients’ confidentiality and privacy, and protection of the hardware and soft‐
ware from viruses and malware.
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Abstract. In this paper, we propose a Marker-less AR method for 3D integral
imaging displayed above the smart phone via an integral lenslet array. The
marker-less AR is implemented by using the Deep Learning method to recognize
an object detected by the smart phone device with Android platform. To obtain
a real-time recognition speed we use the Faster R-CNN algorithm for the object
recognition task. This system will start from the Android device that captures the
image of the object the user wants to detect and sends it to the server. After the
server receives the image, it starts to process the object recognition and saves the
result into a database. When the database gets updated, the server sends back a
feedback to the Android device. In the android system, a video file related to the
content of the object it recognized begins to be played on the Android device. The
video file is pre-processed so that it will appear as a 3D content when it is seen
through a 3D lenslet array case which is covered above the Android device
display. The integral imaging algorithm makes the pre-processed 3D content to
produce a pop-up 3D/hologram. Applying this proposed method could make an
application become more compatible with non-high-specs device.

Keywords: Integral imaging · Deep learning · 3D display · Augmented reality

1 Introduction

Recently, Augmented Reality (AR) and Virtual Reality (VR) become a hot topic again
for research, and even more in commercial. Because of that, developer started to make
more application for AR and VR. For Augmented Reality (AR) alone, there are 2
different types, Marker-based and Marker-less AR. In order to make an application with
variety interaction and using unassigned object, the Marker-less method is preferred.
The marker-less has to recognize an object without markers, which can be done by using
a neural-network pre-trained by a deep learning algorithm. The Faster R-CNN algorithm
has been developed to obtain a real-time recognition speed [1] which will be used in our
implementation for object recognition task. This system will start from the android
device that capture an image that the user wants to detect and will be sent to a server.
After the server receives the image, it will start to process the object recognition and
then save the result into a database. When the database gets updated, the server will send
a feedback to the Android device. This will act as a signal, which starts an movie clip
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to appear on the Android device’s display. The movie clip is preprocessed such the every
frame in the movie clip is an integral image which suits to the parameters to the lenslet
array case covered on the smartphone display. When looking at the integral image
through the lenslet array, the content in the movie clip appears as a 3D content above
the phone. The lenslet array case is just made by plastic which can be reproduced for
very low cost. Thus, the smartphone user can enjoy a 3D content without having to buy
a costly 3D device.

In Sect. 2, we explain the related works to the proposed method, then, in Sect. 3, we
introduce our implemented system for the low cost 3D integral imaging system. All the
computation will be execute on the server, hence it will make the procedure in the client
side faster and do not trouble their smartphone.

2 Related Works

In this section, we explain the related works of the proposed algorithm.

2.1 Integral Imaging

The 3D case is made based on the integral imaging algorithm. Figure 1 shows the concept
of a smartphone device covered by an optical lenticular filter made in a plastic case form.
The lenticular filter is a lenslet array which makes the underlying integral image appear
as a 3D content above the smartphone.

Fig. 1. Concept of the 3D augmented experience above the smartphone display by a low cost 3D
case with lenslet array.

For this, the several parameters of the lenslet array should match the underlying
integral image and also the parameters of the smartphone display. To understand the
parameters to be adjusted we introduce the concept of the integral imaging. Integral
imaging is initially proposed by Professor Gabriel Lippmann [2]. It can display a 3D
image without using special glasses for the viewer. An array of lenses is placed in front
of the image, where each lens looks different views depending on its viewing angle [3].
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Therefore, the entire images through the lens-array are integrated, and expressed by 3D
image (Fig. 2).

The 3D object is captured by a lens array as 
individual elemental images recorded on the 
imaging plane which is located behind the lens 
array

For display, an LCD is used to display the 
previously recorded elemental images to 
reproduce the original routes of rays irradiated 
from the 3D object, causing a 3D image to be 
formed.

Fig. 2. The formation of the elemental images into a single 3D image.

There are some characteristic equations about integral imaging. Let p be the diameter
of the lens, 𝛿 be the display panel’s pixel size, g the distance between the display panel
and lens-array. Then, the viewing angle Ψ is defined by

tan (
𝜓

2
) =

p

2g
(1)

Here, the relationship of g with the focal distance f  and distance between lens and
image plane a is described as:

1
f
=

1
g
+

1
a

(2)

Typically g is greater than f . If f  and g is same, a becomes infinity. It implies that
the image depth is infinity. In contrast, f  is greater than g, image plane will be create at
behind of the display position. This shows that the viewing angle of the 3D object is
related to the parameters of the lenslets on the 3D case. In this research, the size of the
3D case that will be used is 218 mm × 127 mm × 10 mm and for lenticular sheet in the
case, focal length is 2.2 mm, line per inch is 40 and the size is 212 mm × 123 mm (Fig. 3).
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Fig. 3. Concept of the Faster R-CNN model.

2.2 Faster RCNN

In this research, Faster R-CNN pre-trained model will be used because it is already can
recognized 20 objects and takes only around 0.3 s to recognized one image.

Faster R-CNN is a proposed method that gives better performance and accuracy in
order to do object recognition task. By combining Region Proposal Network and Fast
R-CNN into a single network and shared their convolutional features [1]. Main concept
of Faster R-CNN is cutting down computing cost for proposals to be smaller by sharing
convolutions. And also by putting several convolutional layers into modified RPN, it
will revert to region bound and calculate the object score in the same time at each loca‐
tion.

3 Proposed System

The system architecture which combines all those methods is shown in Fig. 4. The
application will be start by taking picture and send to server. After the server get the
image, it will run object recognition by using deep learning and send result back to the
user. On the user side, android will show the 3D image based on the result of object
recognition. There are two main parts for this application, android side and server side.
In this research, the laptop will act as a server by using xampp. The server functioning
as the databases for the image results and executes Matlab to start the recognition. On
Android side, application will taking the picture and sends it to server. After that, server
will send back the result to smartphone, and android will display the result according to
object recognition that has been save in database.

244 R.E. Sutanto et al.



Fig. 4. System Architecture.

Figure 5 shows the algorithm flow for the image recognition method based on the
client-server model explained above.

Fig. 5. Flowchart of the client-server model based image recognition implementation
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To develop this research, we used a laptop with setup of Intel® Core
i7-4720HQ ~ 2.6 GHz processor, 64-bit operating system, and 12.0 GB memory. The
operating system is using Windows 8.1, which has the strongest compatibility now and
using graphic card NVIDIA GeForce GTX 950 M 8 GB. Development environment is
using android studio 2.1.2. Furthermore, this project needs to use minimal android SDK
version 19, but the author compile this application using version 23 for android SDK.
The reason to use that version is because of the http connection, in the new SDK version,
it already change some syntax for connection and it became more stable. The server uses
Xampp with PHP inside and this project use Matlab to run the Deep Learning for object
recognition, and the Matlab program needs to use a MySQL-connector-java library to
connect to database so it can update result of the recognition. Lastly, we used a Teclast
X80 Plus Tablet PC that support both windows and Android 5.1 for testing (Fig. 6).

Fig. 6. Showing the recognition result on the server side.

The android device has a function to take the picture and then upload it to server and
check database for result. The image sent to server will be put into one folder and then
server will run Matlab to start object recognition method. If it recognizes some result,
Matlab will update database according to the recognition result. And if the android
detects result from server, it will start to display the object that recognized in another
form.

This step will start when the server already success to get the image, the PHP will
execute code to run Matlab. In Matlab, the system is using Faster R-CNN method to do
object recognition task. The model that used in Faster R-CNN is pre-trained model, so
it will start to detect the folder that already set from server. Images that have been
accessed will be tested one by one until finish. Result of those images will be printed
out in the command window of Matlab and those values will be sent to database system
for update the result.

Same as in server side, this step also starts when we send the image to the server.
This method will keep looping until it get the result from server, if the server already
send the result of the recognition (ex. Dog, cat), Android will start to display the object
that recognized in 3D form. For the 3D image, we used the jPCT library which produces
the 3D object in 3ds file. Figure 7 shows the augmented object appearing in 3D above
the lenslet array case after the server sends the signal for the content to appear.
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Fig. 7. Showing the 3D object displayed through the lenslet case from different viewpoints.
Though not recognizable due to the 2D paper format the content appears in 3D in real environment.

4 Conclusion

In this paper, we showed an implementation of 3D augmentation with low cost lenslet
case and deep learning recognition method. This maybe shows a possibility for future
low cost 3D augmentation on smartphone devices. As for a further research, it could be
an improvement for code efficiency. It also could be an enhancement for result display
by adding 3D object generator method, so the system can generate a new 3D objects
without any reference that saved in database.
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Abstract. OpenGL is one of the most generally used 3D graphics libraries. Their
new versions have special-purpose embedded high-level programming
languages, named OpenGL Shading Language (OpenGL SL). The new safety
critical version of OpenGL, OpenGL SC 2.0 is now available. To support the
shading language features of OpenGL SC 2.0, we need an off-line compiling
feature. In this paper, we present the overall design and implementation strategy
for the OpenGL SC 2.0 off-line shader language specification.

Keywords: OpenGL SC · Shading language · Design

1 Introduction

OpenGL is one of the most widely used 3D graphics library [1]. It has a variation for
embedded systems, named OpenGL ES [2, 3]. Originally, OpenGL and OpenGL ES
was designed to be implemented into fixed function VLSI chips.

In the year of 2015, the Khronos Group, the fundamental standard management body
of the famous OpenGL family, established a safety-critical working group. This “Safety
Critical working group” is developing open graphics and compute acceleration standards
for markets, including avionics and automotive displays.

As a result, the OpenGL SC 2.0 specification [4] defines a safety critical subset of
OpenGL ES 2.0 [2]. Now the safety critical working group is working to adapt more
recent Khronos standards including the new generation Vulkan API [5] for high-effi‐
ciency graphics and compute. The Safety Critical working group is also developing
cross-API guidelines to aid in the development of open technology standards for safety
critical systems.

The OpenGL SC 2.0 specification is different from its previous specification of
OpenGL SC 1.0.1 [6], mainly in the shading language support. In this feature, program‐
mers can provide their own low-level massively parallel executable programs to the
GPU’s. This is the most efficient way of using the GPU and its massively parallel
processing powers.

In this paper, we present the design for the shading language feature of the OpenGL
SC 2.0 specification. Mainly, we need an offline compiler, and the compiled binary
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images are downloaded to get the GPU execution codes. This is the first step to imple‐
ment the OpenGL SC 2.0 shading language features into the 3D graphics rendering
pipeline.

2 OpenGL SC 2.0 Shader Language Features

Since OpenGL 2.0, all the variations of the OpenGL family are equipped with the
Shading Language processing. The core of this Shading Language feature is on-line
compiling in the OpenGL library itself. Thus, they have on-line compiling and linking
API functions, including glShaderSource, glCompileShader, glLinkProgram, and so on.

In the case of OpenGL SC 2.0, the online compiling and linking are removed from
the specification, to get the safety and security of the library itself. Thus, they provide
an alternative way of providing the shading language program: compile separately, and
providing the compiled program to the rendering pipeline.

To provide a binary image of the pre-compiled shading language program, they can
use the following OpenGL SC 2.0 API function:

where

• program specifies the name of a program object into which to load a program binary,
• binaryFormat specifies the format of the binary data in binary,
• binary specifies the address an array containing the binary to be loaded into program,

and
• length specifies the number of bytes contained in binary.
• The binary images read with the above glProgramBinary function are converted into

the executable programs on the GPU. Internally, the binary image will be split into
vertex shader and fragment shader programs. They are then downloaded on the
GPU’s and executed.

To create a program object, we can use the following API function:
GLuint glCreateProgram( void );
which returns the unique program object identifier. To install a specific program

object as part of the current rendering pipeline, we can use:
void glUseProgram( GLuint program );
where program specifies the handle of the program object whose executables are to

be used as part of current rendering state.
For a specific program object, we use the following API function to get the value of

a parameter from the program object:
void glGetProgramiv( GLuint program, GLenum pname, GLint* params );
where

• program specifies the program object to be queried,
• pname specifies the object parameter, and
• params returns the requested object parameter.
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OpenGL SC 2.0 also provides a set of shader variable related API functions. To get
the location of an attribute variable, we can use the following function:

GLuint glGetAttribLocation( GLuint program, const GLchar* name );
where

• program specifies the program object to be queried, and
• name points to a null terminated string containing the name of the attribute variable

whose location is to be queried.

To get the value of a uniform variable, we use the following API functions:

where

• program specifies the program object to be queried,
• location specifies the location of the uniform variable to be queried,
• bufSize specifies the size of the buffer params, and
• params returns the value of the specified uniform variable.

In the reverse way, we can also set the uniform variables, with the following API
functions:

where

• location specifies the location of the uniform value to be modified,
• count specifies the number of elements that are to be modified. This should be 1 if

the targeted uniform variable is not an array, and 1 or more if it is an array, and
• value specifies a pointer to an array of count values that will be used to update the

specified uniform variable.

3 Implementation Design

To implement OpenGL SC 2.0 shading language features, we need an off-line shading
language compiler. Fortunately, there are some open-source shading language compilers
[7, 8]. Based on an existing OpenGL shading language compiler, we will generate the
compiled binary images, all the uniform variable locations, and other data information,
as shown in Fig. 1.
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Fig. 1. Implementation strategy for the OpenGL SC 2.0 shading language feature.

Using our own OpenGL SC 2.0 specific binary image file format for the compiled
result, we will transfer all these information to the OpenGL SC 2.0 execution core.
Specifically, glProgramBinary function will decode all the information and spread them
to the GPU’s and OpenGL state variables.

Based on these implementation, we can provided the OpenGL SC 2.0 shading
language features, as specified in the standard specification. Additionally, through these
design scheme, we can construct the compiling system incrementally. We can minimize
any potential problems, through fully testing and debugging the corresponding modules.

4 Conclusion

In this paper, we aimed to design the overall features on the OpenGL SC 2.0 Shading
Language and its related API functionalities. Although we have some OpenGL on-line
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compilers, the OpenGL SC 2.0 features need some extra information, and thus, we
provided its specific implementation design and implementation strategy. Based on
these steps, we can build up the full scale OpenGL Shading Language compiling system
for OpenGL SC 2.0 specification. In near future, we will show the results of our imple‐
mentations.
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Abstract. Recently, we have lots of LiDAR (Light Detection And Ranging) data.
They are typically a set of point cloud, for applications of high-resolution maps,
geodesy, geomatics, archaeology, geography, geology, geomorphology, seis‐
mology, forestry, atmospheric physics, airborne laser swath mapping, laser altim‐
etry, and others. We have implemented an efficient LiDAR data handling library
and its GUI-style application program. In this paper, we presented an efficient
way of fast prototyping some LiDAR point cloud handling operations. We also
show the results of these fast prototyping.

Keywords: LiDAR data · Point clouds · Editing · Fast prototyping

1 Introduction

LiDAR (Light Detection And Ranging) is a surveying technology that measures distance
by illuminating a target with a laser light [1–4]. Lidar is popularly used as a technology
to make various kinds of geometric and geological data. This technique is often simply
referred to as “laser scanning” or “3D scanning,” with terrestrial, airborne and mobile
applications. Typical LiDAR systems produce very large data sets, with so many 3D
sampling points. Sometimes, they refer these data point sets as “point clouds.”

We have implemented a set of LiDAR data handling operations, and based on these
operations, we also developed a simple and efficient LiDAR data handling tools. In this
paper, we planned to add some basic operations for the LiDAR data handling. In the
next section, we will analyze the required operations. In Sect. 3, we will show the results
of fast prototyping, based on the open source projects. Our implementation will be fully
tested.

2 Problems with LiDAR Point Clouds

Most of the major problems with LiDAR-scanned data are introduced by the extremely
large size of the LiDAR-scanned data. In most cases, it is hard to edit the millions of
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points on the single screen, and it is even hard to marge these point clouds. With our
LiDAR point cloud editing system, we have implemented basic operations and graphical
interfaces with them, as shown in Fig. 1.

Fig. 1. Our LiDAR point cloud editing system.

At this time, as the advanced point cloud editing operations, the followings are
immediately needed:

• size reduction – reduce the number of points from the given millions of LiDAR-
scanned point clouds. The reduction ratio can be specified by the user.

• preview feature – fast preview images should be generated on-the-fly, from any given
LiDAR-scanned point clouds.

• merging point clouds – making an integrated point cloud, from a set of point clouds.

Our final goal is to implement all these operations, and achieve the optimized imple‐
mentations. As the first step, we need several reference implementations, and thus, we
use an open-source library to make fast prototyping of these operations, as shown in the
next section.
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3 Prototyping Results

As explained in the previous section, we tested several open source projects on the point
clouds data handling. We finally selected the Cloud Compare program [5] as the major
tool for the fast prototyping. Actually, Cloud Compare program itself is a GUI-style
application program, and we extracted some internal modules to use them as the basic
operators in our fast prototyping.

Figures 2, 3, and 4 shows the implementation results with fast prototyping operations.
We achieved merging, size reduction, and previewing of the large size point clouds.

(a) part A (b) part B

(c) combining A and B (d) final result with 15 parts

Fig. 2. Example of combining point clouds.
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(a) orignal data, 2GB, 36,347,869 points

(b) reduced data. 46.2MB, 728,784 points

Fig. 3. Example of point cloud size reduction.
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(a) part A (b) part B

(c) combined result

Fig. 4. Another example of combining the point clouds.

4 Conclusion

Based on our existing implementation of point cloud editing system, we are imple‐
menting a set of more advanced large point cloud editing operations. As the first step,
we acquired the reference implementation of these operations, with third part open
source libraries. These fast prototyping operations are successful. We are implementing
our own versions of these operations and optimize all of these operations.
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Abstract. Using conventional approaches to estimating arterial oxygen satura‐
tion (i.e., SpO2) for individuals, it was impossible to measure unless the given
sensor of the pulse oximeter was attached to the finger. In this study, we attempted
to realize successful SpO2 measurements using non-contact space measurements
and succeeded in our experiments. Our work can be used for medical care, elder
care, and other related fields. Finally, even though we observed some problems
in that our approach was susceptible to other light interference, we offer our work
as a first method using the laser wavelength for these purposes.

Keywords: SpO2 · Saturation · Pulse · Non-contact · Light sensing · Biological
information · PPG · LMM · Pulse oximeter · Blood oxygen saturation · Non-
contact measurement · Space measurement

1 Introduction

1.1 Spatial Measurements of Blood Oxygen Saturation SpO2

Existing probes are equipped with excited individual light-emitting elements of red and
infrared LEDs. Utilizing the difference in the absorption rate of red light and infrared
light due to the binding of oxygen and hemoglobin in human blood, the blood oxygen
saturation degree (i.e., SpO2) of the artery/vein, value is measured using contact-based
methods. Further, only contact-based methods are used for such measurements. Aside
from impractical approaches, there are no contactless approaches here. Therefore, in
this study, we attempt to measure the difference of light transmitted by light sensing
from fingers emitting light of different wavelengths of two types of output by non-contact
methods, thus calculating the desired SpO2 values. Measurements of these target SpO2
values in space is a completely new approach. Here, light is measured by detecting
transmitted light in the red and infrared spectra.

1.2 Measurement Principles and Types of SpO2 Values

The light-receiving element transmits the measurement object medium and extracts the
component of light that has not been absorbed. In relation to the molar extinction
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coefficient and wavelength of the molecule, the artery and vein have a relationship of
transmittance wavelength characteristics.

This transmittance has a wide absorption band ranging from 640 nm to 1600 nm or
more. The standard deviation here is the number of received data and is in the interval
between the peak of the waveform of the heartbeat and the time of the peak. It is crucial
to obtain information regarding how much oxygen is being supplied to the blood to
measure the state of the living body. The index used for this purpose is called the arterial
blood oxygen saturation or SpO2, where S stands for saturation, p stands for pulse, and
O2 stands for oxygen, i.e., oxygen saturation from the pulse.

At present, a device that can continuously and non-invasively measure SpO2 is called
a pulse oximeter. SpO2 values are calculated by sandwiching the medium between irra‐
diance devices, irradiating two kinds of lights with different wavelengths to the finger,
then measuring the amount of transmitted light. Although the research method we
present here in this paper is the first method that uses laser light, we face the inherent
problem in that it is susceptible to interference with other light due to the light environ‐
ment and is considered to be the primary difficulty in realizing contactless approaches
thus far.

2 System Architecture (PPG and LMM)

2.1 SpO2 Value Measurement Method Currently in the Blood Oxygen Saturation

Contact sensors are currently comprised of (PPG) using conventional photoelectric
volume pulse waves. Such sensors are incorporated into a probe and clip-on device to
be attached to the earlobe or fingertip. As shown in Fig. 1, there are two measured
wavelengths here, one at approximately 650 nm in the red light range and the other at
approximately 940 nm in the infrared range. As shown in Fig. 2, a pulse oximeter,

640nm

980nm

Fig. 1. Transmittance wavelength characteristics of contact
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capacity pulse oximeter n contact with, such as pinching your fingers to probe meas‐
urement at the same time the current way of prototype is to compare the acquired output
value in the data. The size of such devices are approximately 6.6 cm × 2.9 cm.

Fig. 2. (a) A p oximeter and (b) the contact SpO2 value measurement principle

2.2 Laser Beam Measurement Method (LMM)

In this study, two different types of light wavelengths are emitted in a non-contact
manner by a SpO2 space measurement transmission method that we propose based on
the laser transmission method (LMM). More specifically, as depicted in Fig. 3, we
transmit light through a finger held over a human body part, which serves as the medium
to measure the light difference and the target SpO2 values without using a probe within
the given space.

Fig. 3. Illustrating how we measure SpO2 value in our approach

In our approach, as illustrated in Fig. 4, we measure the oxygen saturation of arterial
blood and venous blood by utilizing the difference in absorption rates between red light
and infrared light due to the binding of hemoglobin in oxygen to oxygen in the blood to
detect the transmitted light. Given the non-contact nature of our approach, we measure
the difference in light passing through the finger, which serves as the medium over which
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light of two different output wavelengths is radiated; by doing so, we measure the target
SpO2 value.

Fig. 4. Vital signs obtained from the density of the given liquid

In conventional methods with our new non-invasive approach, we use an infrared
laser beam of 980 nm (5mW) and a laser light of 640 nm (1mW or less). In recent studies,
researchers have confirmed that near-infrared light (i.e., 700 nm to 1,500 nm) has high
permeability in living tissue; further, given that oxygen concentrations in living tissue
are measured by using light in this region, advances have been expected in terms of new
non-invasive measurement techniques.

3 Deriving SpO2 Values by Irradiance Passing Through a Medium

3.1 The Principle of Deriving SpO2 Values

We first define Apparent SpO2 as the apparent SpO2 value that can be derived by a
calculation formula if the measured value is obtained. It is necessary to finely analyze
waveforms and numerical values via measurements of laser light. The principle of
deriving SpO2 values here is that the fingertip is irradiated with two lights, i.e., Oxy-
hemoglobin and Deoxy-hemoglobin, corresponding to red light and infrared light,
according to the absorption characteristics of light, and from the ratio of the magnitude
of the pulse wave of transmitted light to arterial blood and vein to calculate absorption
characteristics. Theoretically, when the total hemoglobin contains oxygen and changes
to Oxy-hemoglobin, oxygen saturation is 100%. The SpO2 value can then be determined
from the amplitude ratio of the pulse wave due to light at wavelengths of 640 nm and
980 nm, which are irradiated depending on the oxygen saturation of arterial blood and
venous blood, respectively. SpO2 is indicator of how much oxygen in the blood.

Regarding the oxygen saturation of arterial blood and venous blood, 70% of the gas
in venous blood is red darkened with oxygen. Note that the numerical value of SpO2 is
expressed as a percentage. The reference value is typically 97% to 99% for a healthy
person, and it is largely agreed upon that pulmonary function declines if the reference
value of an individual is 90% or less.
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3.2 Lambert-Beer Law

Here, we compare incident light to transmitted light in a certain concentration of solu‐
tion. If the absorption coefficient of the given solution at a specific wavelength is deter‐
mined beforehand, the concentration of the solution can be obtained by measuring the
incident light, the transmitted light, and the distance of the solution. Arterial blood
oxygen saturation of SpO2 is therefore expressed as

SpO2 =
ΔCoxy ⋅ LP−P

ΔCoxy ⋅ LP−P + ΔCdeoxy ⋅ LP−P
(1)

Next, we obtain the maximum amplitude of each hemoglobin change within a heart‐
beat as

ΔCoxy ⋅ LP−P + ΔCdeoxy ⋅ LP−P (2)

ΔCoxy ⋅ LP−P:Red laser

Further, Oxy-hemoglobin estimation HbO2 (artery); Binding with oxygen

ΔCdeoxy ⋅ LP−P:Infrared laser

For our Deoxy-hemoglobin estimation Hb (vein), we check the waveform with an
oscilloscope using red laser light and infrared laser light, respectively, which are not
coupled with oxygen. Moreover, when a finger is held between the laser light and the
light-receiving element, two changes (i.e., ΔCoxy and ΔCdeoxy) are observed in the
waveform of the oscilloscope; here, these two components are transmitted normally, so
detection is possible.

As illustrated in Fig. 4, using the Lambert-Beer law, the incident light Iin to a solution
of constant concentration can be used to determine the transmitted light by determining
absorbance A after measuring Iout, i.e.,

A = −log(I out ∕ I in) = 𝜀C L (3)

Previously determining the extinction coefficient of the solution at a specific wave‐
length epsilon.

Using Iin, we determine concentration C of the solution by measuring Iout via L.
The Lambert-Beer is applied to the medium scattered by the Modified Lambert-Beer

Law, i.e.,

−log(I in ∕ I out) = 𝜀C L + S (4)

In the equations above, A represents absorbance, ε represents the extinction coeffi‐
cient of the solution, C represents the concentration of the solution, L represents the
distance (i.e., the average optical path length), and S represents the attenuation of the
light intensity due to scattering.
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When the concentration of the solution is changed from C to C + ΔC, the quantity
of transmitted light is changed to Iout + ΔIout and the relation is

−log
[
(I out + ΔI out) ∕ I in

]
= ε (C + ΔC)L + S (5)

Since Eqs. (2) and (3) as an attenuation S of the light amount due to scattering is not
changed, we have

−log
[
(I out + ΔI out) ∕ I out

]
= εΔC L (6)

−log
[
(I out(λ) + ΔI out(λ)) ∕ I out(λ)

]
= (ε oxy(λ) ⋅ ΔC oxy

+ ε deoxy(λ) ⋅ ΔC deoxy) ⋅ L
(7)

Of the incident light shone on living tissue at specific wavelength λ, the absorption
of the amount of change in response to the absorption and scattering in the living body
has been returned to the ex vivo amount of light and Iout (λ) and ΔIout (λ), oxyhemo‐
globin (OxyHb) the coefficient ε oxy (λ), the extinction coefficient of deoxyhemoglobin
(DeoxyHb) ε deoxy (λ), ΔCoxy the change in concentration of OxyHb, changes in the
concentration of deoxy Hb ΔC deoxy.

In Eq. (7) above, concentration variation ΔCoxy of OxyHb determines the concen‐
tration amount of change ΔC deoxy of DeoxyHb. Here, ΔCoxy, because two variables
are used to determine ΔCdeoxy, seeks to use the red-infrared extinction coefficient at
the two wavelengths of 650 nm and 980 nm, as shown in formula (8) and (9) we then
obtain.

−log
[
(I out(𝜆980) + 𝛥I out(𝜆980)) ∕ I out(𝜆980)

]
= (ε oxy(λ980) ⋅ ΔC oxy

+ ε deoxy(λ980) ⋅ ΔC deoxy) ⋅ L (8)

−log
[
(I out(𝜆640) + 𝛥I out(𝜆640)) ∕ I out(𝜆640)

]
= (ε oxy(λ640) ⋅ ΔC oxy

+ ε deoxy(λ640) ⋅ ΔC deoxy) ⋅ L
(9)

If optical path length L cannot be set, L is left as it is, i.e.,

L ⋅ ΔC oxy, a solution the L ⋅ ΔC deoxy, the above formula from D ⋅ ΔC oxy,
L ⋅ ΔC deoxy L ⋅ fromΔC oxy + L ⋅ ΔC deoxy = L ⋅ ΔC total (10)

Finally, the concentration variation of the total hemoglobin (ΔC total Hb) as Hemo‐
globin change (L · ΔC oxy, L · ΔC deoxy, L · ΔC total) Unit of: mM cm, mM mm; if
the optical path length cannot be set, while including the optical path length, mM: milli‐
molar).
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4 Production of Non-invasive Prototype to Measure SpO2

4.1 Sensor Module to Be Installed in Equipment

Initially, two LEDs with wavelengths of 640 nm and 980 nm were mounted on a gantry,
and an attempt was made to measure SpO2 data via non-contact light irradiation. In the
LED, to ensure we did not reach a sufficient amount of light in the light-receiving element
to cause light scattering within the given space, it is measured in a non-contact difficult
it was found in the experiment. Initially far apart from our purpose 98–99 of SpO2, it
became possible to perform various adjustments, as shown in Fig. 5.

In our proposed measurement method, we emitted two different wavelengths of light
without requiring contact to the finger, measuring the difference in the transmitted light
from the finger held in between two endpoints; as such, we measured target SpO2 values
in space. Here, the shorter wavelength is transmitted through the medium using a red
laser at 640 nm (i.e., light-emitting element 1) and a long wavelength using an infrared
laser at 980 nm (i.e., light-emitting element 2). The Si PIN photodiode of the light-
receiving element transmits through the medium to be measured and outputs the signal
level of the light not absorbed by the medium.

Finally, we confirmed that the measurement range in the sensitivity wavelength was
sufficient, as shown in Fig. 5.

Fig. 5. Conceptual diagram of our signal processing workflow

As for our specifications, the light-receiving surface size was 5.5 mm × 4.8 mm, the
effective light-receiving area was 26.4 mm2, the reverse voltage (VR) had an absolute
maximum of 35 V, the sensitivity wavelength range (λ) ranged from 320 nm–1100 nm,
the maximum sensitivity wavelength (λp) receiving a good component and the signal
by 960 nm doing.

4.2 Equipment

As depicted in Fig. 6, we used a device to detect SpO2 values using red laser (i.e., artery)
and infrared laser (i.e., vein) measures. Using this device, we set out to detect normal
values in a stable state. Since there is a relationship between the oxidized hemoglobin
concentration of the artery at 640 nm and the reduced hemoglobin concentration of the
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vein at 980 nm in relation to the molecule (i.e., molar extinction coefficient) and wave‐
length, the standard deviation will be at a peak, the time interval of this peak with the
number of received data six times. We use this to identify the quality of the data and
decide on the reliability by using a numerical value of 25 or less. More specifically, the
value of the ratio between the AC component and the DC component is calculated as
visible light and infrared light as the R-value of the SpO2 value to be calculated.

Fig. 6. Non-contact SpO2 measuring device prototype in operation

As shown in Fig. 6, we conducted experiments to measure the effectiveness and
functionality of our system by linking our created program and fabricated board to the
laser beam module. From our results, we found that the SpO2 values were effective and
normal; we also confirmed that the non-invasive measurement within the space between
the sensors succeeded.

5 Verification of Our Prototype for Contactless Measurement

In this section, compare the traditional contact-based and our non-contact measurement
methods.

In our experiment, we measure the SpO2 value using a commercially device and our
proposed device. The result of measuring SpO2 values using a commercially available
device (CONTEC PULSE OXIMETER CMS50D+, as shown in Fig. 7) are shown in
Fig. 8. Here, the basal SpO2 value was 98.4%, while the minimum SpO2 value was 97%.
The result of using our proposed device before correction is shown as Fig. 9, In the
measurement waveform of Fig. 9, the part surrounded by the dotted line is SpO2 from
99% to 97%.
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Fig. 7. CONTEC PULSE OXIMETER CMS50D+ (conventional type SpO2 measuring
instrument.)

Fig. 8. Measured waveform from the commercially available pulse oximeter

Fig. 9. Measured waveform from our p prototype SpO2 device (before correction)

Meanwhile, our prototype SpO2 measurement output after correction is shown in
Fig. 10, cut out from the measured value of 52 s to 222 s; we analyzed its waveform and
determined it to be stable in saturation from the highest 101% to the lowest 99%.

Fig. 10. Measured waveform from our prototype SpO2 device (after correction)

Using Light Sensing to Acquire SpO2 Biological Information 267



Here, when we extract the interval between 52 s and 222 s, which served as the actual
measurement time range, we have a time range ranging from zero to 165 s. Therefore,
if we use an output parameter variable of −3, we can use the commercially available
CONTEC of Fig. 8. Since we combine the output numerical values of Fig. 10, we show
that the measurements in the space measurement prototype were normal.

6 Summary

In this study, we used a non-contact space measurement method to acquire biological
data for medical use, nursing care, everyday life, fieldwork, and so on. Before this study,
the idea of using a non-contact method for such measures has been considered impos‐
sible, such as being able to know the SpO2 value of pets etc., which are members of the
family. And there the groundbreaking knowledge was obtained.

References

1. Hamamatsu Photonics KK, HAMAMATSU SiPIN Photodiode
2. Kazuo Tsusui, Corporation Ohmsha
3. Electronic devices author. http://hooktail.maxwell.jp/bbslog/24449.html
4. Optical and color science. http://optica.cocolog-nifty.com/blog/2012/01/post-0dfa
5. Tokyo Devices. https://tokyodevices.jp/

268 Y. Nagao et al.

http://hooktail.maxwell.jp/bbslog/24449.html
http://optica.cocolog-nifty.com/blog/2012/01/post-0dfa
https://tokyodevices.jp/


Adaptive Resampling for Emergency Rescue Location:
An Initial Concept

Wan Mohd Yaakob Wan Bejuri1,2(✉), Mohd Murtadha Mohamad1,
Raja Zahilah Raja Mohd Radzi1, Mazleena Salleh1, and Ahmad Fadhil Yusof1

1 Faculty of Computing, Universiti Teknologi Malaysia, 81310 Skudai, Malaysia
wanmohdyaakob@gmail.com,

{murtadha,zahilah,mazleena,ahmadfadhil}@utm.my
2 Faculty of Information and Communication Technology, Universiti Teknikal Malaysia,

76100 Melaka, Malaysia

Abstract. The different of memory specification mobile devices or smart phone
make it hard for developer to establish a resampling in emergency rescue location
for specific smart phone. It took much time for developer to develop it. In this
paper, we will introduce a good solution for developer to develop a resampling
algorithm for different mobile devices or smart phone. The proposed resampling
can adapt memory specification of mobile device in order to determine which
suitable resampling operation or function for specific mobile device. As overall,
the paper just present a concept that can be used as a guideline to develop a flexible
resampling.

Keywords: Particle filter · Resampling · Sequential implementation · Memory
consumption

1 Introduction

The location determination using Global Positioning System (GPS) inside building is
very difficult, since the signal was blocked [1–6]. To detect location for emergency
rescue purpose (usually the rescue is among firemen), the usage of GPS is useless.
However, current technologies inside smart phone can be utilized as signal locator for
emergency rescue purpose inside building. There are many sensor inside smart phone
can utilized except GPS for that purpose such as; WiFi, Inertial sensor, Bluetooth and
many more. [7–12]. Among these sensor the inertial is sensor that not depend on the
building infrastructure, thus making it can be as standalone position technology and also
can be used anywhere in the earth [13–15]. The usage of inertial sensor need of particle
filter usage as one of emergency rescue location. However, the range of many smart
phone making it hard to developer to make it specific technology solution for smart
phone. In this paper, we will develop a an adaptive resampling that can be used inside
particle filter which is can be installed in many smart phone that have different memory
specification [16–18]. Since our paper just introduce concept only, we present as follows:
Sect. 2 outlines fundamental emergency rescue location. Section 3 proposed adaptive
resampling and finally Sect. 4 is a discussion about the implications of this study.
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2 Fundamental of Emergency Rescue Location

Previous section discuss about introduction of the paper. This section discuss the funda‐
mental concept of emergency rescue location (see Fig. 1 for fundamental system archi‐
tecture) regards positioning determination across all environments [19–23].

Fig. 1. Fundamental system architecture of emergency rescue location on mobile sensing
platform

Usually, it requires a multi-sensor approach, augmenting standalone positioning with
other signals, motion sensors, and environmental features [24–26]. According Fig. 1, it
is present about fundamental system architecture of emergency rescue location on
nowadays mobile phone technology. Basically, it can categories in three (3) sub system
which known as sensor subsystem, software subsystem and storage subsystem. Basi‐
cally, the sensor subsystem usually consist five (5) types of sensor (according to
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nowadays smart phone) which are, inertial sensor, Global Positioning System (GPS)
sensor, WiFi sensor, Bluetooth sensor and GSM sensor. These sensor can be utilized by
retrieve data from their environment. Data that retrieved will used as input for software
subsystem for further processing. The subsystem of software is consists of CPU that
used to processed any algorithm that written in software. The software subsystem will
keep working closely by lookup information inside storage subsystem and finally display
location in mobile phone screen for emergency rescue location purpose. Next section
will discuss about our proposed method.

3 Proposed Adaptive Resampling

The previous section discussed the fundamental concept of emergency rescue location
regards positioning determination across all environments. This section discusses the
proposed design of the single distribution resampling algorithm entitled proposed adap‐
tive resampling(see Fig. 2). Sequential important sampling is used to generate the
particle and weight computation, followed by the proposed adaptive resampling (as
shown in the dash box). As we can see, the proposed adaptive resampling is shown in

Fig. 2. Block diagram of proposed adaptive resampling in standard particle filter.
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the figure which consist of resampling selector and rounding-copy resampling. The
purpose of resampling selector is to adapt computer memory specification and select
whether systematic resampling or rounding copy resampling as resampling function.
The selection is based if the total amount of computer memory is over that 1536 MB,
the resampling selector will chose resampling copy. Otherwise, it will choose resam‐
pling systematic as resampling function. The following section will conclusion and
future works.

4 Conclusions and Discussions for Future Work

The different of memory specification mobile devices or smart phone make it hard for
developer to establish a resampling in emergency rescue location for specific smart
phone. It took much time for developer to develop it. A good solution for developer to
develop a resampling algorithm for different mobile devices or smart phone has been
introduced. The proposed resampling can adapt memory specification of mobile device
in order to determine which suitable resampling operation or function for specific mobile
device. As overall, the paper just present a concept that can be used as a guideline to
develop a flexible resampling.
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Abstract. This article focuses on describing the IQRF technology following
modern trends in the Internet of Things. There is a brief overview of the IQRF
technology and then selected examples of its use in areas such as Smart Cities,
Smart Parking, Smart Lighting etc. Practical examples of the use of devices
developed in conjunction with the Internet of Things are provided in more detail.
From the field of systems based on Inernet of Things were chosen two use cases.
First of them is monitoring of concentration of carbon monoxide in old mine
dumps and second one is about of monitoring of building stability using a wireless
inclinometer.

Keywords: AHRS · Gas detectors · Internet of Things · IQRF · Wireless sensor
networks

1 Introduction

The Internet of Things (IoT) is a very popular term today and in conjunction with another
concept - Industry 4.0 - it represents a current and modern trend not only in industry but
especially in communications, control, information and measurement technologies. The
issues of IoT stretch practically across all fields of human activity and in the future they
will form an integral part of everyday life for everyone.

The Internet of Things interconnects devices via the Internet without active human
participation. These devices may be automobiles, home appliances, wearable accesso‐
ries and various sensors and detectors that mutually exchange information and coop‐
erate. The Internet of Things is made possible, among other things, thanks to miniatur‐
ization, reduced consumption and prices of chips and wireless technology that enables
communication with other technologies with very low power consumption.

The basic principles are the functional characteristics of the Internet of Things: the
ability to provide connectivity, security, interoperability, information analysis and
projection of all this into cash on the side of both costs and revenues.

It is assumed that in 2020 there will be more than 50 billion devices connected to
the Internet of Things. IoT is a very dynamically developing area in particular with
regard to Smart Cities and represents great potential in search of new opportunities.
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A typical application of the Internet of Things is the currently already widely imple‐
mented area of Smart homes. The Smart home contains a range of electronic devices
and equipment that can communicate through a variety of technologies. One application
is the control of the orientation of photovoltaic panels towards the sun, described in [5].
Other areas of deployment in a Smart home is the control of electronic equipment via
smartphones, see [11, 13].

The notion of the Internet of Things is also beginning to affect the automotive
industry, where cars can communicate with each other for example through headlights
and cameras or through other communication technologies operating at a relatively short
distance. This relatively new term is called Car2Car communication. In terms of linking
the car and the Smart home, the article [2] describes the mutual exchange of electric
power between the electric vehicle and smart home.

This article presents an overview of the use of the IQRF technology in the field of
the Internet of Things in connection with Smart Cities and the monitoring of environ‐
mental variables. For this purpose, the following structure of the measuring chain is
suitable:

• At the lowest level are sensors and actuators, operating with very low power
consumption. Publication [1] is dedicated to this area.

• The second area is the collection of measured data via an IQRF gateway that sends
data to cloud storage. These gateways also allow control of the wireless nodes.
Commercial solutions from different manufacturers exist, but an open platform for
the communication protocol of the IQRF technology enables implementation of one’s
own IQRF gateway, with Raspberry Pi as the basic hardware, see [3]. Another alter‐
native is to send the collected data to an FTP server as described in [10].

• The third area is the visualization and assessment of measurement data. This area
includes not only the various trends and statistics, but also decision algorithms which
provide feedback to control the monitored technology.

2 The IQRF Technology

IQRF is usable with almost any equipment and in almost any application where low
speed and low data volume wireless is needed, ranging tens or hundreds of metres. It
allows either simple peer-to-peer communication or huge complex MESH networks,
which can count up more than 1000 nodes [7].

IQRF domain
• Packet-oriented communication. Maximum payload is 64 B data packet, which can

be sent in about 40 ms to another device in range. Hopping to the end point out of
direct range via other network nodes is possible with a corresponding delay.
Maximum hops are up to 239.

• Low power consumption enables battery-operated devices with the lifetime of a
number of years. It is possible to reach down to 15 μA while receiving when the
transceiver module operates in XLP mode.
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• Another way to decrease the consumption is the LP mode, in which power
consumption is 330 μA while receiving combined with 380 nA while precisely
timed sleeping.

• Most suitable for MESH networks.
• Semistatic topology. The fully automated networking algorithm requires static

routing devices. End devices are fully relocatable. However, topologies with all
devices moving are also possible.

IQRF is best suited for:
• Control applications where end devices are managed and monitored from a central

point.
• Telemetry - data collection from end devices (sensors etc.). Acquired data can

transparently be forwarded to the Internet and stored in Cloud depository accessible
from anywhere. End devices in the network can also be managed remotely via the
cloud.

• Automation of processes.
• Intelligent buildings and cities.
• Internet of Things.

The above-described technology can be advantageously used for the realization of
extensive monitoring systems, which serve for the measurement of variables, and
provide wireless transmission to the dispatching centre [6, 8]. The first impulse for
applied research in the area of use of IQRF was an idea to create a fully autonomous
measuring and monitoring system for the long-term monitoring of temperature, concen‐
tration of hazardous gases, air quality and stability of buildings in the area affected by
previous mining activities. These areas mainly consist of old mining dumps, but these
systems can generally be applied to all storage locations of extractive waste (industrial
landfills, etc.).

3 Case Studies

For the Internet of Things based on the IQRF technology, there is a large variety of
commercial, but also prototype solutions. The commercial and deployed solutions
include the following areas:

• Wireless CO2 sensor with data visualization on the IQRF Cloud
• Automatic blinds
• Public parking

Among prototype solutions developed by the Department of Cybernetics and
Biomedical Engineering team are the following areas:

• Monitoring of environmental variables in mine dumps
• Monitoring of the stability of slopes and building structures

The following subsections describe some of these solutions in detail.
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3.1 Wireless CO2 Sensor with Data Visualization on the IQRF Cloud

Although carbon dioxide is invisible and odourless, its increased level is obvious due
to fatigue and decrease in the ability to concentrate. Particularly in areas with large
numbers of people such as schools, offices or medical facilities, the negative impact of
elevated CO2 concentration in the air is very significant.

CO2 concentrations up to 5000 ppm do not pose a serious risk to human health.
However, according to research, elevated CO2 concentration leads to drowsiness, leth‐
argy, fatigue and a decrease in the ability to concentrate and an unpleasant feeling of
stale air. Some studies have examined the link between increased concentration of CO2
in the air and drop in productivity and performance. The recommended concentration
of CO2 in the air should ideally be kept below 1000 ppm.

A CO2 sensor from an unnamed Czech company monitors the air quality in the
building and indicates the level of CO2 using three colour LEDs, so that the user can
instantly check the current state of the atmosphere. The measured data is sent to the
gateway that sends the data to cloud storage. Above this cloud storage layer operates
visualization with advanced options including the ability to control the air conditioning
unit.

3.2 Automatic Blinds

Automatic blinds are wirelessly operated automatically or manually, based on the infor‐
mation from the sensors for lighting, humidity and temperature. As in the previous case,
the sensor data is sent to the gateway which sends the data to the cloud above which the
visualization and evaluation applications run.

3.3 Public Parking

Parking cars in parking spaces is monitored by a Smart Parking System from another
Czech company. Smart Parking System is a modular system that allows users to detect
occupied parking spaces anonymously. The system in its basic form is used for instal‐
lation of the detection technology of vehicle presence in selected parking spaces,
allowing online monitoring (availability of a particular parking space, the percentage
utilization of parking etc.). To manage the parking system on the basis of the continuous
collection of data on the occupancy of parking spaces, the system automatically offers
the possibility of long-term evaluation of the parking for the adjustment of tariff policy,
or for example for comparing and quantifying the difference in the choice of parking
charges between the current system (data from the payment terminals) and smartphone
system parking (data about the real use of the parking area). In the advanced forms it
enables guidance of passenger vehicle drivers to vacant slots before driving using a
special web application, or when driving through the installed directional LED signs, or
through a developed mobile application. The occupancy data can also be offered to
providers of navigation or traffic data for the subsequent development of services for
the travelling public.

Using the IQRF Technology for the Internet of Things 277



The presence of parked vehicles is determined by a magnetic detector, which is
hidden in the tarmac. The detector sends a signal to the solar-powered GSM gateway
located on a street light pole. The gateway forwards the data to the cloud, where it is
visualized and processed.

3.4 Monitoring Environmental Values in Mining Dumps

The area of the Moravian-Silesian region, particularly the districts of Ostrava and
Karviná, was and partially still is the most important locality of black coal mining. A
very negative accompanying effect connected to mining dump administration is the
autoxidation processes of coal substance remains present within the dumps and stock‐
piles. In many cases these effects have been cumulated, resulting in subsurface fire, on
a minor or major scale. An extensive part of the mining dumps have been affected by
thermal processes in the past and some of them are still active today. Another monitored
and highly risky factor at these dumps is the presence of toxic gases, especially poisonous
lethal carbon monoxide (CO). Since the beginning of 2014 there have been two meas‐
urement locations installed at the Ema dump for the monitoring of dangerous CO. Both
particular locations were picked on the basis of long-term manual measurement of the
effects of thermal processes. The highest concentration of dangerous gases was found
at the installation of the so-called grave-pile, see Fig. 1.

Fig. 1. Dispersion location at the Ema dump in Ostrava, Czech Republic.

The given locations are fitted with special measurement probes containing CO
sensors. The primary cell of the CO sensor comprises an IQRF transceiver capable of
communication with an IQRF receiver connected to the analogue inputs of the telemetry
unit. The data from this unit is then sent by means of GPRS technology to a central
database and visualized at the website [10].

This version of the concentration measurement system consists of two modules –
transceivers, capable of sending the measured CO concentration by wireless ISM band
868 MHz. The schematic layout is show in Fig. 2.
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Fig. 2. Measurement of CO concentration at the Ema mining dump.

The “OTHER” block stands for converters for other non-electric signals such as
temperatures, light exposure, heat flow and so on [10].

The system for CO concentration measurement basically consists of two parts
(nodes), while each node includes a transceiver module, power supply circuit and circuit
for analogue signal processing. Detailed structures of the CO and DAC nodes are given
in Fig. 3.

Fig. 3. Inner structures of the CO and DAC nodes.

Measurement of carbon monoxide is performed by a TGS5042 sensor made by the
Figaro company. It operates in the range from 10 to 10000 ppm, but a range from 10 to
1000 ppm is applicable. The most important advantage is that there is no need of the
power supply as its output is a current in nA, proportional to the measured value of ppm.
The output current then depends linearly on the CO concentration.

The DAC node is activated by the external telemetry unit, therefore it is fitted with
a supply module with LDO, capable of connecting to 12 V level. The IQRF module in
this DAC node does not use an internal digital-analogue converter due to its low bit
resolution – 6 bits only. The intended function was achieved by use of an external double
channel 10-bit DAC converter connected to the IQRF module through the I2C bus. The
output voltage of the DAC converter changes between 0 V to 2.5 V and is connected to
the analogue voltage inputs of the telemetry unit [12].

3.5 Monitoring Stability of Slopes and Building Structures

The objective of this use case is the non-traditional measurement of warehouse tilt, using
a wireless inclinometer, see Fig. 4. This measurement is conducted by measuring the
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physical quantity of a three-axis accelerometer, gyroscope and magnetometer. The data
given by these devices serves to calculate the object rotation and the trajectory of the
measurement module motion in space.

Fig. 4. The consequence of ground descent to the warehouse.

The Measurement Chain
The measurement chain consists of a sensor part, data controlled transceiver modules
(DCTR) and a personal computer, which processes and interprets the data measured.
Figure 5 shows the block scheme of the measurement chain. The sensory part is given
by an AltIMU-10v4 development board; apart from the above-mentioned features, the
AltIMU-10 v4 development board also contains a barometer. However, the barometer
data regarding the warehouse tilt is not discussed in the present paper. The data reading
of these devices is carried out by the IQRF DCTR modules.

Fig. 5. Measurement chain – peer-to-peer communication.

The measurement chain consists of two independent parts:

• Transmitting part (measurement module/wireless inclinometer) – it measures by
current acceleration value sensors, an Earth magnetic field and gyroscope rotation.
The DCTR sends the data to the receiving part. The measuring part only reads the
data and sends the raw data format to the receiving part; doing this we can avoid any
useless DCTR overloading caused by converting the data to physical units as these
processes would include floating point operations, which in the case of a 8 bit micro‐
controller tend to take a considerable amount of computing time.
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• Receiving part - the raw data received is forwarded using the IQRF/USB gateway to
a PC. This gateway is in CDC mode meaning that the PC identifies it as another serial
port. The PC runs NI LabVIEW runtime, which processes the measured raw data by
VISA protocol. The data is further filtered by a Kalman filter. After that the data is
processed using the AHRS algorithm. The AHRS algorithm calculates quaternions;
based on these results it then calculates the measurement module rotation as well as
its trajectory.

The Tilt and Motion Trajectory Visualisation
The tilt and motion trajectory of the wireless inclinometer is resolved by the AHRS
algorithm [9]. Figure 6 on the left shows the rotation using the AHRS algorithm. The
real measurement clearly illustrates that even a slight hand tremor affects the rotation
motion and the object is moving also in the other axes. Because the motion was slow,
there is a medium size error. In the case of a motion of medium speed the Kalman filter
setting is optimal and therefore there was just a minor error. However, in the case of a
quicker motion the error is bigger because of the fixed Kalman filter setting. An
extremely quick motion cannot be recorded due to the data transmission speed restric‐
tion, which causes major errors. In this case it is necessary to reset positions before any
new measurement, bringing the object position back to the original value.

Fig. 6. 3D graph of an object tilt and its 3D trajectory.

Figure 6 on the right shows the trajectory of a measured object, the rotation around
the z axis in particular [4].

4 Conclusion

The paper focused on describing the connection of IQRF technology with the modern
and ever-expanding area of IoT. This technology, thanks to its parameters, in particular
very low power consumption and simplicity of implementation, can be used advanta‐
geously in various application areas of IoT. The Department of Cybernetics and Biomed‐
ical Engineering has been engaged with IQRF technology for several years, and the
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result is several applications, particularly with regard to the monitoring of environmental
variables on old mine dumps. Another area in which IQRF is used is the monitoring of
the condition of safety nets and barriers. Regarding IoT its development and imple‐
mentation focuses on modern trends in the field of Smart Cities, Smart Parking, Street
Lighting, etc. Currently, the research team at the Department is developing low power
gateway for the IQRF network and low power sensors for monitoring the condition of
safety nets, barriers and stability of riparian zones.
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Abstract. Flash memory has a variety of advantages such as the better perform‐
ance compare to hard disk, shock resistance, small size, and so on. Therefore the
use ratio of flash memory is being increased. But if the power-off failure is
occurred, flash memory storage systems may loss mapping information. So in this
paper, we propose power-off recovery scheme, called C-HYFLUR. We have
applied C-HYFLUR to page mapping FTL and implemented on a platform board,
and compared with the existing recovery schemes through several evaluations.
Compare to existing recovery schemes, the overhead of C-HYFLUR is very low.

Keywords: Power-off failure recovery · Compression · FTL · Flash memory

1 Introduction

Nowadays, the use ratio of flash memory is very high in many storage systems. This is
because that flash memory has a variety of advantages such as better performance
compared to hard disk, light weight, shock resistance, and low power consumption.
Thus, flash memory is used in various fields and is used as an essential element of many
embedded systems. However, flash memory has some drawbacks because of the
constraints on the hardware level. For example, when write operations are performed to
the location that some data is already written, the erase operation should be performed
before the write operation. This is called erase-before-write architecture [1]. Because of
this problem, flash memory has a performance degradation.

To reduce the performance degradation, flash memory uses an FTL (Flash Transla‐
tion Layer) [2] algorithms. The FTL algorithm performs translating logical addresses
from the file system to physical addresses to flash memory. And it can be classified in
three schemes, page mapping scheme, block mapping scheme and hybrid mapping
scheme [3]. Shortly, block mapping scheme is to translate lbn (logical block number)
to pbn (physical block number). Similarly, page mapping scheme is to translate lpn
(logical page number) to ppn (physical page number) and the hybrid mapping scheme
is mixture of block and page mapping scheme.

Another disadvantage of flash memory is that it is more expensive than other storage
devices and that there exist hardware errors due to sudden power-off. First, flash memory
is very expensive compared to hard disk, so it is very difficult to apply it to a system even
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though it has better performance than hard disk. To overcome these drawbacks, various
algorithms have been developed to compress and store data in flash memory [4–6].

Next discussion point of the drawbacks of flash memory is hardware level faults.
Various hardware level faults exist in flash memory, and this paper focuses on the sudden
power-off failure. Power-off failure means that a sudden loss of power that is supplied
to flash memory. The sudden power-off failure is still occurred [7], and it is a critical
problem in data and metadata reliability [8]. The data reliability problem is very impor‐
tant point to the storage device based on flash memory. And metadata such as mapping
information is required in the FTL operation and this data is important. So metadata
reliability is also very important point.

To prevent this problem, many recovery schemes are proposed [8–11]. Usually it
can be divided into three schemes, In-Block Backup, In-Page Backup, and Hybrid
Backup.

Briefly, a certain blocks in flash memory is reserved to save metadata in In-Block
Backup, metadata is always stored in the spare area of the page in In-Page Backup, and
finally Hybrid Backup is the mixture of In-Block and In-Page Backup.

In this paper, we focus on Hybrid Backup scheme and the page mapping FTL algo‐
rithm. We apply the compression algorithm to existing HYFLUR [12] algorithm to solve
the capacity problem which is a disadvantage of the page mapping algorithm. So in this
paper, we propose a C-HYFLUR (compression scheme for hybrid flash recovery)
scheme on the page mapping FTL.

The rest of this paper is organized as follows. Section 2 is the background of flash
memory, power-off failure and compression algorithm. Section 3 gives the related work
of recovery scheme of power-off failure. In Sect. 4, we propose our scheme C-HYFLUR.
And Sect. 5 presents evaluation results. Finally, Sect. 6 is the conclusion.

2 Background

2.1 Power Source for Flash Memory

All hardware systems require power to operate. Because flash memory is also a hardware
system, power can be seen as a very important source of flash memory. However, the
power supply of flash memory may become unstable in a real environment, and if the
power is lost, a serious error occurs in flash memory [7, 8]. Therefore, a recovery algo‐
rithm is required to help flash memory to operate normally even if an unexpected power-
off occurs.

There are two types of power-off in flash memory: normal power-off and sudden
power-off. Normal power-off is literally normal power interruption and so does not cause
serious damage to flash memory. However, in case of sudden power-off, an unexpected
power-off occurs, which can cause serious damage to flash memory. Therefore, this
paper focuses on the flash memory recovery algorithm for sudden power-off.
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2.2 FTL Mapping Algorithm

FTL is a firmware that manages the host operating system and flash memory [2]. As
mentioned earlier, FTL algorithm can be classified into three schemes: block map-ping,
page mapping and hybrid mapping [3]. And each of the schemes is divided based on the
mapping unit. Block mapping is a mapping in block units, page map-ping is a mapping
in page units and hybrid mapping is mixture of block and page mapping. The existing
HYFLUR algorithm [12] focuses on the page mapping FTL. Therefore, in this paper,
we also propose C-HYFLUR, an improved version of HYFLUR, focusing on the page
mapping.

Basically, FTL has metadata for managing flash memory. Metadata refers to da-ta
for managing flash memory, and mapping information also corresponds to metadata.
Most of the mapping information is composed of mapping table, and it plays a role of
matching lpn of operating system and ppn of flash memory. There-fore, if the operating
system requests lpn to read or write specific data, the FTL will find the ppn corresponding
to lpn and help to access the flash memory.

2.3 Flush Scheme for Power-off Failure

When the mapping table changes in the page mapping FTL, existing data is updated or
erased from flash memory. First, if existing data is updated, flash memory must write
data to another address because of the feature that it cannot be overwritten. Accordingly,
the mapping table must also be modified to the changed address, and if not modified,
the updated data cannot be accessed. Next, when the mapping table is modified, the data
is deleted from flash memory. If the data is erased by the host or the garbage collection
of the FTL, the mapping table must also remove address information for the erased data.

When the mapping table is updated as described above, it is necessary to store the
changed information in flash memory to recover a power-off failure occurring later.
However, storing the mapping information in flash memory every time data is
updated causes the performance of flash memory to be degraded, and the storage of
excessive mapping information may lead to a capacity shortage. There-fore, in order
to solve the above problem, the FTL performs a data backup operation called
‘flush’. FTL generates flush processes periodically and usually stores mapping
information in the flash memory’s data area or spare area.

2.4 Compression Algorithm for Page Mapping Algorithm

In the case of page mapping FTL, unlike other mapping FTLs, the mapping information
occupies a large amount in flash memory. However, it is inefficient to store large amounts
of mapping tables in expensive flash memory compared to hard disk, as it causes space
overhead in flash memory. Therefore, this paper focuses on the compression algorithm
to reduce page mapping information.

In order to solve these problems, we apply Lempel-Ziv-Storer-Szymanski (LZSS)
algorithm, which is an improved version of the LZ77 algorithm [13]. By applying LZSS
algorithm to HYFLUR, we can overcome space overhead which is a disadvantage of
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page mapping FTL and recover large amount of mapping table with small amount of
mapping information. Detailed description of this process is in shown Sect. 4.

3 Related Work

3.1 Compression Algorithm for FTL

Many FTL algorithms with compression techniques have been addressed [4–6]. A
compression layer for smart media cards [4], a real-time compression scheme for devices
using flash memory [5], and zFTL [6] containing compression algorithms are proposed.
Additionally, the MEW (Metadata Embedded Write) scheme [14] deals a compression
algorithm with power-off recovery.

The main motivation for the above paper is to reduce the amount of data written to
flash memory, and authors proposed a scheme applying different compression algo‐
rithms. In this paper, we apply LZSS algorithm to HYFLUR algorithm to reduce space
overhead of flash memory.

3.2 In-Block Backup

The In-Block Backup scheme stores the backup data at a set of reserved blocks in flash
memory, and this set of blocks is called map-blocks. At first, this scheme prepares map
blocks for storing mapping information in flash memory. So when the mapping infor‐
mation is generated, this scheme stores it in map-blocks [10]. As this scheme also
generates the additional write operation, it will create additional overhead.

When there is a power-off failure in flash memory, the recovery module will scan
map-blocks. And based on the scanned mapping information, it constitutes the map-
ping tables. Compared to the In-page Backup recovery scheme, the recovery delay
of In-Block Backup recovery scheme is small.

3.3 In-Page Backup

This scheme stores the backup data in spare area of pages. Generally, spare area is used
to store FTL management information and ECC bits. However, as the page size of flash
memory is increased with the development of technology, spare area is also increased.
So this scheme can write the backup data on the unused area [10, 11]. Also when this
scheme is executed in flash memory, it does not create additional overhead.

And when there is power-off failure in flash memory, the recovery scheme will be
executed. In this case, the recovery scheme is very simple. First, it scans all spare areas
of pages in flash memory. And with this scanned information, it constitutes the mapping
tables. This scheme is very simple, but the long recovery delay is possible. In this paper,
we compare the recovery delay of this scheme and our proposed scheme.
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3.4 A-PLR

As we mentioned above, the main drawback of In-Page Backup is the recovery delay.
Because of this drawback, Jung et al. [11] proposed enhanced scheme of the In-Page
Backup, called A-PLR (Accumulation based Power Loss Recovery). Also this scheme
stores the mapping information in spare area in a manner similar to the In-Page Backup.
However unlike the In-Page Backup, the mapping information to be stored in the spare
area different way.

By using other methods in this scheme, it was able to solve the drawbacks of the In-
Page Backup. Briefly, the process of the method is as follows. At first, A-PLR reserves
the special buffer in RAM called MIB (Mapping Information Buffer). This buffer size
is fixed, and it stores the accumulation of mapping information. When A-PLR stores the
mapping information in the spare area, it stores the MIB. As the A-PLR stores more
mapping information, the size of MIB is increased. When the size of MIB is full, it is
also stored in spare area and this page is called the intermediate page. Also this page is
used in the recovery process.

Recovery process of the A-PLR is very simple. When the recovery process is running
because of a power-off failure, A-PLR uses intermediate pages. For example, A-PLR
scans intermediate pages instead of scanning all the pages. Therefore, recovery delay is
lower than the In-Page Backup. So A-PLR enables the mapping tables to be recon‐
structed through scanning the intermediate pages. Also in this paper, we com-pare the
recovery delay of the scheme to our proposed scheme.

4 C-HYFLUR (Compression Scheme for HYbrid FLUsh Recovery)

4.1 Overview

We propose C-HYFLUR with the compression algorithm applied to the recovery algo‐
rithm HYFLUR [12] proposed in the previous paper. The compression algorithm we
apply is the LZSS algorithm, which is an enhancement of LZ77 [13], and it is applied
to the existing HYFLUR algorithm to solve the space overhead which is a disadvantage
of the page mapping scheme.

C-HYFLUR is implemented in the Open SSD Project Board [15] and the hardware
specification is as follows. The platform uses NAND flash [16] of the 64 GB, and this
memory is composed of 8 KB pages. Also blocks of the memory is composed of 128
pages. In summary, NAND memory consists of total 66,432 blocks. Also this plat-form
uses mobile SDRAM [17] of the 64 MB.

Also our scheme reserves the particular block of flash memory as well as certain
memory of RAM to store all mapping information. And the blocks don’t store data. For
storing mapping information and tables, we reserve the 15 blocks and 25 blocks, respec‐
tively. Also we call each block MSB (mapping information store block) and TSB (table
store block).

Table 1 below shows the data storage ratio of HYFLUR, which is the conventional
recovery algorithm, and C-HYFLUR, which applied the compression algorithm. The
compression ratio of LZSS is about 31%, and data of 8 K can be compressed to about
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2.6 K. Mapping information stored in the MSB of the existing HYFLUR can store update
data of about 31% of flash memory, but the update data of C-HYFLUR can be stored
about three times as much as the HYFLUR. Also, TSB requires 25 blocks to store all
mapping tables, but C-HYFLUR can store all mapping tables with only 9 blocks. This
can solve the space overhead which is a disadvantage of the page mapping FTL.

Table 1. Data storage ratio

C-HYFLUR HYFLUR
MSB Store 92% of update data Store 31% of update data
TSB 9 blocks 25 blocks

4.2 Flush Process

As we mentioned earlier, the flush process is to transfer information from RAM into
flash memory. In our scheme, the flush is divided into three sub flush: SWF (spare write
flush), URF (update RAM flush) and MTF (mapping table flush). And Fig. 1 shows that
how the three flush operations are performed with timeline. In our proposed scheme,
MTF, URF and SWF are operated by the appropriate policies.

Fig. 1. Flush with timeline

The SWF operation is very simple operation. For example, if the page is to be up-
dated, data should be write to another page. This situation evokes changing mapping
information of ppn (physical page number). In our scheme, the change between old and
new ppn is written to RAM. In this situation, old and new ppn should be stored in the
spare area. And this process is called SWF.

The MTF and URF operation will be discussed in more detail in the following
sections.

4.2.1 URF Operation
As mentioned earlier, when a page is updated, information of ppn is written in the 1st
RAM. For storing ppn, our scheme assigned 6 byte of 8 KB. Therefore, it is possible to
write 1365 ppn in 8 KB memory. This means that it can store mapping information of
1365 pages. And, as shown in Fig. 2, when the 1st RAM is full, the compression process
is performed and the compressed data is stored again in 2nd RAM. This process is
repeated three times to make 2nd RAM full. Then URF operation as shown in Fig. 3 is
started.
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Fig. 2. RAM configuration

Fig. 3. URF operation

Figure 3 shows a brief URF (update RAM flush) operation. If the 8 KB of 2nd RAM
is full, URF operation is performed. Also this means that approximately 32 MB of flash
memory has been updated. And URF operation is performed and all information is
written to the pages of the MSB. And MSB can store compressed mapping information
about 92.4% of flash memory. This provides the space to store most of the update data.

4.2.2 MTF Operation
The MTF (mapping table flush) operation is the process of writing all mapping infor‐
mation in flash memory. For storing mapping table, our scheme assigned 3byte for
writing ppn, compresses the three 8 KB pages with 2730 ppn, and writes to one page of
TSB. This operation is occurred when MSB is full because of the URF operation.

So when MTF operation is performed, it creates a new compressed mapping table
by using the existing mapping table and MSB. Additionally, it stores new compressed
mapping table information, as shown in Fig. 4 and writes the ppn in pages of TSB. For
example, when MTF operation is executed, new ppn is written to pages and these page
index is become lpn. It compresses three 8 KB pages and writes them to one page of
TSB, so that total 8190 ppn can be stored in on one page. Compared with the existing
algorithm HYFLUR, HYFLUR requires 25 blocks in total to store all mapping tables,
but C-HYFLUR requires only 9 blocks. Therefore, C-HYFLUR can reduce space over‐
head, which is a disadvantage of page mapping FTL.
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Fig. 4. The structure of TSB

4.3 Power-off Failure Recovery Process

Our power-off recovery process is divided into 3 cases. To recover mapping in-forma‐
tion, (1) reading the pages of MSB created by URF operations & decompression
processes, (2) reading only TSB created by MTF operations & decompression processes
and (3) reading MSB and TSB & decompression processes.

(1) At the first case, when power-off failure occurs, TSB is not generated. There-fore,
our technique reads the existing mapping table and pages of MSB for recovering
mapping table. However, since the pages storing the mapping information are
compressed, the decompression process should be performed. Finally, it reads the
spare area of pages to find out mapping information created by the SWF operation.

(2) Second case is power-off failure occurs when TSB is made. In this situation, our
recovery scheme reads only TSB for creating mapping table. This is because that
all mapping information is stored in TSB. Therefore, no need to reading pages of
MSB. This process also requires decompression the compressed pages to complete
the mapping table. And our proposed scheme has the best efficiency in this situation.

(3) The last case is power-off failure occurs when TSB is made and before mak-ing the
new TSB. In this case, our recovery scheme read existing TSB and pages of MSB.
It also involves a decompression process. And finally read the spare area of pages
to find out mapping information created by the SWF operation.

So our proposed scheme is possible to recover all mapping information in all three
cases.

5 Evaluation

5.1 Evaluation Setup

In this section, the proposed scheme C-HYFLUR is implemented on Open SSD Project
Board [15]. Figure 5 shows the real board snapshot and hardware architecture, also this
board using an SSD [16], SDRAM [17] and so on. Also this board employs an
ARM7TDMI-S core (running at 87.5 MHz) and a SATA 2.0 host interface (3Gbps).
The objective of the evaluation is comparing the overhead of recovery to the existing
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schemes (In-Page Backup, A-PLR, HYFLUR) and C-HYFLUR. And we use benchmark
Iometer [18] to evaluation.

Fig. 5. Open SSD project board and platform H/W architecture [9]

5.2 Evaluation Results and Discussion

In this section, the first evaluation is to estimate the response time of the platform board.
Figure 6 above shows the data storage ratio of the HYFLUR algorithm and C-HYFLUR
and the time it takes to read the blocks to recovery. The compression ratio of the LZSS
is about 31%, and since the data of 8 K can be compressed to about 2.6 K, there exists
the difference as in Fig. 6.

Fig. 6. Compression efficiency and block read time

The mapping information stored in the MSB of the existing HYFLUR can store the
update data in about 30.8% of flash memory, but the update data of C-HYFLUR can be
stored in 92.4% of flash memory. Also, TSB requires 25 blocks to store all mapping
tables, but C-HYFLUR can store all mapping tables with only 9 blocks. This can solve
the space overhead which is a disadvantage of the page mapping FTL. Also, as shown
in the graph on the right, C-HYFLUR has a significantly lower time to read TSB for
recovery than HYFLUR. This means that the compression algorithm can reduce the time
it takes for C-HYFLUR to recover (Fig. 7).
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Fig. 7. Average response time recovery read time

The next evaluation is to evaluate the average response time of the platform board
and the time it takes to read the mapping information to recover. And in this evaluation,
the benchmark Iometer [18] is used to measure the response time. Before the left graph
evaluation, we divided into four cases to measure the results. First, only write opera-
tions are issued and all requests are sequential (100%). Second, only write operations
are issued and all requests are random (100%). Third, only write operations are issued
and request are sequential and random (50%). The last case is write (50%) and read (50%)
operation and request is sequential (50%) and random (50%). Overall, C-HYFLUR is
similar to the other scheme in response time. However C-HYFLUR shows low average
response time in the left graph, these results are negligible because all of time is very
narrow margin.

The graph on the right is a graph of the three recovery process cases described ear-lier
in Sect. 4.3. The time taken to read the mapping information to recover the existing
HYFLUR algorithm and the C-HYFLUR algorithm is compared for the three recovery
processes. The three recovery processes are: (1) updated information due to URF operation
is stored in 50% of MSB, (2) one TSB is created due to MTF operation, and (3) MSB and
TSB coexist. Overall, the recov-ery read performance of C-HYFLUR is much faster than
that of HYFLUR. This is because C-HYFLUR applies the compression algorithm, and it
requires fewer page reads than HYFLUR. Therefore, C-HYFLUR recovery read time
overhead is very lower than HYFLUR.

6 Conclusion

This paper proposes the recovery scheme for power-off failure, called C-HYFLUR.
C-HYFLUR applies the page mapping FTL and adds compression algorithm to
existing HYFLUR. For recovery, C-HYFLUR using URF and MTF operation, and
reserves special blocks MSB and TSB. And URF and MTF operation reduces the
number of the write operations for storing mapping information. In addition,
compression algorithm reduces the number of read operation, and resolves the space
overhead of the page mapping FTL. Therefore C-HYFLUR recovery time overhead
is very lower than other recovery schemes. However, the C-HYFLUR response time
is little longer than other schemes. Because additional page write operations and
compression process is required. But these overheads are negligible.
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Abstract. Most vendors of e-commerce applications deploy the cache memory
to deliver the web objects to clients faster. However, they face many problems in
dealing with the cache memory due to limited resources and dynamic access
patterns. As a result, we need to efficiently manage the cache memory by evicting
the unused data. The performance of cache manager depends upon the efficiency
of delete determination. In this paper, we propose ERF, a cache eviction policy
using natural exponential function on time with frequency in order to cope with
dynamic nature of e-commerce business with limited memory. It sorts the caches
in the order of result value which come from coordination between frequency and
recency and evicts the caches according to it. We evaluate the performance of
ERF by using the workload which reflects the real-world applications and
compare it with conventional algorithms. By increasing the cache hit ratio with
ERF, we can expect the decrease of copy and delete operations of cache with
improving the overall system performance.

Keywords: Multimedia databases and file systems

1 Introduction

In e-commerce business, there are lots of information about clients and products and the
information is updated continuously. Due to a large amount of information, it is neces‐
sary to manage the information in efficient manner. So, most of E-commerce Web sites
especially, online shopping malls are based on database to manage the information
easily. Thus, the importance of utilizing database is on the rise. Furthermore, response
time to clients’ request via database processing is a critical one for e-commerce Web
sites. Website process is expected to be loaded within 2 s [1]. Moreover 40% of clients
tend to leave the website if the time to load the web objects takes more than 3 s. Clients
are not apt to keep waiting for the site to response [1]. To reduce the response time, a
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large number of e-commerce vendors use caching strategies to speed up the transmis‐
sion. The architecture of database-driven commercial Web sites incorporates the asso‐
ciation between cache and DBMS.

In case of online malls, there are many problems in dealing with the caches due to
dynamically changed demands for items. Lots of items are created and discarded from
day to day. However, conventional algorithms for managing the caches do not take into
account fluctuation of demands for items.

In this paper, we bring up the cache management for e-commerce malls in terms of
thumbnail delivery and propose to consider the change of demands in e-commerce
environment for efficient caching management algorithm. Our technique minimizes the
copy and the delete operations for thumbnail cache. Also, the experiment result shows
high hit ratio, the probability of cache hit on the total number of data requests [2].

The remainder of this paper is organized as follows. We examine thumbnail
delivery solutions and address the performance problem when improper cache evic‐
tion strategy is applied in Sect. 2. We examine the conventional cache management
algorithms in Sect. 3. Then, we propose ERF which is a cache eviction policy using
natural exponential function on time with frequency in Sect. 4. Finally, we compare
ERF to previous algorithms in Sect. 5 and conclude our paper in Sect. 6.

2 Motivation

Thumbnail images are deployed for improvement in recognizing the original images in
many e-commerce applications. By deployment of thumbnail images, it solves the
latency of downloading web objects which include images and pages. There are two
alternative ways to provide thumbnail images to clients considering response time to
clients’ requests. One possible solution is resizing the whole set of images to thumbnails
in advance which is generally used. Whenever user uploads original images to NAS
(Network Attached Storage), system resizes the images to thumbnail images. It can
improve the clients’ response time, but this solution can drastically increase the memory
consumption for cache so that it is hard to be implemented due to limited resources in
real world.

Given the limited resources for cache, there is a solution called dynamic cache (as
shown in Fig. 1), which resizes images whenever there is a request to a thumbnail. The
storage for dynamic cache can be divided into main storage and cache which stores the
original images and the thumbnails respectively. The system with the dynamic cache
resizes the original images to thumbnail images and inserts resizing result to main DB.
Then, it delivers the objects to cache in NAS.

Due to limited resources for cache, dynamic cache needs cache manager which evicts
the caches when the cache memory exceeds the threshold. Resizing the images on the
fly by resizing server, in fact, requires more CPU and RAM than dealing with one general
request. Therefore, the importance of leaving the objects which will be frequently used
in the near future in cache is stressed.

Whenever there is a request to thumbnails, dynamic cache searches the relevant
cache and returns the cached images to clients. If there is no cache for request, dynamic
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cache should perform the image resizing operations. And it sends the thumbnail images
to NAS and saves it. Then, it updates database according to it, and returns the cached
images to clients (as shown in Fig. 2).

Fig. 2. Thumbnail cache request flow in dynamic cache

As the resizing operation contains a series of request, insert and convert operation,
it is crucial overhead to system performance. In the worst case, cache manager can delete
the frequently used caches. Then, there has no choice but to impose a large number of
cache miss in the future in a given condition and it can be a major obstacle for

Fig. 1. The structure of dynamic cache
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performance in terms of response time to clients’ request. It motivates us to come up
with the cache eviction policy considering the characteristics of the real-world work‐
loads. We have conducted experiments to evaluate our cache eviction algorithms and
compare its performance with LRU and LFU algorithms.

3 Related Works

In this section, we examine some popular approaches for cache replacements strategies.
First of all, when a requested object does not appear in cache, the cache gets the requested
object and stores it in cache. Given the above condition, when the cache memory exceeds
the fixed threshold T, a portion of cached objects are evicted until the cache memory
decreases to given size t, with T > t [3].

Frequency and recency are crucial factors for cache eviction processes. They have
association with two types of locality, temporal locality and spatial locality. Temporal
locality is an access pattern to the identical objects within recent period whereas spatial
locality is based on the number of occurrence of accesses to objects within whole time
[5]. Namely, we can expect the pattern of request streams in near future based on each
factors.

3.1 Recency-Based Strategy

This strategy utilizes the temporal locality for cache eviction processes. Temporal
locality is preference for the identical objects within recent period. The initial concept
of recency-based strategy is evicting the least recently used objects.

Recent researches have shown that the LRU replacement strategy has potential for
performance improvement. As a result, most of researches have devoted to improve
LLC (Last Level Cache) replacement [7, 8]. Even if recency-based strategy does not
take into account the frequency information, it is widely used for different areas. But it
can be the major obstacles to react dynamically changed access patterns.

LRU
The last accessed object is always acquired. If the cache memory exceeds T, it evicts
the least recently used objects [4].

LRU-Thold
This strategy does keep the cache memory from receiving an object if the object causes
eviction process which removes a lot of remaining cache. If not, it operates as LRU [5].

Size
It sorts caches based on the size of files. Largest file is removed first whereas same sizes
of files are under LRU strategy. As most of references are interrelated with small files,
it makes high hit ratio [6].
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3.2 Frequency-Based Strategy

Frequency-based strategies utilize the frequency as a main factor to judge whether the
object will be a target of an eviction process. It shows strength in static environments.
But it can be confused because objects can have same values. Furthermore, it needs
aging technique due to static value of frequency [3].

LFU
This strategy keeps the most frequently accessed objects by far in cache [4].

Perfect LFU (PLFU)
This strategy keeps the histogram of frequency about all objects ever accessed before.
As it has to keep the all stats, it can cause space overhead [4].

In-Memory LFU
It only keeps the access frequency in cache and acquires the most recently accessed
objects in cache. It evicts the least frequently used objects [4].

3.3 Other Strategy

DIP (Dynamic Insertion Policy) [9] is a hybrid caching strategy that dynamically calcu‐
lates the number of misses incurred by LRU and LFU policies. It selects a strategy that
makes comparatively lower misses. But it incurs overhead for verifying the cache misses
from two different caching strategies.

4 Our Approach

We observed that due to dynamic nature of E-commerce business, the access patterns
to items of online malls are various as day goes by, as hour goes by, as minutes goes by.
As web requests show a certain level of temporal locality, information about recency is
a significant part for the victim selection process.

With strengthening the strength and making up for the weakness of LRU and LFU,
we used two eviction processes at once at the expense of overhead caused by bringing
two eviction processes at once. First, to combine spatial and temporal locality together
maintaining their characteristics, we use 1∕ex equation and use the cache hit count and
recent accessed time of items which is remaining in cache.

Eviction Value =
CacheHitCount

exp
(

Current Time − Recent Accessed Time

600

) (1)

In fact, it is hard to reconcile the time value with cache hit count due to drastically
increased value of cache hit count and difficulty in controlling time value. Notwith‐
standing the elapse of time and drastically changed cache hit count, we can adequately
cope with dynamically changed demands for items in E-commerce business with 1∕ex

equation with x = difference between current time and recent accessed time. As shown

ERF: Efficient Cache Eviction Strategy 299



in Fig. 3, if x exceeds certain value, y converges to zero. Value of (1) converges to zero
likewise. Thus, the objects which remain in cache without any access over certain time
cannot help having high priority of target to be evicted. With this approach, we can solve
the situation that an item which is very popular in the past, rests in the cache even if
there is no access to the item for a long time.

Fig. 3. f(x) = e−x graph

However, in a given equation, the last accessed items can be evicted due to low
frequency count even if they have high value of time and can be accessed in near future.
To prevent this situation, we adopt one more process to evict items which remain in
cache over a long time without any access. With these processes, we can expect
conformity to dynamic nature of e-commerce business. Also it is just based on the query
result set, it does not cause changes to conventional DBMS systems.

5 Experiments

We have conducted experiments to evaluate our cache eviction algorithm (ERF: natural
Exponential function on Recent access time with Frequency) and compare its perform‐
ance with LRU and LFU algorithms in perspective of hit ratio.

The general experimental settings are as follows. The total number of the original
images in the system is 5000 whereas the condition when the cache eviction operation
is implemented is when the number of tuples in cache exceeds over 1000 threshold (T).
Cache eviction operation makes the number of objects remaining in cache be 800 (t).
This ratio between the values of threshold and remaining caches reflects the cache
managers deployed in real-world applications.

We made a trace which reflects the real-world workloads in efficient manner. First,
we divided all of the original images to three groups, assuming that one (i.e. group A)
consists of items frequently used in general and another (i.e. group B) contains items
which are used less than former one. Items which are scarcely used are classified as
group C.

Given the above conditions, the numbers of images are 350, 750 and 3900 in each
group A, B and C respectively. Then, the access rate to thumbnail cache is fifty per a
second. All of fifty images are picked out from one of three groups. And the probability
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of choosing a group among three groups is 70%, 20% and 10% for each group A, B and
C as shown in Table 1 to reflect the access locality of real-world.

Table 1. The environments of trace build

Group The number of images Selection probability
A 350 70%
B 750 20%
C 3900 10%

It updates fifty objects in the selected group in every second and changes the consti‐
tution of the each group in every ten minutes. Since we take into account the change of
preference of clients’ accesses, we change the composition of each group periodically.
When we change the composition of each group, twenty percent of objects in group A
are ejected to group C and fifty percent of objects in group B are ejected to group C.
Then, the equivalent percent of objects in group C are put into each group. Finally,
experiments are implemented on a 2-hour basis. The cache eviction operation is imple‐
mented whenever the number of objects meets the condition. If the condition of the
cache memory is met, it evicts items which remain in cache over a long time without
any access. After that, it sorts the caches into the order of result of above algorithm and
evicts the caches according to it until the number of objects remaining in cache be 800 (t).

Given the above conditions, we compared five eviction processes to each other. First,
we can notice that the delete counts jagged before the cache counts drastically increased
in LRU (as shown in Fig. 4). It shows that some items are evicted even if they have
higher value in cache counts than others. In contrast, delete counts show even form
before the sudden increase of cache counts but it almost never appear after drastic
increase of cache counts in LFU as shown in Fig. 5. We can realize that items which

Fig. 4. Relationship between cache count and delete count in LRU
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have much higher frequency value than others are scarcely deleted even if there is no
access to them for a long time.

Fig. 5. Relationship between cache count and delete count in each algorithms

Meanwhile, ERF shows intermediate form compared to LFU and LRU as shown in
Fig. 5. The form of graph in ERF looks optimal, but it also needs certain level of protec‐
tion to last accessed items due to their low cache count.

As shown in Table 2, bringing out two eviction processes outperform LRU and LFU.
In this context, Overtime is a simple eviction process which evicts objects which were
not requested for a certain time t̄. Also, eviction operations are applied evenly to all
objects regardless of cache counts as shown in Fig. 6. As request counts increases, the
gap between delete count of conventional algorithms and our approach increases. As a
result, high hit ratio derives the decrease of the copy and the delete operations of thumb‐
nail cache. It also drives improvement of the response time to clients’ requests.

Table 2. The results of each algorithms

Request count Cache count Delete count Hit ratio (%)
LFU 360000 191033 168084 53.06
LRU 360000 279886 79313 77.74
ERF 360000 229717 129356 63.81
Overtime - > LFU 360000 288622 70421 80.17
Overtime - > ERF 360000 289615 69398 80.45
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Fig. 6. Relationship between cache count and delete count in ERF with overtime

6 Conclusion and Future Work

This article introduces brief overview about conventional caching replacement strategies
and introduces ERF. It shows that ERF outperforms conventional replacement algo‐
rithms. In dynamic nature of e-commerce business, the importance of making good
balance between frequency and recency come to the fore. Thus, ERF seems a good
solution for e-commerce business.

Future works will have comparisons in terms of memory consumption and time with
conventional algorithms. Moreover, we can apply the Markov chain theory [10] in
production of traces for verification of cache replacement algorithm’s efficiency.
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Abstract. Retrial queueing models with two classes of customers arise
in various practical mobile networks and telecommunication systems.
The consideration of retrials (or repeated attempts) introduces analytical
difficulties and most of works consider either models with preemptive pri-
ority or non-preemptive priority in the single server case. This paper aims
to propose a recursive algorithmic approach for the performance analysis
of a multiserver retrial queueing model with non-preemptive priority and
two customers classes: ordinary customers whose access to the service
depends on the number of available servers and who join the orbit when
blocked; and impatient priority customers who have access to all servers
and are lost when no server is available. In addition, we develop the for-
mulae of the main stationary performance measures. Through numerical
examples, we study the effect of the system parameters on the blocking
probability for ordinary customers and the loss probability for priority
customers.

Keywords: Retrial multiserver queueing model · Mobile networks ·
Two customers classes · Impatient customers · Non-preemptive
priority · Recursive algorithm · Performance measures

1 Introduction

Retrial queueing models are characterized by the feature of retrial phenomenon
that an arriving customer who finds all servers (or resources) occupied, joins the
virtual group of blocked customers, called orbit and retry again for service after
a random amount of time. Models with retrials have been widely used to analyze
several practical problems in telecommunication systems as the call centers, the
cellular mobile networks [1–3] and the wireless sensor networks [4]. Significant
surveys on this topic [5,6] reveal the non-negligible impact of retrials, which
arise due to the lack of available resources and which can negatively affect the
system performances, because they generate more load. However, the consider-
ation of retrial phenomenon introduces great analytical complications to obtain
c© Springer Science+Business Media Singapore 2018
K.J. Kim and N. Joukov (eds.), Mobile and Wireless Technologies 2017,
Lecture Notes in Electrical Engineering 425, DOI 10.1007/978-981-10-5281-1 34
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most important performance measures. In particular, for multiserver models, no
explicit closed-form solution exist for the performance measures [6]. These ana-
lytical difficulties are due to the simultaneous presence of the repeated requests
stream from the orbit and the normal stream of primary requests arrivals. There-
fore, lots of attention have been paid to approximation methods, computational
algorithms and tail asymptotics to estimate the performance measures [6].

On the other hand, the heterogeneity of customers from the point of view
of customers characteristics such as the arrivals, the service and/or the retrial
process distributions, is an another important problem in retrial queueing area,
because models with different types of customers arise in various practical sys-
tems. For example, in cellular mobile networks, the base station channels are
used by a class of fresh calls initiated in the same cell and a second class of
handoff calls incoming from adjacent cells. Similarly, in modern call centers,
multiple types of calls arrive at service station over different communication
channels such as telephone, internet, e-mail, mobile device, etc.

However, retrial queues with multiple classes of customers (called also multi-
class retrial queues) have been known to be far more difficult for mathematical
analysis than models with a single class of customers (or homogeneous cus-
tomers). So, explicit results for this subject are limited to some particular cases
[7] and recently, sufficient stability conditions were defined for a multiserver
multiclass retrial queue [8].

For the single server retrial queues with two classes of customers, a number of
analytic results have been obtained [5,6,9]. As regards to multiserver case with
two customers classes, as far as we know, there are no explicit formulae and only
a few algorithmic methods are proposed using matrix geometric methods [10],
matrix analytic methods [11] or computational approaches as the one we have
proposed using the Colored Generalized Stochastic Petri nets formalism [12].
Recently, Kim et al. [13] studied the stability of a two-class two-server retrial
queue.

The objective of this paper is to propose a new recursive algorithmic approach
for the performance analysis of a multiserver retrial queue with two classes of
customers: ordinary customers whose access to the service depends on the num-
ber of available servers and who join the retrial group with a certain degree of
impatience when blocked; and priority customers who have access to all servers
and leave definitively the system when no server is available. Hence, and in order
to minimize the loss probability of priority customers, they should be given a
higher priority over ordinary customers in access to the system resources. To this
end, we give them the possibility to use all servers, unlike ordinary customers
whose access to the service depends on a threshold on the number of available
servers. Further, we assume that all servers follow the non-preemptive priority
rule, which means that if one or more priority customers arrive during the service
time of an ordinary customer, the current service of this non-priority customer
continues and is not stopped.

Some papers considered retrial models with two customers classes and pre-
emptive priority [9,11,14] or a non-preemptive priority in the single server case
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[15,16]. However, there is no work that deals with multiserver retrial queueing
systems with two customers classes and non-preemptive priority. That motivates
us to investigate such queueing model in this work.

The layout of the paper is given as follows: After the introduction, a detailed
mathematical description of the model under study is given in Sect. 2. Then,
we present our analysis approach and the details of the recursive algorithm we
propose to calculate the stationary states probabilities in Sect. 3. Next, we give
the formulae of the main performance measures. In Sect. 5, we discuss through
numerical examples, the effect of the dedicated servers number and retrial rate on
the system performances, namely the blocking probability for ordinary customers
and loss probability for priority customers. Finally, we give a conclusion.

2 Mathematical Description of the Model

We consider a retrial multi-server queueing system with two classes of customers;
ordinary and priority ones. The service area consists of C, (C ≥ 1) homogeneous
servers with the same exponential service rate μ. The ordinary (priority) cus-
tomers arrive in the system following a Poisson process with a mean arrival
rate λ1 (λ2 respectively). The global arrival rate is then given by λ = λ1 + λ2.
In order to ensure that priority customers are served prior to ordinary (non-
priority) ones, our strategy consists of reserving a certain number of servers d
(1 ≤ d ≤ C), called dedicated servers only for priority class of customers. Thus,
on the arrival of a priority customer, if at least one server of the C servers of
the service station is idle, it will be served immediately, otherwise, it will be lost
definitively, whereas an arriving ordinary customer must find at least (d + 1)
available servers to get service, otherwise, it joins the orbit and retry for the
service later. A blocked customer in the orbit decides to retry with probability
θ or give up and returns to the free state with probability (1− θ). Note that θ is
used to represent the degree of impatience of customers. The retrial time is expo-
nentially distributed with rate α. All involved random variables are independent
and identically distributed.

3 Recursive Analysis Algorithm

From the stochastic behavior of both two classes of customers and the servers
allocation policy, the retrial system described above can be modeled by means
of a two-dimensional Continuous-Time Markov Chain (CTMC) where each
state is described by means of two random variables (X(t), Y (t); t ≥ 0). Let
X(t) be the number of customers being in service (which equals the number
of busy servers), and Y (t) the number of customers waiting in the orbit at
time t. Hence, the steady state probabilities are defined by the probabilities
πi,j = Pr {X = i, Y = j} , i = 0, 1, ..., C j = 0, 1, ..., ... of having i customers in
service and j customers in the orbit.

The state space S = {0, ..., C} × Z+ of this CTMC is infinite because the
population size and the orbit capacity are supposed to be infinite. In order to
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obtain a finite CMTC model, we propose the truncation of the state space to
S′ = {0, ..., C}×{0, ..., q} with q large enough. In other terms, the probability of
being in states with a number of customers in orbit greater than q is neglected.

The balance equation describing the probability flux in and out of state (i, j)
is defined by:

E(i, j) :
∑

(k,l)∈S′\(i,j)
πi,j .R(i,j),(k,l) =

∑

(k,l)∈S′\(i,j)
πk,l.R(k,l),(i,j)

where R(i,j),(k,l) is the transition rate from state (i, j) to state (k, l).
We put K0 = π0,q, K1 = π0,(q−1), ..., Kd = π(0,q−d). We first should express

all probabilities as a function of Ki, i = 0, ..., d.

πi,j = K0.u0(i, j) + K1.u1(i, j) + ... + Kd.ud(i, j)

Then, we express coefficients Ki, i = 0, ..., d as a function of K0, and finally, we
use the normalization equation, where the unique unknown is K0,

C∑

i=0

q∑

j=0

πi,j = 1 (1)

to find its value.
We now proceed to explain the details of the algorithm:

Step1. Expressing all probabilities in Ki

1. Columns q down to q − d

Starting with column q, it’s obvious that π(0,q) = K0, such as u0(0, q) = 1,
u1(0, q) = 0, . . ., ud(0, q) = 0.

We calculate recursively, for i = 1, ..., C − (d + 1), πi,q using the balance
equation E(i − 1, q). We get:

π1,q =
q.α + λ

μ
.π0,q

πi+1,q =
q.α + λ + i.μ

(i + 1)μ
πi,q − λ

(i + 1)μ
.πi−1,q

In the same way, we calculate for columns (q − j), j = 1, ..., d, the value of
π1,q−j using E(0, q − j) first, then πi+1,q−j using E(i, q − j), i = 0, ..., C − d − 1.
We get:

π1,q−j =
(q − j).α + λ

μ
.Kj

πi+1,q−j =
(q − j).α + λ + i.μ

(i + 1)μ
πi,q−j − λ

(i + 1)μ
πi−1,q−j − (q − j + 1)α

(i + 1)μ
πi−1,q−j+1
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Then, inside the line (C −d+1), columns from j = (q − d + 1) to j = (q − 1)
can be calculated. Actually, for each probability πC−d+1,j , we use the balance
equation E(C − d, j):

πC−d+1,j .[(C − d + 1)μ] = [(C − d)μ + θλ1 + λ2 + j(1 − θ)α].πC−d,j − λ.πC−d−1,j

−[(1 − θ)(j + 1)α].πC−d,j+1 − θλ1.πC−d,j−1 − [(j + 1)α].πC−d−1,j+1

And for πC−d+1,q, we use E(C − d, q), we have:

πC−d+1,q.[(C − d + 1)μ] = [(C − d)μ + λ2 + (1 − θ)qα].πC−d,q

−λ.πC−d−1,q − θλ1.πC−d,q−1

For the rest of lines, i.e. from i = C−d+2 to i = C, only columns j = i+q−C, ..., q
can be deduced for the moment, they are calculated from balance equations
E(i − 1, j):

We have for j = i + q − C to j = q − 1:

πi,j .(i.μ) = [(i − 1).μ + (1 − θ).j.α + λ2 + θ.λ1].π(i−1),j

−λ2.π(i−2),j − (1 − θ).(j + 1).α.π(i−1),(j+1) − θ.λ1.π(i−1),(j−1)

And when j = q:

πi,q.(i.μ) = [(i − 1).μ + (1 − θ).q.α + λ2].π(i−1),q − λ2.π(i−2),q − θ.λ1.π(i−1),(q−1)

From E(C, q), we obtain the value of πC,q−1 as follows:

πC,q−1.θ.λ1 = [C.μ + (1 − θ).q.α].πC,q − λ2.π(C−1),q

Now, in order to have the rest of columns, we proceed like this. For each j = q−2
to q − d, we obtain first πC,j using E(C, j + 1):

πC,j .θ.λ1 = [(1 − θ).(j + 1).α + C.μ + θ.λ1].πC,(j+1)

−(1 − θ).(j + 2).α.πC,(j+2) − λ2.π(C−1),(j+1)

Then, we obtain the other lines i = C − 1 to i = C + 1 + j − q, thanks to
E(i, j + 1):

πi,j .θ.λ1 = [(1 − θ).(j + 1).α + i.μ + θ.λ1 + λ2].πi,(j+1)

−(1 − θ).(j + 2).α.πi,(j+2) − λ2.π(i−1),(j+1) − (i + 1).μ.π(i+1),(j+1)

Up to now, we have expressed all probabilities from column j = q to j = q−d,
in K0, ...,Kd.

1. Column (q − d − 1) down to 1
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In a similar way as explained above, by invoking E(i − 1, j), for each πi,j , we
find:

π1,j =
j.α + λ

μ
.π0,j

πi+1,j =
j.α + λ + i.μ

(i + 1)μ
πi,j − λ

(i + 1)μ
πi−1,j − (j + 1)α

(i + 1)μ
πi−1,j+1

In particular, when i = C − d − 1, we can find numbers v0(C − d, j),
v1(C − d, j), ..., vd+1(C − d, j), such that:

π(C−d),j = v0(C − d, j).K0 + ... + vd(C − d, j).Kd + v(d+1)(C − d, j).π0,j

On the other hand, by invoking E(C − d, j + 1), we get:

π(C−d),j .θ.λ1 = [(C − d).μ + θ.λ1 + λ2 + (1− θ).(j + 1).α].π(C−d),(j+1) − λ.π(C−d−1),(j+1)

−(j + 2).α.π(C−d−1,j+2) − (1− θ).(j + 2).α.π(C−d),(j+2) − (C − d + 1).μ.π(C−d+1),(j+1)

which implies that we can find explicitly numbers u0(C−d, j), u1(C−d, j), ...,
ud(C − d, j), such that:

π(C−d),j = u0(C − d, j).K0 + u1(C − d, j).K1 + ... + ud(C − d, j).Kd

From equation (2) and (2), we can deduce π0,j value,

π0,j =
∑d

k=0[uk(C − d, j) − vk(C − d, j)].Kk

v(d+1)(C − d, j)

Thus, we calculate again πi,j , i = 1, ..., C − d, in K0,K1, ...,Kd only, we get
for k = 0, ..., d:

uk(i, j) = vk(i, j) +
uk(C − d, j) − vk(C − d, j)

v(d+1)(C − d, j)
.v(d+1)(i, j)

After that, equations for πi,j , such that i = C − d + 1, ..., C can be easily
derived from E(i, j + 1).
Step2. Expressing coefficients Ki, i = 1, ..., d in K0

Let’s consider the balance equation E(C, 0):

πC,0.(C.μ + θ.λ1) = π(C−1),0.λ2 + πC,1.(1 − θ).α

Keeping in mind that both πC,0, π(C−1),0 and πC,1 can be written as a linear
combination of K0, ...,Kd, equation (3) is equivalent to:

d∑

k=0

uk(C, 0).Kk.(C.μ + θ.λ1) =

d∑

k=0

uk(C − 1, 0).Kk.λ2 +

d∑

k=0

uk(C, 1).Kk.(1 − θ).α

It’s a question of a simple algebra to extract Kd in K(d−1), ...,K0. In the same
way, we consider E(i, 0), i = C − 1, ..., C − d + 1, to have Kx in Kx−1, ...,K0,
x = d − 1, ..., 1
Step3. Finding K0

Finally, we solve the normalization equation (1), in order to extract the value
of K0 which is the unique unknown.
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4 Performance Measures

Once the stationary probabilities are determined thanks to the above algorithm,
several performance measures can be calculated applying the following formulas.
The most significant performance indices are as follows:

– Mean number of busy servers:: NBusy =
∑C

i=0

∑q
j=0 i.πi,j

– Mean rate of ordinary customers served at the first attempt:

λ̄FS = λ1.

C−(d+1)∑

i=0

q∑

j=0

.πi,j

– Mean rate of blocked ordinary customers:

λ̄FU = λ1.θ.

C∑

i=C−d

q∑

j=0

.πi,j

– Mean rate of blocked ordinary customers leaving the system
without being served:

λ̄FB = λ1.(1 − θ).
C∑

i=C−d

q∑

j=0

πi,j

– Effective mean ordinary customers arrival rate:

λ̄F = λ̄FS + λ̄FU + λ̄FB

– Mean rate of retrials served at the first attempt:

ᾱRS = α.

C−(d+1)∑

i=0

q∑

j=0

j.πi,j

– Mean rate of blocked retrials: ᾱRU = α.θ.
∑C

i=C−d

∑q
j=0 j.πi,j

– Mean rate of blocked retrials leaving the system without being
served:

ᾱRB = α.(1 − θ).
C∑

i=C−d

q∑

j=0

j.πi,j

– Effective mean retrial rate: ᾱ = ᾱRS + ᾱRU + ᾱRB

– Mean rate of priority customers being served:
λ̄HS = λ2.

∑C−1
i=0

∑q
j=0 πi,j

– Mean rate of lost priority customers: λ̄HB = λ2.
∑q

j=0 πC,j

– Effective mean priority customers arrival rate: λ̄H = λ̄HS + λ̄HB

– Blocking probability of ordinary customers: PBF = λ̄FU+λ̄FB

λ̄F

– Blocking probability of retrial customers: PBR = ᾱRU+ᾱRB

ᾱ

– Loss probability (of priority customers): PBH = λ̄HB

λ̄H
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5 Numerical Results

In this section, we examine the impact that have some system parameters like
the number of dedicated servers, degree of persistence and the arrival and service
rates on the system performance, namely the blocking and loss probability. In
that follows, unless otherwise stated, we assume that C = 15, 1/μ = 120s, α =
μ = 20, λ1 = λ2 = 24 and θ = 0.6. The offered load is defined by ρ = λ/(C.μ).

The effect of the traffic load ρ and the number of dedicated servers on
the blocking probability and the loss probability is shown in Figs. 1 and 2

Fig. 1. Influence of the offered traffic and the number of dedicated servers on the
blocking probability.

Fig. 2. Influence of the offered traffic and the number of dedicated servers on the loss
probability.
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respectively. We can note that the increase in parameters ρ affects negatively
both of the two probabilities. On the other hand, as expected, increasing the
number of dedicated servers can significantly improve the loss probability of pri-
ority customers. It is just perfect (� 0) when d = 3. We observe the opposite
effect on the blocking probability, when more servers are reserved to priority
customers, more ordinary customers are blocked at their arrival.

6 Conclusion

A recursive algorithmic approach for the performance analysis of a mobile net-
work with repeated attempts, two classes of customers: ordinary (impatient) and
priority customers and non-preemptive priority was investigated in this paper.
In order to minimize the loss probability of priority customers, they should be
given a higher priority over ordinary customers in access to the network servers.
Our proposition was to reserve some servers to be used only by priority cus-
tomers. The analysis of the model was performed using a bi-dimensional Time
Continuous Markov chain, and an efficient recursive algorithm was proposed
and implemented in order to calculate the steady state probability distribution.
Moreover, the formulae of several performance measures were developed. We
showed via numerical examples that dedicated servers technique improves the
system performance, mainly the loss probability, but at the expense of ordinary
customers.
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Abstract. A variety of functional control of vehicles has developed along with
information and communication technology. In particular, with the application
of wireless network for real-time information offering, it has been possible to
establish Vehicular Ad-hoc Network (VANET), an intelligent vehicle service for
convenience and safety, which makes possible collision accident warning and
avoidance, warning of dangerous factors on road, traffic information offering,
and other kinds of service offering. However, the VANET service environment
has physical and technical vulnerabilities caused by the vehicular
internal/external communication based on wireless network. Therefore, Vehic-
ular Security has emerged as an essential factor to prevent malicious threats and
privacy violation from vehicles, drivers, and traffic network. This study tries to
find the main security components of the VANET environment, analyze the
latest research trend to overcome security vulnerabilities in each area, and
propose the future research direction of Vehicular Security.

Keywords: VANET (Vehicular Ad-hoc Network) � Routing algorithm �
Vehicle security � ITS (Intelligent transportation System) � V2V (Vehicle to
Vehicle) � V2I (Vehicle to Infrastructure) � V2X (Vehicle to Everything)

1 Introduction

Vehicular ad hoc network (VANET) is an application of mobile ad hoc network
(MANET) which is a key component of intelligent transportation systems (ITS).
VANET provides communication between vehicle-to-vehicle (V2 V) using vehicle
OBU (On Board Unit) and Vehicle-to-Infrastructure (V2I) [1].

VANET uses multi-hop typed broadcast with the WAVE standard developed in the
combination of IEEE 802.11p and IEEE 1609.x in order to provide emergent warning
messages for dangerous situations and traffic information service [2]. However,
VANET with high mobility has such problems as frequent change in network topology
and communication disconnection [3].

As shown in Fig. 1 ‘VANET SYSTEM’, a vehicle can make V2I communication
with the use of RSU serving as a base station, or can directly communicate with other
vehicles without any help of RSU.
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VANET Server manages all information on RUSs through wired or wireless
internet. CA (Certificate Authority) Server in a reliable organization serves as the roles
of registering a vehicle and permitting communication between vehicles through
authentication.

VANET communication means that the information collected from vehicles and
infrastructure is delivered accurately to relevant vehicles and infrastructure timely over
wireless network. VANET communication technology is specialized to the vehicles
running at high speed as shown in Fig. 2. It uses WAVE(Wireless Access in Vehicular
Environment) developed in combination of IEEE 802.11p [4] and IEEE 1609.x [5–8].
WAVE is standardized with the IEEE 1609 standard documents, among which IEEE
1609.1 describes resource manager; IEEE 1609.2 describes application and manage-
ment message security service; IEEE 1609.3 describes networking service; IEEE
1609.4 describes multi-channel operation.

Fig. 1. VANET system

Fig. 2. WAVE architecture and protocol stack [5]
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2 Security Requirements for VANET

Security requirements for VANET are authentication, confidentiality, integrity, avail-
ability, access control, and non-repudiation as the criteria to define a level of network
security [9–11]. More details are described as follows:

2.1 Authentication

Through authentication, it is possible to guarantee message reliability and recognize a
sender rightly. In the vehicular communication standard WAVE reference model, IEEE
1609.2 is the standard for authentication and security layer.

2.2 Integrity

In order to guarantee the accuracy of a transmitted message, it is required to limit data
changes and prevent the obstacles to stability. As such, integrity means keeping data
states correct.

2.3 Availability

An authorized vehicle needs to access the event to require a warning to other vehicles
in a wireless channel.

2.4 Confidentiality

This function is aimed at preventing the access to a message sent by an illegal or
non-permitted node.

2.5 Non-repudiation

This is the security mechanism of proving non-repudiation of a transaction that occurs
between a sender and a receiver.

3 Vulnerabilities in VANET

Of a lot of information transmitted through vehicular network, some information is able
to use vulnerabilities of the vehicular environment so as to cause a fatal accident.
Security vulnerabilities of vehicle include vulnerability of internal communication of
vehicle, vulnerability of communication between vehicles, and vulnerability of traffic
infrastructure, which are described as follows [12, 13].
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3.1 Bogus Information

By spreading incorrect information to network, this attack influences a different dri-
ver’s behavior. If an attack vehicle transmits bogus information on traffic situation to a
neighboring victim vehicle, the victim travels to the intended path of the attacker on the
basis of the bogus information.

3.2 Fake Position Information

This attack is used to induce the changes in a vehicle’s known position, speed, and
direction in order to avoid responsibilities from an accident.

3.3 ID Exposure

For position-tracking, a different vehicle’s ID is exposed. In the logic of Big Brother, it
is possible to monitor the travelling path of a vehicle targeted by an observer and use
the information for other purposes. A passive attacker is able to reveal an identification
of a target through VANET system, rather than a physical tool. Aside from an ID, a
time, a position, travel information, and other kinds of personal information can be
exposed.

3.4 Denial of Service

This attack is aimed at paralyzing communication or causing confusion in VANET, or
triggering an accident. Jamming is a sort of DoS attack, which generates signals of a
different vehicle’s communication in a particular network area of VANET in order to
paralyze communication.

3.5 Impersonation

An attacker uses an ID of an authorized vehicle in order to confuse neighboring
vehicles.

3.6 Forgery

An attacker generates fake information in order to confuse other vehicles in a certain
network area. A case in point is spreading false warnings like icy road warning in order
to slow overall traffic.
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3.7 In-transit Traffic Tampering

This attack is aimed at impeding normal communication through the deletion or change
of a message to transmit in vehicle travelling.

3.8 Vehicle Information Tampering

This attack is aimed at tampering with internal information of vehicle (e.g., speed,
position, sensing information). In the attack, a speed, a position, and other kinds of
information are provided incorrectly. Like forgery, this attack also forges information.
What is difference is that this attack uses sensors or internal devices, rather than
transmitted information, in order to change internal information and trigger malfunction
of a vehicle.

3.9 Information Block

This attack uses the features of the protocol used in VANET. If the protocol transmits
the information of a vehicle in transmission to its neighboring vehicle favorably
positioned for transmission, the information stops being transmitted. At this time, an
attacker cheats the vehicle in transmission as if it is the vehicle favorably positioned for
transmission, and consequently the victim vehicle stops transmitting information. As a
result, by stop transmitting information which should be sent to other vehicles, it is
possible to cause confusion.

3.10 Tunnel

By sending fake information to a vehicle that enters and exits in and from places with
temporary no service of GPS service, such as a tunnel, this attack makes it possible for
the vehicle to update incorrect information.

3.11 Wormhole

This is a sort of disturbance attack. By sending meaningless information, though
authorized, it is possible to disturb network.

3.12 Jungle Communication

This is the expansion of Bogus Information attack. By sending information to each
vehicle and continuing to change it, it is possible to change the initial information to
different information.
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4 Related Work

Ram [14] proposed security mechanisms for symmetric and asymmetric algorithms to
secure the safety of routing protocol and protecting personal information from mali-
cious insertion and modification of data in the open access environment of VANET.
Nirbhay [19] analyzed the security requirements and proposed solutions to security
problems in VANET environment. To ensure security in VANET, he proposed to
consider certain attributes which includes Authentication, Availability,
Non-Repudiation, Access control, Privacy, Con-fidentiality, Data Verification, Integ-
rity, Real time guarantees. Chen [16] observed that there is a security problem in the
routing protocol information due to the characteristics of large-scale networks, fast
mobile nodes, and frequently changing topology structures in VANET. He proposed a
security mechanism for data encryption, security authentication, and intrusion detection
to protect the integrity and consistency of network information.

Tomar [17] considered the problem of optimizing traffic flow in a vehicular net-
work where some vehicle interferes with each others. Then, he allocated the time slots
by the RSU using the SINR model to maximize the time slot utilization in the vehicular
network. In this paper, he presented the model for the interference range messages to
prevent the potentially interfering nodes from initiating new transmissions.

Tomar proposed Spatial Division Multiple Access (SDMA) to optimize channel
allocation and throughput for secure transmission of messages. Vijayakarthika [18]
presented CAN (Controller Area Network) DELIVER, which is part of a complete
system for providing car drivers and passengers pervasive access to needed data while
on the road. The proposed method reduced a delay time of data communication and
increase communication efficiency by using the security mechanism of designating
RSU as a proxy server and providing reliable data communication between vehicles.
Vijayalakshmi [19] pointed out that in order to provide security services to all users in
the VANET environment, the problem of security and scalability should be solved.
Nam [20] proposed a VANET performance analysis method that uses the AODV
(Ad-hoc On Demand Distance Vector) and DSDV (Destination Sequenced Distance
Vector) throughput, packet loss rate, and average delay time as parameters. Pham [21]
designed the secured linkability protocol using pseudonym-based encryption and
Bloom filter Private Set intersection technique and a context-aware trust management
scheme working compatibly with the linkability protocol.

Donato [22] proposed Desync mechanism to improve transmission performance
through the recalculation of transmission delay. The proposed mechanism uses ABSM
and AID protocols to reduce a collision and maximize a transmission speed. Kaur [23]
proposed Decision Packet. All nodes that create a path from a departure node to a
destination node make a check with the hash value of Decision Packet so that an
attacker is less likely to change a hop count. One attacker is able to use multiple IDs to
attack VANET. To solve the Sybil attack detection problem, Rahvari [24] proposed the
mechanism to detect an attack and secure authentication, non-repudiation, privacy
protection and data integrity through encryption.

In the communication of VANET, DoS attacks such as Sybil Attack, and selfish
driver attack can occur. Gandhi [25] proposed RRDA (Request Response Detection
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Algorithm) to detect DoS attacks. The proposed model uses a hash table to reduce DoS
attacks of a forgery vehicle, transmits packets to all vehicles in between a departure and
a destination, and updates a hop count. The model was found to reduce packet delay
and request retransmission in the way of evaluating packets with a hop count and
updating through the limitation of a counter capacity. RoselinMary [26] proposed
APDA(Attacked Packet Detection Algorithm) to transmit a message safely against
security threats like DoS(Denial of Service) in the VANET environment. The proposed
APDA minimizes a delay overhead at the beginning in order to improve security of a
VANET system. Nitish [27] proposed Multi Operating Channels Model to protect
vehicle network against the attacks that can trigger malfunction of network and data
confidentiality loss in the VANET environment. To examine the proposed model, the
researcher analyzed Message Suppression Attack, Denial of Service Attack, SYN
flooding Attack, Alteration Attack, Link spoofing Attack and Link withholding Attack,
and Fabrication Attack. As a result, the model improved security.

Mohammed [28] proposed IDS (Intrusion Detection System) application technol-
ogy in the VANET environment by classifying detection technology into Signature
based system [29], Anomaly detection system [30], and Specifications based system
[31]. Amarpreet [32] proposed EAPDA (Enhanced Attacked Packet Detection Algo-
rithm) to prevent network performance deterioration of vehicles and RUS from Denial
of Service attacks such as Sybil attack, Alteration attack, and Selfish Driver attack in
the VANET environment. DoS attacks are detected with time slot. Compared to
conventional algorithms, the EAPDA had higher response, less delay and more
throughput.

Grzybek [33] provided stable community detection in the dynamic mobile network
in consideration of vehicles’ high mobility in the VANET. Therefore, the researcher
expanded LPA (Label Propagation Algorithms) for community detection [34, 35] and
SandSHARC(Stability And Network Dynamics over a Sharper Heuristic for Assign-
ment of Robust Communities) [36] in the dynamic mobile network, and proposed the
evaluation framework for examining the stability of a detected community.

Hussain [37] proposed a technique that was found to protect privacy through
multiple anonymity, track a path by saving a Beacon message in Cloud, guarantee safe
and conditional anonymity through the application of anonymity withdrawal, and have
less operations than conventional techniques.

Hussain [38] proposed CaaS (Cooperation as a Service) architecture which has
three sub objects- TIaaS (Traffic Information as a Service), WaaS (Warning as a
Service), and IfaaS (Infotainment as a Service)-for for VANET Clouds. In the proposed
architecture, communication between cloud infrastructure and vehicles is accomplished
by GT (Gateway Terminals), and positioning based encryption is applied to keep
privacy for a vehicle’s position and identification. Park [39] designed the framework
based on vehicular security requirements, including RSU (Road Side Unit) authenti-
cation, message integrity, confidentiality, privacy protection, non-repudiation, and
availability in order for safe communication in the vehicular cloud environment.

As an encryption standard of a communication message between vehicles, BSM
(Basic Safety Message) defined in ‘SAE J2735’ was used in order to design an
authentication and message protocol. In this way, the designed model was found to
secure stability and efficiency from the security threats such as forgery attack, data
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tampering and MITM, repudiation, and information leak in the vehicular cloud envi-
ronment with the combination of the VANET and internet based cloud environment.

Park [40] pointed out that in 802.11 MAC protocol as a 802.11p based technology,
if a node with low transmission rate holds a channel long, a node with high trans-
mission rate is standardized downward to the low transmission rate; and a rise in nodes
leads to a high probability of collision. Therefore, the researcher proposed the algo-
rithm that makes a CWmin value low to reduce the backoff time of a node of holding a
channel and sets CWmin value large to lower a collision probability in order for a node
with good channel status to have a high probability of holding a channel.

Fengzhong [41] proposed the solution to the problem of security and privacy
protection in the VANET open access environment. The proposed method was efficient
for reducing much time and calculation cost in the process of examination and with-
drawal. It improved the process of certificate revocation.

In order to improve a conventional warning message transmission type in the urban
areas with poor radio environment, Lee [42] designed the method in which all nodes
use neighboring nodes’ information to calculate Forwarding Priority of themselves and
neighboring nodes; and a node with the highest forwarding priority becomes a trans-
mission node to send a warning message. Also, for the blind spots, the researcher
proposed the algorithm to select the next transmission node and send a warning
message to a blind spot.

Park [43] proposed ICRC algorithm, an efficient placement algorithm of RSU
(Roadside Unit) which is an essential factor for transmitting, collecting, and analyzing
traffic information in the VANET environment. The ICRC algorithm determines initial
RUS candidate positions on the basis of IP (Intersection Priority) and ED(Even
Distribution) approaches, and then removes a RUS with strong connection of RSU
candidate positions in order to minimize the number of RSUs. According to the per-
formance comparison, in the roads with good connection of intersections, both IP and
ED based ICRA had excellent performance; in the complex roads with bad connection
of intersections, ED based ICRA had better performance than IP.

In order to provide vehicle authentication and conditional privacy protection for
safe communication of V2 V, Kim [44] proposed the batch verification technique to
prevent unnecessary group subscription in previous studies using group signature
technique. The proposed method met various security requirements on the basis of
group signature. And, the Bloom Filter based batch verification method was found to
improve node-by-node calculation efficiency more than conventional methods.

According to the research of Nazmul [45], when vehicles communicate through a
wireless channel, it is essential to guarantee safety vehicle communication against
various attacks, such as injection of wrong information and change and reproduction of
a distributed message. Using PKI(Public Key Infrastructure) is able to meet such
requirements as entity authentication, message integrity, non-repudiation, and personal
information protection. If a vehicle cancels communication by going out of a region,
efficient certificate revocation is required. Also, if a vehicle enters in a new region, it is
required to update a certificate of the region efficiently. Therefore, the researcher
proposed the security mechanism to reduce a message loss rate caused by message
check delay in the way of shortening the time of message authentication and.
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5 Research Trends of VANET Security

According to the analysis on previous studies on Vehicle Security, there were studies to
overcome the attacks on vulnerabilities in the VANET environment.

The studies have actively been conducted since the mid 2000 s along with the
development of wireless communication technology. Up to now, many studies are
being performed on routing protocols for safe communication and privacy protection
against various attacks.

The suggested security requirements in the VANET environment are authentica-
tion, availability, non-repudiation, access control, privacy protection, confidentiality,
data verification, and data integrity in consideration of high mobility, dynamic topol-
ogy, and other VANET features.

They focused on reliable communication for routing protocols and minimized
communication delay time in order for safe communication.

Regarding algorithm design in the VANET environment, there are studies on the
algorithms for attack detection and prevention, security in the cloud environment, and
efficient communication improvement. In particular, since 2014, VuC (VANET using
Clouds) has continued to be studied in order to increase the structural efficiency of data
processing in the VANET environment, predict a situation far away to go out of spatial
restrictions caused by a vehicle’s position, and solve the problems of security and
privacy.

The future VANET environment will be changed to V2X (Vehicle to Everything)
as shown in Fig. 3 and its areas will be widened.

6 Conclusions

In this paper, we investigate the VANET system structure and previous studies on the
security requirements in the VANET environment. The objects to communicate with
vehicles are not limited to vehicles and infrastructure, but all objects supporting
communication can be connected with others. It is requited to study security

Fig. 3. Research trends of vehicle security
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requirements widely, efficient encryption techniques in the VANET environment, and
the application of routing algorithms in the VANET environment in order for efficient
communication to respond to a wide range of communication objects. In addition, with
the development of IoT (Internet of Things) and the V2X environment to share
information through access to all objects, security requirements in the VANET envi-
ronment are expected to expand to wider areas. Therefore, it is required to continue to
research how to handle V2X security threats and how to reduce network loads in large
network.
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Abstract. Nowadays, a huge amount of opinions about specific brands of a
company are shared on the Web. Such opinions are an important source of infor‐
mation for customers and companies. Unfortunately, there is an increasing
number of deceptive opinions in order to deceive consumers by promoting a low
quality product (positive deceptive) or by criticizing a potentially better quality
product (negative deceptive). This paper focuses on the detection of negative
deceptive opinions from tweets on specific brands of a company. We developed
a classifier that detects negative deceptive opinions by combining lexical features
of a tweet and personal profile and behavioural features of the writer. One of the
challenges to develop this system is the lack of labeled dataset for training and
testing. To resolve this issue, we collect our own dataset and label each tweet by
multiple experts. Our experimental results show that the proposed system is a
promising approach for detecting negative deceptive opinions. Our approach can
help to identify defamers by analyzing personal profiles and writing style of each
writer.

Keywords: Opinion mining · Negative deceptive opinion · Positive deceptive
opinion · Tweet · Lexical features · Personal profile and behavioral features

1 Introduction

Social media such as Twitter has become extremely popular these days. Millions of users
use this service to share their opinions, thoughts, and emotions. These user-generated
comments represent a potential complementary source of essential information about
company’s brand. The comments can be classified as positive, neutral and negative [1].
Using this opportunity, users can disseminate intentionally the negative buzz to the rest
of the customers. These negative opinions may come from an unsatisfied customer, a
disgruntled employee, and a competitor company. Those involved parties can create a
negative impact on a company’s brand by writing their minds continuously when they
are unhappy or disappointed on the reputation of the company. This situation can be
spread to a large audience by a simple click of a mouse [2], and have the potential to
create big impact on the company’s entire brand.

It has been shown that most people believe that buying decisions are influenced by
negative and positive reviews. However, people tend to share their negative experience
than their positive experience. There are also some people involved in spreading fabri‐
cated rumors and misrepresenting the truth by hiding themselves. This situation causes
the reputation of an individual, company or brand of a company to be defamed on the
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twitter almost instantaneously worldwide with a little or no cost. These opinions are
called spam opinion. It can be any deceptive texts like, fake comments, fake reviews,
or fake social network postings. Studying and investigating such types of opinions can
play a big role for companies, government institutions and policies. However, such
opinions may come with short text, like a tweet using different writing styles from
anonymous people. Detecting such opinions is still a challenging task.

In this study, we focus on negative deceptive tweets that are purposely written to
defame a product of a company. We propose a method that can detect negative decep‐
tives from general tweets. Various types of features are investigated, such as lexical
features of tweets, personal profiles and behavioral analysis of writers. The proposed
method is composed of two steps. In the first step, the sentiment of the given tweet is
classified into positive, negative or neutral class. In the second step, the negatively
classified tweets are further classified into deceptive negative or non-deceptive negative
classes using lexical features of tweets as well as personal profile and behavioral features
of writers. To develop this classifier, there is no labeled public dataset. Hence, we
prepared our own labeled dataset to train and test the proposed classifier.

The rest of the paper is organized as follows. In Sect. 2, the review of related work
is presented. In Sect. 3, the proposed approach is described in detail. Experimental results
come in Sect. 4. Conclusions and future work are given in Sect. 5.

2 Related Work

Most researches on opinion mining and spam detection using the web mainly focus on
classifying opinions into positive, negative and neutral based on the sentiments of the
polarity [3–7]. The focus of our work is identifying the negative deceptive opinion spams
from negative tweets. In [8], different types of spams are described such as web spam,
email spam, and opinion spam. Web spam has the objective of making an attraction for
target pages so as to draw individuals to go to these pages. There are two kinds of web
spams: content spam and link spam. Content spam tries to include remotely important
or insignificant words to the target pages to attract individuals to go to these pages.
Numerous studies considered this issue [9–15]. Link spams do not consider the content
of spams, only focused on the hyperlink of spams. Spammers can give a positive or
negative opinion to their target object. Spams in the reviews are very distinctive. In [16],
a comparative work is presented for the issue of review spam, and sorted the distinctive
types of spam reviews. The well-known spam categorization issue (spam versus non-
spam) is traditionally studied in [17, 18] in the domain of web and email. Automatic
detection of opinion spam that aims to deceive readers is merely another difficult face
of comparative problems studied in the sentiment analysis domain [19].

In [8, 16], the authors defined three categories of features in the context of product
review sites. The primary category is review-driven features, the second is reviewer-
driven features and the last category is item-driven features. In [20], behavioral attributes
between harmful and normal users are examined, and three behaviors of spammers were
proposed, namely, similarity of comments across time, the consideration of the target
in the comment, and the time stamp of the comment. If a user gives similar and repeated
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comments, if a user does not consider the target of the comment, and if the time stamp
of the comments is almost similar, authors conclude that a user is a fake user. Based
these three criteria, they tried to differentiate harmful and normal users.

Deceivers are getting smarter these days, and they attempt to conceal data by having
extra fanciful exertion [21, 22]. These progressions impact writing style of spammers.
The stylometric features are considered as a system to discover deceptive reviews. In
[19, 23], four types of features in light of the writing style are extricated, namely,
syntactic, lexical, content-specific and structural features. In [23], three distinctive clus‐
tering algorithms are used. Among them bisecting k-means and k-means algorithms beat
Expectation Maximization with 90% of F-measure. In a recent work [24], lexico-
syntactic patterns are applied to detect deceptive opinion reviews. Similar work in [21]
tried to detect deceptive reviews by using lexical and syntactical features. Considering
these previous results, our technique is relying upon lexical as well as personal profile
and behavioral features to distinguish deceivers. To extract personal profile and behav‐
ioral features of the spammer, we consider the following aspects.

• What is the personal tweet score distribution?
• Does the spammer tweets mostly negative or not?
• Does the spammer hiding spatial information in his/her profile information?
• Does the spammer tend to use more negative emoticons in the tweet and inadequate

comments with offensive words?
• What is the age of the account? Is it new or old?

In addition to the above clues, we also consider the lexical analysis of the tweet as
well. The details of the proposed method will be described in the following sections.

3 System Architecture of the Proposed Deceptive Detector

The general architecture of the proposed systems is illustrated in Fig. 1. It is composed
of two main components: General Sentiment Classifier and Negative Deception
Detector. Each component of the proposed detector is depicted below in detail.
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Fig. 1. The architecture of the proposed deceptive detector

3.1 General Sentiment Classifier Module

The general sentiment classifier assigns tweets into one of the three classes of positive,
negative or neutral. We collected around 10,000 tweets related to Samsung products and
services using different hash tags. After data collection, several data preprocessing tasks
are performed like removing of URLs, excluding retweeted tweets and minimizing
repeated letters. After pre-processing the data, we score each tweet by using a general
negative and positive word dictionary from [4] which is publicly available at http://
www.cs.uic.edu/~liub/FBS/sentiment-analysis.html.

A Naïve Bayes classification algorithm is used to develop this classifier using the
“Sentiment” package in R. Among 10,000 tweets, the numbers of negative, positive and
neutral tweets are found to be 2,315, 2,808, and 4, 877, respectively. We used Naïve
Bayes classification algorithm because of its computational and memory efficiency. It
is also effective with small training data size compared to the other methods [25, 26].
The sentiment score distributions of the collected tweets are illustrated in Fig. 2.
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Fig. 2. The distribution of negative, positive and neural tweets in time series.

3.2 Negative Deceptive Detection Module

There are some users who criticize purposely the products and services of a company
by expressing a negative deceptive opinion. Investigating the behavior of writers and
analyzing their writing style play a vital role to identify spammers. In this module, we
utilized lexical features of the tweet as well as personal profile and behavioral features
of writers to recognize negative deceptive opinions from the negative tweets. The gener‐
ation of these features is explained in detail in the following sections.

3.3 Feature Generation

Syntactic, lexical, content specific and structural features are the common features
used for general text analysis. Among these features, lexical features are effective in
detecting deceptions because features focus on the writing styles of reviews and
reviewers [21, 23, 27, 28]. In this paper, in addition to lexical features, personal
profiles and behavioral features are used to develop the negative deceptive detector.
We implemented the feature extraction module based on the characteristics of spam
comments given in [20, 21]. Totally, 45 features are extracted, which are described
in detail as follows.

Lexical features. Lexical features include attributes such as part-of-speech and n-
grams. These features help to identify the writer’s preferred usage of words and char‐
acters. There are two categories of lexical features, word-based and character-based.
Character-based features include mostly numbers of capital letters, small letters, digits,
white-spaces, tabs, and frequency of other ASCII characters. The second category of
lexical feature depends on word orders and its occurrence such as average word length,
sentence length, frequency of words etc. [19, 23, 28]. Based on this principle, we
extracted the following 36 lexical feature types.

Total Number of White Spaces in the Tweet (Twhite). Spam comments tend to have
a large number of white spaces so that it has more impact on the user who reads it.

Total Number of Sentences in the Tweet (Tsente). The number of sentences in a spam
comment is typically smaller than the one in a legitimate comment; legitimate comments
usually have a coherent use of words and sentences are clearly delimited.

Detecting Negative Deceptive Opinion from Tweets 333



Punctuation Marks in the Tweet. Spam comments tend to have a larger number of
punctuation marks, especially exclamation marks and dots, to draw attention of the
readers. This feature includes 7 punctuation marks, namely, period (.), question mark (?),
exclamation mark (!), semi-colon (;), colon (:), single quote (‘) and double quote (“).

Special Characters in the Tweet. Spam comments have a tendency to have a higher
number of non-ASCII Characters in comparison to legitimate comments. This feature
includes 20 special characters: < , > , ~ , ^, |, {,}, [,], \/, #, $, +, −, *, %, -,., &, and@.

Stop Word Ratio. The stop word ratio is calculated as the ratio between the range of
stop words and the aggregate number of words in the comment. True comments tend to
have a proportional number of stop word ratio in contrast with spam comments.

Number of Capital Letters from the Tweet. Capital letters are used in spam comments
to attract more attention than legitimate comments. Spam comments are often written
entirely using capital letters.

Number of New Lines in the Tweet. Spam comments tend to have a high number of
new lines in order to draw attention upon certain facts by creating a visual effect.

Total Number of Words in the Tweet(Twords). An increased and decreased number
of total letters in the tweet can indicate legitimate user comment and spam user comment,
respectively. Most of the time spammers use less words than legitimate users.

Total Number of Characters in the Tweet (Tchar). It includes all letters upper case
A-Z, and lower case a-Z letters, all digits, all punctuation marks. Spam comments have
less count number of characters than legitimate users.

Number of Alphabets in the Tweet(Talphabets). This represents the total number of
upper case A-Z and lower case a-z alphabets. Spammers would like to use a less number
of alphabets in their tweets than legitimate user opinions.

Number of Digits(Tdigits). It has been observed that there is a certain class of spam
comments that have a high digit number (0–9) and sometimes use symbols in place of
letters related to the length of the comment.

Personal Profile and Behavioral Features. This feature can have an important role
in representing the identity of a person. Authors in [20] tried to identify spammers based
on three malicious user’s behaviors. If the timestamp of a user’s comment is frequent
and unique than other normal users, if a user posts a redundant comment and has no
relation to the domain of the target, a user must be a spammer. It was an effective
approach to detect spammers. Our feature extraction technique is based on similar idea,
but besides behavioral features, we also include personal profile information. To extract
the profile information of a user, we use a web API from http://foller.me/ and http://
tffratio.com. We extract 9 personal profile and behavioral features: Total number of
followers, Total number of following, Ratio of total number followers to total number
of following, Total number of negative tweets, Total number of positive tweets, Total
number of neutral tweets, Ratio of total number of negative tweets to total number of
positive tweets, Attitude of the writer (ratio of the total number of happy feelings to sad
feelings), and Number of years of the user account created.
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3.4 Preparation of Negative Deceptive and Negative Non-deceptive Corpus

One of the main challenges to develop negative deceptive detector is the lack of labeled
data set. Therefore, most initial works regarding the detection of opinion spam consid‐
ered unsupervised approaches using meta information from reviews and reviewers.
Recently, authors in [29] release the gold-standard datasets which contain examples of
positive and negative deceptive opinion spam about hotel reviews. The nature of this
datasets is different from the tweet dataset because the number of characters in review
is usually much longer than 140 in a tweet. As a result, we cannot use this data to develop
a system that identifies negative deceptive users of a tweeter application. To the best of
our knowledge, there is no publicly available labeled tweet data set. To address this
problem, we create our own dataset with negative deceptive and negative non-deceptive
labels tweets about Samsung’s products and services. Five graduate students took part
in labeling the dataset. Since the resulting labels can disagree between participants, we
use the following two strategies to create labeled datasets. If the given tweet is labeled
by five students and if all of them give the same label, we include the tweet in our dataset.
We called this consensus vote labeling.

Initially, among 10,000 tweets, the general sentiment classifier generates 2,315,
2,808, and 4, 877 number of negative, positive and neutral tweets respectively. Among
2,315 negative tweets, we got 53 negative deceptive and 51 negative non-deceptive
tweets using consensus vote labeling method. Since the resulting dataset is small, we
use our second strategy to expand the dataset: if a given tweet is marked by five students
and if the marked labels of three or four of them agree, we include this as our training
dataset. We call this majority vote labeling. Using this technique, we increase the number
of samples from 53 to 98 and from 51 to 98 in each type of negative tweets. Therefore,
we have 104 and 196 training samples from the consensus vote and majority vote
labeling methods, respectively. We train six different classification algorithms, namely,
Support Vector Machine (SVM), Naïve Bayes, Decision Tree, Maximum Entropy,
BAGGING and Random Forest to identify negative deceptive tweets among negative
tweets.

4 Experimental Results

To validate our method, we perform three types of experiments. We first examine the
performance of the proposed detector using 45 features. In the second experiment, we
further investigate the exactness of the proposed detector by selecting best 9 features
using the Akaike information criterion (AIC) method. The third experiment compares
the frequency distribution of the major lexical feature between negative deceptive and
negative non-deceptive tweets..

Experiment 1. We trained six different negative deceptive detectors using 45 features
and check the 10-fold cross validation accuracy. Table 1 shows the result using the data
set labeled by consensus labeling method. It shows that Maximum Entropy classifier
performs the best with 100% accuracy and Naïve Bayes with 98% using combined
features. The high accuracy seems to be due to the labeling strategy. If a tweet is labeled

Detecting Negative Deceptive Opinion from Tweets 335



unanimously by all the participants, then it is more likely that the classification task is
rather easy. On the other hand, the training of classifiers using the data set labeled by
majority voting method faces more challenging shown in Table 2. Still, maximum
Entropy classifier outperformed all the others while the overall accuracy using the
majority voting labeling method is lower than consensuses voting method as expected.
In terms of the comparison among features, lexical features dominate the overall
performance across all the classification algorithms. Personal profile and behaviors
features tend to also improve the performance of classifiers, especially Naïve Bayes and
Decision Tree classifiers.

Table 1. Classification accuracy on the dataset labeled by consensus labeling method

Classifier Lexical features Personal profile and behavioral
features

Combined features

Naïve Bayes 0.9552239 0.9701493 0.9850746
Maximum entropy 1.0000000 0.9359376 1.0000000
Decision tree 0.8527458 0.5428986 0.8853164
SVM 0.97725 0.7560703 0.9776535
Random forest 0.9793651 0.7578879 0.9609921
Bagging 0.9669001 0.7327058 0.9643797

Table 2. Classification accuracy on the dataset labeled by majority vote labeling method

Classifier Lexical features Personal profile and behavioral
features

Combined features

Naïve Bayes 0.7777778 0.8055556 0.9166667
Maximum entropy 0.9518532 0.9441787 0.9465301
Decision tree 0.7588071 0.7440828 0.7390722
SVM 0.8061051 0.8037717 0.8100775
Random forest 0.8403794 0.8392034 0.8215295
Bagging 0.7651701 0.7747905 0.7900969
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Experiment 2. To select the best features and evaluate their impact on the result, we
perform a stepwise variable selection, which produced 9 best features among 45. As
shown in Table 3, Maximum Entropy performed the best on both data. Naïve Bayes
performed well on the data labeled by consensus labeling method. Considering each
variable has been normalized to have zero mean and standard deviation of one, lexical
features seem to have more discriminative power than others profiles in general.

Table 3. Performance after variable selection on the dataset labeled by majority vote labeling

Classifier Consensus labeling Majority vote labeling
Naïve Bayes 1.0000000 0.7777778
Maximum entropy 1.0000000 0.9548633
Decision tree 0.8664477 0.7296332
SVM 0.9646252 0.8194008
Random forest 0.9733333 0.8237779
Bagging 0.9462189 0.7789863

Experiment 3. We compare the frequency of major features to see their similarities
and differences between two classes using majority vote labeling data. There is a clear
difference in the feature occurrences between the two categories. For instance, the
natures of negative non-deceptive tweets are longer than deceptive negatives tweets
(Fig. 3).

Fig. 3. Frequency of lexical features in negative (a) non-deceptive and (b) deceptive tweets.

5 Conclusion and Future Work

We conducted an in-depth analysis on negative tweets to identify negative deceptive
comments. We found that lexical features as well as personal profile and behavioral
features play a vital role to detect negative deceptive opinions. Experimentally, we found
that the negative deceptive detector developed by the Maximum Entropy algorithm is
the best detector. We tried to prepare negative deceptive and negative non-deceptive
tweet datasets from collected negative tweets about Samsung’s products and services.
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In our future work, we want to introduce social network module to the architecture of
the proposed negative deception detector. This module will be used in order to integrate
opinion of users with social networks. Although our dataset size is not that much large,
the results using our proposed methods seem promising.
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Abstract. Network communication is based on IP packets which are standar‐
dized by international organization. Therefore, network attack does not work
without following the standardized manner. Hence, network attack also leaks
adversaries’ information in their IP packets. In previous works, malicious
topology maps are derived using these IP packet informations. And the effec‐
tiveness of network attack is evaluated by increment in eigenvalue of topology
matrix (adjacency matrix and Laplacian matrix). However, previous method does
not consider security level of each node. In this paper, we propose the solution to
this problem and the improvement of previous method using total accessibility
matrix. As a result, we confirm that the effectiveness of attack can be increased
by attacking some nodes with low accessibility. We also found that the shape of
topology map has big influence to the effectiveness.

Keywords: Network attack · Topology map · Total accessibility matrix

1 Introduction

1.1 Background

Recently, we can find some previous works studying topology map and network attack
[1, 2]. Since network attacks use TCP/IP, attack packets also include information of
adversaries. Based on this fact, previous work [1] shows network counter attack strategy
using darknet monitoring. The attack scenarios are as follows.

Scenario-1: Spread of malware and disinformation
Scenario-2: Concentration and confusion of information sharing

And the following three tactics are proposed.

Tactics-1: Down of server
Tactics-2: Construction of agent server
Tactics-3: Combination of Tactics-1 and Tactics-2

By combining of two kinds of scenarios and three types of tactics, we can deduce
six patterns of strategies. In previous work, they adopt exhaust search for the optimum
strategy using following procedure.

Step-1. Collect IP addresses from the target area (target IP group).
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Step-2. Execute traceroute command for target IP group.
Step-3. Estimate the topology of target area.
Step-4. Execute simulation of Tactics-1 ~ -3.
Step-5. Choice the scenario and tactics (strategy).

They used darknet log data in Step-1 and derived network topology map of adversary
area in Step-2 and -3 (Country B and C [1]) [3–5]. They executed exhaust simulation
assuming all node as target, in Step-4.

The effectiveness of these six patterns of strategies are estimated by eigenvalue
analysis of the network topology map [1]. The effectiveness of Scenario-1 is evaluated
using adjacency matrix and one of Scenario-2 using Laplacian matrix [6, 7].

1.2 Adjacency Matrix and Laplacian Matrix

Let G be a network with n nodes. Let A(n × n) be the adjacency matrix of G, and
Ai,j(1 ≤ i, j ≤ n) be its elements.

Ai,j =

{
1 (i link to j)

0 (otherwise)
(1)

Let λ(A) is the eigenvalue of the adjacency matrix A obtained from the following
characteristic equation. Also, eigenvalue λ(A) has eigenvector I(L) corresponding to
each.

det(𝜆I − A) = 0 (2)

Since this is an n-th order characteristic equation, there are m(1 ≤ m ≤ n) eigen‐
values. Let 𝜆max(A) be the maximum value of 𝜆. Since this indicates the degree of
connectivity between hub nodes, 𝜆max(A) represents “spread speed” in the network.

The network G is also represented by the Laplacian matrix L. Let Li,j(1 ≤ i, j ≤ n) be
an element of the Laplacian matrix L.

Li,j =

⎧⎪⎨⎪⎩
di (i = j)

−1 (i link to j)

0 (otherwise)
(3)

Where di denote the degree of the i-th node. The eigenvalues of Laplacian matrix L
are obtained in the same way as the eigenvalues of the adjacency matrix shown in the
Eq. (2). Therefore, there are different m (1 ≤ m ≤ n) eigenvalues L, and the minimum
eigenvalue 𝜆min(L) always equals to 0. There is following relationship among eigen‐
values.

0 = 𝜆1(L) ≤ 𝜆2(L) ≤ … ≤ 𝜆max(L) (4)

A Study on Effectiveness of Network Attack 341



The network is divided into some independent areas and the number of such areas
is equals to the number of eigenvalues λ(L) = 0. For example, when 𝜆2(L) = 0, network
G is unlinked and divided into two areas. In order to maintain network connectivity, it
is necessary to keep the second minimum eigenvalue 𝜆2(L) with a positive value. Because
of this property, the second minimum eigenvalue 𝜆2(L) is called algebraic connectivity
of network G. When 𝜆2(L) takes a large value, the network has high connectivity. In
addition, the maximum eigenvalue 𝜆max(L) represents the difficulty in delay of commu‐
nication. The ease of synchronization in the network can be evaluated by the ratio
R = 𝜆2(L)∕𝜆max(L). Therefore, the value of R represents “convergence” in the network.

1.3 Problem of Previous Work and Motivation

In previous work [1], they set security levels of all nodes zero. Actually, such condi‐
tion is not adequate. Therefore, the attack may be infeasible against the optimal node
derived by the method. Or, even if we attack many weak nodes successfully, the
purpose of strategy may not be archived. In the first place, we cannot judge the
security level of which node is low or high from the topology map or matrixes
derived from Step-3 and -4. To solve this problem is our motivation.

2 Proposal Method

To solve the problem, we assume that the node with high degree has high security level
and vice versa. There are some estimation methods for degree of node, we focus on total
accessibility matrix T [8]. In particular, total accessibility matrix shows not only degree
but also accessibility according to degrees of neighbor nodes. Therefore, even if two
nodes have same degree, their accessibility may be different each other. This charac‐
teristic is adequate for our purpose.

For network G, let d be a diameter and A (n × n) be adjacency matrix, total accessi‐
bility matrix T is calculated as follows,

T = A + A2 + A3 +…+ Ad. (5)

Let Ti,j be an element of T and Vi be accessibility of node i, we can calculate acces‐
sibility Va of node a as follows,

Va =
∑n

i=1
Ti,a. (6)

In this paper, we set target node group whose accessibility is less than the threshold
𝕍  which is determined by the attacker. The difference of attack condition between
previous method and proposal is summarized in Table 1. The procedure of our proposal
method is same as previous shown in Sect. 1.1.
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Table 1. Attack condition

Previous Proposal
Down of server 1 2, 3 with Vi < V

Agent server 1 1
Generated link 2 2, 3, 4 with Vi < V

3 Experiments

3.1 Darknet Log Data

To compare the previous results [1], we use the same darknet log data (Table 2). As
same as previous work, we restricted the network with 100 nodes around the capital area
(Fig. 1). Actual attacks are often executed through some springboard PC. So, it is difficult
to know the true IP address of the attacker. However, even if the springboard PC did not
participate in the attack intentionally, we regard them as adversaries. Note that some
detection methods of springboard PC are proposed [9–11].

Table 2. Number of accesses to darknet (2013/3/1~21)

Number of access IP address Traceroute IP Traceroute link
Country B 75,785 53,390 17,684 24,163
Country C 8,728 3,674 2,119 3,819

Country B Country C

Fig. 1. Malicious topology map in Country B and C

3.2 Total Accessibility Matrix and Threshold 𝕍

We derive network topology map from Step-1 ~ -3 and calculate adjacency matrix A.
Because of same reason described in [1], since darknet log data has many sensitive
information, we cannot show any details in the followings. From adjacency matrix A,
we calculate diameter d. In our experiment, we use diameter command provided Python
language, and obtain d = 𝟒 for Country B, and d = 𝟖 for Country C. The distribution of
accessibility in each country shown in Fig. 2. The vertical denotes Vi and the horizontal
denotes index number i for the node.
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Country B Country C

Fig. 2. Distribution of accessibility in Country B and C

We focus on the significant change in increment of accessibility in Fig. 2. In Country
B, there are two significant points; No. 2 node and No. 36 node. In this paper, we judge
𝕍 = 𝟑.𝟎𝟔 × 𝟏𝟎

𝟓 from the view point of reasonable ratio of number of backbone nodes
with high security and one of endpoint nodes with weak security. In the same view point,
we set 𝕍 = 𝟏.𝟕𝟓 × 𝟏𝟎

𝟕 for Country C.

3.3 Computer Simulation and Results

We execute Step-4 by computer simulation (Table 3). Table 3 shows computational cost
for each simulation. The cost is estimated by the number of calculation of eigenvalues
(Table 4). As described above, we choose target nodes under the threshold 𝕍  with attack
condition (see Table 1). Due to the limitation of computational cost, we execute only
Tactics-1 and-2 in this paper. For Tactics-1, we took 1.4 s for one node down, about one
hour for 2 nodes down and almost one day for 3 nodes down. And for Tactics-2, we took
two minutes for 2 nodes link generation, about one hour for 3 nodes link generation, and
almost one day for 4 nodes link generation (Table 5). The best results of Tactics-1 is
shown in Table 6. For Tactics-2, we also executed additional experiments to determine
the necessary number of links for 𝜆max(A) which becomes larger than the initial value or
previous result [1] (Table 7).

Table 3. Specification of our computer environment

OS Windows 10 home 64-bit
Compiler Python 3.5.1 (Anaconda 4.0.0)
CPU Intel (R) Core (TM) i7-6700 CPU @ 3.40 GHz
Memory 8.00 GB
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Table 4. Computational cost

Country B Country C
1 node down 100 100
2 nodes down or 2 nodes link 1,953

(63C2)
2,278
(68C2)

3 nodes down or 3 nodes link 39,711
(63C3)

50,116
(68C3)

4 nodes link 595,665
(63C4)

814,385
(68C4)

Table 5. Necessary time for calculation (sec)

Tactics-1 Tactics-2
1 node 1.4 –
2 nodes 3241.5 122.9
3 nodes 81,037.5 3904
4 nodes – 85,905

Table 6. Best Results of Tactics-1

Country B Country C
𝜆max(A) R 𝜆max(A) R

Initial value 24.2098 0.002853 10.0785 0.005487
1node down [1] 24.2098 0.012527 10.0785 0.005950
1node down 24.2098 0.012527 10.0785 0.005950
2nodes down 24.2098 0.014056 10.0785 0.006012
3nodes down 24.2098 0.014390 10.0785 0.006455

Table 7. Best Results of Tactics-2

Country B Country C
𝜆max(A) R 𝜆max(A) R

Initial value 24.2098 0.002853 10.0785 0.005487
2nodes link [1] 24.2165 0.003553 10.1152 0.006329
2nodes link 24.2098 0.003549 10.0785 0.006247
3nodes link 24.2098 0.003728 10.0785 0.006805
4nodes link 24.2098 0.004153 10.0785 0.007254
Over Initial 18links – 23links –
Over result [1] 43links – 64links –
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4 Consideration

4.1 Effectiveness of Scenario-1

4.1.1 Tactics-1
As shown in previous work [1], Tactics-1 has no influence to Scenario-1. The value of
𝜆max(A) is determined by the number of nodes n and the number of links l, and the
maximum value is n − 1. Since Tactics-1 decreases n and l, the resultant eigenvalue also
decreases. From this fact, previous work expected that Tactic-1 is invalid for Scenario-1.
We can confirm it from the results shown in Table 6. In particular, the results of multiple
attacks against nodes with low accessibility maintain the same as the initial value and
do not change the properties of network.

On the other hand, paper [12] shows that attack of top 5% of high degree nodes, the
average path length of topology map increases to about twice. Then, the contrary to our
expectation, we can predict that 𝜆max(A) will be decreased greatly when attacking the
nodes with high accessibility. We confirm this expectation by an additional experiment.
As the same as paper [12], we attack top 5% of accessibility node. As a result, for Country
B, we attacked two nodes and obtained 𝜆max(A) = 22.6036. In the same way, the result
for Country C shows that 𝜆max(A) = 9.1832 with one node attack. From these results, we
can conclude that miss attacking to the high accessibility node will cause greatly down
of effectiveness of attack.

4.1.2 Tactics-2
From Table 7, 2 node links generation, which is the minimum attack of Tactics-2, has
the best effectiveness with the target nodes of previous result [1], and ones of our attacks
are same as the initial value. This is the same situation of Tactics-1. However, previous
result attacks nodes with high accessibility (Country B: V45 = 6.52 × 105 and
V77 = 4.28 × 105, Country C: V21 = 1.76 × 108 and V24 = 1.74 × 108), the strategy will
be very hard to execute. In addition, we simulate the necessary number of nodes to

Country CCountry B

Fig. 3. Country B and C increasing link (𝜆max(A))
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achieve more than the value of initial and result [1], adding to connect nodes from the
lowest accessibility (Fig. 3).

From the view point of comparing with initial value, necessary number for Country
B is 18 and one for Country C is 23. And from comparing with result [1], for Country
B is 43 and for Country C is 64. Note that the number of nodes in target topology maps
are same in each country (see Sect. 3.1). Therefore, we assume that these difference is
caused by the shape of topology map and number of links. Obviously, big hub nodes
are founded in Country B from Fig. 1. Therefore, it will be easy to construct another
hub node. On the other hand, in Country C, all nodes are almost uniformly distributed.
As a result, it will be hard to construct another hub node, we need more number of attack
nodes than Country B. The detailed analysis of our assumption is our future work.

4.2 Effectiveness of Scenario-2

4.2.1 Tactics-1
The main purpose of Scenario-2 is to concentrate and confuse their information sharing,
in other word, it is to divide the network topology map into some isolate areas. From
the result shown in Table 6, we can confirm the effectiveness of our tactics. And the
result of previous work [1] and our 1 node down have same attack target. In the case of
Country B, R increases greatly when attacking the highest accessibility
(V45 = 6.52 × 105). This is the inverse situation of the case of Scenario-1 (see
Sect. 4.1.1). On the other hand, in the case of Country C, we cannot find such situation
by attacking high accessibility node. From the shape of topology map (Fig. 1), in partic‐
ular Country B, we consider that the down of huge hub node will generate many isolate
small hub nodes, then R is increased. However, the topology map which all nodes are
almost uniformly distributed is considered to be difficult to generate smaller hub nodes
by the down of hub node. The detailed analysis of correlation between effectiveness of
Scenario-2 with Tactics-1 and shape of topology map is our future work.

4.2.2 Tactics-2
The results of Tactics-2 for Scenario-2 is shown in Table 7. The previous result [1],
which is the minimum attack condition, connects V30 = 5.53 × 103 and V70 = 3.91 × 105

for Country B. And for Country C, it connects V38 = 4.96 × 106 and V57 = 2.43 × 107.
These results are better than our attack generating 2 nodes link, however, since the
accessibility of target nodes are high, the strategy derived by previous result is difficult
to execute. On the other hand, our results derive targets which are feasible to attack and
effectiveness of attack are almost same as previous. And we can confirm that larger
number of generated links will derive more effective strategy. From the experimental
results, we found that the agent server which connects nodes of low accessibility and
one of middle range, increase the value of R effectively. This fact will point out that
connecting end points of topology map which belong to different cluster from each other,
is effective. Since the effectiveness of method based on above, our prediction will depend
on the shape of topology map, the detailed analysis is our future work.
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The main purpose of Scenario-2 is to concentrate and confuse their information
sharing. Therefore, when a target node for converging information is determined, it is
necessary to search for an input node of disinformation using eigenvectors. Therefore,
it is insufficient for this purpose only to evaluate using the value of R. The evaluation
method based on R and eigenvector is also our future work.

5 Conclusions

Previous work [1] proposed network counter attack strategy using darknet monitoring,
however, the security level of all nodes is set zero. In this paper, we focus on total
accessibility matrix to solve this problem. We assume that the node with high accessi‐
bility has high security level and vice versa. As a result, Tactics-1 has no influence to
Scenario-1, and miss attacking to the high accessibility node will cause greatly down of
effectiveness of strategy. Tactics-2 require many end point nodes to increase the effec‐
tiveness, so it is expected that the attack cost will increase. Therefore, we conclude that
the method of attacking nodes with low accessibility is not effective for both Tactics-1
and-2. We also confirmed that Tactics-1 and-2 for Scenario-2 are effective for improving
convergence R.

In addition, we found that the shape of topology map has big influence to the effec‐
tiveness of attack. Comparing the results of Country B and C in Tactics-2 for Scenario-1,
we need more number of attack nodes in Country C. And in the case of Tactics-1 for
Scenario-2, the down of huge hub node will generate many isolate small hub nodes in
Country B. But this situation is not found in Country C. The detailed analysis of the
correlation between the shape of topology map and attack effectiveness is our future
work. In particular, Tactics-2 for Scenario-1, we found that the hub node can be
constructed more easily in Country B. However, the detailed reason is not clear. Also,
we should derive the threshold of 𝜆max(A) and R. In the previous works, the effectiveness
is estimated from comparison with the initial value. However, it does not yet clarify how
much the value increases from the initial value can contribute to the attack result. In
addition, the evaluation method based on R and eigenvalue is necessary for Tactics-2
for Scenario-2. These are also our future work.
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Abstract. Slow Read DoS attack is a technique which interferes Web server by
exhausting resources. There are no effective countermeasures against from this
attack nowadays. In this paper, we analyze Slow Read DoS attack, we found that
the efficient attack can be realized when the bandwidth is over 500[Kbps]. In
addition, we found that attacker can more effective attack by setting the connec‐
tion rate to be equal to the process capability of Web server. At the same time,
we can derive the secure setting of Web server against Slow Read DoS attack.

Keywords: Slow Read DoS attack · Slowhttptest · Bandwidth · Process
capability

1 Introduction

Since 2015, the number of detections of DoS attacks worldwide exceeds 12,000 cases
per week, and its method is also increasingly diversified and sophisticated [3]. In this
paper, we focus on Slow Read DoS attack developed by Shekyan [9]. The attacker sends
multiple requests to the Web server, and deliberately slows down the speed of reading
the response with keeping many connections connected. As a result, by using up
resources of Web server, it is impossible to connect from other clients [6, 7]. In addition,
since an attacker transmits apparently normal request, it is necessary to monitor the
transport layer in order to detect packet for attack. As a prominent case, there is a spec‐
ulation for which Slow Read DoS Attack was used by Anonymous [1] to attack the site
of JASRAC (Japanese Society for Rights of Authors, Composers and Publishers) for a
protest against copyright protection in September, 2012 [5]. Currently, various studies
[13–15, 17, 18, 20] have been reported, but no way to completely protect Slow Read
DoS attack has been established. ModSecurity, which is one of WAF (Web Application
Firewall) [4], has been implemented in many Web servers, however, Park has proven
that it is vulnerable to Slow Read DoS attack [16].

In our previous study [19], in order to analyze the relationship between communi‐
cation environment and effectiveness of Slow Read DoS attack, we attack in the virtual
environment while changing the attacker’s bandwidth and RTT. As the result, we
conclude that RTT does not affect the effectiveness of attack, while bandwidth affects
the speed of generating the connection for successful attack. In this paper, we have two
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purposes. The first one is to analyze the effectiveness of bandwidth. And, the second
one is to analyze the effectiveness of server setting, especially in timeout of Web server.

2 Slow Read DoS Attack

Slow Read DoS attack is a technique that an attacker occupies the maximum number of
concurrent connections of Web server and interferes with connections from other clients
(Fig. 1). The attacker sends legitimate requests and receives data after TCP 3-way hand‐
shake. Then, by setting the window size to be small when returning ACK, the attacker
decreases the data size from Web server and slow down the response speed. When the
window size is extremely set to 0, the Web server stops sending data and keeps connec‐
tions. By connecting such connections up to the maximum number of concurrent
connections of Web server, the service becomes disabled state.

Fig. 1. Outline of Slow Read DoS attack

Since Slow Read DoS attack is different from traditional DoS attack strategy, moni‐
toring of the transport layer by security vendors is an only effective defense method, but
it requires higher cost. Therefore, it is necessary to establish a new counter measure.
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3 Experiment

3.1 Purpose

Slow Read DoS attack is succeeded when the number of connection kept from the
attacker (Pmax) achieves the maximum number of concurrent connections of Web server
(MC). Then, the condition of successful attack is Pmax ≥ MC. On the contrary, when
Pmax < MC, the attack fails.

We consider the condition that satisfies successful attack changing environment of
network. In this experiment, we set environment using bandwidth X, timeout T and MC.
These parameters are not open and impossible to manipulate for attacker. On the other
hand, the attacker can optimize the connection rate R. Therefore, we search for the best
connection rate R0 under the environment with X, T and MC.

3.2 Experiment Environment

As experiment environment, we use a virtual environment (Table 1). We set the target
Web server using Apache which is most popular one [2, 12]. The attacker and Web
server are connected by one virtual switch (Fig. 2).

Table 1. Experiment environment

Parameter Version or value
Host OS Windows 10 home
Application for virtual environment VMware workstation 12.1.0 player [11]
Guest OS CentOS 6.7
Memory capacity of guest 1 GB
Program for attack Slowhttptest-1.6 [10]
Application for web server Apache (httpd-2.2.15) with 100 KB page
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Virtual Switch

Web Server Attacker

CentOS6.7
Apache (httpd-2.2.15)

CentOS6.7
Slowhttptest-1.6

X[bps]
R[connection/sec]

Pmax[process]

MC[process], T[sec]

Fig. 2. Virtual environment

Table 2 shows the parameters of the Web server (httpd.conf). “Directive” controls
the connection with the client, “prefork MPM” controls the operation of the process.

Table 2. Parameter of http.conf

Parameter Value
Directive Timeout T

KeepAlive Off
prefork MPM StartServer 8

MinSpareServer 5
MaxSpareServer 20
ServerLimit 1200
MaxClients 1200
MaxRequestChild 4000

Table 3 shows the parameters of the slowhttptest tool [10]. In this experiment, T
(Table 2) and R (Table 3) denote variables. Timeout T is the time until the connection
is forcibly disconnected, and connection rate R is the number of connections generated
by attacker per second. In addition, the value of X is given to the communication line
of attacker by virtual switch.
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Table 3. Parameter of slowhttptest

Parameter Value
Number of attack connections 1200
Connection rate R
Window size 0
Pipeline factor 1
Read rate from receive buffer 5
Timeout for prove connection 10

3.3 Setting of Parameters and Variables

For the value of T, the default setting of Apache is T = 60[sec]. In addition, we set
30[sec] and 90[sec] for comparison. For the value of X, we set 50[Kbps], 100[Kbps],
200[Kbps], 300[Kbps], 400[Kbps], 500[Kbps], 1[Mbps], 10[Mbps], 100[Mbps] and
1[Gbps]. From the specification of VMware settings, we set connection rate 0 < R ≤ 150.

4 Experimental Result

Due to the limited space, in the followings, we show only the results of 100[Kbps],
500[Kbps], 1[Mbps] and 10[Mbps].

10Mbps
1Mbps

500Kbps
100Kbps

Fig. 3. Experiment 1 (Timeout 30)
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4.1 Timeout 30[Sec]

Figure 3 shows the results of T = 30[sec] (Experiment 1). Comparing for each band‐
width, we can find that Pmax of X = 100[Kbps] is obviously smaller than other. And,
when X = 100[Kbps], the attack fails because Pmax achieves only 600 ~ 700 against
MC = 1200, and it is randomly with respect to the value of R. On the other hand, although
attacks also fail when X ≥ 500[Kbps], Pmax has constant tendency.

In the case of X ≥ 500[Kbps], each Pmax takes the maximum value around R = 40.
We also find that Pmax of 500[Kbps] is smaller than one of 1[Mbps] and 10[Mbps], with
R in the range greater than 60. Furthermore, in the case of X ≥ 500[Kbps], we can
confirm that Pmax decreases as the value of R increases. Therefore, we conclude that
huge value of R will degrade the effectiveness of attack.

4.2 Timeout 60[Sec]

Figure 4 shows the results of T = 60[sec] (Experiment 2). Comparing for each band‐
width, we can confirm that the same characteristics in Experiment 1 are found. As new
discovered features, Pmax achieves 1200 which is the maximum value when
X ≥ 500[Kbps]. From these results, we can find that Pmax achieves 1200 at R = 20, and
the maximum value is kept until R = 30 with X = 500[Kbps]. On the other hand, when
X = 1[Mbps] and 10[Mbps], the maximum value is kept until R = 100, so we can confirm
that the difference in the effectiveness of attack is caused by the bandwidth. In the case
of X = 100[Kbps], Pmax is larger than the value of Experiment 1, but Pmax takes the
maximum value at R = 30 and its value is at most 800 (attack fails).

10Mbps
1Mbps

500Kbps
100Kbps

Fig. 4. Experiment 2 (Timeout 60)
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4.3 Timeout 90[Sec]

Figure 5 shows the results of T = 90[sec] (Experiment 3). We can also see the same
characteristics shown in Experiment 1 and 2. We can confirm that Pmax = 1200 is kept
until R = 40 with X = 500[Kbps]. On the other hand, since there is no significant change
in the results when X = 1[Mbps] and 10[Mbps] through Experiments 1 to 3, we conclude
that when the communication speed is more than or equal to 1[Mbps], the effectiveness
of attack does not depend on timeout T.

10Mbps
1Mbps

500Kbps
100Kbps

Fig. 5. Experiment 3 (Timeout 90)

5 Consideration

5.1 Effectiveness of Communication Environment for Attack

From the results of Experiments 1 to 3, we can summarize as follows.

(a) When X = 100[Kbps], Pmax takes the smallest value among other bandwidth.
(b) When X ≥ 500[Kbps], the maximum value of Pmax is generally obtained in the range

of 20 ≤ R ≤ 40.
(c) When X ≥ 1[Mbps], the effectiveness of attack does not depend on T.
(d) Huge value of R will degrade the effectiveness of attack.

Experimental results of 200 ~ 400[Kbps], 100[Mbps], and 1[Gbps] are omitted for
the limited space, however, we can find that Pmax of X ≤ 400[Kbps] cannot succeed
attack and their results have same tendency of 100[Kbps]. Therefore, from result (a) and
(b), we can conclude that the necessary communication speed for attack is faster than
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500[Kbps]. In addition, from result (c), if it is possible to hold X ≥ 1[Mbps], stable
effectiveness of attack can be expected. Our previous result [19] shows that the commu‐
nication speed will affect the process capability of Web server because of its adaptive
algorithm. Since there is relationship between result (d) and process capability of Web
server, we show the detailed analysis in the next section.

5.2 Analysis of Result (D) and Condition for Optimum Attack

Let Q[process/sec] be process capability of Web server. When observing the data in
Figs. 3, 4 and 5, we measured the number of process increments per second for each X
and R, and the results are shown in Table 4. From the table, we can find that Q takes the
maximum value of 36[process/sec] when X ≥ 1[Mbps], and the Web server used in this
experiment can generate processes of up to 36[process/sec]. Since this value of Q can
be the upper bound, we consider that the results (b) and (d) are derived from this fact.
As the result (d), huge value of R generates a large number of connections that are
disconnected without being processed by Web server. Thereby, we conclude that huge
value of R degrades effectiveness of attack. On the other hand, excluding X = 100
[Kbps], we consider that more effective attack can be performed by selecting the
optimum connection rate R0 for Q that depend on X. In order to derive R0, we analyzed
Experiment 1 ~ 3 in detail. From Fig. 3, Pmax is maximized when R = 40. Also, from
Figs. 4 and 5, we confirm that Pmax is maximized in the range of 20 ≤ R ≤ 40. Comparing
these results with the process capability shown in Table 4, we can conclude that Pmax is
maximized when R takes the value close to Q. Therefore, we expect that the optimum
R0 will be equals to Q.

Table 4. Process capability of Web server

X [bps] Q [process/sec]
100 K 20
500 K 32
1 M 36
10 M 36

5.3 Secure Setting of Web Server Against Slow Read DoS Attack

The unit [process/sec] denotes the number of communication requests received by Web
server per unit time, and the unit [connection/sec] denotes one generated by attacker.
So, both of them have same physical meaning, but they are from different view point
each other. Therefore, in fact, we can see R[connection/sec] = Q[process/sec] in the
followings. In our experiments, we measure Pmax using ps command under condition of
T, R and MC = 1200. The relationship among them are summarized in Table 5. From
the result, we have following.

T × R = Pmax(Q ≥ R) and T × Q = Pmax(Q < R)
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Table 5. Pmax for each T and R when X ≥ 500[Kbps]

T[sec] 30 60 90
R[connection/sec] ≥ 30 20 ≥ 20 10 ≥ 20 10
Pmax[process] 1000 600 1200 600 1200 900

If Pmax < MC, the attack fails. Thus, we can derive the condition for secure Web
server against Slow Read DoS attack as T × Q < MC. From the above section, the
optimum condition for attack is derived as R0 ≈ Q. Thus even if Q < R0, the condition
of T × Q < MC holds. Therefore, when the Web server is set T × Q < MC, it is secure
against Slow Read DoS attack. We confirmed the validity of this condition by additional
experiments.

6 Conclusion

In this paper, we analyze Slow Read DoS attack in virtual environment and derive the
optimum connection rate for the attacker’s bandwidth (X) and Web server’s timeout (T).
From these results, we conclude that more effective attack can be executed by holding
the communication speed above 500[Kbps] setting the connection rate (R) is equal to
the process capability of Web server (Q). Using this result, we also derive the secure
setting of Web server against Slow Read DoS attack, T × Q < MC. We confirmed the
validity of this condition by additional experiments. In this paper, we clarify the influ‐
ence of the process capability of Web server on effectiveness of attack. However, it will
depend on the specification and performance of Web server. Our future work is to
analyze under other Web server and communication environment.

In our experiments, we set a single attacker using one attack PC, however, distributed
attack schemes such as DDoS are mainstream [8]. Analysis of effectiveness of Distrib‐
uted Slow Read DoS attack [16] under the real network environment and derivation of
secure settings for Web server are also our future works.
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Abstract. With the rapid growth of the Internet, more demand for network
resources allocation and management of value-added services are appeared. The
new concept of network service architecture, Service Function Chain (SFC), has
been proposed. The SFC is a capability that uses Software-defined
networking (SDN) technology to create a service chain of connected network
services and connect them in a virtual chain. This paper designed a VLAN and
OpenFlow based Service Function Chain (VOFSFC) system to improve the flex‐
ibility of the network service deployment and increase the utilization of service
functions.

Keywords: SDN · NFV · SFC · Network management

1 Introduction

With the rapid growth of the Internet, the network communication architecture becomes
relative complicated and large. Traditional network infrastructure combines complex
network functions with routers and switches for support more network services. This
make the network becomes more complicated and decrease the performance of network
severely. The purpose of SDN is to change the physical, complex network into a virtual,
programmable and open network architecture. The SDN architecture decouples the
network control plane from the data plane, and control the network by SDN controller.
The OpenFlow protocol is a foundational element for building SDN solutions [1, 2].

As the Internet becomes more and more sophisticated, different traffic needs to apply
different network service functions. Such as the video streaming service needs to apply
the firewall, Video Optimization Server, etc. To satisfy the demands on network design
and deployment as well as service application, Internet Engineering Task Force (IETF)
is developing a new technology called Service Function Chain [3]. The main purpose
of SFC is to lead the traffic flow of users to their required services according to users’
demands. The SFC approach promises high flexibility and lower costs for network
operator at the same time. The paper proposed a VLAN and OpenFlow based Service
Function Chain (VOFSFC) system in the SDN environment. The VOFSFC system can
identify different requirements of network traffic, steer/deliver packets to service func‐
tions and record information of the traffic by the VLAN tag. The VOFSFC system

© Springer Science+Business Media Singapore 2018
K.J. Kim and N. Joukov (eds.), Mobile and Wireless Technologies 2017,
Lecture Notes in Electrical Engineering 425, DOI 10.1007/978-981-10-5281-1_39



provides ability to manage the service function paths, and makes creation, deletion and
modification of service function to be easier.

The main idea of this research is adopting the VLAN ID tag to identify different
service function paths, performed services chain and services decision-making positions
which reduce the load on these service functions in the chain. Our major contributions
are summarized as follows:

• We proposed a VOFSFC system to manage service function paths in the SDN envi‐
ronment.

• We implemented a SDN experiment environment for development and validation
of SFC deployment and experiments.

The remainder of this paper is organized as follows: in Sect. 2, the background and
related works are addressed. Section 3 is to describe the design and implement of the
VOFSFC system. Section 4 presents the experimental results. The last section concludes
this paper and addresses potential future works.

2 Background and Related Works

SDN attracted much attention these years. Many researchers are working on this research
area [4–6]. SDN architecture decouples the network control plane from the data plane,
so that the network administrator can manage the network by the programmable oper‐
ators [7, 8]. The OpenFlow protocol is the first SDN language to be productized and
implemented [9]. The OpenFlow Controller is the brains of the SDN network that can
manage the Flow table on the OpenFlow switch by the OpenFlow protocol. Flow table
is composed of many flow-entry, and the flow-entry contains three parts, Rule, Action
and Stats. Rule is used to define and identify a flow; Action defines the behavior of
packets which was matched by the Flow table; Stats gathers the flow information
statistic. OpenFlow controller as the control center can be more intelligent, automated
and efficient to manage network. There are many open-source project of OpenFlow
controller for network operators and researchers, like Ryu [10], Floodlight [11], Open‐
Daylight [12] and ONOS [13]. Ryu is an open-sourced Network Operating System
(NOS) developed and maintained by NTT (Nippon Telegraph and Telephone) in Japan.
Ryu provides software components with well-defined API that make it easy for devel‐
opers to create new network management and control applications. Therefore this
research will use the Ryu to develop the VOSFC system.

SFC is a kind of network technology currently under research and development by
IETF which is formulated by the work groups of IETF Service Function Chain Working
Group (SFC WG) and Source Packet Routing in Network Working Group (SPRING
WG) [14]. SFC is being include in many SDN and network functions virtualization
(NFV) use cases and deployments, including data centers and carrier networks [15, 16].
Many research have propose various implementation and application for SFC. Network
Service Header (NSH) [17] is an IETF draft pro-posed to address the Service Function
Chaining based on the SFC encapsulation to support the SFC architecture as outlined in
the RFC7665 [18]. In the framework of NGSON (Next-Generation Service Overlay
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Network), Service Overlay Network (SON) is a new network service framework which
is formed by the combination of original service-oriented architecture and service
delivery platform to realize service functions [19–21]. described a use case of SFC, the
authors proposed a security service on-demand system that offers a security service
function chain that enables ICT service providers to provision a dynamic and flexible
secure service on the SDN network. To achieve the service function deployment, [22]
proposed a greedy algorithm for service function placement. It consider the order of
service function to decision the place of service function.

This paper addressed a SFC management system to manage service function paths
in the SDN environment. In order to realize the SFC deployment in our experiment, the
NFV and SDN technologies are both taken into consideration in the proposed VOFSFC
system.

3 VLAN and OpenFlow Based Service Function Chain System

Figure 1 shows the system architecture of the VOFSFC system. The system is divided
into three parts, the first part is OpenFlow Switch (Pica8 Pronto Open Switch) that act
as the service function forwarder role in the network. The second part is the VOFSFC

Fig. 1. VOFSFC system architecture
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management platform. The third part is the service placement function. There are five
different modules in the VOFSFC system.

3.1 Network Element Management Module

The Network Element Management Module provides the network element information
maintain function and VLAN table maintain function in the VOFSFC system. The
network element information maintenance function will regularly access and confirm
the SF_Infor and the Dest_Server_Infor information in the SFC Database. These infor‐
mation will transmit to the service function path construction function and the
VLAN&Path ID function to establish the service function paths. The VLAN table main‐
tenance function will communicate with the service function path construction function
and the VLAN path adoption function to maintain the VLAN table.

3.2 Service Function Composition Module

The Service Function Composition Module provides the service function path construc‐
tion function and VLAN path adoption function in the VOFSFC system. The service
function path construction function will get the service function paths information from
the SFC Database and combined with the information obtained by the Network Element
Information Maintenance Module to construct the path of the service function to the
destination. And request the VLAN Path Adoption function to provide the VLAN_ID
for the service function path. The VLAN path adoption function can receive the SF_Path
and SF_List from the service function path construction function. In accordance with
the desired SFC path and the demand service functions, calculated the Path_ID for each
SFC. The VLAN path adoption function will use this Path_ID to register with the VLAN
Table Maintenance function. When the VLAN table maintenance function received
queries from the VLAN path adoption function, it will check the VLAN table that the
Path_ID is registered in the SFC database or not. If the system have not register before,
the system will assign a VLAN_ID to this service function path, and use the Path_ID to
register the VLAN table. The VLAN table information will return to the VLAN Path
Adoption function and update the SFC Database.

3.3 Service Function Chain Control Module

The Service Function Chain Control Module provides flow rules production function
and flow modification function in the VOFSFC system. After receiving the information
service function path from Service Function Composition Module. The flow rules
production function will divide into three cases. One for the packet into the VOFSFC
system, add the VLAN_ID, turn to the next service function path; the second from the
service function server back to the system packet, through the packet ID on the packet
identification, modify the VLAN_ID to send To the next service function; Finally, the
service flow will untag the VLAN through the OpenFlow switch and forward to the
destination server.
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A flow modification function is use to modify the flow rules in the OpenFlow Switch.
After receiving the information from the flow rules production function, the flow modi‐
fication function will add OFPT_FLOW_MOD message by OFPFC_ADD command
and remove the old OpenFlow rule through OFPFC_DELETE. The OpenFlow rule will
be configured in the OpenFlow switch. If the Flow table receives the OpenFlow rule
from the Flow Modification function, it performs the modification of the Flow table,
adds the new flows to the Flow table, and removes the old not applicable flow.

3.4 Traffic Collector Module

The Traffic Collector Module provides the VLAN&Path ID Translation function and
service function paths capture function in the VOFSFC system. When the packet enter
the OpenFlow switch, the Packet Handler on the OpenFlow switch will compare the
OpenFlow rule with the VOFSFC system and tag the VLAN_ID forward to the Service
Function Placement Module. When the service function paths capture function received
the packets from OpenFlow switch, it will calculate the statistic_VLAN and
statistic_Packet information and send back to the OpenFlow switch. After received this
packet, the OpenFlow switch will forward it to the next service function based on the
VLAN_ID information. The VLAN&Path ID Translation function will regularly receive
the statistic_VLAN and statistic_Packet information from service function paths capture
function. Combined with the SF_Infor and the Dest_Server_Infor provided by the
network element information maintenance function, the VLAN&Path ID Translation
function can identify the relationship between service function and Path_ID. Afterwards,
the VLAN&Path ID Translation function will generate the Statistic_Loading informa‐
tion to the path statistic and prediction function.

3.5 SFC Placement Module

The Service Function Placement Module provides the service function placement and
statistics functions in the VOFSFC system. After receiving the Statistic_Loading infor‐
mation from Traffic Collector Module, the service function placement and statistics
functions will count the number of each SFC paths in the system and evaluate the avail‐
able service functions when new service flows arrive.

In our design, the VOFSFC system provides a Web GUI as user interface. Figure 2
shows the designed VOFSFC system. The graphical user interface allows users to
interact with our system where the user can designate the service function path in the
experiments or find additional information about SFC status.
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Fig. 2. VOFSFC system’s user interface

4 Experiment

The experiment environment is shown in Fig. 3. The OpenFlow Controller is the central
manager for this system. The Pica8 OpenFlow switch is act as the service function
forwarder in our design. There are two All-in-one Hypervisors worked as the SFC
servers to provide service functions. Table 1 summarizes our experimental environment.

Pica8 OpenFlow Switch

Server A Server B
OpenFlow Controller

(SFC modules)

Switch Switch Destination 
Servers

Clients

Fig. 3. Experiment environment

When the system is initialized, the OpenFlow controller adds the flow rules of the
service function path to the Flow table of the OpenFlow switch. When the client’s traffic
flow enter the system, the OpenFlow switch will compare the Flow table in the Open‐
Flow switch and forward to the service function servers based on the flow rules. Then
the Flow will start designated SFC routing, since VOFSFC system has determined the
corresponding SFC routing to the decision, every corresponding service function can
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lead flows to next service function after its processing to complete required service
chains. After the Flow complete all demand service chains, OpenFlow switch will lead
Flow to the destination according its original destination location.

Table 1. Hardware and software resource

Hardware/software SFC server OpenFlow controller (Ryu 3.6)
Manufacturer ASUSTeK computer INC. Dell INC.
CPU Intel(R) Core(TM) i3-3220 CPU @

3.30 GHz
Intel(R) Core(TM) i3-4130 CPU @
3.40 GHz

Memory DDR-3 1600 4 GB DDR-3 1600 4 GB
Network interface TP-LINK TG-3468 Gigabit PCI

Express * 2
TP-LINK TG-3468 Gigabit PCI
Express

Operating system Ubuntu 12.04.1 LTS Ubuntu 12.04.4 LTS
OS Kernel 3.2.0-29-generic-pae 3.11.0-15-generic

To evaluate the functionality of the proposed VOFSFC system, the experiment
designed five different SFC for testing. Table 2 shows the details of different service
function path. There are 8 different service functions in this experiment. The existing
service functions such as an Service Placement Function (SPF), Monitoring (Mon),
Firewall (FW), intrusion detection system (IDS), Web Optimizer (Web), DPI, Video
Optimizer (Video) and NAT. In order to achieve the service function placement and
traffic statistics, SPF function is necessary for each SFC in our system.

Table 2. Service function path table

SFP SFs Path ID
SF_Path1 SPF, FW, IDS, NAT 23
SF_Path2 SPF, Mon, Web, NAT 147
SF_Path3 SPF, FW, DPI, Video 141
SF_Path4 SPF, FW, IDS, DPI, Video, NAT 237
SF_Path5 SPF, Mon, FW, Web 101

In the experiment, the VOFSFC system utilize the service function placement and
statistics functions to monitor the status of traffic flow through different SFCs. Figure 4
shows the experiment result between the SF_Path1 and SF_Path2. The combination of
different service functions is the main factor affects the experiment result. The utilization
of the FW and IDS is higher than the Mon and Web service function. Figure 5 shows
the experiment result among the SF_Path3, SF_Path4 and SF_Path5. As shown in
Fig. 5, the traffic statistics in the SF_Path4 is higher than SF_Path3 and SF_Path5. The
result indicates that if a new traffic flow is entered into the system, the SF_Path3 is the
better choice than other paths.
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Fig. 5. Traffic statistics of SF_Path3, SF_Path4 and SF_Path5

5 Conclusion and Future Works

This paper proposes a VLAN based Service Function Chain management system in SDN
network. The VOFSFC system can deploy service functions in the SDN network envi‐
ronment. The system achieves the redirection of network flows and the addition of the
needed service functions. The SFC can make a flexible order of the comprehensive
services, also practicing SDN/NFV will bring benefits on the operation and deployment
of overall service resources.

Our future work will involve more functions and analyses of the VOFSFC system.
The impact of the VNF movement technology over SDN and study the capacity influ‐
enced by different network architecture will be also taken into consideration.
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Abstract. This article focuses on a novel topology in interconnection networks
which was called x-Folded TM. We explored the dynamic communication
performance of this topology under various traffic patterns by designing new
scheme for routing algorithms. In this scheme, the topology is partitioned to make
the routing without deadlock in x-Folded TM topology. Using deterministic and
adaptive routing, we have evaluated the performance of x-Folded TM topology
in compare with Torus. A comparison of results reveals that the average delay
grows steadily with the increase of injection rate until reaching saturation, which
is the smallest rate of traffic for channel saturation in the network. Therefore, the
achievements introduce x-Folded TM topology as efficient one in interconnection
networks.

Keywords: x-Folded TM topology · Partitioning scheme · Deadlock ·
Deterministic · Adaptive · Delay · Throughput

1 Introduction

With the advance of the technology, smart interconnect architectures integrate the huge
number of nodes or processing elements (PE) in the forms of processors available on a
network. For a considerable period of time, the number of processors simply increases
to get a considerable performance improvement. By adding more processors to the
network, their communication performance is degraded in sending and receiving
packets. Deadlock is an anomalous state among the network resources without a careful
design for a network when a network congested. Deadlock problem plays a vital role in
the communication performance and it can be solved using new topology in intercon‐
nection networks and congestion-aware routing scheme [1–5]. The proposed parti‐
tioning scheme in this article used to find the shortest path from a source to a destination
without deadlock. We validate the contributions of this article by simulation with
considering the routing algorithms under different traffic patterns. This validation
provides a detailed comparative evaluation between the x-Folded TM and Torus topol‐
ogies. The achievements show the superiority of the x-Folded TM topology through a
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comprehensive study of different two algorithms to minimize the network congestion
as a severe problem in interconnection networks. In interconnection networks, the
topology and the employed routing within it influence on the network performance.

2 x-Folded TM Topology

The evolutionary advances in interconnection networks are suitable and improve the
majority of network performance. In previous studies, many interconnect topologies
have been performed while solved the dependency of the network performance to the
network topology properties. One of the major topologies is k-ary n-cube. They are very
popular topologies because of their desirable properties such as low diameter, small
node degree, symmetry plus a straightforward implementation [6, 7]. The k-ary n-cube
topologies are introduced with N = kn nodes where n is the number of dimensions and
k is the number of nodes per dimension in the interconnection networks. In this research,
k-ary n-cube topologies are utilized for the scope. Among most popular topologies in
k-ary n-cube, Torus (Definition 1) is the most popular due to provide low-latency and
high-bandwidth in the network communication.

Definition 1. A Torus contains 2n additional wraparound links, connecting the leftmost
node to the rightmost node in the same row or connecting the uppermost node to the
lowermost node in the same column. That is, two nodes (x, 0) and (x, k − 1) are connected
by a wraparound link for 0 ≤ x ≤ (k − 1), and two nodes (0, y) and (k − 1, y) are connected
by a wraparound link for 0 ≤ y ≤ (k − 1).

Since, the key element in the interconnection network performance is having an
attractive topology; x-Folded TM topology has been introduced as a novel topology in
k-ary n-cube. In [8], x-Folded TM is derived from a TM topology by folding the topology
based on the imaginary x-axis, removing several links and sharing several nodes.
x-Folded TM is defined according to Definition 2.

Definition 2. In x-Folded TM topology, node (x, y) is a valid node if 0 ≤ x ≤ (k − 1)
and 0 ≤ y ≤ (k − 1). Along x-axis, the nodes connecting to node (x, y) are: (x + 1, y) if
x < (k − 1) and (x − 1, y) if x > 0. Along y-axis, nodes (x, y +1) if y < (k −1) and
(x, y −1) if y > 0 are connected to this node. Then, node (x, y) is removed from the x-
Folded TM if (x + y) mod k = 0 or 1 or… or (k − 3), where x > y and (k − 3) ≤ x ≤
(k − 1) and 1 ≤ y ≤ (k − 2). In addition, there is no link between two nodes (x, y) and

(x + 1, y) if x = i and y = i + 1, when k is even and i =
(

k

2

)
−1.

In Fig. 1, x-Folded TM topology has been illustrated with size 8 × 8. Followed by
folding, some of the nodes are shared in the x-Folded TM topology and have been
displayed with purple color. The color code for all nodes is applied in this topology to
show the deadlock-free partitions in x-Folded TM topology. Since we defined the color
codes, all nodes in x-Folded TM topology were found in three different color triangles;
purple, blue and red. The concept of the shared nodes is applied in x-Folded TM topology
when we concern the routing in this topology, which is presented with details in Sect. 3.
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Fig. 1. x-folded TM topology with size 8 × 8

In [8], x-Folded TM has been introduced and simplified to prove it is a topology with
low diameter and average distance which influence on the network performance. The
main properties for the x-Folded TM topologies are diameter, degree, cost, number of
links and average distance. The most important among these properties are diameter and
average distance, which are maximum and average of the minimum distances between
any two nodes in this topology. Table 1 presents the various topological properties of
Torus and x-Folded TM topologies where n is the number of dimensions and k is the
number of nodes per dimension in each topology.

Table 1. Topological properties

Topology Torus x-Folded TM
Number of links 2k2 2k2−2k
Degree 2n n−1, n, n + 1, 2n
Diameter k k−1
Average distance (ADk) k

2
ADk−1 + k2 − k

k2 − 1
Cost (degree × diameter) (2n × k) (n−1 × k−1) or (n × k−1) or (n−1 × k−1) or (2n × k−1)

3 Routing Algorithm

One of the most important challenges in these networks is how to apply the routing algo‐
rithms between the processors connection without limiting the network performance.
Recently, many approaches have been used to improve the performance of the intercon‐
nection networks. A significant step to achieve high network performance in the intercon‐
nection networks is having efficient communication. Since the packet delivery rate affects
on the dynamic communication performance, the routing algorithm is used to find the
shortest path without deadlock between each source and destination [9–11].
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To solve deadlock problem, new partitioning scheme is developed to improve the
topological performance. The new scheme is to partition x-Folded TM topology into
some specific directions and then to impose the routing algorithm to traverse the packets
without deadlock. The topology is split into three deadlock free partitions (1) X + Y + or
X−Y−, (2) X + Y−, and (3) X−Y +. Following these partitions can be assigned into
purple, blue, and red triangles in x-Folded TM topology. Algorithm 1 presents how to
assign each partition to purple, blue and red triangles.

The applied routing algorithms in this article are deterministic and adaptive routing.
Both algorithms are applied for the x-Folded TM topology. The deterministic routing
scheme determines about packets direction in each dimension only for the routing
between the source and destination pair. A successful route in each dimension when the
packet arrives at the proper coordinates and the distance is zero, then the route will
proceeds to the next dimension. [12, 13]. Second algorithm is adaptive routing algorithm
which by adding adaptive features to the routing can improve the deterministic routing
algorithm. An adaptive routing algorithm is more suitable for dynamic ne works to
choose the routing paths. The chosen path is used if the links are not busy when the
packets arrive. A number of pairs of nodes transmit packets simultaneously using alter‐
nate paths without blocking. The algorithm improves the performance potentially and
its delay is near to deterministic algorithm, however it increases the cost of preventing
deadlock which overwhelms the adaptive routing advantages [14, 15]. Accordingly, the
partitioning scheme considers these two routing algorithms in x-Folded TM topology.
Then, the x-Folded TM topology performance is compared with Torus under both
routing algorithms for verification purpose in this paper.
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4 Simulation Environment

Simulation is carried out by Booksim2.0 simulator [16] to evaluate fairly the perform‐
ance of the x-Folded TM topology along with two routing algorithms. The current
simulator comprises a collection of routers and channels with topologies which defines
the interconnection between routers and channels. By using this simulator, our simula‐
tion is accompanied by a set of parameters which have been presented in Table 2.

Table 2. Simulation setup

Parameter Value
Network size 8 × 8 (k = 8 and n = 2)
Virtual channels 2 VCs
Buffer depth 2 flits
Packet size 8 flits
No. of cycles 10000 cycles

The simulation parameters have significant performance implications to present the supe‐
riority of the x-Folded TM topology under different routing algorithms. In the following,
the applied evaluation metrics are average delay and network throughput. They are highly
dependent on the packet injected rate. The maximum amount of accepted information is
introduced as network throughput (Th) for a particular traffic pattern. The elapsed time for
traversing a packet from any source to any destination is presented as average network
delay (Di). They measure in flits/node/cycle according to Eqs. (1) and (2).

Th =
Total Recieved Flits

Number of Nodes × Total Cycles
(1)

D =
1

Np

.
∑Np

i=1
Di

(
Np: Total Number of Packets

)
(2)

5 Performance Evaluation

For performance evaluation purpose, the deterministic and adaptive routing algorithms
considering uniform, transpose and hotspot traffic patterns are used for router design in
x-Folded TM topology. These routing algorithms are used to find a short and single path
from source to destination between several paths. The simulation results for x-Folded
TM topology compared with Torus are presented in this section.

Under uniform traffic pattern in Fig. 2, the average delay using deterministic and
adaptive routing algorithms for Torus and x-Folded TM topologies are approximately
similar. However x-Folded TM topology saturated earlier than Torus and its saturation
point is 0.009 (flits/node/cycle). In Fig. 3, it is seen that the network throughput for Torus
with deterministic routing is higher than that with using adaptive algorithm and it is
better than x-Folded TM topology under both routing as well.
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Fig. 2. Average delay curves uniform traffic pattern

Fig. 3. Network throughput curves under uniform traffic pattern

Figure 4 depicts a considerable improvement for x-Folded TM topology using deter‐
ministic and adaptive routing with the increase of injection rate under transpose traffic
pattern. Obviously, the network throughput for x-Folded TM is better than the Torus
with both routing in Fig. 5, as there is a direct trade-off between network throughput and
average delay.
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Fig. 4. Average delay curves under transpose traffic pattern

Fig. 5. Network throughput curves under transpose traffic pattern

In the presence of hotspot traffic pattern, there is a considerable reduction in the
average delay of x-Folded TM topology compared with Torus by using adaptive routing
algorithm. This reduction is provided using deterministic routing algorithm as well.
Although, it does not have big difference compared with Torus. The topologies perform‐
ance using both routing algorithms is presented in Fig. 6. For network throughput, as
shown in Fig. 7, x-Folded TM topology has more improvement using adaptive routing
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algorithm in compare with deterministic. The improvement of the x-Folded TM is
presented with increasing the packet injection rate.

Fig. 6. Average delay curves under hotspot traffic pattern

Fig. 7. Network throughput curves under hotspot traffic pattern
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6 Conclusion

Over the years, several research efforts have aimed to propose new topology with applied
routing as essential components to solve deadlock problems in interconnection
networks. In this article, we described x-Folded TM topology as an efficient one to avoid
deadlock while we presented the partitioning scheme on applied routing algorithms as
well. The conclusion is positive effects on the average delay in the presence of various
traffic patterns. In the field of the performance evaluation, it is carried out using simu‐
lation as the main research tool. Torus and x-Folded TM topologies have been evaluated
to show the improvement in the performance of x-Folded TM. The most obvious
advantage of this topology over the other compared topology is a reduction in the average
delay which causes the better performance. In addition, the difference between deter‐
ministic and adaptive routing algorithms used to prove the superiority of adaptive routing
algorithm over the deterministic algorithm in x-Folded TM topology.

Acknowledgement. This research was supported by Malaysian Ministry of Education,
Fundamental Research Grant Scheme (FRGS, Ref: FRGS/1/2014/ICT03/UPM/01/1).

References

1. Feero BS, Pande PP (2009) Networks-on-chip in a three-dimensional environment: a
performance evaluation. IEEE Trans Comput 58(1):32–45

2. Das S, Lee D, Kim DH, Pande PP (2015) Small-world network enabled energy efficient and
robust 3D NoC architectures. In: Proceedings of the 25th edition on great lakes symposium
on VLSI, pp 133–138, New York, NY, USA

3. Chen Y, Hu J, Ling X, Huang T (2012) A novel 3D NoC architecture based on De Bruijn
graph. Comput Electr Eng 38(3):801–810

4. Camara JM, Moreto M, Vallejo R, Beivide R, Miguel-Alonso J, Martinez C, Navaridas J
(2010) Twisted torus topologies for enhanced interconnection networks. IEEE Trans Parallel
Distrib Syst 21(12):1765–1778

5. Moudi M, Othman M (2011) A challenge for routing algorithms in optical multistage
interconnection networks. J Comput Sci 7(11):1685–1690

6. Liu Y, Han J, Du H (2008) A hypercube-based scalable interconnection network for massively
parallel computing. J Comput 3(10):58–65

7. Hafizur Rahman MM, Shah A, Inoguchi Y (2012) On dynamic communication performance
of a hierarchical 3D-Mesh network. In: Park JJ, Zomaya A, Yeo S-S, Sahni S (eds) Network
and parallel computing, pp 180–187. Springer, Berlin, Heidelberg

8. Moudi M, Othman M, Lun KY, Abdul Rahiman AR (2016) x-Folded TM: an efficient topology
for interconnection networks. J Network Comput Appl 73:27–34

9. Valinataj M (2013) Reliability and performance evaluation of fault-aware routing methods
for network-onchip architectures (research note). Int J Eng – Trans A: Basics 27(4):509–516

10. Chiu G-M (2000) The odd-even turn model for adaptive routing. IEEE Trans Parallel Distrib
Syst 11(7):729–738

11. Moudi M, Othman M, Lun KY, Abdul Rahiman AR (2016) Adaptive routing algorithm in x-
Folded TM topology. In: IEEE symposium on computer applications & industrial electronics
(ISCAIE), pp 63–66

378 M. Moudi et al.



12. Borhani AH, Movaghar A, Cole RG (2010) A new deterministic fault tolerant wormhole
routing strategy for k-ary 2-cubes. In: IEEE International conference on computational
intelligence and computing research (ICCIC), pp 1–7

13. Bohm C, Krebs F, Kriegel H-P (2002) Optimal dimension order: a generic technique for the
similarity join. In: Kambayashi Y, Winiwarter W, Arikawa M (eds) Data warehousing and
knowledge discovery, vol 2454. LNCS. Springer, Berlin, Heidelberg

14. Su KM, Yum KH (2008) Simple and effective adaptive routing algorithms in multi-layer
wormhole networks. In: IEEE international performance, computing and communications
conference (IPCCC), pp 176–184

15. Safaei F, Khonsari A, Fathy M, Ould-Khaoua M (2007) Performance evaluation of fully
adaptive routing for the torus interconnect networks. In: Shi Y, Albada GDV, Dongarra J,
Sloot PMA (eds) Computational science ICCS 2007, vol 4490 in LNCS, pp 606–613.
Springer, Berlin, Heidelberg

16. Jiang N, Becker DU, Michelogiannakis G, Balfour J, Towles B, Shaw DE, Kim J, Dally WJ
(2013) A detailed and flexible cycle accurate Network-on-Chip simulator. In: IEEE international
symposium on performance analysis of systems and software (ISPASS), pp 86–96

A Performance Comparison of Deterministic and Adaptive Routing 379



Temporal Citation Network-Based Feature Extraction
for Cited Count Prediction

Ho-Min Park, Yenewondim Biadgie Sinshaw, and Kyung-Ah Sohn(✉)

Department of Software and Computer Engineering, Ajou University, Suwon, South Korea
{simmani91,wondim,kasohn}@ajou.ac.kr

Abstract. The academic data that keeps the advanced knowledge of mankind
continues to increase. Accordingly, researchers have been actively conducted
research to find important ones among the academic data. This study presents new
features for citation count prediction problem. The new features are derived from
the network centrality analysis with time transition variance and are compared
with the existing author, venue, and content features to verify their excellence.
We use coefficient of determination 

(
R2) as a performance measure, and it has

been confirmed that our proposed features are more useful for predicting the cita‐
tion count than the existing features. Along with presenting new features, we have
also attempted time-series analysis to observe whether the features used in the
prediction change their influence with time. Thus, we have found that the influ‐
ence of features does not change much over time.

1 Introduction

We are now living in the big bang era of data. In the world, a lot of data is stored and
circulated. Academic data is one of the most important data that stores the latest tech‐
nology and information. As the amount of academic data grows, we need to classify the
papers which have a more scientific impact. These demands have been around for a long
time and various metrics have been proposed. Typical examples are Eugene Garfield’s
impact factor [1] that measures the influence of the publisher, the H-index [2] that
measures the academic capacity of the author, and the citation count which is the measure
of the academic impact of the paper.

The citation count method of measurement is very useful for automatically finding
highly impact papers from a bunch of academic data. However, this does not mean that
it will still have a high impact for ‘future’ because the papers that are considered “highly
cited” at the present were lowly cited at the beginning. In addition, forecasting the future
potential of scholarly data is something many people want. For example, in the case of
a government agency or corporation, the set of predictive information about citation
count can be used as a guide to determine the future policy. It can also help researchers
determine future research directions.

In recent years, research has been actively conducted to extract important features
from academic data and to use them to view the future performance of scholarly papers
or researchers [1]. Yan et al. have been conducting research to extract and quantify

© Springer Science+Business Media Singapore 2018
K.J. Kim and N. Joukov (eds.), Mobile and Wireless Technologies 2017,
Lecture Notes in Electrical Engineering 425, DOI 10.1007/978-981-10-5281-1_41



information from academic data to predict citation counts [2]. They created a predictive
model that learned the extracted information and applied it to the actual academic search
system [3], and it was a remarkable achievement. Their information extraction studies
have been applied in future studies and used in the model to predict the authors’ H-index
[4], and have shown such changes using graph pattern mining [5, 6].

Bibliographic network analysis, which models the relationship between papers, or
the relationship between authors, is also one of the leading research areas for measuring
academic promise. Some studies have been conducted on engineering, medicine, and
patent areas based on academic data such as PubMed or web of science [7–10].

Iwami et al. calculated centrality features from evolving citation network [11]. They
analyzed the correlation of this centrality with the famous papers in several academic
fields. However, those features were not compared to the features of other research
works. On the contrary, Yan’s research has found many good features but needs an
approach to temporal problems [2]. For example, their study assumes that the model for
predicting the number of citations in 2009 by learning the data for the year 2000, and it
will be able to predict the year 2019 by learning the data for the year 2010. However,
the academic field changes from time to time and we need to make sure that past models
can be used to predict the future.

In this paper, we address two questions raised in the above-mentioned works. First,
how useful is the network feature extraction to find promising papers when compared
to other features? Second, is the point of view fixed for prediction to be compatible with
other data? We run some experiments and analyze the results to find answers to these
two questions.

2 Problem Definition and Data Description

The academic paper corpus of total time span D1:T =
{

D1,… , Dt,…DT
}
 is a set of

document dump Dt which denotes the documents published on time span t and each
document dt∈Dt represents a scholastic paper which published in time span t. Each of
document has citing-cited relations to other documents. The cited count of time t 

(
Ct(.)

)

is defined as

cited
(
dt
)
=
{

d′

s
∈ D1:T :d′

s
cites dt and t ≤ s

}
(1)

C
(
dt

)
=
|||cited

(
dt
)||| (2)

Given a feature matrix Xt which is extracted features from Dt and Ct+Δt that is a cited
count vector at time span t + Δ t, our problem objective is learning an approximation
function 𝔽 (.) that can predict true cited count Ct+Δt from Xt .

The authors in [2–4] used arnetminor citation dataset [12] to train their models. The
arnetminor citation dataset consists of the metadata (title, author, year, abstract, citation
information, etc.) of the thesis. We extracted new features using temporal citation
network as described in Sect. 3. Authors in [2–4] extracted almost 33 features to predict
future citations or author’s H-index as shown Table 1. These features can be divided
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into three categories: author, venue and content. However, we included only 13 features
to our network based extracted features by dropping the remaining 20 features. The
selected 15 features are known to be associated with cited counts.

Table 1. Types and descriptions of existing features [2–4]

Type Feature Description
Author
(Added)

H-index The relationship between the number of citations of an author
and the number of paper of an author [13]

Author rank Rank based on the number of citations received by the author
MPIA The most cited count among authors’ published papers
Productivity Number of papers published by authors
Sociality Number of co-authors working together
Authority Author’s Topic distribution times cited count which he/she get
Versatility Subject range of papers published by author

Venue
(Added)

Venue rank A ranking based on the number of citations in the venue
MPIV Cited count from Venue’s most cited paper

Content
(Added)

Popularity The prospect of the paper based on the number of citations times
topic probability

Recency Number of years since the paper was published
Novelty Subject similarity with papers cited by a given article
Diversity The diversity of topic distribution that the article includes

Author
(Dropped)

TPIA Total past influence of author (total number of citation count)
NOCA Number of co-authors in a document
R.Author Rank Author Rank using only recent N years of data
R.H-index H-index using only recent N years of data
R.Productivity Productivity using only recent N years of data
R.MPIA MPIA using only recent N years of data
R.TPIA TPIA using only recent N years of data
R.NOCA NOCA using only recent N years of data
R.Sociality Sociality using only recent N years of data
R.Authority Authority using only recent N years of data
R.Versatility Versatility using only recent N years of data

Venue
(Dropped)

V.Centality Centrality values of each venues in citation-cited network
TPIV Total past influence of venue (total number of citation count)
R.Venue Rank Venue Rank using only recent N years of data
R.V.Centrality Venue Centrality using only recent N years of data
R.MPIV MPIV using only recent N years of data
R.TPIV TPIV using only recent N years of data

Content
(Dropped)

Topic Rank The rank of topic that a document has
R.Novelty Novelty using only recent N years of data
R.Topic Rank Topic Rank using only recent N years of data
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3 Feature Extraction Based on Temporal Citation Network

In this section, we introduce feature extraction based on the temporal citation network,
a new feature extraction method for citation count prediction, and summarizes the
necessary prior knowledge. The Iwami et al. [11] argued that the feature extracted by
the citation network of the paper can be used to find the paper with the greatest academic
influence in the future. However, two examples of centrality, betweenness and closeness,
do not significantly affect the detection of articles with higher citation counts in previous
papers [14]. Therefore, we use the degree of centrality which is considered to have the
highest correlation, the eigenvector centrality that extends it, and the PageRank as
features. We used NetworkX [15], an open source graph library, to compute Network
features.

Citation network N1:t =
(
VD1:t

, ED1:t

)
 is a directed graph, where each node v ∈ VD1:t

represent a published paper and edge(v, u) ∈ ED1:t
 exists if paper u and v have a cited

relation of Eq. (1).
Centricity is a measure of the relative importance of individual nodes in a graph. The

higher the centroid of a node, the more it acts as a hub or intermediary within the network,
which in turn has a great influence within the network. The centroid can be computed
in various ways, but the disadvantage is that the computational complexity increases
exponentially as the network grows. In this study, degree, PageRank centrality which is
an extended version of degree, in-degree, and eigenvector centrality are calculated and
used for experiments.

The citation network has an increasing shape over time. Since the centrality value is
a relative importance in the network, so it changes over time. Thus, we can obtain the
graph shown in Fig. 1. For example, from this graph, we can extract five kinds of features,
the value itself, slope, height, span, and area. Value is a calculated centrality of the time
span t. Slope means the highest slope value. Height is the largest centrality value of the
whole section. Span refers to the time it takes to reach the maximum value, and area
refers to the cumulative value of the centrality of the year.

Fig. 1. Centrality value graph and features though the time span
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4 Experimental Setup

We calculated 33 features in each year, including 13 Author, Venue, Content features
as shown in Table 1 and 20 network features. We sampled 10,000 training and testing
data from the papers generated from 2000 to 2005. With yt+Δt values, we used citation
counts after 1, 5, and 10 years of each data. For citation count prediction, we used three
representative regression algorithms: Linear Regression, K-Nearest Neighbor, and
Classification and Regression Tree. In this study, we used the code provided by scikit-
learn [16], an open source library implemented in the python language.

To evaluate our proposed method, we used Coefficient of determination. This is a
measure of the degree to which the estimated linear model is appropriate for the given
data. It refers to the percentage of the variable that can be explained by the applied model
among the variation of the response variable. The usual sign of the coefficient of deter‐
mination is R2. Normally, R2 has a value between 0 and 1, and it is said that the closer
to 1 it describes the variable. But in the case of the nonlinear models, such as KNN, a
value less than 0 may be obtained due to the nature of the equation. The formula for
obtaining R2 is as follows.

R2
= 1 −

∑N

i

(
yi − fi

)2

∑N

i

(
yi − ȳ

) (3)

where yi is the true value of the test data and fi is the predicted value through the model.
ȳ is the mean value of the test data set y.

5 Result

5.1 Performance Analysis with Adding/Dropping Features

Table 2 shows the value of R2 when each feature is divided into groups and then only
groups are excluded (Drop) or models are tested using only that group (add). In general,
CART model has the best performance among all models using all features. It is also
found that the probability of predicting a small Δt is high and that it decreases with
decreasing Δt. One of the most noticeable points in the drop section is that the perform‐
ance is improved when all data features are used except for the content feature group.
Therefore, it can be interpreted that the content feature may not contribute to model
learning more than other features. In the left part, it was difficult to predict the model
with fewer features, but it was confirmed that the model using the network centrality
features showed the same or better performance than the full model (Table 3).
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Table 2. Types and descriptions of temporal citation network-based features

Type Feature Description
Degree centrality Area Sum of degree centrality of document until sampling year

Height Highest degree centrality of document until sampling year
Slope Max difference of degree centrality until sampling year
Span The time required to reach the highest point
Value Degree centrality of the sampling year

In-degree centrality Area Sum of in-degree centrality of document until sampling year
Height Highest in-degree centrality of document until sampling

year
Slope Max difference of in-degree centrality until sampling year
Span The time required to reach the highest point
Value In-degree centrality of the sampling year

Eigenvector centrality Area Sum of eigenvector centrality of document until sampling
year

Height Highest eigenvector centrality of document until sampling
year

Slope Max difference of eigenvector centrality until sampling year
Span The time required to reach the highest point
Value eigenvector centrality of the sampling year

PageRank Area Sum of PageRank of document until sampling year
Height Highest PageRank of document until sampling year
Slope Max difference of PageRank until sampling year
Span The time required to reach the highest point
Value PageRank of the sampling year

Table 3. Performance comparison for Add/Dropping features by prediction model and Δt. Bold-
faced ones are the best R2 values in the corresponding year and condition.

Δt = 1 Δt = 5 Δt = 10
KNN LR CART KNN LR CART KNN LR CART

Drop (−) Author 0.486 0.963 0.942 0.539 0.877 0.881 0.446 0.729 0.801
Venue 0.479 0.963 0.942 0.445 0.875 0.881 0.358 0.728 0.715
Content 0.431 0.963 0.943 0.423 0.876 0.882 0.342 0.728 0.808
Net_deg 0.505 0.963 0.942 0.685 0.873 0.814 0.580 0.720 0.799
Net_indeg 0.510 0.891 0.906 0.642 0.860 0.832 0.526 0.727 0.761
Net_eigen 0.475 0.963 0.942 0.511 0.877 0.833 0.418 0.732 0.713
Net_page 0.481 0.962 0.946 0.521 0.877 0.878 0.428 0.720 0.583

Add (+) Author −0.073 0.479 −1.566 −0.054 0.809 −0.400 −0.065 0.710 −0.309
Venue −0.244 -0.038 −0.054 0.011 0.139 0.020 0.035 0.245 0.020
Content −0.224 0.962 −0.808 −0.178 0.873 −0.113 −0.170 0.709 −0.217
Net_deg 0.453 0.012 0.872 0.762 0.032 0.831 0.663 0.016 0.639
Net_indeg 0.595 −0.116 0.948 0.846 −0.064 0.881 0.717 −0.025 0.745
Net_eigen 0.027 0.039 0.019 0.250 0.070 0.039 0.193 0.052 0.034
Net_page 0.386 0.013 0.894 0.616 0.021 0.687 0.658 0.017 0.567

Full All 0.481 0.963 0.943 0.521 0.876 0.881 0.428 0.729 0.730
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Figure 2 shows a separate visualization of the R2 value of the CART model. Drop
shows normal performance near 0.7 and 0.8 without significant difference in perform‐
ance. On the contrary, the add group which selects only one feature group shows that
degree, indegree, and PageRank centrality perform better. In other words, the network
centrality is a relatively good feature when compared with existing features.
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Drop group Add group
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ALL Author Venue Content
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Fig. 2. Performance comparison when the group of features is created or removed by each feature
group. ALL, the leftmost one, means 𝐑2 value when all features are used.

5.2 Importance Change Through Time

In analyzing the related research works, we felt that the data have a time series charac‐
teristic, whereas the experiment is fixed at a certain point due to the characteristics of
the regression model. In the case of the Content feature, there is no problem, but in the
case of Author, Venue, and Network, the features change over time, so we need to make
sure that the predicted model with fixed viewpoint can be used in the future. Figure 3
shows the relative R2 values of features in each of these years. According to the figure,
the importance of the remaining models is not significantly changed by feature.
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Fig. 3. Comparison of feature importance change from 200 to 2005 (𝚫𝐭 = 10), We used Drop 𝐑2

values as relative performance measure.

6 Conclusion

In this paper, we have added new features to the existing cited count prediction problem
and analyzed its usefulness. The new features were obtained by centrality values of (in)
degree, eigenvector and Page Rank algorithms from the citation network and the time
transition of its value such as the slope, area, and top. The obtained features have higher.
values compared to the existing Author, Venue, and Content class features, which means
new features will help predict the number of citations in future papers. In addition, we
found that the time-dependent changes did not significantly affect the importance of each
feature.

Finally, we will further refine the features extracted by future research to improve
the prediction system and make it an application that can be practically used and confirm
how the actual results are applied. We also plan to provide a better way to solve the cited
count prediction problem by finding a model that can more accurately reflect the time
series characteristics of academic information data.
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Abstract. In this paper, a Workflow-net based mathematical framework called
Secure Workflow-net is proposed to enhance security attributes of service-
specific overlays (SSO). The framework checks for resource accessibility privi‐
leges on an overlay node and grants access whenever credible. A formal method
is provided to determine the accessibility and availability of resources intended
for service subscribers. Additionally, a closed form theorem for framework
soundness and lemmas to study the characteristics of the framework are intro‐
duced. Simulation results demonstrate how task coverage can still be achieved in
an adequate timely manner when considering security issues to construct service
composition workflows.

Keywords: Petri-net · Workflow-net · Security · Overlay network · Service-
specific overlay · Fog-to-cloud

1 Introduction

Overlay networks are created as an abstraction layer to the underlying physical network
using software to run multiple virtualized network layers to provide application,
networking, or security benefits [1]. With the emergence of the fog-to-cloud (F2C)
computing paradigm [2], edge nodes such as mobile devices are used to provide
computing, storage and networking services to achieve load balance among clouds and
fogs, reduced network bandwidth usage, and energy efficiency for data centers [3, 4].
The composition of service-specific overlays (SSO) still plays an important role to
achieve the requirements of F2C computing systems. Services are composed using edge
nodes to provide composite and enhanced services needed for cloud subscribers.

Petri-net provides a solution towards service composition in which the available
capabilities of edge nodes are merged together to achieve the requested task [5]. Work‐
flow-net provides an extension to Petri-net and has been adopted lately for service
composition to produce a more robust and sound solution [6]. Information system
security has been a hot topic for many decades, e.g. [7]. An information system is
considered to be secure if it has well-defined security measures and characteristics such
as authenticity, confidentiality and integrity [8]. Security in service composition has
been considered in the literature [9, 10], but has been overlooked when Workflow-nets
are used to compose services. In this paper, a closed form Workflow-net based
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mathematical model is proposed that ensures such security characteristics are satisfied
both structurally and behaviorally. The solution is an extension to Workflow-nets in
which we call it Secure Workflow-net.

This paper is organized as follows: Sect. 2 outlines some of the previous work in
information security for service composition. Section 3 provides an introduction and
overview to what Petri-nets and Workflow-nets are and their characteristics. Section 4
models the service overlay composition problem using Workflow-net. Section 5 illus‐
trates the proposed Secure Workflow-net framework and presents a theorem and lemmas
along with their proofs. Simulations are conducted in Sect. 6. Finally, Sect. 7 concludes
the paper.

2 Related Work

Secure service composition solutions have been discussed earlier. The authors in [11]
present a privacy preserving access control model and framework for secure service
provisioning and composition. To create secure service compositions, the solution ranks
possible chains of composite services according to the users’ preferences and sensitivity
level of their data. An access request for a service is permitted if the requester’s attribute
certificates, contextual conditions, and privacy preferences are in compliance with the
access control policies specified by the service provider. In [12] the authors propose an
information declassification mechanism used for secure service compositions. The
declassification mechanism is based on cryptographic operations and information flow
security requirements. Mobile service nodes then cooperate with each other to complete
the secure composition procedure.

Varadharajan [13] proposed an extended Petri-net which can be used to model infor‐
mation flow security requirements. In his work, the author proposed the concept of
tokdata which are tokens that flow according to the carried data based on a defined
function. Castano et al. [14] proposed a tool for verifying, during the system security
design, security properties of data used by complex applications to improve the overall
security policies. Their research is based on colored Petri-nets [15]. Knorr [16] proposed
an approach for access control using what he called an access control matrix using
Workflow-nets. Juszczyszyn [17] addresses important problems met when imple‐
menting mandatory access control policies in complex distributed systems. The author
also presents formal security models using colored Petri-nets. Mikolajczak also
proposed a colored petri net approach for modeling security in information systems [8].

Despite the abundant existing studies on security in service composition for overlay
networks, to our knowledge, the presented work is the first to employ a secure Workflow-
net solution that can be used to compose SSOs which provides aid for the F2C computing
paradigm.

3 Petri-Nets and Workflow-Nets

A Petri-net is a directed bipartite graph with two types of nodes, namely places (circles)
and transitions (solid rectangles). Transitions model actions that may occur. Places are
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pre- or post-conditions for the transitions in which they are connected to. Places and
transitions are connected via directed weighted arcs. If these arcs are not weighted then
the weight is assumed to be one. These integer weights determine the number of activ‐
ities that flow from places along the arcs per transition. Activities are called tokens
(small solid circles that reside in places). The distribution of tokens over places is called
a marking. Figure 1 depicts an example of a Petri-net structure.

Place

Token

Arc

Transition

2

Weight

Fig. 1. The structure of a Petri-net.

When arcs run from places to a transition, these places are considered input places
to the transition. On the contrary, when arcs run from a transition to places these places
are considered output places to the transition. A transition in a Petri-net is enabled if and
only if there are tokens in all the input places to the concerned transitions and each input
place contains a number of tokens that is greater than or equal to the weight of its
connecting arc. After a transition is enabled, it will eventually fire by consuming tokens
from its input places and producing tokens in its output places.

Workflows have been used in the management of distributed information systems
[18, 19]. Workflow-nets (WFnet) are used to model the structural and dynamic behaviors
of workflows. The structural behavior of a workflow defines task dependencies and their
structure which guarantees the desired output. The dynamic behavior of a workflow is
how the structure of the workflow reacts online with activities that are handled by the
workflow. A Workflow-net is a special type of Petri-net that has two special places, i
and o, where i is the only place that does not have any input transitions and o is the only
place that does not have any output transitions. Nodes i and o are called the source and
sink nodes. Workflow-nets are preferred over normal Petri-nets in distributed systems
due to the fact that they guarantee the success of a process. This supports the property
of soundness which is described next. The following are definitions for Workflow-nets
and their characteristics.

Definition 1 (Workflow-net). A Petri-net ℵ is considered a WFnet if and only if:

1. ℵ has an input place i, where i = ∅.
2. ℵ has an output place o, where o = ∅.
3. If a transition t* is added to ℵ such that t∗ = o and t * = i, the Petri-net ℵ * becomes

strongly connected, where t* is a transition that connects the input to the output of
WFnet.

In the above definition, i is the set of all input transitions to place i and o is the set
of output transitions from place o. When a Petri-net is strongly connected, there is a
sound path between any two transitions in the net. One of the Petri-net properties that
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is considered essential to Workflow-nets is the property of soundness. Soundness guar‐
antees that a Petri-net will eventually terminate and, at that moment, there will be tokens
in the output place and all other places will be empty. This means that all activities will
reach the output place.

Definition 2 (Soundness of a Workflow-net). A WFnet is sound if and only if:

1. ∀M ∈ |Mi⟩, Mo ∈ |M⟩,
2. ∀Mk ∈ |Mi⟩, if Mk ∈ |Mo⟩ then M = Mo and
3. ∀t ∈ T , if ∃M ∈ |Mi⟩, then t ∈ |M⟩.
where M is a marking of the WFnet, Mi is the input marking, Mo is the output marking,
Mk is the marking at time k and t is a transition.

4 Modeling SSOs as Workflow-Nets

The service composition problem is modeled as a set of actions that must be performed
in sequence to achieve the requested task. We assume that each action is performed by
an overlay node. For instance, assume that a cloud subscriber is requesting a particular
service that may not exist at a single edge node nor the cloud (e.g. a media content with
certain modifications and enhancements). To provide the subscriber with the requested
service, an overlay must be constructed using the edge nodes (Fig. 2). Each edge node
performs an action, such that a sequence of actions performed by multiple edge nodes
will lead to the composite requested service.

Fog Layer

Cloud Layer

Service-Specific 
Overlay

Edge Nodes

Virtual Nodes

Fig. 2. Service composition through an overlay.

The composed SSO is modeled using a Workflow-net, in which workflow transitions
perform actions (i.e. actions performed by an overlay node). As defined in Sect. 3 actions
are represented as tokens residing in places (i.e. events preceding the appliance of
actions). A transition executes (i.e. performs an action) after being enabled. The result
of the execution is the removal of tokens from each of the transition’s input places and
the creation of tokens in each of its output places. Figure 3 depicts a Workflow-net model
for the service composition process example outlined in Fig. 2. The figure outlines a
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media service composition problem that requires the addition of media enhancements
to the original media content to produce a composite media service. Each transition
characterizes an action that must be carried out by an overlay node. Each place depicts
an overlay node with an action (service) awaiting to be applied (added) to the media
content. As the media content (represented as a token residing in a place) is modified
by the nodes, the token will eventually end up residing in the last place (i.e. last overlay
node to add a media enhancement).

P2

Original Media 
Content

Other service 
composition actions

P3

P1

P5

Encode media to 
different format

Media with 
different encoding 

format

Add subtitles

Media with 
different encoding 

format and 
subtitles

Composite 
Media

Content

Fig. 3. Workflow-net model for a service composition process.

5 Constructing a Secure Workflow-Net Framework

5.1 Security Constraints

According to [8], an information system is considered secure if it satisfies certain prop‐
erties. The following outlines those properties:

Confidentiality and Data Secrecy (𝝌): is the availability of network resources (node
services) and data for only those who are entitled to access such concerned resources
and data. We mathematically define confidentiality as follows:

𝜒(a, r) =

⎡⎢⎢⎣
x1, x2,……

…………

……… , xk

⎤⎥⎥⎦
(1)

where X = x1, x2,… , xn is a vector that represents different access levels. If
𝜒(3, 4) = x6, this means that node a3 has access level x6 on resource r4.

Service Integrity (𝝍): is the availability, reliability and completeness of the network.
The availability of resources is demonstrated though a vector as follows:

V =
[
v1, v2,……… , vk

]
(2)

where vi is the availability of a resource identified by index i, and k is the maximum
number of resources.

To assign a resource to a node, two conditions must be satisfied:

1. The resource has to be available.
2. The node must have an accessibility privilege to that resource.
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which is mathematically represented by the following equation:

∀S
(
ai, rk

)
,∃𝜒

(
ai, rk

)
and vk ≠ 0, (3)

where S is the assignment probability, ai is node i in the network, rk is resource k, and
vk is the availability of that resource. The assignment probability matrix is the product
of the availability vector and the transpose of the accessibility matrix:

S =
[
V × 𝜒T

]
(4)

Data Integrity (𝜹): is the availability and reliability of the data. As mentioned earlier,
in this work, we do not distinguish between data, software or hardware as they are all
resources (services) and therefore the model proposed in Sect. 4 applies.

Authentication (𝜶): is the process of checking assertions. In this context, we claim that
𝛼 is the process of deciding whether or not to place a process token in the workflow input
place as will be seen in the proposed solution.

Non-repudiation (𝜛): is a constraint that prevents the node from resource access
denial in cases in which it has already been granted access. This is ensured by the struc‐
ture of the framework as will be seen later in the next section.

5.2 Proposed Secure Framework

The proposed framework is an extension to Workflow-net that contributes to achieving
security in SSOs. We call the new extension Secure Workflow-net WFs, and is mathe‐
matically defined as follows:

WFs =< WFnet, A,𝜒 , R,Π, 𝜉 > (5)

where WFs is the structural workflow that defines the process, A is the set of nodes
available for service composition in the network, 𝜒 is the accessibility of every node to
resources, R is the set of available resources, Π is the routing mechanism that routes
resources into their sub-workflows, and 𝜉 is a sub-Workflow-net that binds the input to
the output for access rejection or error handling cases.

For a WFs to be structurally valid, the following constraints must be satisfied:

1. WFnet is a sound workflow net,
2. ∀r ∈ R and a ∈ A,∃(a, r) ∈ 𝜒,
3. Π ∩ WFnet ≠ 0,
4. 𝜉 is a sound WFnet that binds input with output.

The main Workflow-net modeling the composition has to be a sound Workflow-net.
The nodes have some defined access level on resources. The routing mechanism is tightly
bound to the Workflow-net to guarantee the flow of tokens to the right sub-workflow.
There is also a sub-workflow that drives the access rejection tokens to the output.
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The following demonstrates the soundness of the secure Workflow-net though a
proposed theorem of soundness and a set of lemmas.

Theorem 1. A secure Workflow net ℵ is sound if and only if:

1. ℵ is a structurally valid WFs,
2. ∀Mi, Mi ∈ |MΠ⟩ and Po ∈ |Mi⟩,
3. ∀ai ∈ A and rj ∈ R,∃𝜒

(
ai, rj

)
 such that MΠ(0) > 0 or M𝜉(0) > 0.

We prove this theorem by showing that if ℵ is sound, then the four structural validity
conditions of WFs are satisfied and vice versa.

Proof: First we proof that if ℵ is sound then the four conditions are satisfied:

1. Since ℵ is a sound Workflow-net,

2. then ∀M(0), M
(
P0
)
∈ |M(0) 〉, or 𝜉 ∈ M(0) and M

(
P0
)
∈ 𝜉,

3. then WFNet is a sound Workflow-net.

4. Since ∀M(0), M
(
P0
)
∈ |M(0)⟩,

5. then there will always be r ∈ R and a ∈ A,∃(a, r) ∈ 𝜒.
6. Since the reachability is satisfied,
7. then WFi in |Πo,
8. then if ℵ is sound then the four conditions are satisfied.

Now we proof that if the three conditions demonstrated in the theorem are satisfied,
then ℵ is a sound secure Workflow-net WFs.

1. Since ℵ is a structurally valid WFs,

2. then ∀M
(
P0
)
, M

(
P0
)
 in |M(

Pi

)⟩,
3. Since M

(
P0
)
 in |M(Π)⟩,

4. then Π and WFs are two connected workflows and M
(
WFi

)
∈ M

(
Πo

)⟩,
5. Since ∀ai ∈ A and rj ∈ R,∃𝜒

(
ai, rj

)
 such that MΠ(0) > 0 or M𝜉(0) > 0,

6. then there will always be marking Mo in the WFs that corresponds to input Πi,
7. then WFs is a sound secure Workflow-net.

Lemma 1. If ℵ is a sound secure Workflow-net then ℵ is structurally valid.

Proof: 

1. Since ℵ is a sound Workflow-net,
2. then ∀M ∈ Π, M will eventually reach the output place Po,
3. then WFNet is a sound Workflow-net,
4. Since a marking M corresponds to the association of a resource to a node,
5. then ∀r ∈ R and a ∈ A,∃(a, r) ∈ 𝜒,
6. Since the structure is a sound workflow,
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7. then Π ∩ WFNet ≠ 0 for the token to reach the output,
8. Since there is a possibility of rejection and yet the token will end up being the output

place in any case,
9. then 𝜉 is a sound Workflow-net that binds the input with the output,

10. then if ℵ is a sound secure Workflow-net then ℵ is structurally valid.

We define the node demand coverage to be the property for the process to assign a
set of resources to nodes that have access to them when required. If the Workflow-net
is sound, then resource assignment will occur if resources are accessible. On the contrary,
a rejection token is sent to the output of the Workflow-net if no resource assignment is
possible.

Lemma 2. If ℵ is a sound secure Workflow-net then ℵ satisfies the property of node
demand coverage.

Proof: 

1. Since the WFS is sound,
2. then for every resource access request there will eventually be an output,
3. then for nodes that have access to resources, a resource access grant will eventually

occur,
4. Therefore the Workflow-net satisfies the property of node demand coverage.

6 Simulation Results

We developed a simulator to test the proposed framework. The problem was generalized
to test the system’s capability regardless of the type of service requested. Three different
solutions were considered: a cooperative non-secure Workflow-net, a cooperative secure
Workflow-net, and a non-cooperative solution. The first considers a solution which uses
a cooperative service composition technique developed in [18]. The second solution
considers a similar cooperative model as in [18] but adds a layer of security as described
in the previous section. The third solution disregards node cooperation and hence serv‐
ices are composed using a single overlay node. The goal of these simulation tests is to
empirically demonstrate that our definition of secure Workflow-net is correct and that
compositions can be adequately established.

The input to the simulator consists of a process in the form of a linear logic expression
with operators described in [18]. Other input parameters consist of a set of nodes, each
with a set of resources, expressed as Workflow-nets. Each resource corresponds to one
action defined in the process, along with the cost associated with performing that action.
Actions that are not part of a node’s set of resources have their cost set to infinity. A
uniformly distributed random variable is used to first determine the initial set of
resources. When a node is granted access to a resource, the cost for executing the action
is randomly determined with a normally distributed variable.

When the generated nodes’ resources are insufficient to provide a complete compo‐
site service, the simulator terminates with infinity as a cost for execution. Otherwise,
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the cooperative process is constructed and executed. For simplicity reasons, the execu‐
tion time is computed as the total execution cost in the Workflow-net.

We first examined the delay incurred to complete a certain number of service
requests. The results depicted in Fig. 4(a) show that the non-cooperative solution incurs
the most delay when compared with the other two cooperative solutions. Although both
cooperative solutions show that the time needed to complete the service requests stabil‐
izes as the number of service requests increase, the secure composition method incurs
a small delay penalty compared to the non-secure composition approach (230 time units
for the secured cooperative approach vs 200 time units for the non-secure cooperative
method when 10 service compositions are requested).
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Fig. 4. Service composition delay, (a) Time needed to complete requested services, (b) Time
needed to complete service actions, (c) Time needed to complete service request using multiple
nodes.

The second evaluation considers a service request which requires a set of actions to
be performed to achieve the task. Results depicted in Fig. 4(b) show again that the
cooperative approach outperforms the non-cooperative method. The secure cooperative
approach incurs a small delay and shows similar time delays for the composition (42
time units for the secure cooperative approach vs 39 time units for the non-secure coop‐
erative method when 10 actions are required to fulfill the composition request).

Finally, we evaluated the performance of the secure cooperative method as the
number of nodes used for cooperation increases. Results shown in Fig. 4(c) prove that
the secure approach does not incur an increased time burden compared to the non-secure
approach. With the availability of 10 nodes to be used for cooperation, the delay is 16
time units for the secure approach vs 13 time units for the non-secure approach.
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Overall, the secure service composition technique provides robust results with
minimal delay overhead. Although the non-secure approach outperforms the secure
method, the burden of using a non-secure approach outweighs the benefits.

7 Conclusion

This paper proposes a secure Workflow-net framework used to compose service specific
overlays for cloud networks. The mathematical Workflow-net based model ensures that
security characteristics are satisfied both structurally and behaviorally. The framework
checks for resource accessibility privileges on an overlay node and grants access when‐
ever credible. Simulation results show that the proposed technique incurs minimal delay
overhead when composing service overlays.
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Abstract. Sequence diagrams are widely used to model the interactions between
objects in an information system. This paper presents a method and develops a
tool for comparing UML sequence diagrams to facilitate tracing the technical
specification change. The change log is generated to report all the affected
elements. The traceability graph associated with the new version of sequence
diagram is also constructed to illustrate the updated dependency among compo‐
nents. The proposed automation approach would benefit software process
improvement for change impact analysis. In addition, the output generated from
the implemented system could fasten the tedious documentation chore.

Keywords: Requirements management · Traceability · Sequence diagram ·
UML · Software process improvement

1 Introduction

During the analysis and design phases, or the development of the evolving system,
sequence diagrams can be used for behavioral modeling to provide understanding of the
control flow of a use case scenario by time. Due to requirement changes, several versions
of sequence diagrams will be created. For projects with the immature requirements
management process, this would result in waste of resources, much of rework, and may
end up with poor quality software product.

In some organizations, the new version of sequence diagram describing the changed
technical specification is used as referred document for change impact analysis. This causes
difficulty for manually tracing the changes. The rework process is also defect-prone due to
human-error. This research thus presents a method and develops a tool for comparing UML
sequence diagrams to facilitate tracing the technical specification change.

In literature, Grischick [1] presents an algorithm to compare two class diagrams and
visualizes the differences. Filho and Lencastre [2] present a literature review about tracea‐
bility visualisation techniques. A rule-based approach is described how to automate the
generation of traceability relations and creation of HTML reports of traceability relations.

2 Background

2.1 UML Sequence Diagram

A sequence diagram is a dynamic model that shows the explicit sequence of messages
passed between objects in a defined interaction [3]. An interaction basically involves
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objects, operations, and messages. Objects have behaviors that are described by operations
or implemented as methods. Each object also can send and receive messages which are
function or procedure calls to tell another object to execute one of its behaviors. Since
sequence diagrams emphasize the time-based ordering of activities taking place among a
set of objects, they are generally used throughout software analysis and design phases for
understanding real-time specifications and ensuring complete construction of all classes.

2.2 Traceability Graph

In a traceability graph, artifacts are represented as nodes. Nodes are connected by edges,
if a trace link between the artifacts exists. Traceability graphs can be used to help manage
requirements change. By navigating through the graph it is easy to identify the artifacts
affected from changes or the missing links as a hint to create required artifacts. The
probability to overlook related artifacts is then reduced. Referring to [4], traceability
graphs allow getting an overview on the links exploratively and are characterized by a
high information comprehension ratio.

3 Research Methodology

The proposed methodology to compare sequence diagrams for tracing the technical
specification change is depicted in Fig. 1. The implemented system requires the input
of UML sequence diagram is created by the free online tool− WebSequenceDiagrams.
And the output of traceability graph is generated by Graphviz [5], which is a package
of open-source tools that supports rendering graphs specified in DOT language scripts.

UML Sequence 
Diagram 

Transform from
diagram to description 

UML Sequence 
Diagram (.txt)

Create DOT 
Markup script

Compare differences 
with previous version

Description of 
differences (.txt)

Generate Report

Change Report Traceability 
Graph (.JPEG)

Visualize 
Traceability 

Previous Sequence 
Diagram (.txt)

Fig. 1. Comparison of sequence diagrams for technical specification change.

3.1 Transform from Diagram to Description

Initially, the input of UML Sequence Diagram is converted to description in text file
(.txt). Example of a sequence diagram in .txt is shown in Fig. 2. Table 1 describes the
notation and the syntax of some elements contained in the sequence diagrams created
with WebSequenceDiagrams.
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Fig. 2. Example of sequence diagram in .txt file.

Table 1. Notation and syntax of sequence diagram elements by WebSequenceDiagrams.

Notation Syntax of Sequence Diagram Elements  
Life line <web service> :

Example
User Interface : 

Message Requset <web service> -> <web service> : message 

Example
Kony Middleware  -> Xpress : Service: AcctInq

Message Response <web service> -->- <web service> : message

Example
Xpress -->- Kony Middleware : Response: Account 
Inquiry

Activation <web service> ->+<web service>: message

Example
Kony Middleware ->+ Kony Middleware : send 
receivedDate in response

Combined Fragement alt message
<web service> -->- <web service>: message

else message
<web service> -->- <web service>: message

End

Example
alt If from account status is not equal 0 or 1 not allow 
transfer

Kony Middleware -> User Interface :  response to 
show error messge
else message
end
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3.2 Compare Differences with Previous Version

The text comparison of sequence diagrams in .txt files is carried out line by line using
Java function. The result is .txt file containing the description of differences, which in
turn is the input for generating change report.

Figure 3 illustrates the example sequence diagram as the input for comparing with
the previous version of sequence diagram as depicted in Fig. 4. The result of change
report is generated as shown in Fig. 5. The change items reported in Fig. 5 are tantamount
to those light grey frames denoting technical specification changes shown in Fig. 3.

Fig. 3. Example sequence diagram for comparison against the previous.
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Fig. 4. Previous version of sequence diagram used for comparison.

Change Type Previous version New version
Add new service 
provider

Kony Middleware 
Xpress

Kony Middleware
Xpress 
CRMDB

Rename web service Service: getBankInfo Service: getBankList

Rename Message 
Response

Response: Bank Information Response: Bank List

Rename Activation Kony Middleware: calculate 
received date add set the 
value in session

Kony Middleware: 
calculate received date

Add new alternative alt If EBA count is 
one and EBA is other bank
Kony Middleware -->- 
User Interface  
: response to show error mes-
sage
else 
end

Fig. 5. Result of generated change report.

3.3 Create DOT Markup Script

The graph description language, DOT [6], is a plain text for defining a graph but it does
not provide facilities for rendering the graph. The mapping from sequence diagram
components in .txt file to DOT syntax as shown in Table 2 is carried out using the
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algorithm described in Fig. 6. The result of DOT markup script associated with the input
of sequence diagram (Fig. 3) is shown in Fig. 7.

Table 2. Mapping from sequence diagram components (.txt) to DOT syntax.

Change Type Sequence Diagram Component (.txt) DOT Syntax
Add new service 
provider 

Kony Middleware -> CRMDB Subgraph cluster {
Node [style=filled];

Color = Green;
  Label = “CRMDB” 
……….
}

Rename
web service

Kony Middleware -> Xpress: 
Service: getBanklist

getBanklist [fontcolor = 
blue]; 

Change Message 
Response 

Xpress -->- Kony Middleware : Re-
sponse: Bank List

Bank_List -> getBanklist 
[style=dashed, col-
or=blue]; 

Change Activation Kony Middleware ->+ Kony Middle-
ware : calculate received date 

Label =”calulate received 
date”,fontcolor=blue, font-
size=10];

Add new alternative alt If EBA count is one and EBA is 
other bank
Kony Middleware -->-User Interface: 
response to show error 
message
else
end 

Alt [label=”If EBA count is 
one add EBA is other bank,
shape=none, color
=yellowgreen, font-
size=10];

Fig. 6. Algorithm for comparing differences and creating DOT Markup script.
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Fig. 7. DOT markup script associated with new version of sequence diagram.

3.4 Visualize Traceability

In this work, Graphviz is used as the tool for rendering the traceability graph from the
DOT file obtained from the previous step. Figure 8 illustrates the traceability graph
associated with the sequence diagram depicted in Fig. 3. The traceability graph of the
previous version of sequence diagram (Fig. 4) is illustrated in Fig. 9.

Fig. 8. Traceability graph associated with new UML sequence diagram.
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Fig. 9. Traceability graph of previous version of UML sequence diagram.

4 Conclusion and Future Work

Manually compare sequence diagrams to detect changes in technical specification is
error-prone. The automation approach presented in this work would promote software
process improvement in an organization, that is, reduce resource consumption, less
rework and defects. Currently, the implemented system simply supports the comparison
of sequence diagrams created with WebSequenceDiagrams. Further development would
be the enhancement of the system to be able to compare UML sequence diagrams with
the underlying XMI format.
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Abstract. With the dramatic increase in demands for high-performance network
service, practically in advanced scientific research, as well as commercial internet
service, the performance of data transfer for the huge amount of scientific exper‐
imental data and medical data, genome data is the key element that enables
advanced global collaborative research. These activities require a guaranteed end-
to-end (ETE) network performance and sophisticated network management
framework for the ETE network. This paper suggests an isolation algorithm of
problem location with multi-agent approach isolation algorithm of problem loca‐
tion with multi-agent approach ETE network performance management frame‐
work with Case-Base Reasoning (CBR) approach and multi-agent approach. It
will enable a preliminary and proactive performance management for ETE
network.

Keywords: Case-Based Reasoning · Network performance · Multi-agent
approach · Flow monitoring

1 Introduction

With the dramatic increase in demands for high performance network service, practically
in advanced scientific research, as well as commercial internet service, the performance
of data transfer for the huge amount of scientific experimental data and medical data,
genome data, and observation data is key element that enables advanced global collab‐
orative research like high energy physics (HEP), astronomy, climate change, medical
science, etc. If the performance of data transfer were not guaranteed, their researches
couldn’t achieve successful results and even more, the researches couldn’t start to do.
These applications require a guaranteed ETE (end-to-end) network performance and
sophisticated network management framework for the ETE network. To cope with all
these requirements, there is an increasing need for skilled experts to be able to rapidly
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respond to issues and to use their experience, expertise, and knowledge to help solve
users’ problems quickly and efficiently.

The key issue to manage the network performance is how to simultaneously manage
both network component and end-system component. It means, in order to build high-
performance data transfer environment, the knowledge of network expert as well as the
knowledge of end-system expert should be needed together. It is not easy for network
operators alone to diagnose the fault of ETE network performance in totality. Also, the
operator of the end-system couldn’t comprehensively understand and troubleshoot the
fault about the degradation of data transfer performance by himself. Furthermore, the
administrators of network and system who is represented by experts in each field as well
as application researchers who want to transfer huge amounts of data are mostly not
familiar with cooperation and sharing the knowledge for figuring out the performance
issue. For this reason, the concrete network performance management and a support
system are definitely required [1].

This paper suggests a sophisticated ETE network performance management frame‐
work with Case-Base Reasoning (CBR) approach and multi-agent approach. It will
enable a preliminary and proactive performance management for ETE network.

The organization of the paper is as follows. We first highlight some network
performance enhancement and ETE flow measurement and monitoring technologies in
Sect. 2. Detection the problem location with distributed multi-agent, isolation algorithm
is presented in Sect. 3. Section 4 demonstrates the retrieval effectiveness of the proposed
CBR system. Finally, the paper concludes in Sect. 5.

2 ETE Flow Measurement and Monitoring

2.1 Netflow and Argus Framework

In general, Netflow is used to collect flow data from Cisco. Though it is the most popular
employed solution for flow measurement, there is a reliable issue about the gathered
sampled flow records. Sampling normally decreases the amount of processed data and
reduces the consumption of storage, but the reliability of the flow data depends on the
sampling ratio. Tiago Fioreze, et al. investigated the trustfulness of measurement
performed using the popular NetFlow monitoring solution with different sampling ratio
when elephant flows are especially observed for the hybrid network [2, 3]. They showed
that NetFlow provides reliable information regarding octets and packets. However, the
flow duration reported when sampling is employed tends to be shorter than the actual
duration.

As shown in Fig. 1, ARGUS is the network Audit Record Generation and Utilization
System based on the flexible open source software developed by Carter Bullard [4].
ARGUS is next-generation network flow technology using advanced network flow data
for network forensics and could be used for network operation, performance and security
management. ARGUS is composed of the comprehensive network flow data generator,
the ARGUS sensor that generates network bi-directional flow records at line rate.
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Fig. 1. ARGUS system design [4]

ARGUS is composed of sensing and sending network flow (argus), distribution and
collecting argus flow data (radium), processing the argus flow data (ra*), archiving the
flow data into the database (rasplit/rasql). ARGUS framework provides the direct use
of argus data and databases are radium(), which collects the flow data and transmits it
to a collecting node, and achieving the flow data into a database using API that is
supported by ARGUS framework; the two MySQL programs, rasqlinsert() and rasql().

2.2 Flow-Based Large-Scale Network Monitoring

Richard A. Becker et al. attempted to visualize network data like network topology (link/
node), network flow and geography in a single interface [5]. Practically in the visual
cluster, displaying a great number of connection or flow with a single lie is challenging.
SeeNet lets users adjust the visualization parameters of the map to manually reduce
cluster and provides alternative designs to link maps. They also tried to display statistics
from the internet that shows country-to-country traffic across the NSFNET/ANSnet2
backbone.

The Monitoring Agents in A Large Integrated (MonALISA) is global scale near real-
time monitoring framework developed by Caltech and UPB to manage main data flows,
traffic volume and quality of connectivity and used in USLHCNet production network
including CMS, ALICE, ATLAS, and UltraLight [6]. It provides the presentation of
each network topology like physical network layer, Layer 2 circuit network topology
and Layer 3 routed network topology. But it’s not easy to monitor the elephant flow data
among all flow data on the specialized network with MonALISA framework.

GLORIAD Insight is developed by the GLORIAD (Global Ring Network for
Advanced Application Development) Team to address improved operations, perform‐
ance and security of research and education network as core cyber-infrastructure for
deep monitoring of network traffic based on Argus network monitoring and measure‐
ment software and other open source software. As shown in Fig. 2, GLORIAD Insight
supports rich array statistics about GLORIAD network about traffic load, packet loss,
application protocols, and so on. It is offered as a community-built and maintained
system-constructed solely on open-source tools and available.
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Fig. 2. GLORIAD insight system [7]

3 A Multi-agent Approach to ETE Network Performance
Management

3.1 Distributed Multi-agent Architecture

In traditional media-shared LAN environment, there was significant performance degra‐
dation in simultaneously transferring data on several nodes. Today’s the intelligent switch
could separate collision domain with mesh topology among nodes and provides much high-
performance transmission capability on more than 1Gbps network environment. The
border network that interfaces between the campus network and external network like
Internet service provider’s carrier network has many issues about degrading network
performance. For example, the performance of the border router including the queue size
of the interface and security issues including the performance of the firewall and location
of the firewall have become the potential cause of the performance degradation. In addi‐
tion, the path MTU configuration could result in the performance degradation if it was not

Fig. 3. General distributed multi-agent architecture
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well configured in ETE whole path. The proposed multi-agent architecture, as shown in
Fig. 3, detects the problems through testing the connectivity and the performance of the
network and communicating with the agent in other network areas.

3.2 Isolation Algorithm for Problem Location with Multi-agent

This paper proposes an isolation algorithm for problem location with multi-agent for
host x and host y can also be called, divide-and-conquer mechanism, in order to identify
the problem location by interacting with agents. In order to identify the location of a
performance problem, the result of throughput test from host x to host y and the result
of throughput test to each agent is compared and then the problem location is determined.
Practically by comparing throughput from host x to Agent_R and throughput from x to
host y, problem domain is narrowed to a specific domain.

Fig. 4. Flowchart of isolation algorithm for problem location

First of all, if the host itself has a problem issue or not is determined by testing
throughput from an Agent_L to host y. Thus, the host that transfer the data is checked
for the performance issue of the host like transfer tool, status of NIC, congestion control
algorithm, tcp_timestamps, tcp_mem in the kernel and so on. Next through the
throughput test from Agent_B that connect to backbone router of host x’s campus
network, if the campus network has a problem or not could be identified. Then through
testing throughput to an Agent R that connect to a border router in host y’s campus
network, if there is a problem issue in campus network of host y or not is checked.
Finally, the ISP’s carrier network between campus network of host x and campus
network of host y is checked and limit the range of a problem network domain.
Figures 4 and 5 shows the flow chart and pseudocode for the isolation algorithm for
problem location with multi-agent.
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Agent_L Lst: a list of agent_L of host x, element (IPagent_L)
Agent_B(x) Lst: a list of agent_B of host x, element (IPagent_B)
Agent_B(y) Lst: a list of agent_B of host y, element (IPagent_B)
Agent_R Lst: a list of agent_R, element (IPagent_R)
Rthroughtput(a, z): the result of throughput test from host (or 
agent) a to host (or agent) z
Prob Lst: a list of problem location between agent α and agent β
, element (α, β) or (host)  
Probstart: an element (IPagent_R) that start point of problem domain 
in ISP’s carrier network 

1 Prob Lst ←Ø

2 Probstart ←Ø

3 for each Agent_L Lst do 

4 if Rthroughtput(x, y) Rthroughtput(IPagent_L, y) 

5 Prob Lst ←host x 

6 end if 

7 for each Agent_B(x) Lst do 

8 if Rthroughtput(x, y) Rthroughtput(IPagent_B(x), y) 

9 Prob Lst ←Prob Lst (host x, Agent_B(x)) 

10 end if 

11 for each Agent_B(y) Lst do 

12 if Rthroughtput(x, IPagent_B(y)) ≥ Rthroughtput(x, y) 
13 Prob Lst ← Prob Lst (Agent_B(y), host y) 
14 end if 
15 for each Agent_R Lst do 
16 if Rthroughtput(x, y) Rthroughtput(x, IPagent_R) 
17 Probstart ← IPagent_R 
18 if Rthroughtput(x, y) ≥ Rthroughtput(x, IPagent_R) 
19 Prob Lst ← Prob Lst (Probstart, Agent_R) 
20 end if 

Fig. 5. Pseudo code of isolation algorithm for problem location

4 Experimental Results

This paper proposed a multi-agent architecture based on perfSONAR nodes and it is
implemented by integration with perfSONAR in KREONET and GLORIAD network.
PerfSONAR is a service-oriented architecture and all those services of perfSONAR
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communicate with each other using well-defined protocols called as perfSONAR. There
are 16 perfSONARs that cover all KREONET regional networks in Korea and 4 perf‐
SONARs in GLORIAD network is composed of 4 international PoP: Settle, Chicago,
HongKong and Amsterdam. All perfSONAR are directly connected with backbone
router or switch with 10GbE or 1GbE. In order to test throughput between two perf‐
SONAR nodes, the Bandwidth Test Controller (BWCTL), a command line client appli‐
cation and scheduling demon, invokes the network measurement tool of perfSONAR
including IPERF, PING, and TRACEROUTE.

4.1 Setting up Lightpath and Science DMZ

This case is related to performance enhancement activity using Lightpath and Science
DMZ. Lightpath can provide guaranteed bandwidth with ETE circuit provisioning and
Science DMZ can hinder the performance degradation owing to security system such
as firewall, IPS, D-DOS system etc.

Figure 6 shows throughput and loss from a perfSONAR in APEC Climate Center
(APCC) in Busan to a perfSONAR in Korea Meteorological Administration Supercom‐
puting Center (KMASC) in Ochang. The perfSOANR in APCC connected to a backbone
router of APCC. A firewall is located between the APCC backbone router and
KREOENT (WAN). The perfSONAR in KMASC is located at DMZ zone of KMASC
and firewall, IPS, D-DOS system is between the perfSOANR and KREOENT. The
throughput was affected by several security systems in APCC and KMASC campus
network.

Fig. 6. Throughput and loss from APCC in Busan to KMASC in Ochang

Figure 7 shows that the throughput from APCC and KMASC is about 400Mbps.
Throughput is tested and measured by the iperf tool in the perfSONAR. Figure 7 is a
test result for throughput between the perfSOANR in APCC and a perfSOANR in
KREONET Busan PoP just after the 1Gbps lightpath between APCC and KREONET
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Busan PoP was provisioned. In this environment, the throughput is about 940Mbps.
Then setting a lightpath between the perfSOANR in APCC and the perfSOANR in
KMASC and Science DMZ for each campus network increased the performance of file
transfer with Gridftp from about 300Mbps to 700Mbps. Figure 8 shows the performance
for file transfer with Gridftp just before and after the configuration of lightpath and
science DMZ.

Fig. 7. Throughput and loss from APCC in Busan to KREONET Busan PoP in Busan

Fig. 8. Throughput from APCC in Busan to KMASC in Ochang, just after setting up Lightpath
and Science DMZ
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5 Conclusion

In the traditional network management framework, the performance was one of the
managed objects among fault, configuration, accounting, performance, security
(FCAPS) and it was handled by monitoring the network equipment itself. However, the
performance has become a most important object that should be strictly managed today.
Also, various other technologies such as artificial intelligent technology can be inte‐
grated to handle the performance issue.

In order to manage ETE network performance, a lot of activities in an automatic and
intelligent method such as advanced artificial intelligent technology have been adapted.
It’s because of significant network complexity and heterogeneity. Especially demands
high performance network service in advanced data-intensive scientific research are
dramatically increased. Thus a sophisticated network management framework for the
ETE network is required to manage the network performance. However, most support
systems to monitor and troubleshoot the issues of network performance have not suffi‐
cient features to fulfill the requirement of the network operator and user.

This paper suggests a sophisticated ETE network performance management frame‐
work with CBR approach and multi-agent approach. It will enable a preliminary and
proactive performance management for ETE network. The National Research Network
of Korea, KREONET, as experimental environment and KREONET perfSONAR
system as multi-agent are described. A case is introduced as a representative case in
casebase.
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Abstract. Network function virtualization (NFV) is a technology that abstracts
all types of resources needed for networking and enables automatic management
and control of network services by software. With the introduction of NFV tech‐
nology, telecom operators want to gain the benefits and efficiency of increasingly
complex network manageability, reduced administrative costs, and network
agility. One of the most important considerations in NFV deployment is how to
allocate the virtual resources that are needed to provide flexible virtual network
services in an NFV-based network infrastructure. Thus, the most important
prerequisite for NFV deployment is achieved fast, scalable and dynamic compo‐
sition and allocation of networks functions (NFs) to implement network services
(NSs). In this paper, we proposed a revised on-line RA algorithm that integrates
embedding and scheduling of virtual network functions (VNFs) simultaneously.

Keywords: Combined virtual resource allocation · NFV-enabled network ·
Chain composition · Resource embedding

1 Introduction

As telecommunication service develops, support for new services reflecting the require‐
ments of users in telecommunication network operators is fundamentally enormous
(CAPital EXpenditure)/OPEX (OPerating EXpense) due to the introduction of new
network equipment and change of physical infrastructure every time. Network service
provider also could not guarantee the agility of providing new services because it
required expenditures and once the installed equipment could not be moved or changed
easily.

With the evolution of virtualization technologies such as hypervisors, network and
storage virtualization, increased open-hardware utilization such as x86, and the prolif‐
eration of open software such as open stacks and open vSwitches, Network Function
Virtualization (NFV), a new network infrastructure that runs network functions (NFs)
such as transcoder, routing, and firewall on general high-performance servers such as
blade servers, has emerged.
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Network function virtualization (NFV) is a technology that abstracts all types of
resources needed for networking and enables automatic management and control of
network services by software. With the introduction of NFV technology, telecom oper‐
ators want to gain the benefits and efficiency of increasingly complex network manage‐
ability, reduced administrative costs, and network agility. In the NFV network, existing
specific network functions are implemented as one or more software module(s), which
is called VNF(s) (Virtual Network Functions). In other words, VNF is a virtualized
instance of the existing NF, and VNF enables individual management with modulari‐
zation and individualization of network functions. In addition, VNFs can be deployed
anywhere on the network because VNFs can be installed and deployed on a general-
purpose server and dynamically migrate between servers [1, 2].

One of the most important considerations in NFV deployment is how to allocate the
virtual resources that are needed to provide flexible virtual network services in an NFV-
based network infrastructure. Thus, the most important prerequisite for NFV deploy‐
ment is achieved fast, scalable and dynamic composition and allocation of networks
functions (NFs) to implement network services (NSs) [2]. In this paper, we proposed a
revised on-line RA algorithm that integrates embedding and scheduling of virtual
network functions (VNFs) simultaneously.

The organization of the paper is as follows. In Sect. 2, we first review previous
research on VNF embedding and scheduling briefly. In Sect. 3, we present the improved
online combined VNF embedding and scheduling algorithm proposed in this paper.
Finally, Sect. 4 describes the conclusion and further study of this paper.

2 Research on VNF Embedding and Scheduling

As mentioned earlier, one of the most important considerations in NFV deployment is
how to allocate the virtual resources that are needed to provide flexible virtual network
services in an NFV-based network infrastructure. This virtual resource allocation related
issues are called an NFV resource allocation (RA) problem. Thus, the most important
prerequisite for NFV deployment is achieved fast, scalable and dynamic composition
and allocation of networks functions (NFs) to implement network services (NSs).
However, since NS requires multiple sets of VNFs, it is necessary to solve the following
two problems in order to effectively perform network service coordination and manage‐
ment in NFV infrastructure. (1) How do you compose VNFs for a given NS? (2) How
to effectively allocate and schedule VNFs that make NS on the substrate network (SN)?

The RA process generally consists of three steps as follows: (1) VNFs Chain compo‐
sition (VNFs-CC), (2) As shown in Fig. 1, VNF Forwarding Graph Embedding (VNF-
FGE) and (3) VNFs Scheduling (VNFs-SCH) [2–4].

In ETSI, NS is defined as an entity composed of an ordered number of VNFs. In
other words, to provide NS, the packet must traverse the set of VNFs in a certain order.
Because VNF is software, one of the major problems is how to effectively concatenate
the different VNFs to form NS. Therefore, the first process is the chaining process, which
is called CC [5, 6].
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Fig. 1. An example of VNF forwarding graph embedding [2]

The VNF-FGE process is the second stage of NFV-RA. The VNF-FGE is looking
for where to allocate VNFs in the network infrastructure in an appropriate way, taking
into account several NS requests (requirements). In VNF-FGE, resource optimization
must also be executed to perform various purposes of NS, such as maximizing remaining
network resources, minimizing power consumption of SN, optimizing for specific QoS
metrics, and so on [6, 7].

The last stage of the NFV-RA is the scheduling process and is also referred to as
VNF scheduling. The VNF scheduling stage is to find a solution that minimizes the
execution time without degrading the service performance and without violating the
dependencies and precedence between the VNFs constituting the NS. Because the NFV
infrastructure consists of several different HVSs, proper scheduling of VNFs execution
can reduce the overall execution time and thus improve performance.

3 Revised Resource Allocation Algorithm

The definitions of the variables and functions required to describe the revised NFV-RA
operation are as follows. Figure 2 describes the details of the proposed algorithm using
these variables and functions.

• N: A set of all virtual nodes, N = {1, 2, 3, 4,… , n}

• S: NS, consists of m sequential VNF, F = {1, 2, 3, 4,… , m}

• F = {1, …., m} : function (VNF), function 1 <= i <= m
• 𝜌i,j: Processing time of VNF i at node j
• 𝛿i: The buffer used by the node to which function i is mapped
• Bj: At some point, the available buffer size at node j

• 𝛽i,j: 1 if node j can handle function i, 0 otherwise
• tl: Deadline time for which service to process
• ti: Completion time of VNF i
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Fig. 2. Revised VNF allocation algorithm
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• tc: Current time of VNF i
• ta: The time at which mapping and scheduling requests for the service arrived on the

physical network
• 𝜋j: Expected completion time of the last function waiting for processing at the corre‐

sponding virtual node j
• 𝜇i: Start time of the first function waiting for processing at the corresponding virtual

node j
• 𝜔j: The propagation delay time reflecting the network distance (or diameter, hop

count) from node s to node j
• 𝜙i,j: Degree of Interference, the number of VNFs to be relocated due to lack of time

unit (TU) when assigning VNF i to virtual node j

A network example to illustrate the operation of the NFV-RA algorithm is shown in
Fig. 3. As shown in Fig. 3, the network consists of 7 HVS nodes from n1 to n7 and
supports 8 VNFs from VNF f1 to f8.

Fig. 3. Node capabilities and architecture of example node

To see the operation of the proposed algorithm, we assume that NS S1 = {f8 - f2 -
f3 - f6 - f5} requests arrive at T1 time. It is also assumed that 3, 2, 4, 2, and 3 TUs are
required for VNF f8, f2, f3, f6, and f5, respectively.

1. If the scheduling TU space for VNF allocation in one or more nodes is empty

If only one node has space for VNF f8, the VNF is assigned to that node. As shown
in Fig. 4 (a), at the time of T1, only n1 that can support VNF f8. If the space is empty
in one or more nodes as shown in Fig. 4 (b), the node with the lowest 𝜔j value repre‐
senting the network distance from the previous VNF service node to the empty node
(e.g., n1, n5, n7) is selected to assign VNF f8.

2. The space of nodes for VNF allocation is not as empty as the desired TU, but if the
TU value is greater than 1 (TU > 1).
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Fig. 4. If at least one space of nodes for VNF allocation is empty

Figure 5 shows that NS S1 = {f3 - f2 - f1 - f5 - f8} and S2 = {f3 - f4 - f5} are already
scheduled when the NS S3 request arrives at T1. In this situation, NS S3 = {f3 … .}
arrives, only two TUs remain in the spare space because of the already scheduled n1 𝜌31
and n7 𝜌37, the direct allocation is difficult due to the nature of VNF f3 requiring 3 TUs
and the relocation process must be performed.

Fig. 5. If the space of nodes for VNF allocation is not empty

Fig. 6. The scheduling table after the VNF f3 of NS S3 is rescheduled
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In order to reschedule S1, 𝜌31, 𝜌22, 𝜌52, 𝜌14, 𝜌56, and 𝜌87 must be rescheduled for 1 TU,
and to reschedule S2, 𝜌37, 𝜌46, and 𝜌52 must be rescheduled for 1 TU. Therefore, since
𝜙3,1 is 6, and 𝜙3,7 is 3, S3 is scheduled to n7 as shown in Fig. 6, and 𝜌37, 𝜌46, and 𝜌52
belonging to S2 are rescheduled for 1 TU. Figure 6 (b) shows the time in which the VNF
supporting the f3 in S2 and the f3 in S3 are executed in parallel.

4 Conclusion

One of the most important considerations in NFV deployment is how to allocate the
virtual resources that are needed to provide flexible virtual network services in an NFV-
based network infrastructure. Thus, the most important prerequisite for NFV deploy‐
ment is achieved fast, scalable and dynamic composition and allocation of networks
functions (NFs) to implement network services.

In this paper, we introduces the concept of degree of interference 𝜙i,j, the number of
VNFs to be relocated due to lack of TU when assigning VNF i to virtual node j.

Simulation results show that the VNF completion time is similar to that of the revised
RA algorithm and the Mijumbi algorithm when the NS arrival rate is low, but the VNF
completion time is reduced by 14 ~ 16% when the NS arrival rate is concentrated.
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Abstract. To become a more popular cloud service, it is necessary to dynami‐
cally provision virtualized infrastructure resources and to automatically deploy
and optimize workloads based on the state of the workload or the state of the
entire infrastructure resource. However, in a cloud-based virtualization infra‐
structure, when multiple VMs work together to provide a customized virtualized
network security service, existing debugging and profiling tools can no longer be
used as performance measures or integrity verification tools. In order to solve
these drawbacks, a tracing method is used. In the tracing, necessary information
is simultaneously recorded with minimal overhead while executing the program.
In this paper, we proposed a scheme to guarantee the integrity of the software that
composes the VM in the cloud environment using Intel processor trace (PT).

Keywords: Processor trace · Cloud security · Information integrity

1 Introduction

To become a more popular cloud service, it is necessary to dynamically provision
virtualized infrastructure resources across multiple workloads and user groups and to
automatically deploy and optimize workloads based on the state of the workload or the
state of the entire infrastructure resource. The life cycle of the virtual infrastructure
should be systematically managed. In addition, development and technical advancement
of cloud operating system and system management software that provide these functions
must be supported.

Cloud computing has the advantage that users can use the desired service anytime
if only the Internet environment is installed without having to install the program on a
PC, and the data can be linked with various devices because it is located on-line. In
addition, there is no need to install software for each device, which helps to save IT costs
dramatically. On the other hand, even if the storage space of cloud computing is suffi‐
cient, users cannot provide all applications, so it can be difficult to install application or
service, and if a server is attacked, personal information may be leaked. Therefore,
security issues such as information leakage and personal information are becoming the
most serious threats to cloud computing services as shown in Fig. 1 [1, 2, 4–6].
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Fig. 1. User and entity behavior analytics for security intelligence (Gartner, 2015)

On the other hand, a virtualization technology that performs various programs on
general-purpose hardware based on virtual machines (VMs) became the core technology
of cloud infrastructure. However, in a cloud-based virtualization infrastructure, when
multiple VMs work together to provide a customized virtualized network security
service, existing debugging and profiling tools can no longer be used as performance
measures or integrity verification tools [3, 7]. In order to solve these drawbacks, a tracing
method is used. In the tracing, necessary information is simultaneously recorded with
minimal overhead while executing the program. In tracing, tracepoint can be set stati‐
cally/dynamically similar to breakpoints in order to gather the necessary information.
The main uses of tracepoint are parts of complex and critical system software, such as
OS kernel or security-related programs. Solaris, Linux, and Windows support tracing,
and tracing can be run in both kernel mode and user space mode.

In this paper, we proposed a scheme to guarantee the integrity of the software that
composes the VM in the cloud environment using Intel processor trace (PT). The forma‐
tion of the paper is as follows. Section 2 describes the overall contents of the PT used
to ensure the integrity of the VM software. Section 3 describes the flow trace analyzer
structure that extracts VM dynamic information and reconstructs flow using PT. Finally,
the paper concludes in Sect. 4.

2 Hardware-Based Tracing

Tracing can generally be defined as “a technique used to understand what is going on
in a system in order to debug or monitor it”. In software engineering, tracing is a special
form of logging that records information about the execution of a program. The infor‐
mation collected is typically used by the programmer for debugging purposes, and the
system administrator or technical support personnel and software monitoring tools are
used to diagnose common software problems according to the type and details of the
information contained in the trace log.
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2.1 Intel Processor Tracing

As described above, in a cloud-based virtualization infrastructure, when multiple VMs
cooperate to provide one customized security service (e.g. NFV NS (Network Function
Virtualization Network Service)), existing debugging or profiling tools no longer
perform performance measurement or integrity verification cannot be used.

As shown in Fig. 2, Intel PT is a hardware-based function that stores all the infor‐
mation about software execution with minimal overhead to system operation. The PT
software decoder can extract accurate software execution flow from the trace log with
less than 5% overhead. PT can also store cycle count and timestamp information for
synchronization with other traces. In addition, the PT does not require modification of
source code and does not require OS sideband information such as context switches and
address space modification and only the object code is needed for decode tracing.
Figure 3 shows the various packet types used in the PT.

Fig. 2. Intel PT architecture

Fig. 3. Intel PT packet types
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3 Proposed Flow Trace Analyzer Architecture

As shown in Fig. 4, the flow trace analyzer proposed in this paper is based on simple-
pt and libipt, a PT decoder library [3, 7]. Simple-pt is a simple reference implementation
on the Linux Kernel module and userspace by Andi Kleen to control the PT. Therefore,
simple-pt uses a decoder based on libipt and uses a simple shell script to control the
simple-pt module. Simple-pt consists of the following four elements: (1) kernel driver
(2) sptcmd to collect data from the kernel driver (3) sptdecode for decoding PT infor‐
mation (4) Fastdecode for dumping Raw PT trace information [7].

Fig. 4. Proposed Flow Trace Analyzer Architecture

As shown in Fig. 4, the proposed flow trace analyzer consists of a parser, flow
recorder, time recorder, and flow builder. The parser module parses the results of simple-
pt by function name, process name, and symbols along with time information. The flow
recorder module records the flow by function name or process name by referring to the
result of the parser module and the result of the time recorder module. Time recorder
module records time information of functions, processes, and events, and provides
recorded information to Parser module and Flow recorder module.

Finally, the flow builder module reconstructs the function flow or process flow. The
flow builder module tracks the frequency at which a function or process is executed to
check the integrity of a function or process.

The FTA software consists of several types of data structures such as struct
FTA_master fx_master, struct flow_master, struct list, struct listnode, and struct fta, as
shown in Fig. 5.

Struct FTA_master fx_master is a data structure that manages all FTA instances in
the system, and pm is a pointer to fx_master in the system. Struct FTA_master fx_master
* FTA is a pointer to a struct list that manages the FTA instances in the system. The
struct list manages all FTA instances that exist in the system in the same form as struct
listnode. In other words, this FTA implementation can support to run more than one
FTA instance simultaneously.
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In addition, struct FTA_master fx_master stores pointers to flow_master which
manages all information such as functions, symbols, processes, and events used in each
FTA instance.

Fig. 5. Data Structure for Flow Trace Analyzer

4 Conclusion

Virtualization technology, a key technology in cloud computing, may be exploited as a
means of passing data to non-moral people. To prevent this, the environment for imple‐
mentation, unauthorized modification or activity of security policy should be monitored,
which may be exemplary for installation or configuration. Efforts should also be made
to encourage strong authentication and access control, to enforce service level agree‐
ments (SLAs) for patching and vulnerability improvement, and to conduct vulnerability
checks and configuration audits.

In this paper, we proposed a scheme to guarantee the integrity of the software that
composes the VM in the cloud environment using Intel processor trace (PT). Through
the virtualization-based integrity analysis method proposed in this study, it is possible
to check real-time integrity in a virtualized network based on SDN and NFV. It is
possible to apply an efficient network policy such as only performing a verified process
of integrity that is, performing only VNF so that the network can be configured more
actively.
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Abstract. Creativity is important for software engineering. It is expected to gain
more importance in coming decades. However the research work on creativity in
software engineering is scattered and scarce. The current study aims to systemati‐
cally review the existing literature on creativity in software engineering. As a
result, the current study has highlighted 26 years of research work on creativity in
software engineering. From the 49 selected studies, nearly half addressed crea‐
tivity only in requirement engineering phase. Hence, it is safe to assume that there
is a lack of research work on creativity in other phases of software development.

Keywords: Creativity · Software engineering · Systematic literature review

1 Introduction

Creativity is an essential element of almost all the human endeavors and has been
progressively emphasized in the current knowledge centric workforce [28]. In one of
our earlier publications [1], we defined creativity by combining the definition of crea‐
tivity proposed by Boden [3] and that of Gaut [11] as “an ability to come up with ideas
or artifacts that are (a) new, (b) surprising and (c) valuable by flair”. Before moving
further, it is also important to understand that innovation is distinct from creativity.
Innovation is defined as the “successful implementation of creative ideas” [73]. Hence,
the focus of the present research is creativity and not innovation.

Winograd [30] compared development of software with the creation of art. Software
engineering is an outcome of human knowledge and creativity [2, 26] and therefore
successful and effective software engineering relies on knowledge collaboration and
creativity of developers [29, 31]. Moreover, developers consider it interesting to work
on those phases of development which they perceive as creative [14, 15, 21]. Further‐
more, for software companies, the ability of its developers to generate creative solutions
is critical [4, 10]. It is critical because software engineering entails complex problem
solving and innovation, both of which indispensably require creativity [6, 12]. Likewise,
the proponents of one of the well known and prevailing development approach, agile
software development (i.e. eXtreme Programming (XP)), posit that the only solution of
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complex software development problems, is creativity and not written rules [5, 8, 17,
18]. Hence, the role of creativity cannot be overlooked in software engineering [23].

Because of its importance, creativity in software engineering has been discussed by
researchers since long [5]. About two decades ago, Winograd [30] stressed on paying
more attention to human factors in software engineering especially creativity. More
recently, Crawford et al. [6] posited that in coming decades the significance of creativity
in software engineering will further boost. However, despite the importance of creativity
in software engineering, it has been neglected [13]. Most of the research work on crea‐
tivity in software engineering addresses the requirement engineering phase [14, 15, 68].
Therefore, it is important to systematically highlight and provide a clear picture of the
existing work and research gaps on creativity in software engineering.

Hence, the present work will systematically review the available literature on crea‐
tivity in software engineering. The paper follows the guidelines of Systematic Literature
Review (SLR) as provided by Kitchenham [20]. The present research will answer
following questions:

• What are the existing studies on creativity in software engineering?
• In which of the phases of software engineering, creativity has been addressed?
• Which phases of software engineering have been overlooked in reference to crea‐

tivity?

The scope of the present research work is limited to the aforementioned purpose
whereas defining creativity and the nature of it in software engineering is not addressed.

2 Methodology

2.1 Identification of the Need for SLR

In order to identify the need to conduct SLR on creativity in software engineering, a
search was conducted on Google Scholar, Springer, ACM and IEEExplore to identify
the existing SLR studies on creativity in software engineering between the period of
1990 and 2016. In order to avoid search bias, following search string was developed
with the synonyms of systematic literature review (as in [9]).

((“Software Development” OR “Software Engineering”) AND (“creative” OR “creativity”)
AND (“systematic review” OR “research review” OR “research synthesis” OR “research inte‐
gration” OR “systematic overview” OR “systematic research synthesis” OR “integrative
research review” OR “integrative review”))

Furthermore, so as to select the studies from the search results, the abstracts,
keywords and titles were screened. As a result, five SLR studies were found on creativity
in software engineering (see Table 1). Apart from the SLR studies mentioned in
Table 1, another SLR study [19] was found. However, the study focuses on innovation
and not creativity. Hence it was not included here.
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Table 1. Available SLRs On Creativity In Software Engineering

SLR Focus Reference
Creativity in requirement engineering phase Saha et al. [27], Lemos et al. [22]
Motivational perspective of creativity in software engineering Hedge and Walia [16]
Creativity in agile software development Canboy et al. [5]

From Table 1, it is evident that the existing SLR studies have attempted to provide
the existing literature in one aspect or phase of software engineering. Therefore, there
is a need of a thorough systematic literature review on creativity in software engineering.

2.2 Search Protocol and Source Selection

In order to conduct the search for primary studies, at first, a search string was developed.
For this purpose, combined with the word ‘creativity’, synonyms of software engi‐
neering as well as different phases of software engineering were used. These synonyms
were adopted from Pirzadeh [24] (See Table 2).

Table 2. Search String And Keywords

Main body of search string (“Software Engineering” OR “Software Development”) AND
(Creativity OR Creative)

Lifecycle Phases • “Requirement engineering” OR “Requirement elicitation” OR
“Requirement analysis” OR “Requirement”
• “Design”, “Design phase”, “architecture design”
• “Implementation”, “Implement”, “Programming”,
“Programmer”

Furthermore, the search was conducted for the time duration between 1990 and 2016.
At the same time, the search scope was limited to software development whereas the
information system development was not included in the scope. Moreover, the search
was conducted on major databases including Springer, ACM Digital Library, Science
Direct and IEEExplore. In addition, the search was also conducted on Google Scholar.

2.3 Study Execution

The search on aforementioned databases resulted in 5,230 studies. At first, the screening
of these studies was done based on titles. This resulted in 95 studies. In the second stage,
further screening was done based on abstract reading. This resulted in the elimination
of 30 studies. Hence, 65 studies were sent for validity.

2.4 Study Inclusion and Exclusion Criteria

The inclusion and exclusion of the retrieved studies was performed based on the criteria
shown in Table 3.
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Table 3. Study Inclusion /Exclusion Criteria

Inclusion Criteria Exclusion Criteria
The studies which are related with creativity in
any phase of software engineering

The studies in language other than English

The studies which report creativity tools and
creativity procedures etc. in software
engineering

The studies which were related with
workshops, tutorials, mini reports etc

Studies which are related with creative style,
contextual factors which effect creativity in
software engineering

The studies which were not within the scope of
this research

The studies which were related with
Management Information Systems (IS) and not
software engineering. Both are distinct
professions. MIS professionals work for the IS
needs of a company whereas software
engineers provide services to external
customers [25]
Studies which were conducted prior to 1990
The studies which are related to innovation. As
described in the introduction of this paper,
creativity and innovation are distinct concepts

2.5 Validity

The selected studies were validated by three researchers in the field of software engi‐
neering. The researchers examined the list and provided their opinion on the relevance of
the studies with the research questions and the inclusion/exclusion criteria. As a result, 49
papers, which were unanimously selected by the reviewers, were included in the final list.

3 Results and Discussion

This section will report the results of the SLR on creativity in software engineering. The
section will be divided according to the research objectives.

1. What are the existing studies on creativity in software engineering?

As mentioned earlier, from the search result of 5,230 studies, 49 studies were selected
for the current research. Table 4 shows the studies which are included in this research
as well as the phase or topic which the selected studies address. The results are evident
that the amount of work undertaken during the span of nearly 26 years is scarce compared
to the importance of creativity in software engineering. This suggests that more research
work is needed in the field of creativity in software engineering. Moreover, a lot of work
on creativity in software engineering is undertaken by Maiden and team whereas in the
domain of creativity in agile software development, Crawford and team has undertaken
much of the research work. In addition, according to the results, most of the research
work on creativity in software engineering is undertaken after the year 2000. The
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distribution of studies based on their year of publication is as follows: 1990 until 2000
(3); 2001 until 2005 (16); 2006 until 2010 (18) and from 2011 until 2016 (17). This
shows that after 2000, although little, but the researchers’ attention towards creativity
in software engineering has increased. This increase in creativity research could be a
result of demand in creativity of software products in recent years.

Table 4. SLR Studies

Topic Reference
General SLR [12, 14, 15, 32–39]
Requirement engineering /elicitation phase. SLR [23–25, 40–61]
Software Design SLR [62, 63]
Implementation Phase SLR [1, 64–66]
Software Test and Reuse SLR [67]
Agile methods, agile processes, agile teams and agile system
development

SLR [5–7, 68–71]

Team creativity SLR [29]
Software Process and Project SLR [34, 72]

2. In which of the phases of software engineering, creativity has been addressed?

Lastly, the results highlight that the emphasis of researchers has been on creativity
in requirement engineering phase of software development. 49 percent (24 out of 49) of
the studies have addressed creativity in requirement engineering phase of software
development. Moreover, after requirement engineering, 20 percent (10 out of 49) studies
have addressed creativity in software engineering in general, 16 percent (8 out of 49) in
agile software development, 6 percent (3 out of 49) in software implementation, 4
percent (2 out of 49) in software design, 4 percent (2 out of 49) in software process and
projects, and 2 percent (1 out of 49) in software reuse and software teams each.
Figure 1 highlights the number of studies for each phase or topic of software engineering.

 

0
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Fig. 1. No of studies for each phase

434 A. Amin et al.



3. Which phases of software engineering have been overlooked in reference to crea‐
tivity?

The above results (Fig. 1) clearly shows a lack of research work on creativity in the
design, implementation, testing and reuse phases. Furthermore, there is a lack of research
work on creativity in software processes and project.

In addition, there is no study which attempts to analyze the impact of contextual
factors on software engineer’s creativity. Moreover, there seems to be a lack of research
work on creativity for specific roles in software engineering, such as creativity of
programmers and designers. At the same time, there is no empirical study to examine
creativity in software engineering phases such as design and implementation.

4 Conclusion and Future Work

The current study systematically reviewed the literature on creativity in software engi‐
neering. The study examined the literature between 1990 and 2016. The results of the
systematic literature review revealed that majority of the current research work on crea‐
tivity in software engineering has examined creativity in requirement engineering phase
as well as agile software development. However, other phases of software engineering
have been overlooked.

In future, there is a lot of room in the research on creativity in software engineering.
For instance, researchers can address creativity in other phases such as design, imple‐
mentation, testing and reuse. Moreover, creativity of individual roles (i.e. programmer,
designer) should also be studied. Apart from this, factors which can inhibit or flourish
creativity in software engineering are crucial to be understood in order to facilitate crea‐
tivity in software development. In addition, there is also a need to generate a clear
definition of creativity in software engineering as well as of different phases of software
engineering. Lastly, it needs to be determined that which techniques and models of
software engineering are conducive for creativity.
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Abstract. In spite of lots of cross-lingual word embedding models for various
languages, approaches that support cross-lingual word embedding between
languages that have different word order and different origin word are lacking. In
this study, we address the problem of cross-lingual word embedding between
Korean and English that have different word order and origin and perform experi‐
ments to examine its performance behavior. Cross-lingual models have different
levels of supervision. For training between languages which have different word
order, it is essential to reduce preprocessing time. Therefore, two sentence-level
alignment cross-lingual models are chosen for our experiments. Our results show
that cross-lingual embedding for Korean and English without word-alignment is
possible. We also analyze which bilingual tasks are proper for each trained result
by comparing characteristic of each model’s trained result.

1 Introduction

Recently, Nature language processing (NLP) has been improved by word vector repre‐
sentations [7]. Word-embedding techniques using monolingual models are already
popular and widely used for various tasks. However, by using monolingual models, our
research is restricted to monolingual tasks because the semantic of similar embedding
vector values from different languages do not match. Now, some cross-lingual models
have been proposed, and we can find out relationship between different two paired
languages.

In NLP, Korean has characteristics that word order of Korean is very different from
other languages such as English or French. So, this raises the question of whether
learning through cross-lingual models between Korean and another language is feasible
or not. In this paper, we address this problem by training different cross-lingual models
on Korean. Based on this, we can research about semantic relationship between Korean
and the others and perform various tasks.

Each cross-lingual model requires different cross-lingual alignments: documents-
level alignments, sentence-level, word-level, and both sentence and word alignments.
In this paper, even though the result of using the most detailed cross-lingual supervision
shows the best performance on semantic tasks, we will not use word-level alignment
models for Korean considering that word-level alignment is very inefficient and time
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consuming preprocessing work. Then we have to check that training result by cross-
lingual model not requiring word-level alignment is useful.

Our experiment shows that cross-lingual training on Korean is meaningful by
training Korean with another language which has different word order. We also show
trained vector by the cross-lingual model not requiring word alignment is competitive
by showing translation word-pairs are closely embedded in the vector space.

2 Bilingual Word-Embedding Without Word Alignments

In order not to suffer from time-wasting for word-alignment works, we choose two cross-
lingual models which require sentence-level alignments. We briefly introduce algo‐
rithmic procedure for each bilingual word embedding model. The structure of each
model is shown in Fig. 1.

Fig. 1. The structures of the bilingual models. They represent how each models train word vectors
on their method. It is similar that they have joint training procedure after monolingual training.
But it is different in that while BiCVM trains to minimize the distance of sentence, BilBOWA
trains to learning features for word in sentence.

Bilingual Compositional Model (BICVM). Herman and Blunsom introduce a model
that learns cross-lingual word vector using sentence-level alignment [1–3]. Because
aligned sentence-pair have same meaning, BiCVM represent these sentence-pair as
similar vector representation. For each language, in monolingual learning, BiCVM use
compositional vector model (CVM) to semantically represent sentences [5, 6]. After
monolingual training, BiCVM has monolingual representations of sentences for each
language and it also knows information that which sentence-pair have same meaning.
Then, BiCVM minimizes the distance of aligned sentence-pair works by its objective
function.

Bilingual Bag-of-Words Without Alignments (BilBOWA). Stephan Gouws et al.
presents BilBOWA, a simple and computationally-efficient bilingual word vector
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model [4]. The model does not require word-aligned but sentence-aligned parallel data
like BiCVM. Moreover, this model can be used to unlimited amounts of monolingual
raw text. Skip-gram word-embedding algorithm is used to monolingual word embed‐
dings for each language. In cross-lingual stage, the goal of this model is learning features
for each word. It is different from that BiCVM still focuses on sentence in cross-lingual
stage.

3 Korean-English Word Embedding Using Bilingual Models

In this study, we train Korean-English paired data using two bilingual models. We use
online bible corpus dataset. We use sentence-level aligned bilingual embedding model,
and preprocessed our raw data to sentence-level aligned and parsed each sentence by
semantic units. The used preprocessing tools are: KONLPY (available at http://
konlpy.org/en/v0.4.4) for Korean, NLTK (available at http://www.nltk.org) for English.
Then, we use thirty thousand sentence-aligned parallel en-kr corpuses.

We train en-kr corpus using two bilingual models. We use the tool (available at
github.com/karlmoritz/bicvm) released by Hermann and Blunsom [2, 3] for BiCVM and
use the tool (available at github.com/gouwsmeister/bilbowa) released by Stephan
Gouws et al. [4]. After training, we compare the results of two models by comparing
each result’s Vector proximity. Also, for better quality’s model, we check whether we
can use our trained vector for some bilingual tasks without any additional process.

4 Experiment Results

Vector Proximity. In our experiment, the performance of bilingual models depends
on proximity of translation pair words in vector space. So we measure the proximity of
word vector by two means: Cosine-similarity, Euclidean distance. For measuring cosine-
similarity and Euclidean distance, we use translation pair nouns from KorLex (Korean
wordnet, available at http://korlex.pusan.ac.kr) which contains translation pair nouns
between English. We measure average cosine-similarity and Euclidean distance
between all translation pair nouns. The result is shown in Table 1.

We find that BilBOWA outperforms BiCVM absolutely. So we interpreted
BilBOWA is a better model to train Korean between English. Since there is a great
difference between their average performances, we do more evaluation test in a different
way to validate our results.

Considering more evaluation in the perspective of vector proximity, to complement
great difference of previous result, we use fake Wordnet-pair information as in a permu‐
tation test. With 5 randomly shuffled Wordnet-pair information, we measure the cosine
similarity and Euclidean distance again for the same trained vectors. And we subtract
score with fake information from real scores we got before. The results are shown in
Table 2.
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Table 1. Vector proximity test result from (a) BiCVM, and (b) BiBOWA. High Cosine similarity
and low Euclidean distance represent pair-words’ trained vectors are located closer. Best scores
for each measure is shown in bold.

(a) BiCVM
𝜆 dim Cosine similarity Euclidean distance
1 20 0.260 0.922

40 0.261 1.313
60 0.257 1.590
80 0.260 1.831

100 0.256 2.042
(b) BilBOWA
𝜆 dim Cosine similarity Euclidean distance
1 20 0.978 0.192

40 0.972 0.217
60 0.969 0.226
80 0.964 0.244

100 0.944 0.306

Table 2. Vector proximity test result with fake translation-pair information |RC − FC| represents
the average absolute value of difference between cosine similarity score with real Wordnet
information and cosine similarity with fake Wordnet information. |RE − FE| represents the average
absolute value of difference between Euclidean distance score with real Wordnet information and
Euclidean distance with fake Wordnet information. High value represents each word is trained to
locate close to its pair-word and locate far from unpaired-word. Best scores are shown in bold.

(a) BiCVM
𝜆 dim |RC − FC| |RE − FE|
1 20 0.239 0.175

40 0.225 0.243
60 0.242 0.313
80 0.244 0.366

100 0.236 0.391
(b) BilBOWA
𝜆 dim |RC − FC| |RE − FE|
1 20 0.009 0.046

40 0.024 0.084
60 0.029 0.097
80 0.037 0.107

100 0.062 0.150

In previous evaluation, the average scores of BilBOWA are absolutely high against
BiCVM’s. However, the performance of BiCVM is better in this aspect. With this result,
although BilBOWA’s scores with real information were absolutely high, it seems that
all embedded vectors are located very close to each other. To use trained vectors from
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BilBowa, it might be necessary to train more with different conditions to spread out
evenly in vector space. With BiCVM’s result, using the big difference of real and fake
scores, BiCVM’s trained vectors can be more useful to do some bilingual tasks.

Closest neighborhood newly considered perspective is the closest neighborhood
test. We observed that BilBOWA gives us better vector proximity performance in terms
of cosine similarity and Euclidean distance. To using this result, we have to check that
when we choose closest English vector for a Korean word, its meaning must be same
to chosen Korean word. Because we also obtained an expectation that every vectors
trained by BilBOWA are located very close by previous result. So we use Cosine-simi‐
larity ranking measure. Cosine-similarity ranking represents that existence rate of the
translation pair English word of a certain word in Korean in most 1,5,10 close word
vectors. We measure on 10 different 𝜆 models (0.1–1). With this measure, higher rate
represents better performance. Results are shown in Fig. 2.

Fig. 2. Closest neighborhood test result. Y axis represents the existence rate of Wordnet-pair
English words in most 1,5,10 closest words for every Korean word. We have 3 kinds of different
closest vector numbers: 1 is solid, 5 is dotted, 10 is dashed respectively in figure.

Considering comparison number for each Korean word to all English word is about
10 thousand times, though the rate of result is not high (best score is about 30%), we can
interpret performance is not promising. In some cases, we can use our trained vector
information for several bilingual tasks without any additional process.

5 Conclusion

To summarize, we present training Korean corpus to vector with other languages which
has different word order through cross-lingual embedding model is possible. Also, it
gives useful information that results of using different two kinds of cross-lingual model
provide different interpretations. Further experiments supplement how we can use those
different results and what bilingual tasks are proper for each trained result.
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In BilBOWA’s case, more training with other condition (parameters, regularization
term…) can supplement result of BilBOWA’s weakness and we can try to apply trained
vectors to bilingual semantic tasks.
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Abstract. In the era of data explosion, organizations highly focus on the system‐
atic management of business information. Various BI models exist for this
purpose but the reliability of those models is questionable due to less focus on
technical aspects. The purpose of this research is to build comprehensive and
reliable Enterprise Business Intelligence Maturity (EBIM) model by using
systematic and methodical design. This research investigated and explained prob‐
lems of existing BI models and solved them by using systematic process through
Delphi technique. Three dimensions namely process, technology and organiza‐
tion were considered to develop a mature model. This research concluded that
comprehensiveness and reliability of EBIM model enable BI organizations to
better plan, assess, and manage their BI initiatives.

Keywords: Business intelligence model · Process · Technology · Organization

1 Introduction

Organizations are becoming increasingly aware about the importance of information.
This makes management of business information more proactive and systematic than
before. Accurate and updated data are crucial for the survival of any organization in
today’s environment. This is becoming complex every day because of the huge volume
of data produced by organizations on daily basis. To deal with this issue, organizations
need some sort of solution, which can help them in handling large volume of up-to-date
data with accuracy. BI can provide solution to organizations for this problem. BI covers
technologies, applications and processes for gathering, storing, accessing and analyzing
data to make decisions [1]. BI allows users to gather data from various sources across
the organization for various purposes like making processes efficient and better decision
making. However, implementation of BI across organization requires lots of resources
including financial resources which make it difficult for some organizations to imple‐
ment it. Even though, those organizations who have already implemented BI, many of
them are unable to get full benefits [2, 3].

Quite a number of BI models exists but the reliability of those models is questionable
[4, 5]. There are various reasons due to which the reliability of these models is ques‐
tionable like less or no focus on model evaluation, technical guidelines. Another problem
with the existing models is that they focus more on specific clients [4] and at the same
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time focused on few concepts of BI. Based on these problems, it can be said that existing
BI models are not mature and they lack comprehensiveness [6]. Therefore, this study
will propose a more comprehensive BI model which will be suitable across various
industries.

2 Literature Review

2.1 Benefits and Application of Business Intelligence

BI is combination of tools, technologies and architecture with the help of which indi‐
viduals and organizations analyze the data in order to get better and in depth-analysis.
This helps in better and quick decision making, improves business effectiveness and
performance which may result in competitive advantage. Other benefits of BI include
quick and accurate reporting, improved customer service, increase in revenue and saving
in non-IT and IT related costs [7]. In [8], key benefits of using BI at enterprise level
includes consistent information, provides actionable information and improvement in
communication. Thus BI process can be described as the transformation of data to
information, then to decisions, and finally to actions [9].

These benefits of BI can be achieved in almost every industry especially in retail and
insurance industries. Besides banking, finance and securities, telecommunication and
manufacturing industries are also benefiting from BI implementation.

2.2 Business Intelligence Maturity Models

Maturity refers to “state of being complete, perfect or ready” [10]. Various BI models
claimed to be mature and after thorough research, seventeen of them are shortlisted for
comparison in this study. These maturity models were analyzed based on 13 components
namely data [11–14], architecture [15, 16], tools [17–20], impact [21], performance
management [22–26], behavior [22], sponsorship and funding [27], change management
[28], processes [21], staff [28], strategy [29], organizational structure [26] and efficiency
[11]. These thirteen components can be categorized into IT and business domains.
However, from these components few like data, architecture and tools which are related
to IT or technology got more focus in comparison to business related factor especially
processes and efficiency. Both of these components are important as well because if the
processes are not well defined and BI usage is not efficient, organizations may face huge
problems. Similarly, some important components which are not properly focused in the
maturity models include strategy, staff and change management. Therefore, it will be
unjustified to say that BI models are mature because most of them heavily focused on
IT aspect and paying less or no attention to non-IT factors.

3 Research Methodology

Qualitative method was used for this study. Data was collected through Delphi tech‐
nique. Fifteen BI experts were interviewed. Three rounds of the study were planned in
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order to get the consensus based on the feedback of the experts. Based on the results of
interviews in round one, respondents were given with group median, interquartile range
and his/her own response in round two and three and were asked to review their response
if they wish to do so. Main purpose of conducting Delphi technique was to develop a
consensus on the Key Process Areas (KPAs) for a Business Intelligence maturity model.

4 Data Analysis

4.1 Demographics

Respondents include managing director, deputy general manager, senior product
manager, chief technology officer, application engineer and IT assistant manager.
Majority of the respondents had more than 4 years of experience as shown in Table 1.
The respondents were from different organizations including SMEs, MNCs and LPL
and different sectors like financial sector, software, telecommunications and construc‐
tion/architecture/engineering. Most of the organizations were from Malaysia (9 out of
15) but few were from Australia (2), United Kingdom (1), Indonesia (1), United States
(1) and Singapore (1) as well.

Table 1. Demographic information

Participant Position Years of BI experience
1 Managing director 1 to 3 years
2 Academic (Lecturer) 1 to 3 years
3 Senior product manager 1 to 3 years
4 Application engineer 1 to 3 years
5 Manager 1 to 3 years
6 Deputy general manager 4 to 6 years
7 IT assistant manager 4 to 6 years
8 Assistant manager 4 to 6 years
9 Academic (Lecturer) 4 to 6 years

10 Team lead information management 4 to 6 years
11 Manager 4 to 6 years
12 Academic (Deputy director) 7 to 10 years
13 Academic (Head of school) 7 to 10 years
14 Chief technology officer 14 years and above
15 Partner 20 years and above

4.2 Results for First Round of Delphi Study

Forty-three KPAs were sent to the fifteen participants of the Delphi study. Participants
were asked to categorize KPAs from level 1 to 5. From the results, it was analyzed that
participants has consensus on five KPAs (shown in Table 2) which are Master Data
Management (MDM) architecture, multiple BI applications developed, Little/No BI
awareness, cross-departmental BI governance and BI as key revenue generator. These
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KPAs are from organization, technology and process domains. Participants showed less
consensus on eleven KPAs whereas twenty-seven KPA had moderate consensus.

Table 2. KPAs with high consensus.

KPA Median SD Interquartile
MDM architecture 3 0.88 0.5
Multiple BI applications developed 3 0.83 0.5
Little/No BI awareness 1 0.99 0.5
Cross-departmental BI governance 3 0.74 0.5
BI as key revenue generator 4 0.88 0.0
KPAs with low consensus
Spreadsheets 2 1.36 2.0
Chief level management actively sponsor BI 4 1.11 1.5
Define BI vision and roadmap 3 1.18 2.0
BI Service-Oriented Architecture (SOA) 5 1.44 1.5
Key Performance Indicators (KPI) 4 1.18 1.5
Advanced analytics 4 1.10 1.5
Programme management 4 1.18 1.5
Operational BI 3 1.03 1.5
Change management 3 1.01 1.5
Balanced scorecard 4 1.13 1.5

4.3 Results for Second Round of Delphi Study

Second round was also done through questionnaire just like round one and partici‐
pants were allowed to review their opinion. During round two each participant was
given the group median, interquartile range and his own response to the previous

Table 3. KPAs with high consensus in round two of Delphi study.

KPA Median SD Interquartile
Little/No BI awareness 1 0.00 0.0
BI as key revenue generator 4 0.88 0.0
Spreadsheets 1 0.46 0.5
Centralized data warehouse 3 0.46 0.5
Chief level management actively sponsor BI 4 0.70 0.5
Multiple BI applications developed 3 0.70 0.5
Define BI vision and roadmap 3 0.93 0.5
BI Service-Oriented Architecture (SOA) 5 0.83 0.5
BI competency centre 4 0.88 0.5
Separated analytical process 2 0.83 0.5
Cross- departmental BI governance 3 0.88 0.5
Master Data Management (MDM) architecture 3 0.88 0.5
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round for each KPA. In contrast to round one, more number of KPAs with high
consensus were observed (shown in Table 3).

Furthermore, Standard Deviation of every high consensus KPA met threshold, hence
they were shortlisted and included into the EBIM model. No KPA with low consensus
was found in round two.

5 The Proposed Model - EBIM Model

The proposed EBIM model consists of three dimensions and five levels (Tables 4, 5 and
6). The three dimensions include process, organization and technology whereas five
levels are Initial, Consolidate, Integrate, Optimize and Innovate respectively. An organ‐
ization’s enterprise-level BI maturity can be reasonably mapped in five evolutionary
levels along these dimensions. Each maturity level is a prerequisite to the next higher
one. Therefore each higher maturity level encompasses all previous lower levels. The
definitions of five levels are:

Level 5 Innovate – Organization and BI is in oneness and effort of actively seeking
innovation and breakthrough is carried out.

Level 4 Optimize – BI becomes a strategic enterprise resource and organization
continues to optimize BI implementation to the fullness.

Level 3 Integrate – Connect and combine segmented BI effort across organization.
Level 2 Consolidate – Dynamically adopt BI and construct BI practices and systems.
Level 1 Initial – BI is strange to the organization or just start awareness of BI.

Table 4. Dimension process.

Level KPA
5 (Innovate) • Fully embedded advanced analytics and BI
4 (Optimize) • Established a standard for best practices

• Advanced Master Data Management (MDM)
3 (Integrate) • Sophisticated data governance

• Integrated analytics and BI within systems and workflows
• Change management
• Operational BI
• Metadata Management

2 (Consolidate) • Start Master Data Management (MDM)
• Separated analytical process
• Ad hoc BI

1 (Initial) • Analytics is undefined
• Inconsistent data
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Table 5. Dimension organization.

Level KPA
5 (Innovate) • High quality information easily accessible
4 (Optimize) • Align BI with business strategy

• Maximum alliance between business and IT team
• BI in R&D
• Programme management
• Chief level management actively sponsor BI
• BI Competency Centre
• KPI

3 (Integrate) • Executive sponsors BI
• Enterprise wide performance metric framework
• Cross-departmental BI governance
• Project-based roles and skills
• Defined BI vision and roadmap

2 (Consolidate) • Defined BI goals and scope
• Begin to provide BI training
• BI expertise remains in individuals
• Low involvement from management level
• Limited insight into customers, markets and competitors

1 (Initial) • Little/No BI awareness

Table 6. Dimension technology.

Level KPA
5 (Innovate) • BI Service Oriented Architecture (SOA)
4 (Optimize) • Enterprise data warehouse

• Advanced analytics
• Balanced scorecard

3 (Integrate) • Centralized data warehouse
• Master Data architecture
• ETL & OLAP

2 (Consolidate) • Data silos
1 (Initial) • Spreadsheets

6 Verification of Results

Semi-structured interviews from the four selected case companies (mentioned in
Table 7) were conducted. This sample size is consistent with the suggestions mentioned
in [30–34]. At the beginning of the session, the interviewees were given a set of ques‐
tionnaire in order to assess their current BI initiative by themselves, which served as
foundation of subsequent questions. Predefined questions were used to conduct the
interview which allowed in getting detailed information. The interview questions mainly
revolved around themes including “accuracy of model”, “satisfaction level of company’s
BI maturity”, “motivating factors to move on or stay in current BI maturity level”, “shift

450 C.W. Khuen and M. Rehman



of focus as organization’s BI maturity is increasing”, “interviewee opinion toward
comprehensiveness of EBIM model”, “extra suggestion from interviewees” and other
findings.

Table 7. Background of companies

Case Years of
company BI
initiative

Company BI
applications

Company
type

BI investment from
company annual
revenues

Company
location

C1 10 years 21 or more SME 4% to 5% England
C2 1 year 1 to 2 SME 1% Malaysia
C3 10 years 21 or more MNC 4% to 5% United States
C4 2 years 1 to 2 MNC 11% or more Singapore

6.1 Accuracy of Model

In order to gauge the accuracy of the EBIM model, results were verified from inter‐
viewees after completion of the assessment by using EBIM model. All of the four
interviewees were satisfied with the assessment results. The results matched with the
perception of their organization’s BI maturity level. Another significant aspect to be
considered was that the verification results confirmed the importance of non-IT
aspects or dimensions besides the significance of technology component.

6.2 Satisfaction Level of Company’s BI Maturity

Case C1, C3 and C4 were found to be satisfied with their current BI maturity in every
dimension as well as the overall maturity in EBIM model. At the same time they showed
desire to move to higher maturity level at individual and organizational level. One of
the interviewee commented “being good is not enough, it is a must to do better”.

In contrast case C2 was found to achieve Level 4 in “Technology” dimension;
however it only achieved Level 1 in “Process” and “Organization” dimensions. It was
observed that C2 paid attention and invested efforts and resources particularly to the
dimensions with low maturity. It was interesting to know that, one of the interviewee
expressed his urge to attain a higher level of BI maturity but had no clear idea how to
align the organization with the desire. As reported by the interviewee, in the current
scenario the propose EBIM model presents a clear pathway, regarding how to move
forward to the next level thus proving the usability of EBIM model.

6.3 Shift of Focus as Organization’s BI Maturity Is Increasing

For each level, the interviewees were asked to identify the most essential KPA. The
answers were based on their experience rather than perception. It was observed that for
“Level 1 – Initial” all four interviewees mutually reported and stressed on the issues
created by “Inconsistent data”. In “Level 2 – Consolidate”, interviewees highlighted
“Start Master Data Management (MDM)”, “Start to define BI goals and scope”, “Limited
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insight into customers, markets and competitors”, “Low involvement from management
level”, “Start to define BI goals and scope” as utmost KPA.

From “Level 3 – Integrate”, most of the KPAs were selected from dimension Organ‐
ization. The selected KPA included “Executive Sponsors BI”, “Project-based roles and
skills”, “Define BI vision and roadmap”, “Change management”, “ETL & OLAP” and
“Centralized data warehouse”. One of the interviewee chose “change management” as
one of the most essential KPA in “Level 3 – Integrate” as it guarantees certain degree
of transparency to people in the organization. This transparency is necessary in order to
streamline the processes of BI implementation. In “Level 4 – Optimize”, the most
essential KPA included “Align BI with business strategy”, “Advanced Master Data
Management (MDM)” and “Advanced analytics”. One of the interviewees remarked
that advanced MDM is important as it does global consolidation and standardization of
data within organization. In “Level 5 – Innovate” KPA such as “Fully embedded
advanced analytics and BI in processes” and “BI-SOA” were chosen by interviewees.
It was interesting to observe that interviewees considered “Level 4 – Optimize” and
“Level 5 – Innovate” gelled to one another. It was further noticed that activities of “Level
4 – Optimize” affected “Level 5 – Innovate”. Overall, most of the interviewees were
found to be in favor of dimension Organization. This specified that organizational
support is highly significant in the implementation of BI. Case C1, C3 and C4 were
found to be aware of the dimension “Organization” as an essential driver of successful
BI initiative. However in case of C2, lack of KPAs in dimensions “Process” and “Organ‐
ization” was due to the management negligence in seeing data warehousing as IT solu‐
tion to their problems. Irrespective of the organization’s scale, “Technology” dimension
was found as the most developed dimension. The three dimensions together with the
KPAs in each cell were discussed sufficiently and interviewees reflected that the EBIM
model is accurately telling the evolutionary path of BI maturity in a systematic manner.

7 Comprehensiveness of EBIM Model

All of the interviewees were found to be pleased with the EBIM model. One interviewee
found KPA were well grouped in every level. Furthermore, KPA in every level matched
with the descriptive name of the levels (Initial, Consolidate, Integrate, Optimize and
Innovate). Another interviewee mentioned KPA of the EBIM provides a clearer and
better view of different BI maturity levels. Previously, the interviewee only noticed
technology as BI solution to business needs but now “Process” and “Organization”
dimension were found to be significant too.

8 Conclusion and Future Work

This research developed a comprehensive BI maturity model for BI users in order to
improve the BI maturity of organization. The proposed EBIM is not only comprehensive
in comparison to existing BI maturity models but also presents a clearer pathway for
organizations to attain higher BI maturity. It significantly supports enterprises in plan‐
ning, assessing or undertaking large-scale BI initiatives by showing where currently they

452 C.W. Khuen and M. Rehman



are and what should they do to improve BI implementation. The proposed EBIM model
is also capable of allowing user to perform self-assessment.

Future work can be done to study people centric dimension to discover more KPAs
about people. Further, a comprehensive software system may be developed for BI stake‐
holders to better measure and visualize the maturity levels of respective BI initiatives.
A future model can be customized as per specific industry as opposed to the proposed
EBIM model which is generalized for all industries.
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Abstract. Thousands of years ago written language was introduced as a way of
enhancing and facilitating communication. Fast forward to the twenty first
century much has changed, especially the flow of data incrementing at fast rate
and we should use the power of algorithms and hardware technology to under‐
stand text more clearly. With the Information age rising we are being cluttered
with humongous data each day with no sign of it slowing. Humans have been
trying to create ways on how to handle this continuous flow of text, image and
video. And one of the categories of subjects regarding text is text summarization,
given a document coming up with a reasonable summarized version of the original
document. People have tried different aspects of summarizing to get a shorter yet
an informative definition of document. This paper tries to utilize using nature
inspired algorithms to implement an auto summarizer of text using pseudo-
selected features. The main objective of this research is to use of cooperative
nature-inspired algorithm specifically ant colony algorithm in text mining prob‐
lems, in our case, text summarization. And throughout the paper we will try to
show how this system can be achieved as well as show the performance and
effectiveness of the measurement. We have used the standard data used to test
summarization techniques, DUC data and at last comparing it to two algorithms
for further analysis.

Keywords: Automated text summarization · Ant colony system · Natural
language processing

1 Introduction

Summarization is a technique of getting valuable information while minimizing or
condensing the data in size, meaning that getting the smaller version of the data should
be at the cost of the size of the original data and not on the information being held on
by the original data. The art of Summarizing is being used in our lives so much that we
sometimes tend not to notice it. When we wake up from our sleep and browse our phones
and look for news, when we meet new people we try to categorize and summarize their
attitude and behavior based on their cloth or interaction with us, when trying to find a
good restaurant to eat we check for good reviews on food quality or price, or you go to
court where the judge sums up evidence found on a defendant or even scientists reading
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the abstract of a paper to get a glimpse of what the paper is about. Although Summari‐
zation has good promise in making our lives easier there is another side of it. How do
we know how good it is? There can never be a perfect summarizer because there is a
problem on who summarizes it, and to get good summary the author is the one that
knows the main points, although he or she may argue all of it is important and hence
there is no need to summarize. So, the closest summarization lies in the hands or rather
in the mind of the author after all he or she is writing it.

A summary can be seen in three ways based on target readers or function. The first
is informative summary, which collects relevant or factual information in a concise
manner to act as a substitute for the source. The other one is critical summaries (or
reviews), where its main area will be to incorporate opinion statements from the content.
The last being indicative summary, which provides content to alert users to relevant
sources and hence help users make decisions to read the content in more depth [1].

2 Related Works

Looking back at history, at least written history, it was around 1958 that Luhn started
working on summarizing scientific documents (research done at IBM) using word and
phrase frequency to create a paradigm that started the work of auto summarization [2].

At the same year Baxendale and in 1969 [2] Edumndson published and tried different
instances of summarization techniques. Most works published after that concentrated
on different domains but mainly newswire data. In deeper level or sense they were not
only battling the problem domain of text summarization but also the power of computers
and limitation of data for testing.

The techniques used in the 1950’s and 60’s were simpler to process, largely due to
the memory and power of computers and small corpora of text. But nowadays having
both of the problems removed, at least comparing to the old times, different models and
algorithms have been used to make a suitable solution for text summarization. For the
sake of understanding we will try to see very well and general ways used by different
researchers throughout time [3].

One of the most common and widely used techniques for problems in text mining is
machine learning approach. A Machine Learning approach can be contemplated based
on a set of documents and corresponding set of summaries to relate it to. And this works
by building a trainable summarizer obtained from using a machine learning algorithm
of both collection of documents and its respective summaries. The sentences within a
document can be modeled as vectors of features extracted from the structure of the text.
For instance, taking the summarization problem we can use a binary classification
system, where the sentence can be categorized as “correct” if is in the extractive refer‐
ence summary otherwise as “incorrect”. The trainable summarizer “learns” the patterns
used to classify each sentence into either sets of classes, and thus creates an extractive
summary [4].

Other than machine learning systems, there are many semantic analysis techniques
which are applied on text summarization to find the relation between different sentences.
As examples of semantic and syntactic summary techniques we can name examples like
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graph representation, lexical chains, natural language processing. In the graph repre‐
sentation lexical graphs, graph matching, weighted graphs and unweighted graphs are
used for summarization. In lexical chains word net, co-reference chains and lexical
semantics etc. are used for summarization. Natural language processing used informa‐
tion extraction, part of speech tagger for the summarization [5] .

Outside of the above-mentioned approaches there are researches on using evolu‐
tionary algorithms to implement a summarization algorithm. One notable example will
be a genetic algorithm based text summarization which will be later compared to our
approach. Their algorithm tries to incorporate genetic algorithm by calculating a score
function based on readability factor, cohesion factor and topic-relation factor [8].

3 The Proposed System Model

When dealing with text summarization and ant colony [9, 10] together, there are things
that must gel and correspond in order to make sense and use ant colony to its fullest.
During experiments, there were lots of behaviors that are seen and hence that helped us
modify and build this model. And one of the things that was important was features
extracted from the documents. In our case, we used different features for building this
model. All the features have been selected as a pseudo candidate for the purpose of
building this ant colony model text summarization on the basis of high recommendation
on lots of papers together with different experiments to test their effectiveness. We regard
them as pseudo candidate features because even though they were used for this model,
we think extracting features should be different for different document categories. For our
case, we used a different weighting system to make the features more adaptable to the
documents.

3.1 Proposed Algorithm Methodology

The first thing that was done prior to using a customized ant colony system was given
a document or a collection of documents we clean the data; this was done in regard of
stemming and omitting some of the stop words. The next important step was extracting
features from the document.

Each ant will save the path its going, the sentence (node) it has visited, each ant will
also pick the next node based on pheromone factors, cost (score) functions, and other
factors. The features were used because we needed to construct a scoring function for
each sentence which will be interpreted as a node in a graph later, when integrated with
the ant colony system. Below we will discuss some of the pseudo-features. Here we are
using the context of pseudo to reflect that the idea of using only specific features and
saying this will work for all does not make sense. In fact, using a static feature and
integrating it to a dynamic system like ant colony might hinder in some way as will be
seen in some part of our experimentation results later on.

(1) Word frequency: this is the most widely used feature where we record the number
of times the word appears within the document. After collecting this we add the
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word frequency score of each word found in a given sentence to give a score of a
sentence based on the word frequency.

(2) TF-IDF: Using this feature we can calculate the relative frequency of words in a
specific document compared to the inverse proportion of that word over the entire
text document. This will help us in capturing the relevant words in specific docu‐
ment.

(3) TF-ISF: In summarization problems we can use the same idea where given a single
document select a set of relevant sentences to be included in the extractive summary
out of all sentences found within the document. The idea of collection of documents
in information retrieval replaces the concept of a single document in text summa‐
rization. And the notion of document, as a member of a collection of documents
relates to the idea of a sentence as an element of a document in summarization.

(4) Sentence Length: This basically is the length of the sentence. Its use for instance
can be seen if we want to omit short sentence that have no significance in the
construction of the summary. In some cases, we normalize the length of the
sentence. To achieve that we take the ratio of the number of words occurring in the
sentence over the number of words occurring in the longest sentence of the docu‐
ment.

(5) Sentence Position: This feature can involve several items, such as the position of a
sentence in the document as a whole, it’s the position in a section, in a paragraph,
etc., different techniques were used here.one was to simply divide a paragraph into
three groups, namely the top, middle and bottom of the paragraph. And more score
was assigned to sentences that are found in the top and bottom of the paragraph.
The other was using the percentile of the sentence position in the document, as
proposed by Nevill-Manning [11] and the final value is normalized to take on values
between 0 and 1.

(6) Similarity between sentences (intersection): For each sentence k we compute the
similarity between k and other sentences in the same document, and then we add
up those similarity scores, in the end obtaining the raw value of this feature for k.
This process will be repeated for all sentences. At the end we will have a square
matrix of values filled with similarity measure.

(7) The occurrence of nouns, pronouns and named entities

So based on that the score of a sentence i in a document will be

S(i) = w1*word_frequency + w2 * TF-IDF + w3 * TF-ISF + w4 *
Sentence Length + w5 * Sentence Position + w6 * Similarity
between sentences(intersection) + w7 * nouns, pronouns and
named entities

As it can be seen each feature will have their own weight distribution for calculating
the aggregate score a sentence. One reason for using weight distributions is to change
the flexibility of the features to accommodate different documents.

The next step after this will be initializing the ant colony system parameters.at this
stage when ants start traversing through nodes each sentence will act as an element of
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a node within a graph structure. Since we have simulated the sentence of a document as
if they are nodes of a graph, we have to initialize pheromone score values from one node
(sentence) to another node (sentence). The value of pheromone was mostly given a value
of 1 in our experiments.

The first job within the ant colony module will be to march the ants. If it is the first
time the ants are marching, then a random node (sentence) is chosen as a starting node
position. This procedure will be done for every ant in the system.

In the picking next node (sentence) module, if it is the first iteration then the ant will
choose a random sentence otherwise it will use the probability calculation module to
help the ant guide it to the next node (sentence). Here the Pr controls the probability
that an ant will simply wonder to any document.

In the calculation probability module, the ant will try to calculate the probability of
going from one index (sentence) to another document.
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This equation calculates the probability of moving from node x to node y at iteration
k. Looking at the numerator, we have pheromone deposited between x and y given by
T. We raise T to the power of alpha, as the training parameter alpha governs the effec‐
tiveness of pheromones. In the numerator, we also have N, which represents the value
of moving from node x to node y. We raise N to the power of beta, as the training
parameter beta governs the influence of cost on the ant movement. We divide the product
of N and beta for the desired x and y by the summation of the T and N for all node
transitions except the current node the ant resides in. The summation in the denominator
of Equation above looks at the total value of the entire unvisited graph from the desir‐
ability of score and pheromone. We subsequently evaluate each potential move as the
percentage of that total value to determine the probability of each potential move being
chosen. Based on these probabilities, a random selection is made to decide the next cell
for the given ant. Here we will also use the sentence score we have calculated within
the eta variable.

Nxy =
1

Max
(
Scorefunction(Node X,Node Y), R

) (2)

The above score function will be the aggregate sentence score of x minus the aggre‐
gate sentence score of y.to avoid division by zero. The score function was made to be a
maximum value between the aggregate sentence score of x minus the aggregate sentence
score of y and value of R, so in case we have same score values between x and y (although
it is very rare to happen), the value of the score function will be R. After picking next
node the ant goes marches and adds the path from current sentence to the chosen
sentence. The more a node (sentence) is chosen its rank within the document rises and
hence will be chosen as one of the sentences to be in the summary. to control the
convergence of this solution we used maximum iteration and another cost function that
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will handle if there is no instance new solution that are being added to the pool in order
to see if it is stagnating. Following that the ant has to update pheromone scores. Once
the ants have all marched through their complete paths, the pheromone trails must be
updated. This two-part process considers both evaporation and pheromones deposited
by the ants.

Txy = RTxy +
∑

k
ΔTk

xy (3)

The variable (Txy) represents the pheromone strength between nodes x and y, in
which we’re calculating this value. The variable R specifies the evaporation rate training
argument. represents the amount of pheromone left by an ant between x and y by ant k.
Next we apply evaporation to all pheromone values. The evaporation rate will decrease
amount of pheromone for every iteration, giving less value for the path from one docu‐
ment to another. For every sentence or node that is visited more by ants its rank gets
higher a higher and hence will have more probability of being chosen as a summary
based on when the iteration stops. To stop the iteration, we use two ways.one of them
is setting the maximum iteration and the other being a stopping criteria based on how
much of the sentence are being visited. For instance, if the highest ranked (more visited
with ants) is increasing in a faster rate rather than other sentences then we can stagnate
the iteration. For this purpose, we need to record the rate of growth for each sentence in
each iteration to decide this.

4 Results and Discussions

4.1 Evaluation Metrics

Summary evaluation method attempts to determine how adequate (and reliable) or how
useful a summary is relative to its source. We can evaluate summarization techniques
following two ways. The first is using intrinsic method where humans evaluate the
quality of summary. With intrinsic it tries to assess the coherence and contained infor‐
mation within the summaries. This works by which users judge the quality of summa‐
rization by directly analyzing the fluency and how well the summary covers the key
ideas on how well it compares to some ideal summary written by the author or a “quali‐
fied person” [1, 12]. Whereas extrinsic methods measure the quality of a task based on
performance measure and test the impact of summarization on tasks on reading assess‐
ment, reading comprehension [13]. And based on criteria for summary evaluation we
have one based on precision and recall or compression Ratio and Retention Ratio. In
our case we will be following the precision and recall measurement as our since the
papers we are going to use to compare use this method [12].

4.2 DUC Data

When building this model we used DUC (Document Understanding Conferences) data
[6, 13] of 2001 and 2002. one of the main reasons DUC is used is because it is the more
official testing documents for text summarization and the other thing we choose DUC
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2002 version specifically was that we wanted to test and compare to other well designed
architectures.

Since the idea was to compare the evaluation of our approach with the genetic algo‐
rithm based approach and another algorithm noted on their paper, we selected the 10
documents each having average of 7 documents from the ‘Document Understanding
Conference (DUC), 2002 data. In each set we find two summaries, a 400 word and a
200-word summary. Both the 400 and 200-word summary are compared with two human
made 400 and 200 word summaries respectively, as given by DUC.

One notable problem that arose when trying to evaluate and compare with other
algorithms was each research paper uses different data. And the one who use data like
DUC, they omit the documents they tested on it. After going through papers we found
a paper entitled “Summarizing text with a genetic algorithm-based sentence extraction”
which uses and tests DUC 2002 documents. In addition to that they specify the docu‐
ments [7] they are using. In addition to that, during their experimentation, they compared
to another algorithm (unnamed bur found in DUC 2002). With this in mind we made a
request to organizers of the data and asked to get the data on the DUC 2002.

4.3 Experiment Setting and Results

We used precision and recall measurement in order to match the evaluation done within
the other paper. The equations below show the way recall and precision have been
calculated.

Overall both the genetic based and our approach score more or less the same but
both are better than the third approach (previously used in data of DUC 2002). In the
introduction we talked how hard it is to measure a summarizer. In a controlled experi‐
ment using DUC 2002 it showed a competitive result to that of the genetic algorithm
version. But if we take them out in the real world where there is real fluctuation and no
feedback system it will be hard to sustain good results. The main problem being output‐
ting one summarizer for one document. One of the main advantages in using the
proposed model is its flexibility in the output or final solution. Using the proposed
approach, we can get one optimal summarizer chosen or elected (in aggregate manner)
or use multiple individual ants results as an output or final solution. We can even merge
some of the ant’s solution and still go away with two or three different summaries.
This effect can even be more relevant if the document is larger. Probabilistically living
us with more chance of getting the main ideas while still minimizing the content. The
below Figs. 1, 2, 3 and 4 show the results where the x axis is the document id and y axis
being the average or maximum precision depending on the image. In the documents
where the ant colony fails to have a better score. Firstly, this could have arisen from the
difficulty of getting the correct value for the different parameters found in the system.
And the other reason might be that the pseudo-features might not capturing the infor‐
mation as expected. And this is important because the way of using static features in
text summarizer depends on what kind of document it is. In our case we used weighting
techniques to lower that kind of mistakes. For both cases, integrating this approach with
machine learning one where we can capture the patterns used might help us on deciding
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and getting a better subset of feature from that specific document or within the category
of the genre of the document.

Fig. 1. Average precision of summaries of length 400

Fig. 2. Maximum precision value of summaries of length 400

Fig. 3. Average precision value of summaries of length 200
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Fig. 4. Maximum precision value of summaries of length 200

5 Conclusion and Future Work

Throughout this paper, we have tried to show an ant colony system based auto text
summarizer. And when comparing it to other algorithms it has a comparatively similar
score overall to the genetic version and better score when compared to the other (past
used in DUC 2002) algorithm. In respect to problems knowing the values of different
parameters was a bit difficult. To enhance this system integrating it to other machine
learning system will be the next step. The idea that we wanted to use a pseudo features
gathered to best explain the majority documents also shows that given a set of features
we need to create a flexible feature extraction in order to suit the behavior of a document.

One of the most important factors to choose the ant colony based approach is the
fact that due its cooperative behavior we can control the number of summaries generated.
And thus, on a real-world scenario instead of worrying if that single summary is a good
one, we could assemble two or three summaries by using our approach. Since getting
feedback for text summarization systems is difficult having multiple but strong summa‐
ries could be one way to minimize the mistake.

When people write a book or document they are guided with a set of rules, be it the
grammar of the language or the style and behavior of the author reflecting it on his
literature and hence using a set of static features is not something that will be suitable
to understand the flexible behavior of authors. Our pseudo features might have covered
some of the way of writing a summary with respect to written or unwritten law of English
language but a problem arises when the pseudo features struggles to fined patterns in a
document where it differs by some way to other documents. And these two problems
will be the focus on the future work. Basing our idea on that we can trust to look at an
author always following the grammar rule of English and knows how to write a good
book will not be adequate. So accommodating some amount of error that an author might
create will enhance the experiment result. How to track wrong way of writing and turn
it to our advantage, this could one part where machine learning might come. And this
will be one challenge we look for to and thereby enhance my idea even more.
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Abstract. This article offers an empirical exploration on the efficient use of
word-level convolutional neural networks (word-CNN) for large-scale text clas‐
sification. Generally, the word-CNNs are difficult to train on large-scale datasets
as the size of word embedding dramatically increases as the size of vocabulary
increases. In order to handle this issue, this paper presents a de-noise approach to
word embedding. We compare our model with several recently proposed CNN
models on publicly available dataset. The experimental results show that proposed
method improves the usefulness of word-CNN and increases the accuracy of text
classification.

1 Introduction

In recent years, neural network models, convolutional neural network (CNN) [1] and
recurrent neural network (RNN) [2], have achieved remarkable performance in many
important applications such as text classification [4, 8], semantic parsing [3], sentiment
analysis [5]. The CNN model has been shown to be effective for text classification in both
word- and character-level. While, character-level CNN models work well with large data‐
sets, as shown in [6], the word-level model is untested on the large-scale datasets.

Kim [4] proposed a shallow word-level CNN model with one layer of convolution
on top of word vectors trained by Google News [7]. His model tested only on small
datasets with largest vocabulary size being 21,323. Kalchbrenner et al. [8] introduced a
convolutional network architecture named the dynamic convolutional neural network
(DCNN) [7]. In his model, the largest dataset among the used datasets has 76,643
vocabularies. These previous word-level CNN models cannot afford to train on the large-
scale datasets which has more than 260 k vocabularies with a 4 GB graphics card.

This paper presents a de-noise based word-CNN model (dn-CNN) which scales to
large datasets. We tested the dn-CNN model on DBPedia dataset [5] with the vocabulary
size being 610 k. Our experimental results showed better error rate over the existing
word-CNN [3, 7] and char-CNN [5] models.
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2 Motivation

The DBPedia corpus is a representative large dataset, which is extracted from the English
edition of Wikipedia consists of over 400 million facts that describe 3.7 million things
[6]. The DBPedia dataset used in our experiments is constructed from the DBPedia
corpus, including 14 non-overlapping classes.

The DBPedia dataset contains 610 k distinct words, the size of the corresponding
word embedding is 1.5 GB. Such large-size word embedding requires a large amount
of memory, and it is difficult to train the large scale dataset on a single sever. That is
why most of the previous word-CNN models were not tested for the DBPedia dataset.

On the other hand, the DBPedia dataset has many inadequate words for word-level
training. We randomly selected 100 words from DBPedia. There are 48 misspelling
words and uncommon used terms (such as person names, brands, etc.), as shown in
Table 1. Therefore, we roughly estimated that 48% of words in DBPedia are insignificant
words. These words will cause the waste of resources and have a negative effect to the
performance of word-level CNN models.

Table 1. Randomly selected 100 words from DBPedia. (The shaded words are unusual or
misspellings.)

scathing      socio      dimension      cavalry      crossthe 
dillon tuam amongst      kenyan      180000        
readership      copy      glatton breastwork      zurich
automation      158th      forbes lawson rollins
virtuoso      fingerstyle      melodic      compositional      spans      
classed      samba      bossanova shred      constitutes      
cottonwood      chair      occupational      licensure      labor      
robur      pedunculate      anatolia caucasus shahkahan
shahkah marz dadkhoda qaleh ganj   
nancy dye      schrom 13th      oberlin      
labeshka labeshk lishak shk dehshal 
astaneh ashrafiyeh 143         ndc administrated      
'colleges'      pipe      cylindrophis opisthorhodus cylindrophiidae
hammerbach freital yohanan kuszyna kie
czyg  paj czno 68        symplocos 
anomala corolla      ripe      chiefly      900         
6000          panay varanus      mabitang lizard      
frugivore      destruction      deforestation      overhunting      icun
darker      coloration      bitatawa agrij  egregy
patak mellor bc      overlooks      exists      

Our analyses about DBPedia encouraged us to be interested in the reduction of
vocabulary size by eliminating insignificant words.

3 De-noise Based Word2Vec

3.1 Basic Idea

To handle problems of large vocabulary size and misspellings of the DBPedia dataset,
we propose a novel approach, called a de-noise based word2vec, for constructing word
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embedding. It aims at reducing the vocabulary size of large dataset by filtering out miss-
spelled or uncommonly used words. For this, we can use statistics methods, such as chi-
square and term frequency-inverse document frequency (TF-IDF), or reliable corpus,
such as Google News [7] and PubMed biomedical dataset [10]. In this implementation,
we limit the vocabulary size of DBPedia to 70 k by referring to the reliable corpus of
Google News. In details, our word embedding is cross validated and extracted from
word2vec [6] that were trained on the billion words Google News corpus. The proposed
approach not only reduces the size of vocabulary, and also filters out the misspelled
words from the resulting word embedding.

3.2 System Architecture

The model architecture is shown in Fig. 1, which consists of 5 layers. The first layer is
the input (embedding) layer, with the embedding dimension being 300, the longest
sentence length being 708, and batch size being 50. The second layer is a convolution
layer with three different filters whose sizes are 3, 4, and 5. The number of filters is 100
for each size. That is, the convolutional layer generates three different shapes of feature
maps: 706 × 100 by 3 × 300 sized filters, 705 × 100 by 4 × 300 sized filters and 704 × 100
by 5 × 300 sized filters. Then the max-pooling layer is applied to the feature maps and
the corresponding results is reshaped to two dimensional shape (1 × 100) per feature
size, which are then joined together to produce a single matrix (1 × 300). A fully
connected layer with dropout probability of 0.5 generates the prediction and then a
SoftMax layer normalizes the results (14-class probability).

Fig. 1. Dn-CNN model architecture.

4 Experiment

Figures 2 and 3 show the comparison of test performance for our dn-CNN model, with
CNN-static model of word level [4], and with character-level CNN model [6]. Due to
the large word embedding of DBPedia, it is impossible to train the CNN- static model
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on DBPedia at once. Therefore, DBPedia is split into 4 smaller training sets (small
batch), each with about 240 k distinct words. The performance of CNN-static model is
shown in Fig. 2. In our dn-CNN model, we reduced the vocabulary size of DBPedia
from 610 k to 70 k, therefore it requires less memory when training our model on
DBPedia. We can train on DBPedia at once instead of separate trainings of the subsets.
We cited the test performance of char-CNN model [6] in the Fig. 3. As shown in the
figures, the best error rate for the CNN-static model is 1.49%, the best error rate for the
char-CNN model is 1.95%, whereas, the best error rate for our dn-CNN model is 1.15%.
We archived a better error rate over the state-of-the-art models.

Fig. 2. Performance of dn-CNN model against batch based word-level CNN [4].

Fig. 3. Performance of dn-CNN model against character-level CNN [6].

5 Conclusion and Future Work

This paper has presented a de-noise based word embedding for word-level CNN text
classification, which reduced the vocabulary size of large dataset in the training by
selecting common used and correctly spelled words. Our model improved the accuracy
of word-level CNN on DBPedia dataset.
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For future work, we plan to explore other de-noising methods in order to gain better
performance and faster training speed.
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Abstract. The emergence of the O2O platform that advocates innovation and
efficiency is emerging in the case of the elderly care service as well for the drastic
increase in demands and service quality enhancement. The main format for the
O2O service for the care of elderly is the two-sided business model method that
mutually links care service user and provider by using mediation platform as the
medium. Representative aged care helper mediation platforms in the US include
‘ClearCare’, ‘HomeHero’, ‘Care.com’, ‘Honor’, ‘Kindlycare’ and others. And a
start-up company called, ‘Please Take Care of My Mother’ started service with
the O2O mediation platform for the care of elderly in Korea. O2O service for the
care of elderly can satisfy significant demands of the elderly who are limited in
everyday life and the family members who need to take care of the elderly through
the mediation medium called platform. Strategies that will help to improve stable
profit structure, build trust that can satisfy both the consumers and provider and
intuitive and instant convenience require multi-dimensional efforts for the vital‐
ization.

Keywords: Startup · The elderly · O2O · Care service · Platform · Education

1 Introduction

Klaus Schwab, the founder and the Chairman of the World Economic Forum (WEF)
that celebrated its 46th anniversary in 2016, adopted the 4th industrial revolution of the
new era that is characterized by convergence between digital devices, human beings,
and physical environment, as the key agenda. The concept of 4th industrial revolution’s
model is based on the concept of ‘O2Oconvergence’ which entails creating a better world
by converging the virtual and reality. As innovation and efficiency are changing, the
platform is evolving towards O2O market platform [1].

Domestic and overseas O2O markets are growing in size thanks to the advancement
of the ICT technologies such as mobile, Internet of the Things, Big Data, Artificial
Intelligence and others as the convenience of the online and field orientation of the
offline are connected organically [2]. The Korean O2O market is expected to grow up

Funding for this paper was provided by Namseoul university

© Springer Science+Business Media Singapore 2018
K.J. Kim and N. Joukov (eds.), Mobile and Wireless Technologies 2017,
Lecture Notes in Electrical Engineering 425, DOI 10.1007/978-981-10-5281-1_52



to 320 Trillion Won as the offline businesses of diverse domains get connected via online
and mobile platforms [3, 4].

A number of smartphone users are increasingly drastically to the point that this age
is called the smart age along with the ubiquitous age. A smartphone that offers superb
portability, convenience and real-time that surpasses the computer is becoming an
essential product in our everyday life that we cannot do without, and it is gaining atten‐
tion as the medium that satisfies the educational need of the new age. In particular, a
smartphone application which is a field of the ubiquitous era is used in very resourceful
manner when it comes to obtaining various information and providing convenient serv‐
ices, and thus applications are being developed in various fields.

In particular, number of the elderly is increasing so fast to the point that the terms
such as centenarian that refers to the elderly people who are 100 years old and super
centenarian that refers to the elderly people who are 110 years old are emerging. Along
with this, it is deemed that anyone can use the elderly care system of the application for
the elderly such as the elderly who live alone and re-marrying elderly who are restricted
in terms of behavior and social constraint, anytime, anywhere. This is important for the
increase and maintenance of physical, social and emotional health of the elderly in Korea
and to ensure successful in case of the Korea with the fasted aging speed in the world.

The O2O market for the elderly related industries is expected to grow as well.
According to the 2015 National Statistical Office’s statistics on the elderly in Korea,
people who are at least 65 years old amounts to 6,624,000, which is 13.1% of the total
population. One out of five households is headed by the elderly while one-person house‐
hold consisting of the elderly comprises 7.4%. By 2020, the share of the elderly in Korea
is expected to exceed 14% of the total population. As such, the Korean society will
become an aging society in a full-fledged manner. In 2060, this share is expected to
reach up to 40%. Drastic demand for the elderly’s welfare and elderly care service is
expected due to the drastic aging. The emergence of the O2O platform that advocates
innovation and efficiency is emerging in the case of the elderly care service as well for
the drastic increase in demands and service quality enhancement.

Accordingly, this paper seeks to study the representative cases of the elderly care
service using O2O service technology characterized by repaid technology advancement
and market expansion these days as a means of satisfying the needs of the elderly and
their family members since the elderly people need others’ help since they face restric‐
tions in their everyday life due to the nature of aging, and to present the direction for
the vitalization of the O2O service platform for the care of elderly that can connect care
and protection service providers and users, conveniently and safely.

2 Current Status of the O2O Service in Korea and O2O Platform
for the Elderly Care Service

O2O(Online To Offline) starts out with the concept in which customers are attracted via
online and provided goods or services via offline, not merely shopping offline via online,
and is now expanding into a broader concept that covers all types of forms that are
connected to the offline from the online or from the offline to the online [5]. Since O2O
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service enables anyone with an idea to participate as a product or service supplier or plat‐
form business, start-up companies enter into the related markets and start the service as
small and medium sized businesses based on the refreshing idea or innovative technology.

Recently, as the smartphone use is widespread and as the simple payment based on
FinTech is getting started, size of the Korean O2O industry is as follow as of 2016; 12
Trillion Won for the food delivery application service, 10 Trillion Won for the quick
courier service and cargo delivery services, 8.5 Trillion Won for the taxi service, and 4
Trillion Won for the Rent-a-Car service [6]. Service domains are expanding

Table 1. Examples of O2O services in Korea [4]

Category O2O Service Description
Real estate Dabang Zigbang

Dukkubisesang
Real estate services which prevent falsely
registered and listed items

YourHome A housing social commerce which provides
curation services and customizing services

BudongsanDiet A real estate brokerage services mainly
targeted for apartments and officetel deals

Food delivery Baedalui-minjok A food delivery intermediary platform for
searching, ordering, delivering various food,
and undeliverable restaurant food

Yogiyo Baedaltonq Food delivery intermediary platforms for
searching, ordering, and delivering various
food

Beauty Mimibox Sales of beauty products and own PB products
Beauty-in-now Real-time nail shop reservation information

supply and demand and supply matching
service

Cut & cur Find the best hair style and connect with a
hairdresser

Transportation Kakao-taxi Tmap-taxi On-demand transportation services which
provides taxis for hire with no commission

Buttondaeri Kakao-driver On-demand replacement driver services for
drunken drivers

Accommodation Yanolja Yeoki-eoddae
Yeokiya

Intermediary platforms for a variety of
accommodations such as hotels, motels,
pensions, etc.

Home service Doctorhouse Residential space design service
Daerijubu Housework-related task service
Cleanbaske Laundry service

Car service Cardoc Quote and vendor selection service for
automobile repairs

HeyDealer BuyCar
Chutcha

Transaction platforms for exchanging used cars

Socar GreenCar On-demand car sharing services
Parkhere On-demand parking space sharing services
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incrementally. Table 1 shows the types of the O2O services in Korea based on the plat‐
form and case studies.

The main format for the O2O service for the care of elderly is the two-sided business
model method that mutually links care service user and provider by using mediation
platform as the medium. Representative aged care helper mediation platforms in the US
include ‘ClearCare’, ‘HomeHero’, ‘Care.com’, ‘Honor’, ‘Kindlycare’ and others. These
O2O platforms are different by key customer groups (Fig. 1). Whereas the key customers
for the ‘ClearCare’ and ‘HomeHero’ are specialized agencies and care hospitals,
‘Care.com’, ‘Honor’ and ‘Kindlycare’s key target customers are the service users and
their family members. ‘Honor’ and ‘Kindlycare’ which are newcomer start-up compa‐
nies, offer the following advantages; enhanced reliability by disclosing information such
as profile and criminal record of the registered caretakers to differentiate from the
existing mediation platforms, and the opportunity for the family members to check the
contents and results of the service on a real-time basis.

Fig. 1. O2O platform model

In Korea, a start-up company called, ‘Please Take Care of My Mother’ started service
with the O2O mediation platform for the care of elderly. This service is comprised of
seven services; accompanying to the hospital, taking care during the outing, taking care
of the everyday chores, conversing while taking a walk, caretaking while bathing,
nursing care, taking care during 24 h, and long-term care. Service provider pays a visit
in person when user applies for the service needed, date/time and location after logging
onto the platform [7].

A number of targets for the ‘long-term care system’ and ‘care service for the elderly’
that are supported by the government, is limited since targets need to meet certain
criteria. Meanwhile, the elderly people often need help from others due to the limitations
of the everyday life. Thus, this is the time when the expansion of the O2O service for
the care of elderly is needed.
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3 Strategy for the Vitalization of the O2O Platform for Elderly
Care Service

• Stable profit structure: New services are being launched, but there is a problem; it
is difficult to ensure a stable profit. In particular, older elderly people tend to need
elderly care service more. Thus, they feel burdened when using online method.
Instead, they prefer offline method. Accordingly, it is necessary to select the method
of expanding main service users to the family members as well instead of merely the
elderly. Moreover, presentations for attracting investments need to be held early on
and the government’s active support are needed to assist the start-up companies that
have a promising business model for the care of elderly.

• Reliability build-up: Consumer trust is a critical element for the O2O service for
the care of elderly. Consumption is bound to decrease if security is not guaranteed
since the user needs to select a provider while relying on limited information available
on the platform, which is an intangible space. O2O platforms that are in operation
today provide information on the caretakers’ profile, experience, the result of person‐
ality test, and criminal record. However, it is necessary to increase customer trust by
providing increasingly detailed information that the customers want by gathering
together consumer requirements. Moreover, it is essential to building trust with
service providers as well by providing necessary training to enhance work capability
to secure increasingly stable personnel pool for the service providers. Instead of
merely providing a simple convenient function that connects the service providers
and users, it is necessary to build trust by expanding the platform into a platform that
encourages participation among many users.

• Convenience: Going forth, it is necessary to develop an intuitive and convenient
platform by grafting together with diverse ICT technologies in order to provide the
services that both the service providers and users can utilize easily. Moreover, it is
necessary to select the on-demand economy method [8] which entails providing
services that the consumers want immediately in order to grow into the business
model that can react instantly in line with the personalized demand.

4 Conclusion

O2O technology that connects the virtual and reality is expected to create new oppor‐
tunity when it comes to the elderly care service by linking the existing offline service
providers and online users centered on the mobile platform. O2O service for the care of
elderly can satisfy significant demands of the elderly who are limited in everyday life
and the family members who need to take care of the elderly through the mediation
medium called platform. Strategies that will help to improve stable profit structure, build
trust that can satisfy both the consumers and provider and intuitive and instant conven‐
ience require multi-dimensional efforts for the vitalization.
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Abstract. This study seeks to propose class model that is needed for executing
education for the converged human resources and to increase the scientific
knowledge of the students using IT technology at the field based on the theo-
retical framework of the education for converged human resources. During the
introduction stage, students are presented with the study materials that can
increase their interest. As such, contents of the previous stages – introduction to
activity and study goal setting, organizing of the terms during the main activity
and demonstration of the physical activity by applying IT technology, orga-
nizing and investigation – are re-verified, and students discuss about our body
and movement in a diverse and creative manner while undergoing the problem
solving process for the given themes for investigation. Through these series of
processes, it is expected that the studies can come up with diverse ideas and
grow their creative problem-solving ability while carrying out convergence
education in the science theories and physical activities. Although this study
suggested means to apply convergence education centered on the physical
activities of specific grades in stages, it is hoped that a wider convergence
education opportunity may be provided going forth by developing differentiated
protocol in the domain that enables convergence education by each grade.

Keywords: Convergence � Physical activity � Experience game � Education

1 Introduction

Two papers, ‘New Vision for Education: Unlocking the Potential of Technology’ and
‘New Vision for Education: Fostering Social and Emotional Learning through Tech-
nology’ were presented with the theme of ‘New Vision for Education’ during the 2015
and 2016 WEF (World Economic Forum). Since technology change is bound to
transform our society’s knowledge consumption pattern inevitably, WEF implies that
there is a need to understand how this change in pattern gets connected with ‘educa-
tion’ from the business perspective to lead to the creation of a new pattern [1].

As for the education paradigm of the 21st Century, educational orientation is
changing such as strengthening of the multisensory participatory activity to increase
convergence thinking ability in order to cultivate competent futuristic human resources
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with multiple intellectual capability and sensitivity [2]. Information communication
technology advancement enabled use of diverse teaching methods, going beyond
existing education method in the education field. Due to the IT technology, students
who are living in an age of knowledge and information flood need an educational
environment that enables them to forecast and prepare for the future society that will be
nearing going forth. Towards this end, distribution of the IT based convergence edu-
cational contents that enables students to experience and feel in person based on their
dream and talent is called for at the field of public education [3]. The government is
emphasizing the need for the development of the convergence educational program for
the cultivation of converged science and art human resources from the aspect of cul-
tivating creative competent human resources of the future [4].

In particular, bio that uses existing applied science that is being carried out in the
education field is limited in attracting students’ interest and in increasing their
understanding. In case of the sports science, the reality is such that the education
opportunity is decreasing increasingly amidst the lack of the awareness following
physical activity and education characteristics centered on university admission.
Accordingly, approaching the bio domain that is suitable for the students’ desire will
enable approaching the participatory sensibility program as well using not only health
and culture, but also game.

In the education field, the need for a new convergence education program is
emerging that converges together the science and physical activity domains through
applied science thinking by solving problems of science and physical activity education
and by motivating students to study. This study seeks to propose class model that is
needed for executing education for the converged human resources and to increase the
scientific knowledge of the students using IT technology at the field based on the
theoretical framework of the education for converged human resources.

2 Academic Achievement via Convergence Education

Convergence education refers to the applied education that converges at least two
majors instead of referring to the knowledge of one major to ensure that the knowledge
is closely related to the actual society of the current era [5, 6]. New idea is generated
while knowledge of academic boundary get combined together and organized [4].

Convergence education needs to be improved so that it is an education centered on
students using advanced technology instead of offering an educational environment
centered on machine based merely on technology [2]. Through this, it is possible to
expect benefits such as creativity development due to the increased awareness of
science, cultivation of convergence thinking ability and problem solving ability,
development and distribution of program to increase interest and to enable voluntary
study, offering of the diverse convergence study materials, and meeting of the physical
activity and science. Figure 1 showcases an example of the studying contents that
enable achievement through convergence education during elementary, middle and
high school curriculum. This paper presents the studying theme that needs to be
achieved in the science and physical activity domains by each grade, contents of the
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execution and the outcome that may be obtained through this process by using IT
devices such as participatory game device as the medium.

3 Convergence Education Class Model of the Science
and Physical Activity Domains

This study designed model by different stages that enables elementary and secondary
school students to experience technology using IT device in case of the convergence
education centered on the physical activity domain to learn science theory and physical
activity. This study used the elementary school (5th–6th grade) education program as
the standard, and it is shown on Table 1.

Science education program for the 5th and 6th elementary school students aims to
build an understanding of basic concept of science and to cultivate creative and rational
problem solving ability through the increased science investigation ability and scien-
tific thinking mind set. Contents of the science education for the 5th and 6th elementary
school students are comprised of the two areas; ‘material and energy’ and ‘life and
earth’. Among them, ‘our body structure and function’ among the ‘life and earth’ is the
education program that enables use of participatory game device utilizing IT tech-
nology. Students can use participatory game device to learn about the structures and

Fig. 1. Example of the convergence education achievement standard by each grade
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functions of the bones and muscles that control our body movement. A total of 10 class
times were used after setting up our body structure and function as the theme for
investigation. Students experience the investigation and learning stage that entails
executing key class activities and execution stage that entails utilizing participatory
game device, execution stage for experiencing physical activity and for investigating
our body’s function, presentation and evaluation stage.

Administer class for each class number with a theme for learning. Table 2 shows
the example of the instruction for guiding class. Class is carried out as follows;
introduction, main activity, organizing, and investigation. First and foremost, during
the introduction stage, study materials that can increase students’ sense of curiosity

Table 1. Education stages and themes by each class number

Stages Sub topic Key class activities Time
(class
number)

1 Setting up theme for
investigation and
investigation stage

Our body • Introductory activity: Introduction
to the program

80 min
(1–2)

• Activity 1: Understanding our body
using model

• Activity 2: Understanding
participatory game device’s
method for detecting our body
movement

• Investigation stage: Guiding theme
for investigation

22 Stage for learning about
the structure. function
and principle (principle)

Our body’s
structure and
function

• Activity 1: Investigation of our
body structure and s function using
model

80 min
(3–4)

• Activity 2: Investigation of bone
and muscle structures and functions
related to movement

• Investigation stage: Setting up
theme for investigation and
planning

3 Investigation stage Experiencing
participatory
game device

• Activity 1: Participatory game
overview

160 min
(5–8)

• Activity 2: Investigation of physical
activity and our body function
using participatory game

• Investigation stage: Presentation on
the theme for investigation and
research plan by each group

Presentation and
evaluation stage

How does our
body move?

• Activity 1: Making evaluation
standard

80 min
(9–10)

• Activity 2: Presentation to
showcase our body structure and
function, and movement using
participatory game
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towards ‘our body’ which is a theme of the science domain is presented in order to
increase their interest and attention towards the academic theme, and they are guided
for carrying out activity and study goal is presented. Then, during the main activity,
students learn about the terms and structure of our body’s bones and muscles related to
the movement. In conjunction, participatory game device is demonstrated to observe
our body’s actual movement. At this time, students are explained about the game
device sensor, which is a method that is used by the participatory game device to detect
our body movement, and the students undergo discussion process. During the orga-
nizing stage, students organize the key concepts learned, and themes for investigation
are presented to encourage them to study in greater depth. During the investigation

Table 2. Education stages and themes by each class number

Stage Stage for setting up theme for investigation and investigation Class number 1–2

Study theme • Our body structure and function (movement and bone muscle)
Study goal • Understand our body structure.

• Able to understand our bone and muscle structure in relation to movement and to
explain their functions.

• Able to understand principles behind movement.
• Able to understand principles behind, movement by experiencing participatory game
device in person.

Studying
stages

Teaching-learning activity Focus of guidance and precautions

Introduction • Adopt theme and increase students’
Interest by using video material on our
body

• Guidance for activity and
∙ check study goal Check study aid
materials

• Increase students’ interest in theme and
incite their sense of curiosity. Encourage
them to think flexibly and guide them so
that they will know what they need to
learn about our body structure and
function

Main activity • Activity 1: Our bone and muscle
structure and functions related to
movement

– Searching for the bone and muscle
functions in our body

– Bone related to movement

• Introduction to the terms of each
structure

• Activity 2: Understanding of the
method for detecting our body
movement on the participatory game
device

• Encourage students to become interested
in our body movement and reaction of
the game device sensor

Summary • Organizing the concept of body
structure and function, and movement
learned at this class

• Completion of the theme for
investigation by each group by the next
time

Investigation
stage

• Setting up the theme for investigation
by each group

– Searching for the method for solving
problems by using creative technique
(brainstorming)

• Theme for investigation and research
plan may be changed and form free
ambience so that the students can come
up with diverse ideas
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stage, brainstorming technique is used so that the students can generate diverse ideas
through problem solving the themes for investigation.

4 Conclusion

This study made recommendation to enable convergence education that combines
together the science and physical education domains by experiencing new technologies
by utilizing IT devices. Towards this end, model for executing participatory game
device with IT technology applied was presented centered on the curriculum for the 5th
and 6th grades of elementary school by linking the science theories and body move-
ments. During the introduction stage, students are presented with the study materials
that can increase their interest. As such, contents of the previous stages – introduction
to activity and study goal setting, organizing of the terms during the main activity and
demonstration of the physical activity by applying IT technology, organizing and
investigation – are re-verified, and students discuss about our body and movement in a
diverse and creative manner while undergoing the problem solving process for the
given themes for investigation. Through these series of processes, it is expected that the
studies can come up with diverse ideas and grow their creative problem-solving ability
while carrying out convergence education in the science theories and physical activi-
ties. Although this study suggested means to apply convergence education centered on
the physical activities of specific grades in stages, it is hoped that a wider convergence
education opportunity may be provided going forth by developing differentiated pro-
tocol in the domain that enables convergence education by each grade.
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Abstract. The range of memory specifications of location aware shopping assis‐
tance poses difficulties for the developer (in terms of increased time and effort)
when it comes to developing a resampling algorithm for mobile devices. Thus, a
new resampling algorithm is required with a flexible capacity that would cater for
a range of computing device memory devices specifications. This paper develops
a memory based resampling in standard particle filter. The memory resampling
is capable to read memory specifications of mobile devices before determines the
most suitable resampling functions. The authors aim to extend this work in future
by implementing their proposed method in a number of different emerging appli‐
cations (in example, medical applications and real time locator systems).

Keywords: Particle filter · Resampling · Sequential implementation · Memory
consumption

1 Introduction

The usage of Global Positioning Systems (GPS) inside building is making difficult for
user to locate itself in shopping market. This because of unavailability of the signal in
the building due to signal blockage [1–8]. In mobile devices, there many sensor that can
be used to manipulated as location sensor such as; FM Radio, Bluetooth, WiFi and
inertial sensor [9–12]. It is known the type of sensor is different based on mobile devices
brand. Based on that, the FM radio and WiFi sensor is the most ubiquity in term of
location determination compared to others [5, 10, 13–18]. Thus, previous research such
mentioned in [3], they propose an integration WiFi and FM radio signal as signal locator
inside building environment. The research is quite successful in term of ubiquity of
location determination. However, it lacking in the implementation in different memory
requirement mobile devices, since it require much effort and time to develop for such
purpose. In this paper, we propose a memory resampling that can be used to implement
in standard particle filter for location aware shopping assistance usage [19–23]. This
paper is organised as follows: Sect. 2 outlines the concept of location aware shopping
assistance in general. Section 3 examines the detailed design for the proposed method
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which is knows as memory based resampling. Section 4 provides a conclusions and
discussion about the implications of this study.

2 General Concept of Location Aware Shopping Assistance

Previous section discuss about introduction of the paper. This section is discusses about
general concept location aware shopping assistance. Basically, it consists of three (3)
sub system which are field subsystem, interface subsystem and database subsystem in
mobile device (see Fig. 1) [24, 25]. This purpose of why it designed this is to ensure the
ubiquity of the location aware shopping system [22, 24, 26]. The usage of wireless LAN
and FM radio sensor inside field sub system is used to detect any signal surrounding and
give it to interface subsystem to process it. At the interface subsystem, which is consist
of CPU is used to process any code that written in software. In this time the interface
subsystem will always lookup information in database subsystem. Finally, it will display
user location shopping in mobile dives screen. Following section, we will discuss about
our proposed method which is memory resampling.

Fig. 1. Fundamental system architecture of location-aware shopping assistance
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3 Memory-Based Resampling

Previous section discuss about basic concept of location aware shopping assistance. In
this section, we will discuss about our proposed method which is called memory based
resampling. By referring in Fig. 2, our proposed method is applied in standard particle
filter which will embedded in location shopping aware assistance systems. The purpose
of our method is to make easier the implementation of standard particle filter in different
memory requirement of mobile devices, which is usually used as hardware for location
shopping aware assistance systems. In our proposed method, basically it will observes
required memory specifications of mobile devices. If the memory specifications is over
than 1536 MB, then it will automatically choose rounding copy as resampling function.
If not, it will choose systematic resampling as resampling function. The following
section will present about conclusion and discussion of this research.

START

Get Physical Memory 
Specification

If
>1536MB

Run Rounding Copy
Resampling

Run Systematic 
Resampling

END

NO

YES 

Fig. 2. Flow chart of memory-based resampling

4 Conclusions and Discussions

The varying memory specifications of mobile computing devices cause difficulties for
developers due to the additional time and effort required to develop a resampling loga‐
rithm. This paper describes the development of a new single distribution resampling
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logarithm, entitled the AMSFC logarithm, that integrates the traditional resampling
logarithm with the traditional variation resampling logarithm in the resampling archi‐
tecture. The algorithm will switch the resampling algorithm based on memory specifi‐
cation. At the beginning of the operational process, the AMSFC selector is used to select
a suitable resampling algorithm (for example, the systematic resampling or rounding
copy resampling logarithm), according to the physical memory available in the
computing device. Thus, the proposed algorithm (AMSFC) is capable of switching
resampling algorithms to suit different physical memory requirements. Finally, this work
can be extended by implementing this proposed method in a number of different
emerging applications.
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Abstract. With the advances of video services and user devices, now users can
view multiple live video streams being taken at multiple angles on multiple
devices at the same time. However, in order to actually perform such a service, a
synchronization technique between plural video streams being played simulta‐
neously on different screens is required. In this paper, we examine in detail the
synchronization problems that may arise from the generation, transmission and
consumption of multiple video streams. And we propose a structure and method
to address the synchronization problem.

1 Introduction

The development of broadband networks and the spread of smart devices are making
users to access video content anytime, anywhere using wired and wireless networks.
The wired and wireless network, which has not been able to provide sufficient band‐
width, has been upgraded to NGN (Next Generation Network) and LTE (Long-Term
Evolution) environment. Smart devices like smart phone or table PC, which are capable
of video playback have become popular and diverse. Both evolution led the emergence
of video services over IP-based network, e.g., IPTV and Mobile TV service that are
mainly run by network operators [1–3].

Such changes affected existing broadcasting system as well to upgrade their televi‐
sion networks with IP-based network technology. Along with the traditional broad‐
casting station, the introduction of IP-based broadcasting service is underway [4–6].
These changes are not limited to the delivery of broadcasting content, but also in ways
of generating broadcast content. In recent years, various devices like drone and smart
phone have been able to capture live scenes and deliver them in an IP-based stream
format. As a result, more efforts are required to combine the new types of video streams
created from a variety of sources into one broadcast environment and to produce and
serve vibrant content.
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So far, conventional broadcasting systems have multiplexed several source streams
into one video stream and each streams were mapped into one channel as an independent
content. Now, owing to the spread of smart devices, it possible to watch a content on
multiple screens rather than a single screen. That is, it is possible to receive multiple
video streams rather than one video stream for one content and play them at the same
time. When the different types of streams are delivered and played with current manner,
asynchronization can be occurred due to the difference in quality and in delay between
streams so that users can not be able to feel the stereoscopic effect of the content [7].

Figure 1 shows general situation of live broadcasting. The individually but concur‐
rently shot sources are streamed over different network environments and delivered to
the video headend. In this process, a time difference between the sources can be
happened. Since it is a live broadcasting for multiple screens, the streams are not multi‐
plexed into one stream but delivered as a group of streams through the video headend.
In the process, a time difference in the individual section is additionally generated.
Hence, a technology that can synchronously play the multiple streams need to be studied
and developed.

Fig. 1. Multiple video streaming environment

In this paper, we discuss the overall synchronization structure by examining where
asynchrony can occur when IP is introduced in broadcasting environment. And then we
propose a synchronized live multi-streamed live video transmission architecture. After
representing the implemented and verified the synchronization function of multiple user
terminals on multiple video streams from Video Stream Server to the final viewer, we
conclude with future work direction.

488 H. Park et al.



2 Points to Synchronize

The reason why asynchrony occurs between videos shot at the same time and transmitted
in real time varies and differs by the video streaming conditions. In this paper, we
distinguish the four sections that causes asynchronization in the process of video gener‐
ation, transmission, and watching as follows: (1) Inter source device synchronization -
asynchrony can happen between individual source video generation devices, (2) Up
stream synchronization – asynchrony can happen during up stream network transmis‐
sion, (3) Down stream synchronization – asynchrony can happen during down stream
network transmission, and (4) Client device synchronization – asynchrony can happen
between individual client devices (Fig. 2).

Fig. 2. Asynchronous elements in IP-based video streaming from multi-source to multi-screen

The environmental conditions, characteristics, and solutions to cause the delay for
each asynchronous differs by each sections. First, in the inter source device asynchro‐
nous section, videos are taken and converted into coded media (usually encoding) to
generate element streams. In this section, delay and asynchrony can occur between the
element streams due to the physical performance of the video shooting devices, the
interface of the encoding devices, and/or the difference in characteristics of the video
format used in encoding. For example, when shooting and encoding is done by a high-
performance video shooting device, it is possible to generate an element stream in the
form of 120 fps, which is 4 K quality video. However, when the shooting is done by a
general smartphone, a video stream of 30 fps level is generated in 2 K quality. In partic‐
ular, the processing performance of codec’s depends on the hardware or software, and
the delay is also caused by the length of the GoP (Group of Picture). Individual sampling
rates of audio can also vary when sampling sound is done by separate audio channels.

Second, upstream synchronization addresses when the individual source streams are
packetized according to a transmission medium such as satellite, wired/wireless Internet,
LTE network, physical device, etc. and transmitted to a video server. It is the part about
the synchronization of the converted video captured into the stream. In this section, the
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characteristics of the up stream module or software depend on what kind of network
environment (wired or wireless) is used and which media transport streaming protocol
is used. For example, it is possible to use UDP-based RTMP, TCP-based HTTP, or
MMTP, and delay characteristics are generated depending on the characteristics of each
protocol and the network conditions. Especially, in case of using multiple network envi‐
ronments, delay due to difference in network quality, and issues such as retransmission
cause delays for each input stream on the video server, resulting in an asynchronous
problem.

Third, down stream synchronization also corresponds to the network section like the
up stream synchronization but addresses the transmissions from the video server to
requested user devices. For video streaming with separate streaming channels from the
video server without separate multiplexing, each media stream is generated for each
source and each delay is sent to each source. Hence, when delay occurs while the trans‐
mission on any stream, asynchrony happens at the client devices.

Finally, it is about synchronization between client device. This is the process of
decoding the individual video streams received from the network and buffering them on
the user device and outputting them to the screen. The same delay issue can arise as the
first encoding issue occurs. In case of high quality video stream, a lot of hardware and
software resources are needed for processing, so that the postponement due to insuffi‐
cient resource can occur in this process. This can cause asynchrony due to delays, even
though users may be using the same channel video streaming on a separate owned device
(Table 1).

Table 1. Asynchronous generation factors for each element

Features of video
streaming

Point of delay Modules of delay
generation

Element of delay

(En)Coded media synchronization
between each source
devices

Hardware, software Codec (H.264, 265, etc.)
Resolution (LD, SD, HD,
FHD, 4 K, 8 K, etc.)
Framerate (15 ~ 120 fps)
GoP size (1 s, 2 s,
automatic), etc.

Network Synchronization
between Up and
down stream

Hardware, Software Segmentation by delivery
protocols (HTTP, UDP,
and other protocols)
Network Bandwidth and
quality (bitrate, end to end
delay and jitter, etc.)

(De)Coded media Synchronization
between each client
devices

Hardware, Software Codec, Resolution,
Framerate and hardware
performance (CPU, GUP,
memory, etc.)

490 H. Park et al.



3 Proposed Video Stream Synchronization Architecture

In this section, we define a video service structure that users can access to video streams
formed from multi-source based video streaming environment. Then we propose neces‐
sary functional modules and synchronization method for synchronized video play on
multiple screens [8, 9].

IP-based video streaming environment generally used is composed of four modules
[10, 11]. First, video capture device is a module that plays the role of generating element
stream in video shooting mentioned in the previous chapter. Stream uploader is a module
for transferring stream from video capture device to video server. The Media Stream
Server is a module that delivers the received media to the user. The Client consists of a
module that outputs the video stream received from the media stream server to the user’s
screen.

The following Fig. 3 shows the proposed structure for configuring video transmission
environment in which multiple video channels are synchronized and played on a user
device [12–14].

Fig. 3. General media stream system configuration

In order to provide synchronization in the existing video streaming environment, we
propose the key functional module as shown in Fig. 4. First, for the video capture device,
we define information based on the cross-definition of the device profile or manifest
type. For the remaining stream uploaders, media stream servers, and media clients, a
module to directly control the device’s time and video playback related information is
needed. This is because it is effective and scalable to use separate modules to be
connected and to handle each of them in order to control the time and setting of the
devices directly in the actual environment. The proposed profile and modules are
described as follows.
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Fig. 4. Proposed profile and modules for synchronization

• Device Profile or Manifest

Device information on video capture may vary but it is not a dynamically changed
form. So it can be defined as profile without additional module, and delay information
of the module is recorded. The information to be recorded is information on types of
codec, encoding options, resolution, framerate, and GoP size.

• Element Stream Time Sync. Controller

Element Stream Time Sync. Controller controls the stream uploader device, and
controls the time stamp information and stream protocol settings of the element stream.
Control information includes presentation time stamp (PTS) and decoded time stamp
(DTS) information of the element stream. This module performs delay control through
the buffer controller of the up streamer and transmission priority adjustment according
to protocol characteristics.

• Sync. Manager

Sync. Manager, which is a key part of the Media Stream Server is the module that
controls and supervises the total delay between multi-source and multi-client video
streaming in an IP environment. Through this module, common time stamp (CTS),
which is the common time information of the system, is controlled and time synchro‐
nization between each device is controlled.

• Packetizer Time Sync. Controller

Packetizer Time Sync. Controller, which is another key part of the Media Stream
Server compensates individual time differences in transmission of input stream and
output stream, and sets the maximum delay considering overall network conditions. By
collecting information on the delay of the source or clients, this module sets the delay
information so that can provide the synchronization service with minimum delay. In the
case of a client belonging to the network environment exceeding this delay value, the
synchronization function between clients can be turned off.

• Decoder Time Sync. Controller

Decoder Time Sync. Controller controls information related to the decoding
performance at the client device. It is possible to select the appropriate resolution and
frame rate for multi-source stream processing based on the maximum processing frame
rate of the player. For this, time stamp information of the de-packetized video stream
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generated on the decoded buffer can be modified. Also, to control synchronization
between individual clients, transmission delay and deviation of start time delay is
controlled by managing playback speed at the player with common time.

4 Implementation and Test Result

In this chapter, we have verified the proposed function and synchronization architecture
on multiple client devices through implementation of video server module and client
device module [15]. To do this, the system consists of two video servers and test players
on four smart phones, each of which is configured to be connected via WiFi or LTE as
shown below. In addition, one of the client devices is composed of different devices in
order to test the decoding performance difference of the client. The video streams used
for synchronization test is the record of running stop watch with the frame rate of 30
fps. By doing so, the scale of synchronization can be verified in 30/1000 ms level when
the actual video is judged by screen shot.

In the experimental test, two video servers simultaneously broadcast the same video
content using console, and each client terminals are connected to the corresponding
streaming servers. The following Fig. 5 shows the result of shooting a stop watch playing
on the terminals connected to each video stream servers. It confirms that all client devices
are playing the same video frame. As a result, with the proposed system, live video

Fig. 5. Time sync. experimental result screen shot using stop watch video
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synchronization between multi-video streams and multi-clients are achieved at about
30/1000 ms.

5 Conclusion

In the future, with the advancement of video services and user devices, users can view
multiple live video streams from multiple angles simultaneously from multiple devices.
To provide satisfying video consumption experience in these service environments,
synchronization of the video stream must be provided. In this paper, we have analyzed
the synchronization issues that can arise from the transmission and consumption of
multiple video streams from a structural perspective. We have proposed a structural and
functional methods for solving synchronization problems. However, synchronization of
multiple streams proved in this study covers only from the video server to the user
terminal. Additional research needs to be done in the future to provide end-to-end
synchronization.
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Abstract. The 9-switch power converter can provide two sets of output terminals
like the conventional back-to-back power converter. In this paper, the unified
power quality conditioner (UPQC) is developed by using the 9-switch power
converter with the enhanced repetitive controller (RC). The proposed 9-switch
UPQC can mitigate concurrently harmonic current and voltage problems together
with voltage sag/swell issues. And also, the switching loss is reduced significantly
by using the discontinuous modulation strategy for the 9-switch UPQC. The
characteristics of the proposed 9-switch UPQC are evaluated by simulation, and
its superior performance is verified.

Keywords: 9-switch converter · Unified power quality conditioner · Repetitive
controller · Power quality · Voltage sag · Harmonic current · Harmonic voltage

1 Introduction

Nowadays, the wide utilization of power electronics devices and nonlinear loads like
adjustable speed motor drives, diode rectifiers, and power supply units causes the injec‐
tion of a large amount of harmonic currents into the power distribution systems [1, 2].
This harmonic problem leads to many serious impacts on power systems such as voltage
distortions, high power loss, malfunction of electronic equipment, and degradation of
the networks power quality.

In order to solve these problems, many kinds of power quality compensators have
been developed and applied in practical such as: passive power filters [3], active power
filters (APFs) [4]. In recent decades, unified power quality conditioners (UPQCs) have
been presented and adopted as a versatile and flexible solution for power quality miti‐
gation [5] because it can independently and simultaneously operate as shunt and series
APF to maintain both grid current and load voltage to be sinusoidal. However, the
conventional UPQC has drawbacks due to its high cost, large volume, control
complexity. In order to reduce the number of switching devices, 9-switch power
converter has been considered as a promising solution to substitute the conventional
UPQC topology [6] because it can provide two sets of output terminals. Authors in [6]
demonstrate the effectiveness of 9-switch unified power quality conditioner (9S-UPQC).
However, voltage distortion and voltage sag/swell are considered separately, and the
APF includes many resonant controllers. So, it is very hard to implement the UPQC due
to high computational burden as well as complexity to design the resonant controllers.
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In order to solve this problem, repetitive controller (RC) is introduced as a bank of
resonant controllers to track and regulate periodic frequencies [7]. In this paper, the RC
based 9S-UPQC is developed to reduce both the number of power switches and
computing burden. The RCs for both shunt and series APF controllers are designed and
implemented to maintain the grid current/load voltage in dq frame. By reducing the RC’s
delay time by six times compared to that of the conventional one, the proposed 9S-UPQC
can operate with high dynamic performance. And also, the computational burden is
significantly reduced and the controller design process becomes simplified. Further‐
more, the current harmonics, voltage distortion and voltage sag/swell issues are fully
considered to improve the compensating performance. Simulation studies are carried
out by PSIM software to verify the feasibility of the proposed RC-based 9S-UPQC.

2 9-Switch UPQC

Figure 1 shows the general circuit of the 9S-UPQC with the distorted grid voltage and
nonlinear load in 3-phase system. The power converter is constructed by three semi‐
conductor switches per-phase, and a micro-source is attached at the common DC-link
to power for the converter.

Grid
S1

S2

S3

S4

S5

S6

S7

S8

S9

G ,abcv

PLL

Fse ,abcv
G ,abci

Fsh,abci

L,abci
1:N

Load

L,abcvDCv+

DCv−

DCv+
DCv−

Micro-source

DCv

1fL 1fC
2fL

2fC

LR

θ gf

PCC

Fig. 1. General circuit of 9S-UPQC system.

Unlike the conventional back-to-back power converter where each three-phase full
bridge side is independently controlled, the output terminals per phase of 9S-UPQC can
be only connected to either v+

DC
 or v−

DC
: its upper terminal to the upper positive DC-link

and lower terminal to the lower negative DC-link. In fact, it is impossible to connect the
upper/lower terminals of 9S-UPQC to the negative/positive DC-link, respectively.
Fortunately, we can step over this limit by modulating appropriately for both shunt and
series APF. In this paper, we coordinate two modulating references per phase with only
one carrier band. For simplicity, it is assumed that the reference for the upper terminal
(shunt APF reference) is always placed above that of the reference for the lower terminal
(series APF reference) and there is no intersection between these two reference signals
to ensure the modulation restriction.
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There are two kinds of reference frequency modes: different frequency (DF) mode
and common frequency (CF) mode. DF mode means that the upper reference frequency
is different from that of the lower one, while the reference frequencies are same in CF
mode. The DF and CF modes are plotted in Fig. 2(a) and (b), respectively. In Fig. 2, h1
and h2 mean the modulation ratios of the shunt and series APF, respectively.

Fig. 2. Different modulation strategies: (a) CM-CM-CF, (b) CM-CM-DF, (c) DM-DM-CF in
steady state and (d) DM-DM-CF in transient state.

Moreover, there are two types of modulation: continuous modulation (CM) and
discontinuous modulation (DM). The main advantage of DM is the reduced commuta‐
tion (up to 33%) as in [8]. As a result, the switching loss of DM is lessened dramatically
compared with the CM. In this paper, we adopt the DM-DM for shunt and series APF
references with CF mode. Figure 2(c) shows the modulation strategy in steady state. In
9S-UPQC, three switches S1, S2, S3 are turned off or on according to the following
conditions:

S1 =

{
ON, if upper reference larger than carrier
OFF, if upper reference lower than carrier (1)

S3 =

{
ON, if lower reference lower than carrier

OFF, if lower reference larger than carrier (2)

S2 = XOR(S1, S3) (3)

Due to the symmetry, the sets of S4, S5, S6 and S7, S8, S9 are switched with the
same switching rule as switches S1, S2, and S3, respectively. In case of the ideal grid,
the output voltage amplitude of the shunt APF is literally much larger than that of the
series APF. In Fig. 2(d), when the series APF is in standby mode, there is no the
compensating voltage across the coupling transformer in case of the normal grid.
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Meanwhile, the shunt APF has to supply a large amount of harmonic current into system
to compensate the current harmonics caused by nonlinear loads. During the normal gird
period, the lowest three switches, i.e. S3-S6-S9, should be always kept ON. In case of
the abnormal grid in Fig. 2(d), which means that sag/swell/distorted voltage happen, the
large series voltage had to be injected, and the shunt modulating reference is reduced in
order to increase the series APF reference as shown in Fig. 2(d) in abnormal grid period.
In the 9S-UPQC, the shunt and series references are adjusted automatically since they
share a common carrier band in order to mitigate simultaneously current/voltage
harmonics as well as voltage sag/swell as a conventional UPQC.

3 The Proposed Control Scheme

3.1 Series APF Control Strategy

Theoretically, the load voltage becomes sinusoidal regardless the distorted/sag/swell
grid voltage due to the series APF operated as voltage source. Figure 3(a) shows the
control strategy of series APF in rotating dq frame. All the (6n ± 1)th harmonics caused
by the nonlinear load currents are converted to the (6n)th orders in dq frame. In the voltage
control loop, proportional-integral (PI) controller and RC are adopted. Because of the
limit bandwidth, PI controller only manages the DC component, which is the funda‐
mental component in stationary frame, while the RC periodically tracks and forces the
(6n)th harmonic voltages to be zero. The outputs of controllers are synthesized and
transferred to the stationary frame, and then, they are forwarded to the DM block to
generate the voltage reference. From this control diagram, the computational burden can
be significantly reduced compared with the PR-based controller in stationary frame.
Moreover, because it does not require any harmonic extractor or voltage sag/swell
detector, the controller design process becomes much simpler with only one identified
RC instead of a large number of PR controller gains.

,L dqv θ

PI
*
,G dqI

,G dqi RC

dq
abc

*
Fsh,abcvDM

θ

PI

RC

dq
abc

*
Fse ,abcvDM*

L,dqV

L,dqv

'
Fse ,abcv '

Fsh,abcv

(a) (b)

Fig. 3. The proposed control strategy for (a) series APF and (b) shunt APF.

Bode diagram of RC transfer function is plotted in Fig. 4 in order to show how to
track the reference and to regulate harmonic components to be zero. The RC design
procedure is described in detail in [7].
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Fig. 4. Bode diagram of the utilized RC.

3.2 Shunt APF Control Strategy

Similar to the conventional shunt APF, the shunt APF in the proposed 9S-UPQC acts
as a current source in order to actively injects a large amount of harmonic current into
system via the point of common coupling (PCC). Consequently, the grid current is
steadily maintained as sinusoidal waveform regardless of the nonlinear load condition.
The power flow through the nonlinear load is expressed as following:

{
p

L
= P

L
+ p̃

L

q
L
= Q

L
+ q̃

L

(4)

where p
L
∕q

L
, P

L
∕Q

L
 and p̃

L
∕q̃

L
 are respectively active/reactive power, fundamental

active/reactive power and oscillating active/reactive power flow through the load. Since
the grid source only supplies the fundamental active power, the grid-side power flow is

{
p

G
= P

G

q
G
= 0 (5)

Therefore, the shunt APF power flow is obtained as follows:

⎧⎪⎪⎨⎪⎪⎩

p
Fsh

= P
Fsh

+ p̃
Fsh

q
Fsh

= Q
Fsh

+ q̃
Fsh

P
G
= P

Fsh
+ P

L

p̃
Fsh

= −p̃
L

q
Fsh

= −q
L

(6)

From the Eqs. (4)–(6), it is clear that the shunt APF branch can totally handle all the
harmonic load active power (p̃

Fsh
= −p̃

L
) and reactive load power (q

Fsh
= −q

L
). Addi‐

tionally, the shunt APF has to consume a small amount of fundamental active power
due to the power loss in devices (P

G
= P

Fsh
+ P

L
).

From the power analysis, even though the shunt APF rated power is quite high since
it transfers such a large amount of power, the commutation loss of 9S-UPQC is signif‐
icantly lessened, i.e. up to 33%. Hence, it is clear that the rated power of shunt APF in
9S-UPQC is much smaller than that in the conventional UPQC. Moreover, the number
of switching devices is reduced together with the lowered DC-capacitor power rating.
Therefore, cost and size of the proposed 9S-UPQC are significantly reduced compared
with the conventional UPQC.
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The detail control scheme for shunt APF is shown in Fig. 3(b), which is similar to
the series APF control scheme. The desired quadrature component of grid-side current
is set to be zero. Hence, the demanded reactive power is uniquely generated by shunt
APF as explained before. In addition, the load voltage is feed-forwarded to the output
of PI-RC to improve the dynamic response and the synchronization when the shunt APF
is connected to the PCC.

4 Simulation Results

In order to investigate and verify the effectiveness of the proposed RC-based 9S-UPQC,
the simulation is carried out for both steady state and transient-state with PSIM. The
grid voltage is intentionally distorted together with sag/swell at specific moments.
Meanwhile, the nonlinear loads are always connected to PCC to generate the large
amount of harmonic currents into the network. The system parameters are listed in
Table 1.

Table 1. System parameters.

Parameters Values Parameters Values
Grid voltage v

G
220V(rms) Sampling frequency f

s
10 kHz

I
∗
G,d 20A Switching frequency f

sw
10 kHz

I
∗
G,q 0A Output filter L

f 1, L
f 2 2.2 mH

V
∗
L,d 310 V Output filter C

f 1, C
f 2 40 μF

V
∗
L,q 0 V Transformer 1:N 50:100

Grid frequency f
n

50 Hz Load R
L

15Ω

4.1 Steady State Performance

Figure 5 provides the voltage and current waveforms in the proposed 9S-UPQC under
highly distorted grid voltage and nonlinear load condition. From Fig. 5, the load voltage
and grid current are close to the sinusoidal waveform, and the related total harmonic
distortion (THD) values are given in Table 2. Even though the THD values of i

L
 and v

G

are 22.28% and 14.43%, respectively, in the severe condition, the THDs of i
G
 and v

L
 are

kept at 1.93% and 2.89% which are complied with the IEEE-512-1992 Std.
In addition, commutation of an upper switch in 9S-UPQC is compared with the one

in conventional UPQC as shown in Fig. 6, where we can see that the number of the
commutation with the proposed 9S-UPQC is significantly reduced. Therefore, the lower
power loss and lower ratings of the devices are achieved finally by using the DM-DM-
CF mode.
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Fig. 5. Simulation results of proposed 9S-UPQC in steady state: (a) load current i
L
, (b) shunt APF

current i
Fsh

, (c) grid current i
G
, (d) grid voltage v

G
, (e) series APF voltage v

Fse
, (f) load voltage v

L

and (g) references of shunt and series APF.

Table 2. THD of the voltage and current waveforms.

Parameters i
L

i
Fsh

i
G

v
G

v
Fse

v
L

THD (%) 22.28 44.22 1.93 14.43 125.73 2.89

Throughout the steady state analyses, it is verified that the proposed RC-based 9S-
UPQC can simultaneously and completely handle all current/voltage harmonics as well
as voltage sag/swell issues in modern distribution system in spite of the reduced number
and rated power of power electronic devices.
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4.2 Dynamic Performance

Besides the steady state conditions, the proposed system is evaluated in the transient
states when the load and grid are changed suddenly.

Firstly, Fig. 7 shows the dynamic performance when the power rating of nonlinear
load is incidentally increased at a specific time. From the result, it takes less than one
cycle before the grid current is maintained to be sinusoidal. In Fig. 7(d), the shunt and

Fig. 6. Investigation of commutation in (a) the conventional UPQC and (b) the proposed 9S-
UPQC with DM-DM-CF mode.

Fig. 7. Dynamic performance of shunt APF (a) load current i
L
, (b) shunt APF current i

Fsh
, (c) grid

current i
G
, (d) references of shunt and series APF, (e) magnification of (d).
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series APF references are shown during the transient period, and two waveforms contact
each other at just one point. Therefore, we can say that the modulation for 9S-UPQC is
ensured properly with its stability margin.

Finally, the dynamic performance of the proposed 9S-UPQC is investigated by the
deeply swelled grid voltage as shown in Fig. 8, where the waveforms of v∗

Fsh
 and v∗

Fse
 are

also plotted in transient condition. From Fig. 8, the proposed system can deal with the
severe swell together with highly distorted grid voltage; the response time to maintain
v

L
 to be sinusoidal is less than a quarter of the fundamental period and only one contact

between references is recorded. From the simulation results, we can conclude that the
proposed system impressively offers fast dynamic response in spite of the load or voltage
variations.

Fig. 8. Dynamic performance of series APF (a) grid voltage v
G
, (b) series APF voltage v

Fse
, (c)

load voltage v
L
, (d) references of shunt and series APF, (e) magnification of (d).

5 Conclusion

This paper proposed a low cost high performance 9S-UPQC to compensate harmonic
current/voltage as well as voltage sag/swell in three-phase power system. The proposed

A Nine-Switch Unified Power Quality Conditioner 507



system reduces not only the switching device number but also their power ratings
compared to the conventional back-to-back UPQC. Moreover, by reducing the RC delay
time, the dynamic performance is significantly improved and the grid current and load
voltage are well regulated to be sinusoidal with low THDs regardless of the serious grid
and/or load variations. The feasibility of the proposed 9S-UPQC is evaluated through
the simulation, and it is verified that the proposed system is suitable to mitigate the power
quality issues in distributed systems.
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Abstract. In order to realize the sensorless induction motor drives with the
vector control strategy, the rotor flux and the torque current are generally used to
find the rotor speed. In this paper, an improved rotor flux estimation method is
proposed to enhance the performance in low and zero speed condition. For accu‐
rate rotor flux and torque current estimation, the flux reference is obtained by
using the modified low pass filter (LPF) and a high pass filter (HPF) is added in
order to remove errors in magnitude and phase around the filter cut-off frequency.
And also, the rotor speed is detected to achieve sensorless induction motor vector
control with the aid of the model reference adaptive system (MRAS) scheme.
Thanks to the accurate flux estimation, the steady state performance becomes
better especially in low and zero speed conditions. Simulation and experimental
results verify the effectiveness of the proposed system.

Keywords: Sensorless vector control · Flux estimation · Model reference
adaptive system · Induction motor

1 Introduction

Induction motor drive systems are widely used in industrial, commercial and domestic
applications due to their simple structure, low cost, rugged and easy implementation. In
order to control induction motors, the scalar control scheme is simple with a good steady
state response. But, its dynamic response is poor. Unlike the scalar control, the vector
control provides excellent response in both steady state and transient state because it
can drive induction motors like separately excited DC motors with sound performances.
However, due to the speed sensor, it has some disadvantages such as extended shaft,
reduced mechanical robustness and overall efficiency, and cost burden. To solve these
problems, sensorless control is introduced by estimating the rotor speed without the
speed sensor.

Plenty of research strategy has been proposed to estimate the rotor speed for sensor‐
less induction motor drives. Among them, the model reference adaption system (MRAS)
is the popular one due to relatively low computation effort and simplicity [1].

In the MRAS for the sensorless induction motor control, stator and rotor fluxes are
generally used to estimate the rotor speed, and it is important to improve the flux esti‐
mation accuracy to guarantee the control performance. For this purpose, the integration
algorithm is one of the widely-used methods because of its easy implementation [10].
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But, the open loop integration causes dc offset and drifts, which results in erroneous
speed estimation, especially in low speed range.

Various studies have been performed to overcome the limitations caused by the open
loop integrator [2–9]. Authors in [11] proposed low pass filters with fixed cut off
frequency to estimate the rotor speed. But, the low speed performance is very poor.
Authors in [13], proposed a new rotor flux MRAS with the improved estimation of torque
producing current estimation which improved the low speed estimation.

Usually, the model based induction motor drives have poor performance especially
at low speed because of inaccurate flux estimation due to the DC offset and drift. This
paper introduces an enhanced rotor flux estimation method to improve the performance
of sensorless induction motor operation at low speed including the standstill. Basically,
the rotor flux is estimated by using the flux and back EMF references. In this paper, the
flux reference is obtained through the modified low pass filter (LPF) for accurate flux
estimation, and a high pass filter (HPF) is added to remove the dc offset and drift caused
by the LPFs. In order to implement the sensorless induction motor drive system, the
rotor speed is detected with the aid of the MRAS scheme. Thanks to the MRAS with
the enhanced rotor flux estimation, the performance of the low speed vector control is
improved compared to the conventional system. The feasibility of the proposed sensor‐
less scheme is verified through the simulation and experiment.

2 Conventional MRAS

The overall block diagram of the conventional MRAS is shown in Fig. 1, where the
standard indirect vector control is carried out by using q and d current components
assigned for torque and flux control, respectively. Rotor angle theta θ is the function of
the estimated speed and slip speed, and the inverter utilizes the space vector pulse width
modulation technique.

Fig. 1. Block diagram of the overall sensorless vector control
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Figure 2 shows sensorless algorithm to estimate the rotor speed with MRAS scheme,
and the rotor flux is estimated from (1) by integrating back EMF in stator frame [12].

𝜓 s

r
= ∫

(
Lr

Lm
(vs − isRs − (Ls −

L2
m

Lr

)

dis

dt
)

)
(1)

Fig. 2. Block diagram of the conventional MRAS scheme for sensorless vector control

To avoid the pure integration in (1), a LPF with fixed cut-off frequency is used as a
feed forward reference term as shown in Fig. 2.

𝜓 s

r
=

Tc

Tcs + 1

(
Lr

Lm
(vs − isRs − (Ls −

L2
m

Lr

)

dis

dt
)

)
+

1
Tcs + 1

𝜓 s∗ (2)

The rotor flux in (2) is estimated in the stator reference frame. In order to estimate
the flux on in the rotating reference frame for the vector control, the rotor flux for MRAS,
𝜓 e

dr_MRAS
, is given as

𝜓 e

dr_MRAS
=

√
Lm(𝜓

s
dr

is
ds
+ 𝜓 s

qr
is
qs
) (3)

After some basic trigonometric relationship for the rotor flux in (2), the q axis current
in the rotating reference frame, ie

qs_MRAS
, can be estimated as

ie

qs_MRAS
=

(𝜓 s
dr

is
qs
+ 𝜓 s

qr
is
ds
)√

𝜓 s2
dr
+ 𝜓 s2

qr

. (4)

Since the rotor flux in (3) is obtained from the stator voltage and stator currents, any
error to measure these parameters affects the estimated value of the rotor flux which
ultimately influences the speed estimation.
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3 MRAS Scheme for Sensorless Vector Control

Figure 3 shows the proposed MRAS scheme to realize the sensorless vector control. As
shown in Figs. 2 and 3, the rotor speed is estimated through the PI controller, which
minimizes the error between the torque current components generated by the speed loop
and estimated by MRAS scheme. Because the torque current is obtained from the rotor
flux, it is important to estimate the rotor flux accurately for sensorless control.

Fig. 3. Block diagram of the proposed MRAS scheme for sensorless vector control

From Fig. 3, the back EMF es
r
 is given as

es

r
=

Lr

Lm

(
vs − isRs − (Ls −

L2
m

Lr

)

dis

dt

)
. (5)

The flux in the rotating reference frame is converted to the stationary reference frame
by the inverse park transformation:

𝜓 s

q
= 𝜓 e

q
cos 𝜃e + 𝜓 e

d
sin 𝜃e

𝜓 s

d
= 𝜓 e

d
cos 𝜃e − 𝜓 e

q
sin 𝜃e

(6)

As shown in Fig. 2, because LPFs are used to obtain the reference flux, the DC offset
and drift phenomena are inevitable. In order to avoid this problem, the HPF is used after
the LPF applied to the flux reference is modified by multiplying the cutoff frequency as
shown in Fig. 3. As a result, even though the estimated value from LPF induces errors
in magnitude and phase especially in very low speed range, these errors can be removed
through the HPF, and the estimated flux becomes much accurate.

From Fig. 3, the LPF for the reference flux is

𝜓 s

r_ref
=

Tc

Tcs + 1
𝜓 s∗, (7)

and the LPF for the back EMF is
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𝜓 s

er
=

Tc

Tcs + 1
es

r
. (8)

By combining (7) with (8), the estimated rotor flux after the HPF becomes

𝜓 s

r
=

(
𝜓 s

r_ref
+ 𝜓 s

er

)( Ths

Ths + 1

)
(9)

where, Tc and Th are the sampling times for LPF and HPF, respectively.
The estimated rotor flux in (9) is in the stationary reference frame, and it is expressed

in the synchronously rotating reference frame as given in (3) and (4) to realize the vector
control scheme of the induction motors.

4 Simulation Results

The proposed MRAS is simulated to evaluate the performance based on 2.2 kW, 220 V,
50 Hz, delta connected induction motor together with the conventional one. The rotor
resistance and stator resistance in all simulation are assumed to be nominal values
regardless of speed change or load change. The induction motor is driven by the space
vector modulated inverter with switching frequency of 10 kHz.

Figures 4.I and II show the simulated results for the conventional and proposed
MRAS with no load for the reference rotor speed of 400-0-400 rpm, respectively. The
rotor speed follows it reference very well with a good transient response. However, at
instant when the speed drops to zero and increases, the speed response becomes worse
with the conventional MRAS, which is zoomed in Fig. 4.I(b) from 5.4 secs to 6 secs.
Due to the incorrect stator flux estimation, the rotor flux in Fig. 4.I(c) has slight oscil‐
lation during 5 secs to 7 secs. But, in case of the proposed MRAS, the speed response
is kept with good performance at the zero speed thanks to the accurate flux estimation.
Meanwhile, the synchronously rotating reference frame currents (Fig. 4(d)) are well
settled except at transient state in both cases. So, we can say the proposed MRAS scheme
has a superior performance compared to the conventional MRAS which uses the LFP
to estimate the rotor flux as shown in Fig. 2.

In Fig. 5, 25% constant load torque is applied for similar reference speed as in
Fig. 4. The simulation result shows that the system works well even when the load is
held throughout the test. Less ripple in rotor speed is seen during loaded condition then
with no load condition. However, the starting transient state is more sluggish than the
identical no load condition.

Figure 6 shows the system response according to the variations of the load torque
and the rotor speed. As shown in Fig. 6(a), the reference speed is increased from 100 rpm
to 300 rpm and decreased to 100 rpm at 5 and 10 s, respectively. Meanwhile, the load
torque is changed from zero to 0.25 Nm at 2.5 s, to 0.5 Nm at 7.5 s, and returned to zero
at 12.5 s. In spite of the load or speed reference variation, the proposed system shows
desired performance effectively.
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Fig. 4. Simulated results with (I) conventional MRAS and (II) proposed MRAS with no load and
speed reference 400-0-400 rpm: (a) rotor speed, (b) rotor speed at a particular time, (c) excitation
reference frame flux estimate (pu), (d) reference currents in rotating frame.
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Fig. 5. Simulated results with the proposed MRAS under 25% load, 400-0-400 rpm. (a) 3 phase
stator currents, (b) rotor speed responses.
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Fig. 6. Simulated results with the variation of speed and load commands. (a) rotor speed
responses, (b) load torque, (c) dq currents

5 Experimental Results

In order to verify the implementation feasibility, the experiment with the proposed
MRAS was carried out with the same parameters used in simulation. To verify the esti‐
mated speed response, the actual motor speed is measured by a 5000 pulses/revolution
incremental optical encoder.

estimated 

400 rpm/div  20 s/div

actual
Speed 

(a)

(b) 5 A/div  20 s/div

isqisd

Excitation frame current

Fig. 7. Experimental result of proposed MRAS with no load, 400-0-400 rpm. (a) rotor speed, (b)
excitation reference frame currents.
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Figure 7 shows the experimental result for the proposed MRAS with no load from
400 rpm to standstill. The result shows the stable performance in all speed range with
slight rise and fall in q component current during respective rise and fall of rotor speed.

Figure 8 shows the experimental results with the proposed MRAS. During the start-
up, roughness is seen in both flux and current response. However, it is maintained once

(e) 1 Wb/div  500 ms/div

(b) 5 A/div  500 ms/div

Estimated flux

Stator current
i as

(d) 1 Wb/div  500 ms/div

ψ s
qr

Stator frame flux
ψ s

dr

estimated 

400 rpm/div  5 s/div

actualSpeed 

(a)

(c) 5 A/div  5 s/div

i sqi sd

Excitation frame current

Fig. 8. Experimental results with the proposed MRAS under no load with 100 rpm speed
reference. (a) rotor and estimated speed, (b) stator current, (c) dq currents, (d) estimated flux in
stationary frame (pu), (e) estimated flux in rotating frame (pu).
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the estimated speed reaches the reference speed. From Fig. 8, we can say that the exper‐
imental results coincide with those in simulated result and the proposed scheme can be
applied to actual sensorless vector control of induction motor.

6 Conclusion

This paper has presented an enhanced rotor flux estimating method for the MRAS to
realize sensorless induction motor drives. Because the HPF is designed to remove DC
offset and drift caused by the conventional LPF, the proposed scheme is suitable for a
low and zero speed operation with the improved performance compared to the conven‐
tional system. The simulation and experimental results have shown stable sensorless
performance for different rotor speed conditions.
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Abstract. In the islanded micro-grid, parallel distributed generators (DGs) are
normally controlled with the aid of the droop control scheme. However, the droop
control method is still concerned to improve the accurate of reactive power
sharing and variation of frequency and voltage at the point of common coupling
(PCC). This paper proposes a control scheme to solve the limitation of microgrid
in islanded operation such as reactive power sharing accuracy and PCC voltage
and frequency drop by using a close-loop of the virtual impedance to compensate
the feeder mismatch between DGs. Therefore, the power sharing performance is
improved, and the circulating current between DGs is suppressed. In order to
achieve the accurate reactive power sharing and PCC voltage restoration, a secon‐
dary control is implemented in both the microgrid central controller (MGCC) and
local controller by using the low bandwidth communications. The effectiveness
of the proposed control method is analyzed through the simulation.

Keywords: Islanded microgrid · Reactive power sharing · Secondary control

1 Introduction

Recently, small distributed generation (DG) systems units are growing popularly in the
electrical power system together with the cut down of the traditional power plant [1, 2].
These DGs usually consist of the renewable energy resources such as fuel cell, photo‐
voltaic cells, wind turbines, etc. Figure 1 shows the basic structure of the islanded
microgrid. In islanded mode, the microgrid is isolated from the main grid when the static
switch is open and each DGs has to work in autonomous mode. To achieve desired power
sharing without the need of communication, the power sharing concept based on droop
control is commonly used to share power between DGs [3]. The droop control scheme
can be easily extended to a number of DGs in microgrid without changing the control
strategy of DGs already setup in the islanded microgrid [4].

However, the droop control algorithm still has some disadvantages [3] such as circu‐
lating current and inaccurate reactive power sharing. Moreover, the output voltage
amplitude and frequency of inverter are always smaller than nominal values in the P-ω
and Q-E droop controls. In order to overcome these problems, the authors in [5] propose
a transformation into the new virtual frame to decouple the active and reactive power.
However, this method requires the exact value of the feeder impedance to calculate the
ratio between the line resistance and line inductance, which is hard to be implemented

© Springer Science+Business Media Singapore 2018
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in practical applications. On the other hand, authors in [6, 7] improve the power sharing
performance by adding the virtual impedance at the output of inverter. If the virtual
impedance is properly selected, the output impedance of inverter is modified to ensure
the active and reactive power decoupling. However, the exact value of virtual impedance
of each DGs in islanded microgrid is difficult to detect since the feeder impedance is
unknown and the mutual interaction between DGs in islanded microgrid.

To solve this problem, this paper proposes an enhanced power sharing control
method that adaptively controls the virtual impedance to achieve the active and reactive
power decoupling and reactive power sharing accuracy. Moreover, an external loop
control is proposed to recover the voltage amplitude and frequency to those of nominal
value. Furthermore, the low bandwidth communications are introduced to implement a
secondary control in the microgrid central controller (MGCC). As a result, the quality
and the stability of the islanded microgrid are improved significantly. The proposed
control method is guaranteed and verified by investigating the dynamic response and
stability of DGs in islanded microgrid with PLECS.

2 Islanded Microgrid System Analysis

2.1 Power Sharing with Droop Control

Figure 2(a) shows the equivalent circuit of parallel inverters working in islanded micro‐
grid. Each DG works in voltage control mode and is connected to microgrid to maintain
voltage and frequency at the PCC. To share the power between DGs autonomously, the
active power versus frequency (P-ω) and the reactive power versus voltage (Q-E) droop
control are used. As shown in [8], the active and reactive power can be expressed as
following:

Fig. 1. Typical islanded microgrid configuration.
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P ≈
EV

X
sin (𝛿)

Q ≈
EV cos (𝛿) − E

2

X

(1)

Fig. 2. (a) Simplified model of the islanded microgrid. (b) equivalent circuit model of DGs

From (1), it is obviously that the active power can be controlled by the phase angle
while the reactive power can be controlled by the voltage. From the relationship between
active and reactive powers with voltage amplitude and frequency, the droop control
equations are defined as

{
𝜔 = 𝜔∗ − G

P
P

E = E
∗ − G

Q
Q

(2)

where 𝜔∗ and E∗ are the nominal values of the output frequency and voltage, respectively,
which are usually chosen to be same as those of the main grid. G

P
 and G

Q
 are the frequency

and amplitude droop coefficients, respectively. The output voltage and frequency of
inverter based on the droop concept are always smaller than nominal value. Since the
frequency of the microgrid is not affected by the feeder impedance mismatches, the real
power sharing capabilities can be achieved successfully. However, the reactive power
sharing is not accurate because of unequal feeder impedance in microgrid configuration.

2.2 Circulating Current

From the equivalent circuit model of DGs in Fig. 2(b) the active and reactive circulating
current of the single phase parallel inverter can be calculated as

⎧
⎪
⎨
⎪
⎩

I
cP

=
RΔE + X EΔ𝛿

2 (R2 + X2)

I
cQ

=
R EΔ𝛿 + X ΔE

2 (R2 + X2)

(3)
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where ΔE = E1 − E2 and Δ𝛿 = 𝛿1 − 𝛿2 [9]. The active and reactive circulating currents
are mainly affected by the amplitude and phase difference of inverters. The deviation of
voltage and frequency are caused by the feeder impedance difference between DGs in
islanded microgrid. Hence, in order to remove the circulating current, the mismatched
feeder impedance is needed to be compensated.

3 Principle of Enhanced Control in Islanded Microgrid

3.1 Enhanced Reactive Power Sharing with Virtual Impedance Control

In DG transmission system, the line impedance is mainly inductive, i.e., X≫R because
of the leakage induction from transformer and output filter inductor, so the effect of R
can be neglected [3]. An accurate approximation of the line voltage drop can be consid‐
ered as follows:

ΔV = V1 − V2 ≅
XQ1

V1
(4)

To enhance reactive power sharing, the virtual impedance is introduced to compen‐
sate the mismatched voltage drop, and it is obtained by using the external loop control
through PI controller:

L
Vir

= K
p_vir

(
Q

average
− Q

i

)
+ K

i_vir ∫
(
Q

average
− Q

i

)
dt (5)

where Qaverage is average value of the reactive power calculated from the total number of
DGs, n, by the reactive power values from DGs through low bandwidth communication:

Q
average

=

(∑n

i=1 Q
i

)

n

[1
s

]
(6)

The virtual impedance is calculated based on the output current feedback:

X
L_Vir

= − I
O_𝛽L

vir (7)

Figure 2(a) shows the virtual impedance at the output of inverter. By modifying
output impedance, the voltage drop between DGs is compensated to maintain the output
voltage at the PCC almost same, and the circulating current is significantly reduced.

3.2 PCC Voltage and Frequency Restoration

Because of the droop control characteristics and the virtual impedance, the voltage
amplitude and frequency of DGs are always smaller than those of nominal value, which
degrades the voltage quality at the PCC. To improve PCC voltage, the reference of the
voltage and frequency droop control concept is modified by adding the recovering
voltage amplitude and frequency terms:
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= E
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+ E

res

𝜔
ref
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(8)

The MGCC measures the PCC voltage and frequency and implements a secondary
control to obtain the additional E

res
 and 𝜔

res
 value:

E
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𝜔
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= K
p_fre
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MG
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MG

)
+ K

i_fre ∫
(
𝜔∗

MG

− 𝜔
MG

)
dt (10)

The control block diagram of the DG is shown in Fig. 3. Droop control reference is
calculated based on the active and reactive power measured at the output of the inverter
to obtain the voltage and frequency references.

Fig. 3. The control block diagram of the system

4 Simulation Results

In order to verify the effectiveness of the proposed control method, the islanded micro‐
grid with 3 DGs has been simulated using PLECS. The simulation parameters are given
in Table 1.
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Table 1. Simulation parameters

Parameter Values
Microgrid
configuration

Nominal voltage Vo
* 110 V

Nominal frequency fo 50 Hz
Minimum microgrid
voltage

104.5 V

Minimum microgrid
frequency

49.5 Hz

LCL filter Inductor L1 1.4 mH
Inductor L2 1.4 mH
Capacitor C 20 uF
Damping resister RD 1.5 Ω

Droop coefficient Droop coefficient GP 0.01
Droop coefficient GQ 0.012

Line impedance Line 1 0.2 Ω, 1.6 mH
Line 2 0.1 Ω, 1 mH
Line 3 0.15 Ω, 2 mH

Load Load 1 15 Ω, 30 mH
Load 2 (connected at
5 s)

15 Ω, 30 mH

Load 3 (connected at
8.5 s)

30 Ω, 30 mH

Figure 4 shows the simulation result of DGs in islanded microgrid with the conven‐
tional droop control method and the proposed control method. Before the proposed
control method is implemented, the active power is shared equally between DG1, DG2,
and DG3 with the conventional droop controller. However, due to the mismatched
impedance values between DGs, the reactive power sharing is not accurate. When the
proposed control method is implemented at 2.5 s, the virtual impedance is adaptively
tuned to compensate the unequal impedance between DGs and the accurate reactive
power sharing is achieved after transient time about 2 s. Because of the tuning of the
virtual impedance, the active power has a small oscillation but its variation is shortly
decayed after 1.5 s, as shown in Fig. 4. Therefore, the power sharing performance is
improved and the stability of the islanded microgrid is maintained with the proposed
control method.

From Fig. 5(a), it can clearly be seen that DGs currents have the difference in both
phase angle and magnitude before the proposed control method is applied. So, the circu‐
lating current rises between 3 DGs, which reduced the islanded microgrid quality and
stability. With the proposed control method, the current sharing between DGs becomes
balance, and the circulating current is suppressed, as shown in Fig. 5(b).
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Fig. 5. The current sharing between DGs. (a) with the conventional droop control method. (b)
with the proposed control method

The dynamic response of the proposed control method is examined under various
conditions. In Fig. 6, the response of the proposed control method is good with no oscil‐
lation or overshoot even when the load 2 is connected at 5 s. Moreover, the reactive
power sharing still has a smooth transient and achieves accuracy when a secondary
control is enabled at 7 s. In addition, load 3 is connected at 8.5 s to examine more about
the dynamic of the proposed control method when coordinated control with the secon‐
dary control. When load 3 is connected, the reactive and active power have the oscillation
in the transient but still obtain the accurate power sharing in the steady state at some
interval, made the whole islanded microgrid stable under various working conditions.

Conventional Proposed control

Active
Power

(W)

Reactive
Power
(Var)

Fig. 4. The active and reactive power sharing between DG1, DG2, and DG3 with the conventional
droop control method and the proposed control method.
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Fig. 6. The active and reactive power sharing with the proposed control method under load step
condition.

Another problem in islanded microgrid with droop control concept is the inevitable
output voltage and frequency drop. As can be seen in Fig. 7(a), the voltage magnitude
and frequency at the PCC are smaller than those of nominal values because of the droop
control characteristic. The voltage and frequency deviations are about ΔE = 3 V and
Δf = 0.3 Hz before the secondary control is implemented, as shown in Fig. 7(a) When
the secondary control is implemented at 7.0 s, PCC voltage magnitude and frequency
recover to those nominal values after a transient time around 0.8 s. In addition, the
dynamic response of the secondary control is investigated when load 3 is connected at
8.5 s. The voltage and frequency at the PCC reduced when the load step but quickly
recovered and achieved the steady state in less 1 s, as shown in Fig. 7(b). Hence, the

Fig. 7. (a) The voltage magnitude and frequency restoration at the PCC (b) the response of the
secondary control when load 3 is connected at 8.5 s.
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proposed control method achieved the objective of enhanced power sharing, voltage and
frequency restoration, proving the efficiency of the proposed control method.

5 Conclusion

This paper has presented a control scheme for parallel inverters in islanded microgrid
to achieve accurate reactive power sharing together with PCC voltage and frequency
restoration. With the proposed control method, the virtual impedance is adaptively tuned
to achieve accurate reactive power sharing together with minimizing the circulating
current. In addition, a restoration of the microgrid voltage and frequency are also
obtained using secondary control to recover PCC voltage and frequency. Furthermore,
the proposed control method is stable and has a good dynamic response under the load
variation. A series of simulation results show the effectiveness of the proposed control
method.
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Abstract. This paper presents a new predictive current control (PCC) method
to achieve the coordinate control of current and power of the matrix converter
under unbalanced input voltages. In order to avoid the complicated input voltage
positive-negative sequence extraction, the flexible source current reference is
constructed by filtering the square of input voltage vector with a notch filter. The
optimal switching configuration to adjust source and load currents is selected by
minimizating the cost function which is obtained from the sum of the absolute
errors between the current references and their predictive values. Simulation
results are given to validate the effectiveness of the proposed PCC method.

Keywords: Matrix converter (MC) · Predictive current control (PCC) ·
Unbalanced voltage · Power fluctuation

1 Introduction

Matrix converter (MC) is a single-stage direct AC-AC power converter, featuring no
bulky capacitors on the dc bus. Compared with back-to-back voltage source converter,
MC has many advantages such as sinusoidal input/output waveforms under normal
conditions, controllable input power factor, regeneration capability and com-pact power
circuit [1, 2].

However, due to lack of dc-link capacitors for energy storage, the MC is highly
sensitive to the disturbance in the input voltage. In [3], when the input voltages are
unbalanced, the low-order harmonics are induced in the output voltages and input
currents. In order to reduce the effects of the unbalanced input voltage on the output
performance, the most commonly used control strategy is the feed-forward compensa‐
tion method based on the instantaneous value of input voltage proposed in [4]. This
method is effective to provide the balanced output voltages and sinusoidal output
currents. But, it causes severe harmonics in the input currents when the input voltages
are unbalanced. In [5, 6], the improved methods, which dynamically modify the input
power factor angle with the function of positive and negative sequence components of
input voltages, are proposed to eliminate the undesirable harmonics in the input currents.
In [7], the proportional integral resonant controller is designed in rotating dq reference
frame to achieve a near unity input power factor and sinusoidal input current.
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However, the reference input current calculation in [7] is highly dependent on the
sequence component extraction of the input voltage.

Recent research has indicated the effective of predictive current control (PCC)
method to control MC due to its advantages such as simplicity, fast dynamic response,
and flexibility to control different variables [1]. In [8, 9], the PCC methods to achieve
the sinusoidal output currents and unity input power factor are proposed by considering
the output current regulation and the reactive power minimization on the source side.
However, this method cannot ensure the source currents to be sinusoidal under unbal‐
anced input voltage conditions. The PCC method which allows direct control of source
and load currents has been presented in [10]. Even though the method in [10] can achieve
the sinusoidal input current, it cannot control the input power fluctuation that is caused
by the input voltage imbalance. This input power fluctuation could directly be transferred
to the load, degrading the output performance of the MC.

In order to overcome these drawbacks, this paper presents an effective method to
generate the source current reference by filtering the square of input voltage vector using
a notch filter. The proposed method can simultaneously control the input and output
currents along with input power fluctuation. Furthermore, the computation time and
storage space are reduced by avoiding sequence component extraction. The proposed
PCC method is verified by the simulation.

2 PCC of MC Under Unbalanced Input

Figure 1 shows the proposed PCC scheme to control the MC under unbalanced input
voltages. The PCC method uses a discrete-time model to predict the source and load
currents for the 27 switching configurations (SCs) of the MC, and then the SC which
minimizes the cost function is applied. A discrete model of the input side is employed
to predictive the next value of the source current. The input side is represented by a
following state-space model:

[
�̇�
𝐢

�̇�
𝐬

]
= A

[
𝐯
𝐢

𝐢
𝐬

]
+ B

[
𝐯
𝐬

𝐢
𝐢

]
, (1)

where

A =

[
0 1∕Cf

−1∕Lf −Rf∕Lf

]
, B =

[
0 −1∕Cf

1∕Lf 0

]
, (2)

where Lf and Cf are the filter inductance and capacitance, respectively, and Rf is the
leakage resistance.
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Fig. 1. Predictive current control scheme under unbalanced input voltages.

The discrete state-space model of the input side is determined as following:
[
𝐯
𝐢
(k + 1)

𝐢
𝐬
(k + 1)

]
= 𝚽

[
𝐯
𝐢
(k)

𝐢
𝐬
(k)

]
+ 𝚪

[
𝐯
𝐬
(k)

𝐢
𝐢
(k)

]
, (3)

where

𝚽 = eATs , 𝚪 = A−1(𝚽 − I2×2)B. (4)

From (3), the source current prediction is obtained as

𝐢
𝐬
(k + 1) = 𝜙21𝐯𝐢(k) + 𝜙22𝐢𝐬(k) + Γ21𝐯𝐬(k) + Γ22𝐢𝐢(k) (5)

On the load side, the dynamic model of the RL load is given as

𝐯
𝐨
= R𝐢

𝐨
+ L

d𝐢
𝐨

dt
. (6)

The output current prediction can be obtained by using forward Euler approximation
for (6):

𝐢o(k + 1) =
Ts

RTs + L

[
L

Ts

𝐢
𝐨
(k) + 𝐯

𝐨
(k)

]
. (7)

In order to regulate both the source and load currents, the cost function is given as
following:

g =
(||i∗o𝛼 − ip

o𝛼
|| + |||i∗o𝛽 − i

p

o𝛽

|||
)
+ 𝜆

(||i∗s𝛼 − ip

s𝛼
|| + |||i∗s𝛽 − i

p

s𝛽

|||
)

(8)

The superscript “*” denotes reference values, while the predicted values are denote
by the superscript “p”. The weighting factor 𝜆 handles the relative importance of the
source current with the load current. The appropriate weighting factor is applied to
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minimize to total harmonic distortion (THD) of the source and load currents. The load
current references i∗

o𝛼
, i∗

o𝛽
 are imposed externally, while the source current references

i∗
s𝛼

, i∗
s𝛽

 are generated by the control strategy.

3 Proposed Source Current Reference

3.1 Input Current Harmonics and Power

A three-phase unbalanced input voltage can be expressed as the sum of positive and
negative sequence components as follows:

⎡⎢⎢⎣
vsa

vsb

vsc

⎤⎥⎥⎦
= V+

⎡⎢⎢⎣
sin(𝜔t + 𝜃p)

sin(𝜔t − 1200 + 𝜃p)

sin(𝜔t + 1200 + 𝜃p)

⎤⎥⎥⎦
+ V−

⎡⎢⎢⎣
sin(𝜔t + 𝜃n)

sin(𝜔t + 1200 + 𝜃n)

sin(𝜔t − 1200 + 𝜃n)

⎤⎥⎥⎦
(9)

where V+, V−, 𝜃p, 𝜃n, and 𝜔 represent the positive and negative sequence voltage ampli‐
tude, phase angle, and angular frequency, respectively. The voltage vector (9) can be
expressed on 𝛼𝛽 stationary reference frame by using the Clarke transformation as
follows:

[
vs𝛼

vs𝛽

]
=

1
3

[
2 −1 −1
0
√

3 −
√

3

]⎡⎢⎢⎣
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vsb

vsc

⎤⎥⎥⎦
=

[
v+

s𝛼

v+
s𝛽

]
+

[
v−

s𝛼

v−
s𝛽

]
(10)

with
[

v+
s𝛼

v+
s𝛽

]
= V+

[
sin(𝜔t + 𝜃p)

− cos(𝜔t + 𝜃p)

]
and

[
v−

s𝛼

v−
s𝛽

]
= V−

[
sin(𝜔t + 𝜃n)

cos(𝜔t + 𝜃n)

]
, (11)

where v+
s𝛼

, v−
s𝛼

, v+
s𝛽

, and v−
s𝛽

 are the positive and negative sequence components of
vs𝛼 and vs𝛽 , respectively.

According to the basic power theory, the instantaneous active and reactive powers
of the converter are

[
p

q

]
=

3
2

[
vs𝛼 vs𝛽

vs𝛽 −vs𝛼

][
is𝛼

is𝛽

]
(12)

The source current references are derived from (12) as following:
[

i∗
s𝛼

i∗
s𝛽

]
=

2
3

1
v2

s𝛼
+ v2

s𝛽

[
vs𝛼 vs𝛽

vs𝛽 −vs𝛼

][
P∗

Q∗

]
, (13)
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where P* and Q* are the input active and reactive power references, respectively. In order
to achieve unity input power factor, Q* is set to be zero. The source current references
are rewritten based on the positive-negative sequence components of the input voltage:

[
i∗
s𝛼

i∗
s𝛽

]
=

2
3

P∗

(v+
s𝛼
+ v−

s𝛼
)2 + (v+

s𝛽
+ v−

s𝛽
)2

[
v+

s𝛼
+ v−

s𝛼

v+
s𝛽
+ v−

s𝛽

]
. (14)

From (14), the source current references are not sinusoidal when the power reference
P* is constant. The inherent reason is that the denominators of (14) consists of a double
input frequency oscillation term, as shown in (15):

(v+
s𝛼
+ v−

s𝛼
)2 + (v+

s𝛽
+ v−

s𝛽
)2

= (v+2
s𝛼

+ v+2
s𝛽
) + (v−2

s𝛼
+ v−2

s𝛽
) + 2v+

s𝛼
v−

s𝛼
+ 2v+

s𝛽
v−

s𝛽

= (V+)2 + (V−)2 + 2V+V− cos(2𝜔t + 𝜃p + 𝜃n).
(15)

Therefore, the sinusoidal source currents can be obtained if the oscillation term is
eliminated, which can be achieved with a notch filter F(s):

F(s) =
s2 + 𝜔2

n

s2 + 𝜉𝜔ns + 𝜔2
n

, (16)

where 𝜔n is set to 2𝜔 and 𝜉 is set to 1 for the good dynamic response as well as the filter
performance. The sinusoidal source current reference can be obtained as following:

[
i∗
s𝛼

i∗
s𝛽

]
=

2
3

P∗[
(v+

s𝛼
+ v−

s𝛼
)2 + (v+

s𝛽
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s𝛽
)2
]
F(s)

[
v+

s𝛼
+ v−

s𝛼

v+
s𝛽
+ v−

s𝛽

]
. (17)

From (17), the reference source currents can be rewritten in term of positive and
negative sequence components, as follow:

i+
s𝛼
=

2
3

P∗

(V+)2 + (V−)2 v+
s𝛼

, (18)

i+
s𝛽
=

2
3

P∗

(V+)2 + (V−)2 v+
s𝛽

, (19)

i−
s𝛼
=

2
3

P∗

(V+)2 + (V−)2 v−
s𝛼

, (20)

i−
s𝛽
=

2
3

P∗

(V+)2 + (V−)2 v−
s𝛽

. (21)

The instantaneous input active power supplied to the converter is derived from (12),
as follow:
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p =
3
2
(vs𝛼is𝛼 + vs𝛽 is𝛽) = P+ + P− + p̃, (22)

where P+ and P− are the positive and negative instantaneous active power, and p̃ is
oscillating term at twice the source frequency. The formulation for the power component
can be obtained by using (12), (18–21), as follows:

P+ =
3
2
(v+

s𝛼
i+
s𝛼
+ v+

s𝛽
i+
s𝛽
) =

P∗(V+)2

(V+)2 + (V−)2 , (23)

P− =
3
2
(v−

s𝛼
i−
s𝛼
+ v−

s𝛽
i−
s𝛽
) =

P∗(V−)2

(V+)2 + (V−)2 , (24)

p̃ =
3
2
(v+

s𝛼
i−
s𝛼
+ v+

s𝛽
i−
s𝛽
+ v−

s𝛼
i+
s𝛼
+ v−

s𝛽
i+
s𝛽
)

=
−2P∗V+V−

(V+)2 + (V−)2 cos(2𝜔t + 𝜃p + 𝜃n).
(25)

By using (17), the reference source currents only consist the fundamental positive
and negative components, excluding the harmonic components. However, the instanta‐
neous input active power becomes fluctuation with the double frequency oscillation
component, as shown in (22). Due to the absence of dc bus energy storage elements,
this active power could directly be transferred to the output side, degrading the waveform
quality of output voltages.

3.2 Flexible Source Current Reference

In order to achieve the coordinate control of the current and power, we introduce the
flexible source current reference by combining both (14) and (17) with an adjustable
coefficient k (0 ≤ k ≤ 1). For simple description, the currents in (14) and (17) are
assumed to be i∗

s1 and i∗
s2, respectively. Then, the source current reference in the PCC

method can be described as follows:

i∗
s
= ki∗

s1 + (1 − k)i∗
s2. (26)

From (26), the proposed PCC method can flexibly control the input current and power
by adjustment of coefficient k.

4 Simulation Results

In order to verify the effectiveness of the new PCC method, the numerical simulations
were carried out using MATLAB-Simulink software. The system parameters are list in
Table 1. A 10% decrease of phase voltage amplitude is applied to both phases B and C
of the input voltages as shown in Fig. 2.
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Table 1. System parameters

Variables Description Value
Vs Input phase voltage (RMS) 220 V
fs Input frequency 50 Hz
Lf Input filter inductance 0.4 mH
Cf Input filter capacitance 22 μC
Rf Input filter leakage resistance 0.5 Ω
R Load resistance 10 Ω
L Load inductance 30 mH
Io Output current amplitude reference 6 A
fo Output frequency 80 Hz
P Input active power reference 540 W
Ts Sampling time 10 μs

1 1 2 1 4 1 6 1 8 2 2 2

100V/div, 20ms/div

vsa vsb vsc

0

Fig. 2. Unbalanced input voltage.

Figure 3 shows the results of constant power control with k = 1. The weighting factor
equal to 𝜆 = 13 which has been empirically adjusted as explained in [11]. Figures 3(a)
show a correct tracking of the source current is to its reference i∗

s
 calculated from (14).

The source currents are distorted with low-order harmonics as shown in Fig. 3(b).
Figure 3(c) shows the good tracking of the load current io to its reference i∗

o
. Figures 3(d)

and (e) show that the input active power is almost constant and the source current isa is
in phase with the input voltage vsa, i.e., a unity input power factor is achieved.
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Fig. 3. Simulation results of constant power control (k = 1). (a) Source currents and their
references, (b) source current harmonic spectrum, (c) load currents and their references,
(d) input active power, and (e) source voltage and current phase a.

Figure 4 shows the results of sinusoidal source current control with k = 0. The good
tracking of source current is to its reference i∗

s
 calculated from (17) and load current io to

its reference i∗
o
 are shown in Fig. 4(a) and (c), respectively. Figure 4(b) shows that the

source current harmonics are reduced, while the input active power is fluctuated as
shown in Fig. 4(d). Figure 4(e) demonstrates that the unity input power factor is
achieved.
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Fig. 4. Simulation results of sinusoidal source current control (k = 0). (a) Source currents and
their references, (b) source current harmonic spectrum, (c) load currents and their references,
(d) input active power, and (e) source voltage and current phase a.

In order to verify the flexibility of the control method, a step change of coefficient k
is carried out with 20 ms interval by decreasing 0.2 step to reduce value of coefficient k
from 1 to 0 as shown Fig. 5(a). It can be observed from Fig. 5(b) that the source current
always in phase with its respective phase voltage, i.e., the unity input power factor is
always achieved with this control method. Figures 5(c) and (d) show that the power
fluctuation increases while the source current harmonics reduce as the value of k
decreases, which is correspond with the theory analysis. In general, we cannot achieve
good current waveform and constant power without fluctuation under the unbalanced
condition. Therefore, a suitable coefficient k can be selected by considering the tradeoff
between the current harmonics and power fluctuation.
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Fig. 5. Simulation results of flexible control method with step change of coefficient k (0 ≤ k ≤ 1).
(a) Value of coefficient k, (b) source voltage and current phase a, (c) input active power, and
(d) THD of source current.

5 Conclusion

This paper presents a new PCC method that can simultaneously control the current and
power of MC under the unbalanced input voltage condition. The source current reference
is flexibly generated by filtering the square of input voltage vector using a notch filter
and an adjustable coefficient. Therefore, the computation time and storage space are
reduced by avoiding sequence component extraction. The proposed PCC method
achieves the good tracking performance of both source and load currents, and the unity
power factor operation for the MC. The simulation results have demonstrated the effec‐
tiveness of the PCC method.
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Abstract. The industrial revolution has been increased promptly at all over the
world. With required suitable current, voltage and frequency for industrial
purposes, multilevel inverter provides efficient power quality and continuous
power supply for large industrial. Multilevel inverter is strongly known as an
unconventional voltage medium, which converts DC power to AC power.
However, the occurrence of harmonics would degrade the inferiority of the
voltage produce by the inverter. This paper consists of three phase Cascaded
multilevel Inverter with Separated dc Source (CISS) which eliminates the
harmonics by three different levels. The switching technique used in this topology
is sinusoidal pulse width modulation (SPWM). MATLAB/Simulink was used to
generate the pulses to initiate harmonics. The percentage of harmonics produced
will decrease in higher level. Three (3), five (5) and seven (7) level were selected
to simulate the circuit topology by using MATLAB software. The results obtain
in this paper will be compared and analysed with the previous research studies.

1 Introduction

Multilevel inverter has the ability to be used in the power industry and many interests have
drawn into this concept because it is suitable to use in reactive power compensation. The
quality of output waveform in a multilevel inverter depends on the value of output voltage
produced by the inverter. The exclusive structure of different level in CISS allows them to
achieve high voltage with minimum harmonics without using a transformer. The harmonic
level decreases ominously, as the amount of voltage level escalates [1, 2].

Cascaded inverter also known as H - bridge inverter. CISS is the simplest inverter
to produce the output waveform with least harmonics compared with conventional
inverters. This inverter is made up of H-bridge topology that consists of four switches
and each has their own DC source. Cascaded inverter able to produce complete sinus‐
oidal output waveform. CISS able to construct up to a boundless number of levels, which
eliminates more unwanted harmonics. Cascaded inverter became the significant inverter
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to use in the industry because it has a great power performance with cheaper manufac‐
turing cost [3]. The voltage level of CISS can be determined by the formula:

m = 2
(
N

s

)
+ 1 (1)

where = Ns are the numbers of DC source
The output voltage formula is:

V
AN

= V1 + V2 + V3 +…+ V(m−1)2 (2)

The angle controlling at different level can define the quality of the output voltage.
Figures 1, 2 and 3 are the topology that being used in this paper. There are few differences
between these three levels of inverter in term of DC source, switch that being used,
number of levels and the amount of H-bridge topology. These three different levels of
inverters will be simulated and tested by using MATLAB/Simulink software.

Fig. 1. 3-level of CISS

Fig. 2. 5-level of CISS
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Fig. 3. 7-level of CISS

The circuit in Fig. 1 shows a single phase 3-level inverter that is connected in series
as a single phase circuit topology. This circuit consists of four IGBT switches and single
DC source. This level of the inverter can generate three voltages at the output, which
are +Vdc, 0, and −Vdc. Four IGBT switches are connected to dc source at the output
terminal. This occurs in each level of inverter and four IGBTs represent a single cell [4].

The circuit shown in Fig. 2 is a 5-level inverter that has two separate DC sources
and eight IGBT. It generates an output voltage, which are +2Vdc, +Vdc, 0Vdc, −Vdc,
−2Vdc [5]. A combination of two cells that has four IGBT diodes produce 5-level of
output voltages.

The 7-level inverter as shown in Fig. 3 requires twelve IGBT switches and three DC
sources. Each CISS has the same structure as a distinctive single phase inverter. This
level of the inverter can generate an output voltage with seven levels of output with three
cells IGBT combination [6].

1.1 Switching States

Three level inverter produces three different voltages at the output based on previous
research [4]. Table 1 shows the output voltage produced which are +Vdc, 0, and −Vdc
when the switches are triggered.

Table 1. Switching Condition for 3-level of CISS

Voltage Output, Vo Switching State
S1 S2 S3 S4

+V 1 0 0 1
0 1 1 0 0
−V 0 1 1 0

(1 = on, 0 = closed)
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Since this is five level inverter, there are five output voltages were shown in
Table 2 which are +2Vdc, +Vdc, 0, −Vdc, and −2Vdc when the switches are triggered.

Table 2. Switching Condition for 5-level CISS

Voltage Output, Vo Switching State
S1 S2 S3 S4 S5 S6 S7 S8

+2 V 1 0 0 1 1 0 0 1
+V 1 0 0 1 1 1 0 0
0 1 1 0 0 1 1 0 0
−V 0 1 1 0 0 0 1 1
−2 V 0 1 1 0 0 1 1 0

(1 = on, 0 = closed)

Table 3 shows the switching condition for 7-level CISS that produces seven output
voltages. The output voltage produce consists of +3 V, +2 V, +V, 0, −V, −2 V, and −3 V.

Table 3. Switching Condition for 7-level CISS

Voltage Output, Vo Switch States
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12

+3 V 1 0 0 1 1 0 0 1 1 0 0 1
+2 V 1 0 0 1 1 0 0 1 1 1 0 0
+V 1 0 0 1 1 1 0 0 1 1 0 0
0 1 1 0 0 1 1 0 0 1 1 0 0
−V 0 1 1 0 1 1 0 0 1 1 0 0
−2 V 0 1 1 0 0 1 1 0 1 1 0 0
−3 V 0 1 1 0 0 1 1 0 0 1 1 0

(1 = on, 0 = closed)

1.2 Advantages and Disadvantages of Cascaded Multilevel Inverter
with Separated DC Sources (CISS)

The benefits of CISS is it needs the smallest number of components between all multi‐
level inverters to obtain the similar number of voltage level [7]. The circuit design can
be modularized because each level consumes the same structure, and there are no addi‐
tional clamping diodes or voltage balancing capacitors. CISS also can be used in this
structure to evade lossy resistor-capacitor-diode snubbers [4, 5, 8]. The disadvantage of
CISS is that it needs an isolated DC source for real power conversion and the applications
are inadequate [8, 9].
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1.3 Comparison on Total Harmonic Distortion (THD) Based on Levels of Inverter

Table 4 shows the value of THD value based on levels of inverter between single phase
and three phases. As for single phase, the THD value decreases as the number of level
increases, same as for three phase. It can be concluded that the number of levels and
phase of inverter affects the THD value of the inverters. Based on previous studies, it
shows that three phase inverter eliminates more harmonics compared to single phase
inverter. Therefore, the simulation carried out in this paper were done in three phase
circuit topology.

Table 4. Comparison on Total Harmonic Distortion (THD) Based On Levels of Inverter

Levels 3 5 7
THD (single phase) 48.34% 23.86% 16.16%
Reference [10] [11]
THD (three phase) 35.33% 14.55% 12.22%
Reference [12] [11]

2 Methodology

Figure 4 shows the flowchart for this project. In order to complete the workflow, the
understanding of literature review and theory must be studied.

Figure 5 shows the overall circuit implementation for 3, 5 and 7 level inverter. The
topologies of three different levels as shown in Figs. 1, 2, and 3 will be implemented
inside the PWM cell. The simulation will be conducted separately for each level. One
cell of PWM represents single phase inverter and total three cells of PWM represents
three phase inverter. The result obtains for each level will be analysed and compared
theoretically based on the study of previous research.
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Fig. 4. Flowcharts for project workflow

Fig. 5. Circuit Implementation for 3,5 and 7 level inverter
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3 Results

Figure 6 displays the output waveform for 3-level CISS of three phases. The leg B and
C were triggered at 1200 and 2400 phase delay correspondingly with respect to phase A.
The voltage output is 200 V, 0 V, and −200 V. The total harmonic distortion value shown
in Fig. 7 for three phases 3-level of CISS is 82.78%.

Fig. 6. Voltage output for 3-level CISS

Fig. 7. THD value for 3-level

Figure 8 illustrates the output voltage waveform for 5-level CISS of three phases
where each phase has a different of 120o. The voltage output is 400 V, 200 V, 0 V,
−200 V and −400 V. The total harmonic distortion value shown in Fig. 9 for three phases
5-level of CISS is 37.16%.
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Fig. 8. Voltage output for 5-level CISS

Fig. 9. THD value for 5-level

Figure 10 indicates the voltage waveform for 7-level CISS of three phases which
each phase has a different of 120o. The voltage output is 600 V, 400 V, 200 V, 0, −200,
−400 V and −600 V. The total harmonic distortion value shown in Fig. 11 for three
phases 7-level of CISS is 23.45%.

Fig. 10. Voltage output for 7-level CISS
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Fig. 11. THD value for 7-level

4 Discussion

In this section, the results for MATLAB simulation for 3, 5, and 7 level CISS are
discussed and analysed. The results are shown for three phase simulation only because
it produces a lesser percentage of Total Harmonic Distortion (THD) compared to single
phase as identified in previous research [10–12]. The simulation was done to test the
rationality of the results and compare it with the experimental result. The purpose of
simulating 3, 5, and 7 level cascaded inverter is to prove that higher level of inverter
eliminates more harmonics, thus producing lesser THD percentage. Figures 6 and 7
shows the 3 phase output voltage and Total Harmonic Distortion (THD) analysis for 3-
level CISS with fixed frequency modulation (fm) 60 Hz and modulation index (ma) of
0.7. The purpose of using fixed modulation index and frequency modulation in 3, 5, and
7 level cascaded inverter is to make sure that the output result and THD does not affected
by different values of modulation index and frequency modulation. From Fig. 6, the
output voltages produced are three values that are 200 V, 0 and −200 V. The values
produced are theoretically matches with previous study [4]. THD value for 3-level CISS
is 82.78% can be seen in Fig. 7. The starting harmonics value for each level will be the
highest as shown in Figs. 7, 9 and 11. This phenomenon occurs is because the starting
harmonics represent the fundamental frequency (fc) and it will overshoot at the starting
point before the elimination of harmonics occur. Figure 8 shows the output voltage value
for 5-level CISS. Five different values are produced which is 400 V, 200 V, 0, −200 V,
and 400 V matches with previous analytical study [5]. THD value shown in Fig. 9 for
three phase 5-level of CISS is 37.16%. Seven different output voltages produced in
7-level of CISS as shown in Fig. 10 and matches with the previous research analysis [6].
The THD value for 7-level CISS is 23.45% and it is the lowest value of THD compared
to 3 and 5-level of the CISS. Table 5. summarises the comparison for 3, 5, and 7-level

Table 5. THD comparison

Number of levels THD%
3 level 82.78
5 level 37.16
7 level 23.45
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of THD. It is proven that high level of inverter eliminates more harmonics and producing
lesser THD percentage in the system operation of each multilevel inverter. Hence, theo‐
retical research study matches with the results obtained in this paper.

5 Conclusion

This paper presents the difference of THD between 3, 5, and 7-level three phases of a
cascaded multilevel inverter with separated dc sources (CISS). Based on the papers of
conventional multilevel inverter topologies given in the previous research, the THD
value is decreased as the number of CISS level is increased. As the switches were trig‐
gered at steady intervals, plenty of computations are required to generate the pulses.
This can be avoided by relating the PWM methods in multilevel inverters in the future.
Percentage of harmonics can be reduced by applying the PWM techniques because it
allows a decline in the switching frequency of each cell, thus reducing the switching
losses. In this paper, the simulation was done to prove that higher level reduces the
harmonics resulting in efficient power supply with less power loss. The simulation result
theoretically matches with the results obtained in the previous study.
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Abstract. Survivor tracking system is a device that detects a human heartbeat
by using pulse sensor and sends the information to a smartphone via Bluetooth.
Apart from muscle sensor and accelerometer sensor that has difficulty in moni‐
toring the condition of users, pulse sensor is one of the alternatives that can
provide high portability and require a small surface area for analysis. In this paper,
a wireless system was implemented. The design is achieved by utilizing a smart‐
phone with Android Operating System, Peripheral Interface Controller (PIC)
Microcontroller and Bluetooth. The objectives of the system are to monitor user
heartbeat rate, durability and effectively SMS to obtain medical help for the user.

Keywords: Survivor tracking system · Bluetooth and PIC

1 Introduction

With the advancement of technology in this modern era, mobile technology such as
smartphones have enabled a wide range of applications that can be used by people on
the move. By integrating these devices with other inputs, we will be able to enhance the
capability of the device. One of such integration is the use of sensors to monitor the
condition of the user. This is important as it can be used to ensure the safety of the user
by notifying the first responder, allowing faster and more efficient response taken.

In recent years, many researchers to monitor the condition of user have move towards
the use of sensors such as an electromyogram (EMG) sensor, accelerometer sensor and
pulse sensor. Sensor such as EMG is difficult to evaluate the practical contraction of
muscle, and indirectly monitors the contraction of the muscle [1]. Comparing this to a
pulse sensor, we will be able to obtain more valuable information to understand the
health status of a human body for better analysis [2].

In this paper, we present a survival tracking system based on heartbeats rate, the
system consists of a prototype device which integrate a pulse sensor with a PIC micro‐
controller and will transmit signal via Bluetooth to a connected smartphone with android
operating system. The device will trigger when there is no detection of pulse and will
transmit a distress signal via Short Message Service (SMS) or email to notify first
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responder during an emergency. The signal sent will be able to detect the victims’ loca‐
tion via Global Positioning System (GPS) for the rescue team to reach on time [3]. The
smart phone must first be equipped with an application called “magnet code” for inter‐
face purposes.

The condition of the user is monitored based on the heart rate condition. The heart
rate for a normal person during rest ranges from 60–100 bpm [4] while athletes will have
a slightly lower range in 40–50 bpm. During exercises, a person heart rate limit can be
monitored using the formula from Eqs. (1) and (2) [5].

(220−Age) × 0.60 = Lower limit (1)

(220−Age) × 0.90 = Upper limit (2)

The main objectives of this device are monitor heartbeat rate of users using a heart
rate sensor, wearable devices which can withstand outdoor activities and effectively
inform first respondent about the emergency situation of the victim.

The device is built for sports and outdoor activities such as hiking, mountain
climbing, jungle tracking and etc. The device function in such a way that when the
condition of the user heart rate changes to very high or very low for a set amount of
time, it will trigger and send the preset message together with the user GPS location to
a preset contact number. In an emergency, the user can also trigger the device manually.

The device can also be used for military survival training purposes such as Survival
Army Basic Training whereby cadets are required to develop survival skill for approx‐
imately 72 h. During this period of time, cadets are only equipped with basic tools such
as compass, ration and radio set. When an accident occurred, it is difficult for first
responder to take action as they are unable to obtain information quickly. This device
will be able to track and notify the location of the cadets when an accident occurred.

Besides that, the device can also be used in an emergency situation such as earth‐
quakes or floods. The device is able to transmit the last track location of the user. This
feature is important for search and rescue mission and also to count the number of losses
to measure casualties of the disaster.

2 Technologies

2.1 Smartphone

A Smartphone is a portable device with its own operating system which combines some
features that is available in computers with mobile phone. It usually consists of media
player, GPS navigation unit, Bluetooth connectivity, digital camera, personal digital
assistance (PDA) and etc. Most smartphones are equipped with internet access and can
run third party apps.

There are currently three major operating systems used in a smartphone, which is
Android, iOS and windows operating system. Android uses an open-source platform
and is backed by Google. iOS is the operating system built for iPhone and is developed
by Apple Inc. and windows phone is the OS built for windows mobile and is developed
by Microsoft.
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2.2 PIC Microcontroller

For this research, the controller used is the PIC16F767. PIC16F737/767 devices are
available only in a 28 -pin configuration while PIC16F747/777 devices are for 40-pin
and 44-pin configuration [6]. The block diagrams of the PIC16F737/767 and
PIC16F747/777 devices are provided in Fig. 1:

Fig. 1. PIC16F737 and PIC16F767 block diagram

2.3 Bluetooth

In this research, a Bluetooth connection is needed as a link between the two devices.
The Bluetooth is a wireless technology that sends data within a short distance by using
a short-wavelength UHF radio waves. The ISM band is within 2.4 GHz to 2.485 GHz.
Bluetooth connection can connect to several devices which can overcome synchroni‐
zation issues.

3 Methodology

3.1 Overall Process and Components

In this research, the system produced consists of a PIC-16f767 micro controller on a
circuit board with App Link Bluetooth module, pulse sensor and an Android smartphone
with Magnet code application [6]. These are the main components used to assemble and
ensured that the objective of the research was achieved.
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For the device to function optimally, it must first be connected to a smartphone via
Bluetooth. The device is then attached to the user where the pulse sensor will monitor
the pulse condition. The Android smartphone can orientate the data of the device by
installing an application known as “m3”. The magnet code and programming of the PIC-
f767 to track either the heart is beating is done using two programs which are the PIC
compiler and PIC kit 2 v2.55 [7]. Figure 2 shows the flowchart of system design.

Fig. 2. Flow chart of system design

3.2 Assembling

Assembling the research are based two elements that are hardware & software. In the
hardware assembling process the components of the device were collected & fitted onto
the motherboard.

Meanwhile, the assembling process in software is planned, checked & installed into
the PIC micro-controller using two Software Program which are ‘PIC C Compiler’ to
construct the program logic & PICkit 2 v2.55 to install the program logic into the PIC
[7, 8]. The logic of the program can be viewed in Fig. 3.
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Fig. 3. Program logic in PIC C compiler

Figure 4 shows the GUI application for this research. The program is then installed
into the PIC microcontroller with PICkit 2 v2.55 using an adapter in Fig. 5.

Fig. 4. GUI of application
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Fig. 5. PIC adapter

3.3 Testing Method

The test run was carried out on the assembled survivor tracking system on a user. Mean‐
while the smart phone is held by another user to examine the reliability of the system
based on connection, responds, and accuracy of the system reacting to the different
situation made. Program code build is analyses and tested using PIC kit [9].

4 Discussion and Analysis

Although we have achieved the three main objectives of the research, there are still a
few limitations in the project that could be improved in future. One of the limitation is
in the coding of the device which is set to send signal continuously every 10 s. This
setting will increase power consumption and result in less efficiency in power usage.

Fig. 6. The survival tracking system with turn on
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This problem can be solved by modifying the coding of the PIC microcontroller.
Figure 6 shows the completed survivor tracking system with the system in condition on,
while Fig. 7 shows the completed survival tracking system when detects the heartbeat.

Fig. 7. The survival tracking system detect the heart rate

Table 1 shows the data that were extracted from the test. The data for the commu‐
nication part presented firstly and followed by detection of the heart beat and the respon‐
sive of device to send SMS for help.

Table 1. Test Results

Yes No Comment
Connection
Communicate ✓
Lagging ✓ 0.2 s
Accuracy ✓ 000 b/m

Next is durability of the device itself. Since the research that was held focused on
obtaining the three main objectives of the research. The research has lacked qualities in
this element. Durability element is important to ensure that the device is sustained and
in good hands to function in its best condition.

Finally, the device tracking system has limited range of data connection through
SMS, this is basically due to the budget provided. SMS ranges of connection are limited
in certain areas. Improvements for further researches could apply the use of direct satel‐
lite connection where there is no limit in connection around the world. This will allow
the device to send free and unlimited signal to track and monitor the condition of the
user. Thus, a suggestion in the future is to allow free SMS services to provide limitless
connectivity, especially in a region that is prompt to accident.
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Last but not least, with further improvement of this system, it can be used to
contribute in the medical field such as its facility to monitor the condition of patients
and to prevent diseases before they occur [10]. This will lead to a safer and healthier life
in the future.

5 Conclusion

The designed survivor tracking system was able to function accordingly, but with some
minor glitches on the duration of taking heart rates. This research also manages to iden‐
tify the limitations of the design and suggestions in enhancing it. Since this preliminary
design exhibits possibility of the usage belief that this research could proceed to another
level in nanotechnology. Overall the designed could be improved with enough research
on the subject with high possibilities of success.
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Abstract. This paper considers the coordination of autonomous sto-
chastic moving multi-agents consisting of finite cells arranged on a line.
We assume there are interactions or coordination among agents such that
(1) each agent can not move to a destination cell occupied by agents more
than the agents of a current cell and (2) their agents have time-lag. Then
it is ideal that every cells are always occupied by agents, because of the
efficient use of resources, and it is desirable to be the fewest expected
number of cells not occupied by agents. We show that the resource uti-
lization becomes higher if every agents have appropriate average moving
speed, also called fluctuations. In addition, the speed on boundaries, also
called a boundary effect, further accelerates the cell resource utilization
efficiency, where the boundary effects depend on the resource configura-
tions. Then, they accelerate the resource utilization by which are giving
fluctuation like to shake agents in a box. By giving some fluctuation,
they can maximize the cell resource utilization.

Keywords: Autonomous moving stochastic multi-agents · Resource uti-
lization · Boundary effect

1 Introduction

This paper discusses a resource utilization of autonomous stochastic mobile
multi-agents with time-lag and average mobile speed. Every agents stochasti-
cally move on the cells along finite resources arranged over a line according to
transition probabilities in synchronization. The moving of each agent at every
time steps is affected by other agents such that it depends on the number of
other agents on destination cells within specific ranged windows, and there is
coordination among agents with time-lag. The interactions among agents are
complicated to analyze the behavior of them, since each agent moves over the
resources autonomously, and their combinations lay on a platform of huge spaces.
The paper [7,8] showed that the stochastic moving multi-agent behavior becomes
more stable if every agents take an appropriate average mobile speed. The paper
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[7] discusses the resource utilization of agents, but does not consider the bound-
ary effect on resources. Then, the average mobile speed of all the agents is the
same, i.e. it is independent from resource locations. The other paper [6] presents
more accelerated stable stochastic mobile multi-agent behavior by adjusting the
average moving speed depending on the agent staying locations. Our analysis and
experiments show that the variations with respect to the number of agents on
cells become lower, that is more stable, when all the agents have an appropriate
average mobile speed according to the agent staying locations, i.e. we can design
more stable multi-agent configurations if we adjust their average mobile speed
depending on the agent locations [6]. In this paper, we present the multi-agents
behavior for higher resource utilization of cells considering boundary effect on
resources.

We are in need of a simple model with no fat in mobile multi-agents for
analyzing complex systems. Fortunately, Sen et al. [5] proposed a simple model
for analyzing the behavior of mobile multi-agents, and Rustogi et al. [3] presented
the fundamental results of the former model. Ishiduka et al. [2] also introduced
a time lag and showed the relationship between time lag and stability in mobile
multi-agents. The above models are intended to clarify how fast the mobile multi-
agents fall into a complete stable state, i.e. a hole state in absorbing Markov chain
[1], thus the goal is to design a coordinative system which falls into a stable hole
in shorter passage time as soon as possible. The basis of this theory is Shilling
model [4].

Our model, Multi-Agent behavior with Time lag and Moving Speed:
MATMS, is based on Sen et al. [5] and the developed model with time-lag pro-
posed by Rustogi and Singh [3]. We note that our purpose is different from
the papers [2,3,5] which try to clarify the relationships between time-lag and
stability in multi-agent systems. In other words, their papers try to find the
multi-agent configurations satisfying autonomous uniform resource allocation in
a shortest passage time. On the other hand, our multi-agents initially start from
a most stable state, each agent on resource stochastically moves over cells, and it
just likes atoms in a liquid. The agents are always moving on resources stochas-
tically, and they never stop. In addition, we extend their models to have moving
average speed. Our model satisfies Markov condition and irreducible so that the
configurations do not depend on the initial configurations in the limit, and our
problem is to find more stable multi-agent configurations accompanying agent
movements. It just likes as a molecule has an energy so that it is always moving
while the agents are alive, and it depends on the manner of substances. The
paper [8] showed that a stochastic mobile multi-agent system, whose the agents
move slowly as a whole on average, is more stable than other ones not having
average moving speed as a whole theoretically and experimentally. This paper
demonstrates higher resource configuration behavior when we consider the agent
locations on resources, that is, boundary effects.

This paper is organized as the following. First, we define our model in Sect. 2.
Section 3 shows that there exists a new distinct behavior based on theoretical
analysis for small size 3 × 3, and Sect. 4 presents our experimental results to
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confirm the theoretical analysis. In the following section, we discuss the related
works. Finally, we conclude this paper in Sect. 5.

2 Stochastic Moving Multi-agent Model with Time-Lag
and Moving Speed

We shall define a multi-agent consisting of k agents, k ≥ 2. All the agents are
arranged over a finite resource consisting of cells S(i), i = 1, .., n on a straight
line [1, 2, .., n] instead of a circle [3,5], and move to synchronize over the resource
according to the following transition probabilities pi,j in stochastic manner. In
the following, sometimes we are simply expressed as i a resource S(i).

First, we define a weight function fi,j , i, j = 1, .., n as

fi,j =

⎧
⎪⎪⎨

⎪⎪⎩

1, i = j

0, i �= j, ri < rj

1 − 1

1+γ exp(
move(ri−rj,i,j)−α

β )
, otherwise,

(1)

where ri are the number of agents on i-th cell, and α, β and γ are constants. α
is called an “inertia” which is the tendency of an agent to stay in its resource
[3], and move is an accelerated function to give average moving speed on either
left or right defined by it in later. Rustogi et al. model [3] does not satisfy
the condition “irreducible” exactly, while our model satisfies Markov property
under the condition not to restrict the moving directions of agents, and the
model becomes irreducible (Fig. 1).

Fig. 1. The model MATMS.

Our model also has an average moving speed such as every agents move with
an average moving speed si (si ≥ 1) either of left or right directions on the
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cells, where i are i-th locations of agents. Their agents move along the resources
arranged over the straight line according to the probability pi,j in stochastic
manner, where i and j indicate i-th and j-th cells, respectively. In the case of right
average moving speed si, the function move(x, i, j), which describes the ratio of
imbalance from a cell i to a destination cell j with the difference x(= ri − rj) in
the numbers of agents on i and j, is defined by move(x, i, j) = si × x if i < j,
otherwise x, wheres si is an average moving speed at i-th cell. On the other
hand, for the left average moving, move is defined by move(x, i, j) = si × x if
i > j, otherwise x.

A moving transition probability pi,j from a cell S(i) to a destination cell S(j)
is defined by the normalization of fi,j with probability 1 based on fi,j . Rustogi
et al. [3] introduced a window win(i) with a fixed size for analyzing the behavior
of multi-agent systems with time-lag. Then, a moving transition probability pi,j

from a current cell S(i) to a destination cell S(j) is defined by

pi,j =

⎧
⎨

⎩

fi,j
∑

k∈win(i) fi,k
, i = 1, .., n, j ∈ win(i),

0, otherwise,
(2)

where w is a window size, and win(i) is the set [i−w, i+w]. A time delay which
is local properties is proportional to the window size w (see [2,3]).

There are no constraints on the moving of agents such that each cell has a
fixed upper limit capacity to occupy agents, while there is another constraint in
the model, i.e. the moving transition probability pi,j is 0 if the number of agents
on a cell S(i) is less than the number of agents on a destination cell S(j).

Our proposed model, Multi-Agent behavior with Time delay and Moving
Speed: MATMS, is similar to the models [2,3]. The resources in MATMS are
arranged over a straight line [1, 2, .., n] as in [2], and the wind function win(i)
is the set [i − w, i + w] ∩ [1, n] if w is a window size. We note that there are
two choices on the moving average directions which are either left or right.
Suppose an agent moves towards left on average at the previous step. Which is
the moving direction at the next step? If we exclude the cases that the agents
stay on boundaries, there are two exclusive cases(or a model protocol) for each
agent independently: (1) we inherit the directions at the previous steps, i.e. left
on average in above, or (2) we randomly select it at each step according to even
probability either left or right, i.e. half to half rule for the direction. The second
case (2) is suite to Markov property. The first case (1) does not satisfy Markov
property so that the systems depend on the initial configurations.

3 Theoretical Analysis of 3 × 3 Model

In this section, we present a concrete mobile multi-agent such that the multi-
agent taking an appropriate average speed achieves higher resource utilization
than a multi-agent not taking moving average speed, i.e. every cells are occupied
by agents in many cases on average.
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Suppose the multi-agent of which the number of cells and agents are 3
together. This is a minimal model to examine a coordination among agents.
We first use the parameter values β = 2 and γ = 1, and fix the window size w
to 1.

An example of the agent moving configuration is represented by (a, r, 1) if
the agent a on the cell 1 moves towards right with average moving speed sb.
The multi-agent moving configuration consists of three agent configurations in
this minimal model. For an example, [(a, r, 1), (a, r, 1), (a, r, 1)] is a multi-agent
moving configuration.

In our minimal model, the directions of average agent moving are stochas-
tically chosen at every steps so that the multi-agent becomes Markov chain. In
this setting, there are 10 multi-agent states shown in Fig. 2, and we must con-
sider 136 probabilistic transition rules shown in Appendix in [8]. That is, the
number of the states (Fig. 2), the state transition rules (Appendix in [8]) and the
multi-agent moving configurations (The top items of Appendix in [8]) are 10,
136 and 20, respectively. The illustration of the transition rule (d-1) is shown in
Fig. 3. Also the details of the transition rules (g-2) in Appendix in [8] is shown
in Fig. 4.

This simple model satisfies Markov condition and it is irreducible, so we easily
compute the eigenvectors of the state transition matrix with the size 10×10 using
Appendix in [8], and compute the transition probabilities among every states in

Fig. 2. The states of the multi-agent: cells = 3, agents = 3 and w = 1.

Fig. 3. The transition rules, Appendix in [8].
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Fig. 4. The details of the transition rules (g-2), Appendix in [8]. The denominators
(1 + f(3sc) + f(3))3 are abbreviated.

Fig. 5. The probabilities staying the states in the case cells = 3, agents = 3 and w = 1
based on theoretical computation.

the limit by changing the moving speed. The theoretical computational results
of the existence probabilities for every states are shown in Fig. 5.

The expected average number m1 of the cell 1 occupied by agents is given
by the following:

m1 = p1 + p2 + p3 + p4 + p5 + p6, (3)

where pi are the probabilities of the correspondence states i shown in Fig. 5. In
other words, m1 is the average resource utilization on the cell 1.

By similar way, we can compute the expected average numbers m2 and m3

of the cells 2 and 3, respectively, occupied by agents:

m2 = p2 + p4 + p5 + p7 + p8 + p9, (4)
m3 = p3 + p5 + p6 + p8 + p9 + p10. (5)
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The whole expected average number vm of cells occupied by agents, i.e. the
resource utilization over the resource, is given as

vm = (p1 + p7 + p10)
+ 2(p2 + p3 + p4 + p6 + p8 + p9)
+ 3p5. (6)

4 Experiments

In this section, we present our experimental results and make the comparisons
of the theoretical analysis and the experimental results.

We initially configure the multi-agent which is staying at most stable state,
i.e. the state (5) in Fig. 2, and observed it during 50,000 steps. We computed the
variance with respect to the number of agents between 10,001 and 50,000 steps.
Then, we used Mersenne twister random number generator for a long period.

We show our experimental results in Figs. 9, 10 and 11 by changing α, sb

and sc. Compare Figs. 6, 7, 8 and Figs. 9, 10, 11 to the order in which the have

3-3,alpha=2,beta=2,gamma=1
    2.27
    2.26
    2.25
    2.24
    2.23
    2.22

 1
 2

 3
 4

 5
 6

 7
 8

 9
 10

sb

 1  2  3  4  5  6  7  8  9  10

sc

 2.2
 2.21
 2.22
 2.23
 2.24
 2.25
 2.26
 2.27
 2.28

Fig. 6. The theoretical analysis of the resource utilization, α = 2.

3-3,alpha=6,beta=2,gamma=1
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    2.48
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 6
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 2.4
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 2.44
 2.46
 2.48

 2.5
 2.52
 2.54
 2.56
 2.58

 2.6
 2.62

Fig. 7. The theoretical analysis of the resource utilization, α = 6.
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3-3,alpha=10,beta=2,gamma=1
    2.91
     2.9
    2.85
     2.8
    2.75
     2.7
    2.65

 1
 2

 3
 4

 5
 6

 7
 8

 9
 10
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 1  2  3  4  5  6  7  8  9  10

sc

 2.45
 2.5

 2.55
 2.6

 2.65
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 2.75
 2.8
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 2.95

Fig. 8. The theoretical analysis of the resource utilization, α = 10.

3-3exp,alpha=2,beta=2,gamma=1
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 2.28

Fig. 9. The experimental analysis of the resource utilization, α = 2.

3-3exp,alpha=6,beta=2,gamma=1
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Fig. 10. The experimental analysis of the resource utilization, α = 6.
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3-3exp,alpha=10,beta=2,gamma=1
    2.91
     2.9
    2.85
     2.8
    2.75
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 1
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 3

Fig. 11. The experimental analysis of the resource utilization, α = 10.

Table 1. The experimental results of the optimal moving speed in resource utilization.

α sb sc vm

2 1 2 2.27

4 2 3 2.41

6 3 4 2.61

8 5 5.5 2.8

10 7 7.5 2.92

listed up. The experimental results and the theoretical analysis are almost the
same. Table 1 shows the optimum moving speed, and Table 1 shows the optimum
points of the vb versus vc. While the boundary effect is greater in small α, the
effect is small in large α.

5 Conclusions

In this paper, we considered a stochastic mobile multi-agent model, and pre-
sented that the model, Multi-Agent behavior with Time delay and Moving Speed:
MATMS, having appropriate average stochastic moving speed become higher
resource utilization than ones not having average moving speed. Then, we con-
sidered the boundary effects on resources. This shows that each agent needs the
moving acceleration to achieve hight resource utilization. The acceleration is a
speed in this paper.

In our model, we showed that there is an appropriate speed to achieve the
most stable or utilizable configuration for each inertia α. Since individual objects
in nature are governed by the lower entropy, all the objects which move randomly
with interactions over resources cause naturally flow. Then, each object may
independently take a different direction for moving rather than coordination,
i.e. no need to control agents. We may extract the energy from the multi-agents
which move randomly in a closed region, then we may think them just like atoms.
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This kind of work has done by Toyabe et al. [9] in single agent. The applications
of this research are online algorithm and numerical analysis.
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Abstract. When people close eyes to relax, an alpha wave in the frequency range
of 8–13 Hz appears from brain signals. There were many medical reports proofed
that some specific music can resonate with the alpha wave and strengthen the
wave. Therefore, this alpha wave music can improve more relaxing for people
and are very helpful when they need to take a rest. Due to the alpha wave music
is classified manually by experts only, it is not popular in the market currently.
In this paper, we will investigate the content-based features of the alpha wave
music and use them to analyze the similarity between alpha wave music and
existing music genres. The purpose of this research is to find the music which is
similar to alpha wave music, such that we can recommend to users for relaxing
before the automatic classification scheme for alpha wave music being developed.

1 Introduction

Listening music can stimulate the brain’s functioning and music therapy uses music to
help patients to improve or maintain their physical and spiritual health [7]. People
usually listen to music to relieve stress when they feel under the pressure. However,
which music can help people to relieve the pressure? The Dr. Hans Berger discovered
four major types of brain waves exist, including β (Beta) wave, α (Alpha) wave, θ (theta)
waves, and δ (delta) wave [3]. There are different frequencies of brain wave detected
while humans are in different state of mind. Among them, the frequency of alpha wave
between 8 Hz and 13 Hz, as shown in Fig. 1, is measured by EEG (Electroencephalog‐
raphy) when people close their eyes for a short rest. There were many medical reports
proofed that some specific music can resonate with the alpha wave and strengthen it [1,
2, 7]. Therefore, the alpha wave music can improve more relaxing for people and is very
helpful when they need to take a rest. That’s why most people like to listen to music
when relaxing. Although it rare, there still a few alpha wave music albums can be found
on the market, such as:

• Masterworks
• The Journey Home
• Into The Deep
• Gaia
• Cloudscapes.

© Springer Science+Business Media Singapore 2018
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Fig. 1. Frequency of alpha brain waves detected by EEG [16]

The content of digital music provides many features which can be used for music
analysis and retrieval. The music features, such as melody, rhythm, and chord, can
represent the music styles and characteristics. Therefore, content-based music classifi‐
cation as well as music retrieval is an important research field for music databases. There
were approaches for content-based music classification, such as music classification
using significant repeating patterns by [8], hierarchical genre classification for large
music collections by [4], automatic chord recognition for music classification and
retrieval by Cheng et al. [5], content-based multi-feature music classification by Lo et al.
[9], and so forth. However, these existing music classification approaches are almost all
categorized by styles and genres, such as pop, classical, jazz, folk, etc. Lo et al. [10] also
proposed content-based classification of alpha wave music, however, this study empha‐
sized on analyzing the common features of already identified alpha wave music. It can
not substantiate the accuracy for further application on classifying of alpha wave music.
Accordingly, till now, the alpha wave music is classified manually by expertise only and
is very rare on the market.

In this paper, we will investigate the content-based features of music and use them
to analyze the similarity between alpha wave music and existing music genres. The
purpose of this research is to find the music which is similar to alpha wave music, such
that we can recommend user to listen such music for relaxing before the scheme of
automatic classification of alpha wave music being developed. We hope our effort will
help people not only to find more relaxed music but also to aid of music therapy.

2 Related Works

In recent years, automatic classification of music data can be discriminated into two
categories. One is based on analysis of music content for classification, such as SRP-
Based Classification by Lin et al. [8], Hierarchical Genre Classification by Brecheisen
et al. [4], content-based multi-feature music classification by Lo et al. [9], and so on.
The other category is the application of training by learning machines in which naive
Bayesian, linear and neural network are employed to build classifiers for styles, such as
Extreme Learning Machine by Loh et al. [11], Multiple-Instance Learning by Mandel
[12], Automatic Chord Recognition by Cheng et al. [5], Multi-modal Music Genre
Classification Zhen et al. [15], Optimized Feature Vector by Deepa et al. [6], and so
forth. In addition, the Multi-Label Music Mood Classification proposed by Myint et al.
[13] uses new mood taxonomy model to classify music.
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These music classification approaches are just about all categorized by styles and
genres, such as pop, classical, jazz, folk, etc. Lo et al. [10] studied the common features
of the already identified alpha wave music. However, their work cannot be verified
consistent with the consequence of classifying by expertise. Accordingly, till now, the
alpha wave music is classified manually by expertise only. Therefore, to find the music
which is similar to alpha wave music may also be a good way to recommend for people.

3 Research Method

3.1 Music Features

Our research method based on music features and comparison schemes. A musical
composition consists of three basic elements - note, rhythm and harmony. Chords are a
part of harmony as well. Moreover, the pitch change is also an important characteristic
to compose music.

Notes – A melody was composed by notes. The fundamental frequency of
musical note A above middle C is usually set at 440 Hz [14]. The pitch
ratio between any two successive notes of the scale is exactly equal to
12
√

2 (about 1.05946). The A an octave above that is 880 Hz because
they are twelve notes apart. We would like to explore the alpha wave
music to ascertain whether there are specific notes existing most likely
to come about the harmonic resonance in the brain.

Rhythms – Rhythm is the pattern of musical movement through time. It is formed
by a series of notes differing in duration and stress. For example: the
2/2 time signature means two half-note (crotchet) beats per bar and the
beat pattern is strong-weak, the 3/4 time signature means three quarter-
note beats per bar and the beat pattern is strong-weak-weak, and the
4/4 time signature means four quarter-note beats per bar and the beat
pattern is strong-weak-strong-weak. Most of Waltzes music are the 3/4
time signature. Generally, quick tempo can boost the human’s spirit
and slow tempo can make people to feel relaxing. We would also like
to analyze the connection between music rhythm and alpha wave
music.

Chords – A chord in music is any harmonic set of two or more notes that is heard
as if sounding simultaneously. The most frequently encountered chords
are triads, so called because they consist of three distinct notes, further
notes may be sevenths, ninths, and so forth. There are also four types
of triads - major, minor, augmented, and diminished. People listening
to various chords have distinct feelings such as sorrowful for major
chords, suddenly enlightened for diminished seventh chords, and unex‐
pectedly flying overhead for major second chords. The affection of
chord may be an interesting direction for studying alpha wave music.

Pitch change – Pitch change is the variation of two adjacent notes. For example, a melody
segment of the Little Bee is “So Mi Mi Fa Re Re Do Re Me Fa” such that

Discovering Similar Music for Alpha Wave Music 573



the pitch changes will be “−2 0 +1 −2 0 −1 1 1 1”. Since the pitch change
is not effected by music key up and down, it is a favorable feature for
query by example in music retrieval. Normally, the pitch change of hot
music is more significant that may inspirit people. On the contrary, the
pitch change of lyrical music is smoother that may allow people to relax.
The alpha wave music seems to have the same effect as lyrical music does.

Among them, the chord is complicate in variety. Therefore, only notes, rhythms and
pitch changes will be investigated in our studies.

3.2 Comparison Schemes

Our study used distance functions and machine learning to explore which music is more
similar to alpha wave music.

3.2.1 Distance Function
In [10], we can first analyses the music content, such as notes and rhythms, as features
for individual genre (ex: alpha, classical, and so forth). Let the frequencies of n highest
occurrences are x1, x2…, xn for a feature of a music genre then these values can be the
coordinates of the centre as in an n dimensional space. Thus, alpha wave music can be
examined by the distance from the centre of each music genre. Suppose a music has
been analyzed and the n highest occurrences of a music feature are y1, y2,…, yn with in
decreasing order. The distance function d(y1, y2,…, yn) for the music to the centre can
be derived as Eq. (1).

d(y1, y2,… , yn) =

√√√√ n∑
i=1

(xi − yi)
2 (1)

Thus, the most closest genre of an alpha wave music then can be decided when the
distances to the centre of all music genres have been examined.

3.2.2 Distance Function with Weight
We derived another distance function for our experiment as shown in Eq. (2). It is similar
to Eq. (1) except that a weight factor wi is added. Where wi denotes the weight for the
ith music feature.

wd(y1, y2,… , yn) =

√√√√ n∑
i=1

(wi(xi − yi))
2 (2)

3.2.3 Machine Learning
Machine learning is an algorithm that analyzes the rules from the sample data and uses
the rules to automatically predict the unknown data. It is also often used in data
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classification such as [11, 12]. Therefore, we hope that through the machine learning
technology to analyze the characteristic regularity of the music genre and to carry out
the classification of alpha wave music analysis. Our experiment will use support vector
machine through LIBSVM [17] and MATLAB [18] to achieve.

Support Vector Machine (SVM) – It is an approach for statistical
classification and regression
analysis. In which, the classified
data is trained to find a hyper-
plan to establish a classification
model. Then, such model is used
to exam the data that has not yet
been classified.

LIBSVM (A Library for Support Vector Machines) – Proposed in [17], it supports
diverse classifications for easy
used of SVMs (such as C-SVC,
nu-SVC) and regression anal‐
yses (such as epsilon-SVR, nu-
SVR).

We denote that we will exam music data in two ways for SVM experiment. The first
one uses the highest frequency of the n characteristics of music in a genre for SVM
training to establish a classification model. The second way uses Eq. (2) to evaluate the
distance for music to the center of the belonged genre such that the distances can be used
for SVM training to establish a classification model.

4 Experiment Analyses

4.1 Experimental Setting

We collect classical, folk, pop, jazz, and blue five music genres in our database and each
genre has 150 pieces of music. Since there have been not numerous alpha wave music
albums classified by experts in the market, we have merely collected 87 scores of alpha
wave music for our music database. Therefore, our experimental database contains total
837 of music. We also extracted notes, rhythms, and pitch changes of collected music
as the features and analyzed their occurrence frequencies for experiment. Thus, the
distance equations and LIBSVM can be applied in our experiment. The experimental
results are shown in the following sessions.

4.2 Experimental Results

4.2.1 Analysis of Notes
To start experiment, we first analyze the occurrence frequencies of notes of music data
in our database and then the centre coordinates of features for each music genre (except
alpha wave music) can be established. Having these centre coordinates, the alpha wave
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music can be examined by Eqs. (1) and (2) one by one to find the nearest centre coor‐
dinate which may be the most likely similar music genre. The numbers of the highest
occurrences (n) for the centre coordinate of a music genre examined are varied from 2
to 7. We used the center coordinate value corresponding to each music feature as weight
(wi) in Eq. (2), so that it with high frequency has a relatively high weight value to
strengthen it in calculating the distance. The experimental results for analysis of notes
are shown in Fig. 2. The results show that there are 63%–72% of alpha wave music
similar to classical music.

(a) by equation (1)    (b) by equation (2)

Fig. 2. Note analysis by distance equations

Furthermore, we used LIBSVM to analyze which genre the alpha wave music is
most likely close to. The top 2 to 7 of highest occurrence notes are used for training to
establish classification model for each music genre. Then, we can use these classification
models to exam alpha wave music. The experimental results are shown in Fig. 3(a). This
result demonstrates that there are 77%–90% of alpha wave music similar to classical
music. In addition, the distances of each music to the center coordinate of belonged
genre is computed by Eq. (2) also used to train for building classification models. The
alpha wave music is also investigated in this classification model. This experimental
result is shown in Fig. 3(b) and it demonstrates that there are 87%–97% of alpha wave
music being similar to classical music.

(a) note occurrence for training (b) distance for training

Fig. 3. Note analysis by LIBSVM
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4.2.2 Analysis of Rhythms
This experiment is the same as analysis of notes except that rhythms is instead of notes.
The experimental results are shown in Figs. 4 and 5. The result is worse than analysis
of notes. The alpha wave music is not quite close to a certain music genre.

(a) by equation (1) (b) by equation (2)

Fig. 4. Rhythm analysis by distance equations

(a) rhythm occurrence for training (b)  distance for training

Fig. 5. Rhythm analysis by LIBSVM

4.2.3 Analysis of Pitch Changes
This experiment is the same as analysis of notes except that pitch changes is instead of
notes. The experimental results are shown in Figs. 6 and 7. There are up to 96% of alpha
wave music similar to classical in Fig. 6(b) and up to 100% of alpha wave music similar
to blue in Fig. 7(a) and (b). The experimental results of Figs. 6 and 7 are inconsistent
which needs more further studies.
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(a) by equation (1) (b) by equation (2)

Fig. 6. Pitch change analysis by distance equations

(a) pitch change occurrence for training (b) distance for training

Fig. 7. Pitch change analysis by LIBSVM

4.3 Further Analysis for Classical and Blue

From the previous experimental results can be found that the rhythm of the alpha wave
music is not biased towards a specific genre. However, the notes of alpha wave music
is closer to classical music genre, as well as the pitch changes of alpha wave music is
closer to the blue music genre. In this section we further analyze which music to recom‐
mend in classical and blue, and such music may be able to achieve the effect of alpha
wave music.

Since the notes of alpha wave music are closer to classical music, we use the top two
highest occurrence frequencies of classical notes for the two-dimensional center coor‐
dinates. In addition, we also use the occurrences of the same two notes in blue music as
a two-dimensional center coordinates. Then, at each center coordinate, draw a circle for
classical and blue music genres in which each covers 90% of belonged music in the
database, as shown in Fig. 8(a). The main purpose of taking only cover 90% for drawing
music circle is to exclude some music with special or exceptional features in their
belonged genres. It can avoid the radius of circle being too large and becoming a sparse
circle. We also used pitch change instead of notes for classical and blue to draw circles
again, as shown in Fig. 8(b).
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(a) by notes (b) by pitch changes

Fig. 8. Circles for classical and blue music

In Fig. 8(a), we find that the circle of classical music is included in the circle of blue
music. That means the blue music which falls in the domain of classical music circle
has common features in both music genres. Such blue music with common features may
be closer to the alpha wave music and are worth to recommend for users. On the contrary,
the circle of blue music is included in the circle of classical music in Fig. 8(b). There is
also some blue music with common features similar to alpha wave music and are worth
to recommend.

We only used two-dimensional space (n = 2) in this study. However, we proposed
this approach which can be deduced to the higher dimension analyses (n > 2) in order
to obtain the music closer alpha wave music to be recommended.

5 Conclusion

When people take a short rest with closed eyes, an alpha wave appears with brain signals.
There were many medical reports proofed that some specific music can resonate with
the alpha wave and strengthen the wave to improve more relaxing. Although there are
many existing schemes for music classification, to categorize alpha wave music has not
succeeded yet. Till now, the alpha music is classified manually by expertise only and
rarely to be found in the market. In this research, we explored the contents of classical,
pop, jazz, folk, blue, and alpha wave music by distance equations and learning machine
approaches. We found that the notes of alpha wave music are closest to classical music
as well as the pitch changes of alpha wave music are closest to blue music. Our further
studies discovered that some music is similar to alpha wave music containing common
features of classical and blue music. We would like to recommend such music to people
for relaxing.
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Abstract. In this paper, aiming to tackle monitoring issues of illegal loggine‐
vents, such as time latency, system maintain and evidence providing, a novel
vibration based real-time system is proposed. With the developed mechanism of
power-consumption reduction, the resulted wireless sensor network consists of
gravity-, audio- and visual- sensing nodes in order to effectively and efficiently
recognize and notify illegal logging events. Preliminary experimental results
positively indicate that the proposed monitoring system is with strong potentials
of tiny time latency of event notification, light effort of system maintain and great
prevention of illegal logging events.

Keywords: Illegal logging · Monitor system · Power-consumption reduction ·
Raspberry Pi · Real-time data transmission · Wireless sensor networks · ZigBee

1 Introduction

As it might be costing nations tens of billions of dollars each year [1], illegal logging (IL)
has become an extremely important issue for carbon dioxide emissions globally [2–5].
Since the noises of chain saws and caused vibrations can be easily sensed day and night
while timber pirates are working, an audio and vibration based IL monitoring system is
proposed. In addition, in order to notify the law enforcement agencies such IL events
effectively and timely, accompanied with physical evidence, one of the feasible ways is
to construct sensors within forests.

Benefitted from rapid development of integrated circuits, volumes of wireless
communication modules, induction components and the corresponding data processing
units are able to be reduced and combined into individual sensor nodes. As the result,
wireless sensor networks (WSN) are easily implemented [6, 7]. With the capabilities of
automatic recognition and information granting, the desired environmental monitoring
is then realized. For solving the problem that the transmission mechanism is difficult to
be revised, software-defined network (SDN) is applied, in order to attain the greater
efficacious network with the adventures of better efficiency, flexibility and lower cost
[8]. More precisely, the integration of WSN and SDN can effectively complete the data
transmitting task for implementation of environmental monitoring systems [9].

The rest of this paper is organized as following. After the whole big picture of the
proposed mechanism is reviewed in Sect. 2, the scheduling design of the conducted
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sensors is proposed in Sect. 3. With the implementation of specific sensors is discussed
in Sect. 4, the proposed scheme of energy saving is presented in Sect. 5, while conclu‐
sions and future works are drawn in Sect. 6.

2 Proposed Monitoring Mechanism for Illegal Logging

By means of audio and vibration recognitions, in-progress IL events can be discovered
immediately, with the proposed integration of SDN and WSN. Considering physical
difficulty of system maintain and battery changing, power consumption of the conducted
sensor nodes, i.e., audio sensor nodes (ASNs) and gravity sensor nodes (GSNs), should
be efficiently and effectively reduced. Therefore, the two proposed distinct work sched‐
uling approaches for ASNs and GSNs are predetermined-time and pin-controlled
schemes, respectively.

Figure 1 illustrates a layout example within a forest. In the proposed mechanism, the
whole sensor network consists of GSNs, ASNs, video sensor nodes (VSNs) and Fog-
computing node with Lightweight SDN controllers (FLCs), while each blue box indi‐
cates the monitoring area for a certain FLC. Via the proposed scheduling schemes, a
GSN can be waken to analyze the specific vibration and return the conducted results to
the FLC, while after triggered by specific noises, ASN shall send information back to
the corresponding FLC as well.

Fig. 1. A layout example of the proposed monitoring mechanism

More precisely speaking, since the working IL noises and vibrations are quite
conspicuous, the proposed detection processes for GSNs and ASNs are summarized as
in Figs. 2 and 3, respectively. Since FLC is responsible of information transmission and
relative control, once the notified signals from GSN and/or ASN are confirmed,
commands of photo shooting are sent to the specific VSN, as exhibited in Fig. 4, in order
to complete the monitoring task of both the location detection and evidence preservation.
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Fig. 3. Working process of ASNs
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FLC VSN

Fig. 4. Working process of FLCs

3 Proposed Dormancy Scheduling Approaches for Sensors

In order to effectively reduce power consumptions of sensors and increase system dura‐
bility of the proposed monitoring mechanism, this paper presents two dormancy sched‐
uling approaches for GSNs and ASNs, as illustrated in Figs. 5 and 6, where t stands for
time instance.

GSN1

GSN2

VSN1

VSN2

FLC

t

t

t

t

t

Fig. 5. A vibration-sensed example of signal transmission
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Fig. 6. Anaudio-sensedexample of signal transmission

When IL events are happening, the certain vibration signals can be sensed by
MPU6050 and awake the whole GSN, under the working process described in Fig. 2. If
the vibration amount is larger than the given detection threshold (i.e., blue circles in
Fig. 5), an alarm signal will be sent to FLC (i.e., red and grey arrows from GSN1 and
GSN2 to FLC), the specific periodical-activated VSNs will take photos while receives
the granted command from the FLC (i.e., red and grey arrows from FLC to VSN1 and
VSN2).

As exhibited in Fig. 6, each dots on t time axis for both ASN1 and ASN2 indicate
that, for the sake of energy saving, the proposed ASNs are activated every T time
instances. If timber sawing noises are detected and recognized, alarm signals are trans‐
mitted to FLC right away (i.e. red and grey arrows from ASN1 and ASN2 to FLC). The
specific VSNs will take photos as illustrated in Fig. 5.

4 Implementation of GSNs and FLCs

This study applies the Atmega328P single chip to drive other components and program‐
ming, as presented in Fig. 7, the oscillator helps the chosen single chip working properly
and controlling vibration sensing device. Through the two control pins, i.e., SDA and
SCL, to communicate with the three-axis accelerometer, i.e., MPU6050, the sensed
vibration is conveyed to Atmega328P. If the vibration amount is greater than the specific
threshold, a notification signal will be sent to the ZigBee part in order to transmit the
vibration to Raspberry Pi 3 for further analysis. The resulted PCB diagram is produced
by Altium Designer software and demonstrated as in Fig. 8, where blocks U1, U2 and
U3 are respectively MPU6050, ZigBee and Atmega328P.
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Fig. 7. Circuit Diagram of the proposed GSNs

Fig. 8. PCB diagram of the proposed GSN

Being the core controller of the proposed sensor network and implemented on Rasp‐
berry Pi 3, the FLC is responsible of message transmission and the corresponding
actions, between GSNs, ASNs and VSNs. Due to the reason that Raspberry Pi3 is with
build-in UART interface and GPIO pin, communications with ZigBee can be easily
achieved [10, 11], while the convenient environment of programming and fast
processing speed, related signals are able to transform from time domain to frequency
domain by fast Fourier transform, in order to analyze received GSNs’ and ASNs’ infor‐
mation.
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5 Discussion of Power-Consumption Reductions

Current measurements are conducted serially, as summarized in Table 1, under the three
working conditions, i.e., not transmitting data, transmitting and sleeping. According to
Eq. (1), the power consumption of each device can be easily calculated,

Q = It, (1)

where Q, I, t represent electric charge, current and electrified time.

Table 1. Working currents of related devices (in mA)

Device Not transmitting Transmitting Sleeping
LED 3.5 3.5 –
MPU6050 9.4 9.4 –
Atmega328P 6.3 6.7 –
ZigBee 32.5 32.8 0.0233
GSN 52.9 53.4 20.4

According to the above measured results, it can be easily observed that the ZigBee
device consumes the most electricity power. As the result, it is believed that applying
sleep modes can effectively reduce the power consumption amounts. Table 2 reviews
the three situations of sleep modes to control the ZigBee device [12], where SM = 2 and
SM = 4 represent the GSN and ASN operational modes, respectively. It can be found
that the difference between SM = 1 and SM = 2 is the wake-up time. After the sleep-
mode settings mentioned in Table 2 are completed, the corresponding power consump‐
tion amounts under different operational voltages are granted, as presented in Table 3.

Table 2. Three sleep modes of the ZigBee device

Sleep mode (SM) setting Characteristics Typical power-down
current (μA)

Wake-up time (ms)

Pin Hibernate (SM = 1) Pin/Host-controlled <10 13.2
Pin Doze (SM = 2) Pin/Host-controlled <50 2
Cyclic Sleep (SM = 4) Pre-determined time

(Cyclic: 1 - 0xFFFF)
<50 2

Table 3. Power consumptionof the ZigBee device(inμA)

Vcc(V) Pin hibernate (SM = 1) Pin doze (SM = 2) Cyclic sleep (SM = 4)
3.0 3 35 34
3.1 8 37 36
3.2 32 48 49
3.3 101 83 100
3.4 255 170 240
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In order to verify the above simulated results, the real time clock (RTC) [13] is
applied to calculate the total time of data transmission, as described in Fig. 9. Experi‐
mental results indicates that, calculations of both the RTC’s and Eq. (1)’s are identical.

Detect I2C of RTC 
module

Produce DS1307 on 
system Load RTC

GSN

Read RTC time Write system time

Fig. 9. Time duration calculation for applying RTC

In addition, simulations of using two different-type batteries (i.e. two C-size alkaline
and one lithium) are conducted to analyze their time durations under the two working
conditions (i.e. normal mode and ZigBee-sleep). The alkaline battery provides 3v and
3000mAH, while sustained working time with normal and sleeping modes are respec‐
tively 56.2 and 147.1 h. For the lithium battery with 3.7 V and 7200mAH, the certain
working time durations are 134.2 and 347.4 h, respectively. In other words, the sleeping-
mode design for ZigBee devices can raise their working durations about 3 times better
than the ones in just normal mode. As the result, reductions of power consumption of
the proposed mechanism are extremely reasonable.

6 Conclusions and Future Works

This paper proposes a real-time audio-and-vibration based IL monitoring system. With
integration and construction of wireless communication module, sensors, data
processing units, the resulted WSNs can be effectively employed within forests and
mountain areas. In addition, the proposed designs of vibration- and periodical-trigger
for GSNs and ASNs improve efficiently the battery duration. Simulated experiments via
RTC shows that power consumptions of the proposed dormancy mechanism are three
times smaller than the ones of normal modes. As the result, the proposed real-time IL
monitoring system is proved to have its generalization and feasibility.

In the coming future, besides hardware implementation of ASNs and improving the
recognition method for sounds of chain saws with consideration of relatively similar
nature sounds within forests, integration of GSNs, ASNs, VSNs and FLCs and in-field
experiments within forests are necessary to deploy and conduct, in order to further
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enhance system accuracy and verify robustness of the proposed IL monitoring
mechanism.
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Abstract. Skin appearance is a key determinant of perceived age. Medical
studies have verified the importance of skin care, stating that functional anti-aging
products can defer skin aging. However, the effects of these products are largely
self-perceived by users. These self-perceptions are difficult to quantify. The most
common equipment for measuring skin quality is the dielectric analyzer, while
fine lines and luster are largely measured visually with a color chart. However,
the data produced by dielectric analyzers are not directly associated with skin
appearance, and visual measurements contain considerable bias. Therefore, in
this paper, a digital image processing method was developed for skin analysis;
wherein an embedded system was used to develop a device for measuring luster
and fine lines. Users can use this device to extract, analyze and compute skin
images, and compare the differences in skin quality before and after using skin
care products. The skin area affected by high ankle strains was selected as the
target of analysis. The research outcomes are presented in the “Experiment”
chapter.

1 Introduction

With the perpetual advancement in aesthetic medicine technology, aesthetic medicine
has become the third largest industry in the world, second only to the aviation and auto‐
mobile industries. A report published by Medical Insight indicated that the global
aesthetic medicine industry achieved an average annual compound growth rate of 10.9%
in the recent decade and that the growth rate in Asia exceeded the global average growth
and achieved between 13% and 15%. Due to cultural influences, the demand for anti-
aging products is extremely high in Asia. Perceived age is highly valued in Asia. Despite
the inability to stop aging, functional anti-aging skin care products can be used to defer
skin aging and keep healthy. After all, the soft and smooth skin that has luster and
elasticity is a sign of good health. Skin can be characterized into three layers [1]:
epidermis, dermis, and hypodermis. The stratum corneum is the outermost layer of the
epidermis and serves as the body’s first line of defense. Corneocytes are non-living cells
that stack on top of one another to form the stratum corneum. Aging causes corneocytes
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to build up in the stratum corneum, increasing dryness, shedding, and fine lines and
expediting wrinkles, dullness, coarseness, and stiffness. Medical studies [2–4] have
verified that retinoic acids, alpha hydroxy acids, antioxidants (vitamin C, vitamin E,
catechin, and curcumin) and stem cell products can protect the skin from aging.

Currently, many commercial anti-aging, anti-wrinkle, and moisturizing products are
available on the market. However, users and aesthetic medical professionals have always
been skeptical about whether these products are effective, leading to the rise in demand
for skin analyzers. Currently, the market does not offer a consumer skin analyzer
centered on measuring wrinkles, luster, whitening, and coarseness. Take the luster
measurement for example, complexion is currently measured visually with the help of
color charts. This method is extremely inaccurate, which is caused by several factors:
inconsistent ambient lighting causes discoloration; color charts are only good rough
estimates and outcomes cannot be quantified; previous observations cannot be clearly
recorded; and people perceive color differently. In addition, conventional skin analyzers
use dielectric constants as the measure for determining skin properties. However, water
content in the stratum corneum influences conductivity and, by extension, dielectric
constants. These analyzers are unable to show skin appearance results directly, and only
present relative outcomes to reflect skin appearance.

Based on the above-mentioned reasons, this paper developed a method in which
users of skin care products can effectively and scientifically track the improvement of
their skin. To achieve this objective, a skin analyzer for measuring luster and fine lines
was developed using a system-on-chip ARM architecture coupled with computer vision
technology. The device offers image processing, feature capturing, imaging storage, and
color quantization and comparison functionalities. In terms of methodology, a consistent
optical imaging device was used to capture skin images. The images were then processed
using an image processing algorithm run on the ARM processor, embedded Linux oper‐
ating system, and Node.js [7] server. The skin images were processed using a self-
developed algorithm coupled with a color quantization algorithm, geometric features,
and fine lines measurements to obtain quantified skin image data. The data were then
analyzed to determine the level of improvement. In the software and hardware archi‐
tecture, the proposed device featured a web interface to enable users to conveniently
operate it. Users need only access their web browser to connect to and operate the device,
making it extremely convenient and cross-platform compatible while overcoming hard‐
ware limitations. The hardware configuration and image processing algorithm of the
proposed device are discussed in the “Methodology” chapter. The performance of the
skin image quantization algorithm is demonstrated in the “Experiment” chapter.

2 Skin Structure

The skin [1, 5] is the largest organ on the human body. It is connected to the digestive,
respiratory, and urinary systems to provide protection, prevent dehydration, regulate
temperature, and absorb nutrients. The skin consists of the epidermis, dermis, and hypo‐
dermis, and each skin layer contains hair follicles, arrector pili muscles, nails, sebaceous
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glands, and sweat glands (see Fig. 1(a)). The skin system comprises skin, sweat glands,
sebaceous glands, hairs, and nails.

Skin ages [5] intrinsically and extrinsically. Intrinsic aging refers to aging over time.
The proliferation of skin fibroblasts decelerates, leading to a decline in the collagen
fibrin, elastic fibrin, and hyaluronic acid content in the dermis. Slowly, the skin loses
elasticity and forms static fine lines (fine lines that are observable without facial move‐
ment). Intrinsic aging is inevitable. Extrinsic aging is associated with life habits, such
as staying up late, smoking, excessive drinking, exposure to sunlight, and prolonged
exposure to dry air, leading to the formation of wrinkles. Among these habits, exposure
to sunlight is the root cause of skin aging, and they are unrelated to age. Wrinkles are
also formed from the excessive use of facial muscles. Depending on wrinkle depth,
wrinkles can be categorized into fine lines, coarse lines, and grooves. Fine lines mainly
appear on the epidermis, while dynamic wrinkles and grooves extend to the dermis. Skin
aging deforms the epidermis, changes the size and shape of cells, expedites cell degen‐
eration, and reduces melanin and Langerhans cells (see Fig. 1(b)). In the dermis, skin
aging causes the loss of stromal cells and atrophy; reduces fibroblasts, mast cells, and
blood vessels; and induces nerve ending degradation. In the skin appendages, it lightens
hair color, induces hair and glandular loss, and reduces sebum secretion leading to dry
skin. The functional influences of skin aging include stunted immune functions, dry skin,
poor temperature regulations, and paresthesia. Using topical skin care products such as
aloe-vera, AHA, Q10, and vitamin-A-acid can improve aging skin [6]. Moisturizing skin
care products activate the stratum corneum. A-acid can improve skin coarseness, reduce
fine lines and pigmentation, and mitigate skin cancer.

3 Methodology

The hardware composition of the proposed skin analyzer primarily comprises an ARM
chip that serves as the core processor and an embedded Linux operating system that runs
the Node.js web server. The overall software architecture is written in HTML5 and
JavaScript was adopted to run the image processing algorithm. The procedures of the
algorithm included image preprocessing, color quantization, fine lines detection, and
appearance improvement computations. The objectives of the image processing algo‐
rithm were to detect luster and fine lines. Previous skin observations revealed that after
using moisturizer, the moisture content of the stratum corneum increased, wrinkle depth
reduced, appearance became smoother, and luster increased. Therefore, increased luster
and reduced fine lines were selected as the criteria for skin improvement. Image prepro‐
cessing was required to remove skin textures, fine hairs, and moles from the images, and
to retain the remaining portion of images for skin appearance analysis. Texture was used
as an alternative feature for evaluating skin quality. Color analysis was performed to
identify the complexion of the epidermis. Pixels with different color values are dispersed
throughout the skin images. Therefore, a color quantization process [8] is required to
calculate the principle complexion value. Once the representative complexion value is
obtained, the Euclidean distance between the before and after images to obtain suitable
appearances. To identify the optimal color quantization method, three algorithms were
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compared in this paper, specifically the Median-cut [9], K-means [10], and Self-organ‐
izing Maps (SOM) [11]. Finally, the time performance of the complexion analysis was
tested. The skin image processing procedures can be broadly characterized into two
stages, namely, preprocessing and feature capturing. The preprocessing stage included
image capturing, gray-scale conversion, Sobel edge detection, image enlargement, and
texture removal. The feature capturing stage included color quantization, color feature
calculation, and feature documentation. Finally, the level of improvement was calcu‐
lated.

(a) (b)

Fig. 1. Skin structure: (a) normal skin;(b) aging skin.

3.1 Skin Image Preprocessing

To prevent the system from incorporating skin texture, fine hairs, and moles into color
evaluation, image preprocessing was performed to remove unnecessary noise. In this
paper, noise is defined as the texture of the skin. Skin is essentially an uneven surface
with considerable texture. Such texture is a blend of moderate and thin geometric lines.
Additionally, arm hair and melanin cells (commonly known as moles) are also beyond
the scope of color quantization. The Sobel algorithm [8] was used for edge detection
during preprocessing. The edges that were detected reflected the texture, fine hairs, and
moles on the skin image. The Sobel algorithm can highlight the high-frequency data in
images. Therefore, it is ideal for detecting texture pixels in the images. In this paper, to
enhance edge detection, the range of edges was expanded by using morphological

(a) (b) (c)

Fig. 2. Skin lines removal: (a) original skin image; (b) skin image after removing skin lines; (c)
skin fine lines image.

592 C.-P. Lu et al.



expansion [8], the obtained edges were then removed, and the remaining portion under‐
went color quantization (as shown in Fig. 2). Figure 2(a) is original skin image, and
Fig. 2(b) is the skin image after removing skin lines.

3.2 Color Quantization Algorithms

Color is distributed throughout an image in the form of pixels. To identify the primary
color of the skin, a color quantization algorithm is required to calculate principal color.
This is achieved by determining the color with the most pixels (largest area) in the image.
This color is selected as the representative color and color feature. Color quantization
algorithms can be broadly characterized into two types, namely, clustering algorithms
and splitting algorithms. Clustering algorithms can produce more useful and accurate
quantization outcomes, but require more time. Moreover, researchers that apply clus‐
tering algorithms also take into account the problems of convergence and computation
speed. Splitting algorithms are the opposite. They have faster computation but produce
less favorable quantization outcomes than their clustering counterparts. To identify the
ideal method, we compared the quantization performance of three algorithms: median-
cut algorithm, K-means clustering algorithm, and SOM algorithm.

3.3 Median-Cut Algorithm

Median-cut algorithm was proposed by Heckbert in 1982 [9] and is a type of non-average
color quantization method. This method uses analysis techniques to segment the color
space repeatedly until a similar color is reached. The surface is segmented vertically
with a single color axis, and the element with the largest pixel difference range out of
the three color axis will be used as a standard for segmenting. Sorting is used and then
the middle gray scale value is used as the segmenting point.

3.4 K-Means Clustering Algorithm

K-means is a clustering algorithm proposed by MacQueen in 1967. The amount of clus‐
ters must be defined before using the algorithm. Afterwards the center point of the
cluster, the sum of the distance between the vector points and the extreme values need
to be found to achieve the goal of optimal clustering. In 1995, Verevka applied this
method to color quantization [10].

3.5 Self-organizing Maps Algorithm (SOM)

In 1994, Dekker proposed a color quantization method using SOM [11]. It has relatively
quick calculation time, and is able to raise sample counts and significantly improve
quantization quality. This method mainly employs a one dimensional self-organizing
map where the network contains every cluster’s neurons. Through a self-learning
process, every neuron obtains a weight vector which has representative value. After self-
learning, the pixels are also reflected in the nearest weight vector. The algorithm runs
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in two stages, specifically, the comparison stage and the learning stage. In the compar‐
ison stage, the distance between the selected weighted vectors and pixel groups can be
determined.

3.6 Representative Color, and Root Mean Square Error

Due to the fact that after color quantization, the coloring is not only of one single color,
in order to find the main color, this method takes the color with the most pixels to be the
representative color for the examined section. This method complies with the method
recognized by testing personnel. The root mean square error (RMSE) [8] is used to
evaluate the color quantization outcomes. This is also to compare the outcomes of same
units. The similarity between the quantized image and original image increases as the
difference between the RMSE values of the two images decreases.

3.7 Skin Fine Lines Detection

A novel edge drawing algorithm (ED) is needed in fine line detection for skin image.
Consequently, the edge drawing algorithm proposed by Topal et al. [12] was adopted.
The edge detection method was applied to execute this procedure. A commonly adopted
edge detection methods are the Sobel, Canny, Prewitt, Roberts, Laplacian etc. This
method was adapted from a traditional edge detection algorithm, incorporating direction
maps, gradient maps, and edge maps to identify anchor points. Finally, anchor points
were connected to form a boundary line. Because the width of the ED boundary line
was one pixel, which was insufficient as a cutting line, the corners of the boundary line
were enhanced to obtain the skin fine lines (see Fig. 2(c)).

4 Experiments

This section entails the detection and analysis of the skin images. The skin images of
ten participants aged between 16 and 53 (male and female) were selected as the experi‐
ment samples. These images were the skin area affected by high ankle strains, where
there is less sebum secretion and the common over-drying leads to skin coarseness
phenomenon, thus it is easy to observe the skin changes before and after using skin care
products. All tests were performed using the same imaging equipment (white LED
lighting, image spatial resolution is 0.01367 mm/pixel) and moisturizer (NIVEA extra
white firming body lotion). The moist, oil, and soft outcomes of the high ankle strains
area produced by the skin analyzer (MyB ST-100) were compared (Table 1). Three tests
were designed. The first test was an RMSE evaluation using a complexion analysis with
three color quantization algorithms. Six quantization colors were defined. The second
test was a comparison and evaluation of luster improvement outcomes. The third test
was a comparison and evaluation of fine lines improvement outcomes. Table 1 is shown
the measurement results of moist, oil and skin soft by using ST-100 device. In addition,
time was also evaluated in the second and third tests. All tests were conducted on a PC.
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The PC is equipped with Intel(R) Core (TM)2 Quad CPU 2.40 GHz and Win7 OS. The
front-end calculation refers to using the Chrome browser.

Table 1. Measurement results of moist by ST-100 device (moist/oil/soft).

No Tester age Sample A Sample B Moist improvement level
1 16 years male Moist 33% (1/3/1) Moist 34% (2/3/2) 1 level
2 21 years female Moist Lo (1/1/1) Moist 34% (2/3/2) 1 level
3 23 years male No data Moist 33% (1/2/1) 1 level
4 24 years male No data Moist 33% (1/2/1) 1 level
5 53 years male No data Moist 34% (2/3/2) 2 level
6 53 years female No data Moist 34% (2/1/2) 2 level
7 22 years female Moist Lo (1/1/1) Moist 40% (3/2/3) 2 level
8 22 years male Moist Lo (1/1/1) Moist 35% (3/2/3) 2 level
9 21 years female Moist 33% (1/3/1) Moist 35% (2/1/2) 1 level
10 22 years female Moist 33% (1/2/1) Moist 35% (3/1/3) 2 level

Three experiments are described as following:

• Experiment 1: comparison of the RMSE results for three color quantization algo‐
rithms

The skin on the dorsum of the hand of five participants was selected as the test
samples in this test. The skin texture was removed before applying the three color quan‐
tization algorithms. Then, the RMSE between the quantization outcomes and the original
images was calculated. The KM algorithm produced the most favorable results
(achieving the smallest RMSE all ten times), followed by the Median-cut algorithm.
The SOM algorithm produced the least favorable results. Therefore, the KM algorithm
was selected as the color quantization algorithm in this paper. Table 2 is experimental
results.

Table 2. Comparison of the RMSE results for color quantization of skin images.

Sample no Color quantization algorithms
Median-cut KM SOM

1 RMSE: 10.56 RMSE: 9.81 RMSE: 10.86
2 RMSE: 7.64 RMSE: 6.80 RMSE: 9.06
3 RMSE: 13.01 RMSE: 12.17 RMSE: 13.15
4 RMSE: 11.00 RMSE: 10.45 RMSE: 14.52
5 RMSE: 11.74 RMSE: 10.43 RMSE: 12.66
6 RMSE: 11.59 RMSE: 11.17 RMSE: 16.92
7 RMSE: 5.90 RMSE: 5.48 RMSE: 7.49
8 RMSE: 9.40 RMSE: 9.11 RMSE: 12.5
9 RMSE: 8.58 RMSE: 7.96 RMSE: 9.72
10 RMSE: 12.56 RMSE: 11.63 RMSE: 20.34
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• Experiment 2: comparison experiment of skin gloss improvement

According to the outcomes of the first test, the KM algorithm was applied to evaluate the
level of luster improvement. The ten skin images in Table 1 were examined and compared

Table 3. Experimental results of improvement level (ms: millisecond)

NO Sample A 
Representative Color 

Sample B 
Representative Color Level 

V (%) Computation Time Computation Time 

1 
RGB(142,104,74) RGB(150,111,80) 

4.8% 
7769 ms 7527ms 

2 
RGB(128,106,88) RGB(128,108,93) 

1.8% 
6049 ms 6020 ms 

3 
RGB(142,95,60) RGB(149,100,62) 

2.5% 
9055 ms 9937ms 

4 
RGB(144,98,66) RGB(135,109,91) 

7.2% 
6498 ms 6218ms 

5 
RGB(132,93,63) RGB(147,99,62) 

3.3% 
8755 ms 8231ms 

6 
RGB(144,96,60) RGB(142,97,62) 

0.4% 
10489 ms 14473ms 

7 
RGB(136,108,87) RGB(141,99,67) 

-6.6% 
5347 ms 5652ms 

8 
RGB(132,98,72) RGB(132,109,92) 

7.0% 
5998 ms 5078ms 

9 
RGB(133,100,74) RGB(137,103,78) 

2.3% 
6454 ms 5864ms 

10 
RGB(155,100,58) RGB(156,101,59) 

0.4% 
7482 ms 6282ms 
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to determine whether luster was recovered after using moisturizer. “Sample A” is the image
of skin before using moisturizer, and “Sample B” is the image of skin after using moistur‐
izer. The similarity between pure white RGB (255,255,255) and the complexion value
before using moisturizer was adopted as the K factor for current state of skin quality
(denominator), the similarity between pure white and the complexion value after using
moisturizer was adopted as the D factor for current state of skin quality (numerator), and the
skin improvement value (V) was adopted as the V = (1-(D/K))*100%. The overall test
results are summarized in Table 3. Except Sample 7 which exhibited negative improve‐
ment, all the other samples showed positive improvement at different levels. Sample 4
exhibited the highest improvement of 7.2%. In comparison with outcomes in Table 1, before
applying moisturizer, no data were measured for four samples tested (No. 3 ~ 6) with the
ST-100 and three samples (No. 2, 7, 8) produced low values (no data); after applying skin
care products, all samples could be measured. The levels of improvement are listed in the
right column of the table. A comparison of the data in the two tables shows that improve‐
ment levels produced by the two methods were inconsistent. For the ST-100, effective data
could not be retrieved from seven of the samples prior to applying the moisturizer. More‐
over, improvement could only be quantized in levels rather than precise values. The
outcomes produced by the proposed image detection method indicated that most of the
samples exhibited improvement in luster after applying the moisturizer. Only Sample 7
showed negative improvement. This was because the imaging position was different, which
caused discrepancies in the image analysis outcomes. Subsequently, the image processing
time for each sample was within 15 s.

• Experiment 3: skin fine lines improvement

In this test, improvement in fine lines was evaluated. The ST-100 was unable to
detect the improvement of fine lines. Therefore, only the proposed image detection
method was used in this test. The ED algorithm was adopted for wrinkle detection. ED
results were then converted to obtain the sum of the fine lines, which served as the fine
lines data. The improvement level of skin fine lines is shown in Table 4, where S1(S2)
is pixel number of skin fine lines in ED line image. The computation time of skin fine
lines detection is about 16 ms.

Table 4. Experimental results of skin fine lines improvement.

No Sample A: Skin fine lines (S1) Sample B: Skin fine lines (S2) Level (%) 100*(S1−S2)/S1

1 3611 3389 6%
2 9693 5014 48%
3 8520 5966 29%
4 6890 2046 70%
5 4827 12323 −155%
6 12146 7855 35%
7 3119 8369 −168%
8 11528 2476 78%
9 2583 1058 59%
10 7946 3616 54%
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5 Conclusions

This paper introduced a skin image analyzer equipped with an ARM processor to detect
skin appearance. The device is coupled with a self-developed image processing algorithm
to calculate luster and fine lines, enabling users to compare the difference before and after
using skin care products and evaluate the effectiveness of these products. Compared to
conventional dielectric skin analyzers, the proposed image detection method can better
measure luster and fine lines. A number of image processing method were compared in
this paper. Outcomes revealed that KM outperformed the other algorithms. It was
combined with self-designed features, to remove skin texture, fine hairs, and moles on the
skin images and obtain luster results accurately. Moreover, an edge detection method was
employed to measure fine lines. This method produced excellent results. In this paper, we
found that the accuracy of the imaging position significantly influences detection
outcomes. In future, researchers can aim to improve skin imaging position and investi‐
gate the feasibility of using the proposed device in testing other skin areas.
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Abstract. The recent IEEE 802.15.4-2015 standard proposes a number of
Medium Access Control (MAC) layer protocols for low-power and lossy
networks. The Timeslotted Channel Hopping (TSCH) is one of the proposed
MAC operation modes, which take the advantage of channel hopping to make the
transmissions more reliable and deterministic. In TSCH, slotframe is sliced into
a timeslots and random channel hopping is used to mitigate the effects of co-
channel interference and multipath fading. In this paper, we focus on the issue of
random channel hopping in the error-prone wireless channel condition. In this
research, a QoS Channel Allocation Scheme (QCAS) is proposed to enhance the
reliability of emergency packet transmission in 6TiSCH networks. Based on our
simulation results, we have observed that the proposed QCAS can achieve higher
reliability of transmission over selected channel to provide higher throughput and
higher delivery ratio than the original TSCH.

Keywords: IEEE 802.15.4-2015 · 6TiSCH · 6top · TSCH

1 Introduction

The wireless sensor technologies are widely used in industrial applications today, such
as industrial automation, environmental monitoring, and condition monitoring. These
applications require the larger number of low-power wireless sensor devices provides
the capability to be monitored and controlled in a wide area. Many industrial wireless
sensor networks [1] below to the IEEE 802.15.4-2015 standard [2] and most of them
are required for low power consumption and the Internet networking capabilities. In the
trend of IP-enabled industrial wireless sensor devices, a new IETF 6TiSCH [3] standard
is being proposed at the IETF to enable IPv6 over the TSCH [4] mode of the
IEEE802.15.4e standard [5]. 6TiSCH uses a pre-scheduled timeslotted channel hopping
sequence, which repeats in time to reduce the influence of co-channel interference. Each
channel of timeslot is selected from the sequence. The pair of sending and receiving
devices can able to exchange information and acknowledgments during one timeslot.
Therefore, if the current timeslot suffers from co-channel interference or multipath
fading, the transmission failure probability will decrease in next timeslot since the
channel hopping mechanism. Although, TSCH provides increased reliability using
channel hopping mechanism. However, the channel suffers from co-channel interference
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or multipath fading still exists in the fixed channel hopping sequence, therefore the link
will susceptible to periodic interference. Therefore, we propose a QoS Channel Allo‐
cation Scheme (QCAS) when the communication channel of nodes in IWSNs subject
to transmit emergency packets, node can change to a good quality channel in order to
maintain the stability of communication for emergency packets. Simulation experiment
proved that the QCAS had made the 6TiSCH can achieve higher reliability of trans‐
mission to provide QoS for emergency packets.

The rest of the paper is organized as follows. In Sect. 2, we review some of the
relevant studies on 6TiSCH and 6top [6] sub-layer. In Sect. 3, we describe the proposed
QCAS for 6TiSCH networks. In Sect. 4 aims at compared transmission performance
between the QCAS and the original 6TiSCH. Finally, we draw conclusions and future
works in Sect. 5.

2 Relative Works

This section will describe the 6TiSCH, TSCH and 6top sub-layer and related literature.

2.1 6TiSCH

IEEE 802.15.4 proposed a new Time Slotted Channel Hopping (TSCH) mechanism. In
the same year, IETF also propose new 6TiSCH architecture. The physical layer of the
IEEE 802.15.4e TSCH is still the underlying protocol that uses the original IEEE
802.15.4 and can be operated on any hardware architecture that is compatible with the
IEEE 802.15.4 standard. IEEE802.15.4e adds TSCH MAC protocol between IPv6 and
LLNs. However, the TSCH MAC Layer and 6LoWPAN Adaptation Layer have some
issues between routing and cells scheduling. Therefore, in order to amend this issue,
IETF has proposed the 6iTSCH Working Group. The main goal of IETF 6TiSCH is to
integrate IEEE802.15.4e TSCH function and IETF6LoWPAN and ROLL [7] standards.
The IETF 6TiSCH standard is based on the existing architecture, re-examining issues
that may arise when integrating existing protocol, and providing LLC operations to
abstract IPv6 links. In addition, the RFC 7554 documents for IETF 6TiSCH are still in
the draft stage. However, the relevant technologies have been concerned by international
industry, academic research and other institutions, such as ITU, Cisco, IBM, etc.

2.2 Time Slotted Channel Hopping

IEEE802.15.4e TSCH is a low power and reliable network solutions. The time is sliced
into timeslots and the group of continuous timeslots called the slotframe in IEEE802.15.4e
TSCH. TSCH defines a slot counter which called the Absolute Slot Number (ASN). The
Eq. (1) presents the relationship between the selected channel and ASN.

frequency =
{
(ASN + ChannelOffset)%NFreq} (1)
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The TSCH will use Eq. (1) to calculate the transmission channel to reduce the impact
of interference and multipath Fading.

2.3 6top Protocol

6top is one of sub-layers in 6TiSCH stack. The main propose of 6top is used to provide
the upper layer function from IEEE 802.15.4e TSCH MAC layer to strengthen the orig‐
inal IEEE 802.15.4e TSCH MAC Layer for the construction of the network topology.
6top will maintain the operation of the link and provides each node synchronization
mechanism. 6top can be adjusted according to TSCH MAC routing path selection,
topology information, energy consumption and latency requirements and provide rele‐
vant information to the 6LoWPAN network layer. 6top Protocol [8] (6P) is defined in
the 6TiSCH distributed scheduling network, so that neighboring nodes in the 6TiSCH
network can add or delete cells. In this paper, the proposed QCAS is also based on the
6P command.

The OpenWSN [9] is the first wireless sensor network simulation has implemented
the fully IEEE802.15.4e standard. In addition, openWSN also implement Internet of
Things [10] standards, such as 6LoWPAN [11], RPL and CoAP to achieve low power
and reliability of the mesh network.

In [12], authors introduce a bandwidth request module use on the 6TiSCH network.
The main purpose of this research is to dynamically match the link layer according to
the requirements of the network application. A threshold has been set to prevent the
preventing ring effects in the parallel cell allocations. 6top is used to monitoring, and
add or delete the cell through 6P when the threshold is not met. The OTF performance
analysis through the simulation with 50 sensor nodes to show that the end-to-end delay
time within one second and more than 99% of end-to-end reliability.

A pair-housekeeping mechanism has been proposed in [13]. The cell with poor
packet delivery ratio will delete through the 6top cell reallocation procedure to improve
the link reliability.

3 Design of Proposed QoS Channel Allocation Scheme

This section will discuss the proposed QoS Channel Allocation Scheme (QCAS) and
how to implement into the On-the-Fly (OTF) [12] module in 6TiSCH networks.

3.1 Channel Quality Estimation

The characteristic of the QCAS is to monitor the quality of each channel by using the
Packet Delivery Ratio (PDR) during timeslots. The first metric measure the packet error
rate for each channel including packets transmitted and received in a timeslot. The value
of the metric is the ratio between the number of packets being acknowledged divided
by the number of packets being sent by a sender node for each channel.
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3.2 The Best Channel Candidate

We use channel quality estimation to select the best channel when the sender node
require the emergency packet transmission. To determine the best channel candidate,
we first rank the measured channels i.e., the maximum PDR channel that above the QoS
PDR threshold 95%, and next we choose among the top one PDR channel. Clearly the
use of this second metric makes sense only if it is smaller than a given QoS PDR
threshold, otherwise the best selection is simply the channel with the maximum PDR.

3.3 Channel Allocation Using 6top Protocol

Let’s consider the schedule in 6TiSCH, at least one shared cell [14] and serialRx cell in
the front of slotframe. All other cells in slotframe may be reserved by any pair of nodes
randomly. Furthermore, the OTF module is used to schedule required bandwidth to
network. OTF asks the 6top protocol to reserve cells for pair of nodes. In the distributed
6TiSCH mode, the node sends a request to its next-hop node. The request message
includes the list of free cells and the number of required cells. The next-hop node will
accept the request if it has available resource, and then reply a response to the sender
node. The 6TiSCH scheduling will monitor cells PDR to decide when a cell has to be
inserted or removed in the schedule. Thus, a strategy to allocate the best channel on-
demand based on the OTF scheduling in 6TiSCH networks has been proposed in this
paper.

The Fig. 1 shows the flowchart of QCAS. The sender node will generate a QoS
request to its next-hop when emergency packets are inserted into the queue. The QoS
request message includes the list of best channel candidate. The next-hop node will
accept the request and select a proper channel from the list of best channel candidate,
and then reply a response to the sender node. The next-hop node will change the
receiving channel to the selected best channel from next timeslot. The steps describe
above will complete the procedure of QCAS.
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Fig. 1. The flowchart of proposed QoS Channel Allocation Scheme
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4 Performance Evaluation

In this section, we first present the OpenWSN simulation configuration. Second, we
show the results for both the proposed QCAS and the original 6TiSCH. We measure
several parameters for performance evaluation as follows.

4.1 Simulation Configuration

Table 1 presents the simulation configuration. Figure 2 shows the network topology of
the 5 testing node which contains a DAG root and four end nodes. Each end node will
send a UDP packet to the DAGroot with one second interval. The length of slotframe
is 11 cells, and each timeslot is 15 ms.

Table 1. Simulation configuration

Deployment example
Number of sensor motes 5
Application data generation
Period 1000 ms
Emergency packet generation Packet transmission > 500
IEEE802.15.4e TSCH example
Timeslot duration 15 ms
Length of a slotframe 11 cells
Max. MAC retries 0

DAGroot
Node1

Node2

Node3

Node5

Node4

Emergency packet

Best effort

Best effort

Best effort

Fig. 2. Network topology
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In this simulation, the first 500 packets are sent as best effort packets. The Table 2
is the value of PDR value for 16 channels.

Table 2. Simulation channel PDR parameters

Channel 11 12 13 14 15 16 17 18
PDR (%) 0.6 0.65 0.75 0.75 0.8 0.8 0.8 0.85
Channel 19 20 21 22 23 24 25 26
PDR (%) 0.85 0.85 0.85 0.9 0.9 0.9 0.9 0.95

4.2 The Average PDR for the Selected Channels

This section shows a comparison of simulation results from the 6TiSCH with QCAS
and the original TSCH. Figure 3(a) shows the average PDR for the 6TiSCH with QCAS.
The average PDR from packet no. 1 to no. 507 have a large variation. From packet no.
508 (ASN is 33606), the PDR is reduced. It is because, node 2 will generate a QoS
request to node 1 (DAGroot) when emergency packets are inserted into the queue at
packet no. 500 (ASN is 3303) and the best channel has been selected successfully at
packet no. 508 with a delay of 8 packets transmission. Figure 3(b) shows the original
TSCH channel hopping for the best effort packages. The unstable average PDR is
affected by the random selected channel PDR.
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Fig. 3. The average PDR for the selected channels

4.3 The Average PDR for the Selected Node 2

Figure 4 is the simulation result for the average PDR in the node2. We focus on the
packet no. 508 to 1000. The average PDR of 6TiSCH with QCAS for node 2 is around
95%, which is very similar to the PDR value of channel 26 in Table 2. In Fig. 4(b), the
average PDR of the original TSCH in node 2 is 83.5%. Thus, we can confirm that the
QCAS can improve the link stability to provide better QoS for emergency packets.
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Fig. 4. The average PDR in the node 2

4.4 Throughput

In Fig. 5, shows the simulation results for the average throughput in both 6TiSCH with
QCAS and original TSCH. The 6TiSCH with QCAS has higher average throughput than
the original TSCH. The average throughput of 6TiSCH with QCAS is 0.966 kbps, and
the original TSCH is 0.863 Kbps. In contrast, the QCAS approach improves the trans‐
mission efficiency and the link reliability.
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Fig. 5. The end-to-end throughput (kbps)

5 Conclusion

In this paper, we focus on the issue of 6TiSCH in the error-prone wireless channel
condition. In this research, a QoS Channel Allocation Scheme is proposed to enhance
the reliability of emergency packet transmission in 6TiSCH networks. Based on our
simulation results, we have observed that the proposed QCAS can achieve higher reli‐
ability of transmission over selected channel to provide higher throughput and higher
PDR than the original TSCH.
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In the future works, we will extend this study to testing in more complex environment
and established a multiple bandwidth modules based on QCAS to provide more efficient
QoS support in 6TiSCH networks.

Acknowledgment. This research was supported by research grants from Ministry of Science
and Technology, Taiwan 105-2221-E-142-002-MY2.

References

1. Salam HA, Khan BM (2016) IWSN - standards, challenges and future. IEEE Potentials 35(2):
9–16

2. IEEE 802.15 Work Group (2016) 802.15.4-2015 IEEE standard for low-rate wireless
networks, April 2016

3. Thubert P (2016) An architecture for IPv6 over the TSCH mode of IEEE 802.15.4. draft-
ietf-6tisch-architecture-10 (work in progress), June 2016

4. Watteyne T, Palattella M (2015) RFC7554 “Using IEEE 802.15.4e Time-Slotted Channel
Hopping (TSCH) in the Internet of Things (IoT): problem statement”, May 2015

5. IEEE standard for Information Technology (2012) IEEE std. 802.15.4e, Part. 15.4: Low-Rate
Wireless Personal Area Networks (LR-WPANs) Amendment 1: MAC sublayer, April 2012

6. Wang Q, Vilajosana X (2015) 6TiSCH operation sublayer (6top) interface, IETF Standard
draft-ietf-6tisch-6top-interface-04, July 2015

7. Phinney T, Thubert P, Assimiti R (2013) RPL applicability in industrial networks. Work in
Progress, draft-ietf-roll-rplindustrial-applicability-02, October 2013

8. Wang Q, Vilajosana X (2016) 6top Protocol (6P). draft-ietf-6tisch-6top-protocol-03, October
2016

9. OpenWSN. https://openwsn.atlassian.net/wiki/
10. ITU Internet Reports (2005) The Internet of Things (ITU 2005), 7th edn
11. Shelby Z, Bormann C (2009) 6LoWPAN: the wireless embedded internet. Wiley series on

communications networking & distributed systems. Wiley, Chichester
12. Palattella MR (2015) On-the-fly bandwidth reservation for 6TiSCH wireless industrial

networks. IEEE Sens J
13. Muraoka K, Watteyne T, Accettura N (2016) Simple distributed scheduling with collision

detection in TSCH networks. IEEE Sens J
14. Wang Q, Pister K (2016) Minimal 6TiSCH configuration. draft-ietf-6tisch-minimal-16, June

2016

608 T.-H. Lee et al.

https://openwsn.atlassian.net/wiki/


An Adaptive User-Defined Traffic
Control Mechanism for SDN

Hung-Chi Chu(✉) and Tzu-Hsuan Lin

Department of Information and Communication Engineering,
Chaoyang University of Technology, 168 Jifong E. Rd., Wufong District,

Taichung 41349, Taiwan
hcchu@cyut.edu.tw, hew28744b@gmail.com.tw

Abstract. In the traditional network architecture, must rely on network admin‐
istrator to manually set up complex network parameters for a variety of QoS.
Software-Defined Networking (SDN) divides networks into a three-tier archi‐
tecture. The application layer that provides a centrally managed interface, the
control layer that allows users to manage controller with software; and the
controller sends command to the infrastructure layer, which runs a new
network with settings to achieve the purpose of a centralized network control.
This paper proposes a QoS mechanism that can determine the optimal traffic
allocation based on network service requirements and adjust the overall
network traffic allocation in real time to achieve the smooth operation of serv‐
ices. The experimental result showed that the proposed mechanism can be
defined by the user to customize the required network services, and provides
network resources to match requirements according to different priorities as
well as dynamically adjusts the network parameters.

1 Introduction

The rapid development of the internet has created many new possibilities with many
internet services having been achieved. With the emergence of new internet services,
traditional distributed network architecture to address these emerging services faces
many challenges. To handle increasing network traffic, network administrator must re-
establish a network environment to maintain a stable network. Network administrators
need to maintain all network devices individually and require a lot of time and effort,
but these are limited to traditional networking features. To solve this issue, scholars have
proposed a centralized network architecture, which we call Software-Defined
Networking (SDN) [1–3]. SDN architecture was presented at the IEEE INFOCOM
conference in 2009, but SDN came into the spotlight because of Google. Google spent
two years converting their data center backbone network into an SDN architecture, this
change made 30–40% usage of network bandwidth increased to 95%. This result allows
many large-scale companies (such as Facebook or Microsoft) to research this tech‐
nology. SDN architecture consists of three layers: t the application layer, the control
layer, and the infrastructure Layer (Fig. 1). The authority responsible for managing an
entire network will be located in the control layer. The interface between the control
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layer and the infrastructure layer is also known as the southbound interface. This inter‐
face allows the infrastructure layer to successfully receive commands from the control
layer to perform data forwarding tasks. The interface between the control layer and the
application layer is also called the northbound interface, which provides a centralized
management interface to allow user to control and manage it through software. Through
such a network assignment method, network administrators can define the desired
network settings and let the controller send commands to a switch in the infrastructure
layer to apply the new network settings. This network architecture centrally manages
network resources to effectively reduce the difficulty of network management and to
enhance the flexibility of overall network traffic scheduling as well as increasing with
processing speeds for unexpected situations. Even through the controller can implement
a fully automated network management to reduce human error and management costs.
The advantages of SDN are as follows: (1) A centralized network control and open
network programming interface allows network administrator to monitor and manage a
network through software or lets administrator develop programs they need; (2) A highly
flexible network architecture allows network functions to be easily added or removed
based on administrator need; and (3) In the network, the device configuration, manage‐
ment, and control can be completed via the controller to effectively reduce time and
labor costs as well as providing high-performance network control and management.

Fig. 1. SDN architecture

The communication protocol between the SDN controller and the switch was one of
the projects that was part of the future web-based research program at Stanford Univer‐
sity in 2008, i.e. OpenFlow [4]. OpenFlow is an open source protocol originally devel‐
oped for a flow forward and centralized controller. In the SDN network, each switch has
a flow table, so that when a packet arrives at the switch, it compares the information in
the flow table to decide how to forward the packet. If it fails to find a match with the
flow table, then the packet will be sent to the controller to plan the flow. After the
planning is complete, the controller will inform the switch of the flow table update.
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The communication between the switch and the controller is usually protected by SSL
(Fig. 2). OpenFlow’s performance is not good when it is launched, but it has become an
important protocol after continuous improvements, i.e., it now supports IPv6, multiple
controllers, QoS, and other functions.

Fig. 2. OpenFlow communication architecture

According to the above description shows, SDN have many advantages compared
to traditional networks. This paper proposes a traffic management mechanism based on
SDN architecture, so that network administer can proactively define the flexible network
traffic control mechanism. The controller automatically adjusts the traffic ratio of the
service by priority to avoid problems associated with low network performance due to
competing traffic between the various network services, which results in a high packet
loss rate, network traffic shocks, and other issues.

In this paper, simulation experiments used Mininet [5], iPerf network speed test tool
[6], and virtual switch to support the OpenFlow protocol: Open vSwitch [7] to demon‐
strate performance advantages from SDN architecture. Open vSwitch is a production
quality, multilayer virtual switch designed to enable massive network automation
through programmatic extensions. The advantages of Open vSwitch are as follows: (1)
Highly flexible configuration that can establish up to hundreds of virtual switches in a
single server (depending on server performance) and each virtual switch can have more
detailed settings; and (2) Replaces a physical device with software simulation to effec‐
tively reduce the costs of building a network and virtual switch is not weakly than a
more expensive physical device with the same functionality. Mininet is a virtual network
simulator that supports the protocols and devices required by SDN architecture. This
simulator, which only needs simple commands to simulate a simple network topology
(such as a tree structure) and supports custom topologies written in Python, makes the
situation closer to actual real-world network operations. iPerf allows for the analysis of
the message throughput, jitter, packet loss, maximum transmission unit (MTU), and
other statistics under physical or virtual networks. It is used to test the performance of
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SDN and runs on common operating systems such as Linux, Windows, or Mac, among
others. The operation is easy and only needs to create two IP-enabled computers on a
custom network topology and sets them as a server and a client. We can begin experi‐
menting with iPerf commands to test the performance of the network.

The rest of this paper is organized as follows: Sect. 2 presents the research related
to the topic; Sect. 3 presents the traffic control mechanism and network topology; and
Sect. 4 presents experimental results and comparison. Finally, Sect. 5 provides our
conclusions.

2 Related Works

The biggest advantage of SDN is an ability to instantly monitor, configure, and reflect
network changes. In the last few years of research, SDN are many major research
projects. This paper, will introduce SDN and explore relevant QoS literature. [8]
proposed the autonomous QoS management mechanisms for SDN, identify and tag
packets in queue using OpenFlow Management and Configuration Protocol (OF-Config)
and different QoS have different tags. So, it adds a Requirements DB, Context manager,
Analysis and Rule decisions, and other modules to achieve the requirements of QoS in
the controller. [9] proposed a dynamic traffic performance algorithm based on a single
flow table and a group flow table. It uses a single flow meter to accurately monitor every
client in the traffic and to use of group flow tables to effectively classify client hosts.
The results showed that this algorithm can effectively avoid the use of too many flow
table and solve flow table matching within the scope of too wide of defects. [10]
compared IntServ [11] and DiffServ [12] of QoS. Intserv ensures that a single application
can guarantee QoS, but the scalability is poor and all network devices within that network
infrastructure must support IntServ, which increases the overall network construction
costs. DiffServ allows the core router to no longer store the status of network traffic
information but is only responsible for packet forwarding. From this, the network load
is reduced, easier achieving, and improved scalability. But QoS cannot achieve the same
results with IntServ. In addition, the paper analyzes the different routing algorithms in
the SDN backbone network to dynamically establish the effectiveness of guaranteed
data flow bandwidth and routing delays. In this research, the QoS performance indicator
for the routing algorithm is using the not satisfied of bandwidth requirement rate and
the results show that its performance is excellent, but its disadvantage is high computing
time. [13] proposed to develop QoS for multimedia string data in the architecture of a
decentralized control plane. Its features include: (1) Use topology aggregation and link
summarization to effectively obtain information about network topology and status; and
(2) By solving the communication between the controllers to perform secure QoS for
an inter-domain.

3 Traffic Control Mechanism

In this paper, we propose a traffic control mechanism to establish a traffic allocation ratio
by predefining the priority of various services. The definition of priority and the
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proportion of bandwidth allocation can be determined by a network administer to meet
the needs of users. When the controller begins to detect that traffic affects overall network
performance, then it will trigger the traffic control mechanism proposed. Figure 3 shows
the operation flow. The controller is graded according to the predefined service to deter‐
mine the proportion of bandwidth that can be allocated and checks whether the allocation
matches the minimum bandwidth required for high priority services. If the requirements
are matched, then the controller will begin sending commands to modify the overall
network bandwidth to retain a route that meets the high priority service. Conversely, if
the current network state cannot match the minimum bandwidth requirement for high
priority services, then a temporary transfer of the service with a lower priority level to
another link, so that the bandwidth of a single link is used in the transfer of high priority
services. This mechanism ensures that high priority services can maintain quality until
the end of the transmission and to minimize the impact of other low priority service
traffic due to adjustments of bandwidth.

Fig. 3. Traffic control mechanism
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To verify the effectiveness of the proposed mechanism, this paper will use a fully
connected network topology (Fig. 4). The network has three kinds of data traffic:
Traffic1, Traffic2, and Traffic3 to represent the different priority services. S represents
the switch and a server is the destination of the data transmission. In a traditional
network, if no special handling of traffic transmissions is necessary, the shortest path is
prioritized; however, this approach is likely to cause each service to compete with traffic,
which leads to low network performance, because the weight of each traffic is the same.
If urgently changes packet routing, requires a lot of time to set the network parameters
and restart network devices seriously reduces overall network performance. However,
if the SDN architecture is used, then the controller will calculate the most suitable band‐
width allocation ratio and automatically set network parameters to achieve traffic
control.

Fig. 4. Network topology

4 Experimental Results

This section will use the network topology in Fig. 4 and supports SDN architecture. It
shows the difference between a traditional network and an SDN network for different
network traffics. In the experiment, the routing algorithm of the traditional network will
adopt the shortest path algorithm to carry out and set the links bandwidth between the
various network devices as 10 Mbps. Table 1 shows the relevant experimental param‐
eters using iPerf.
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Table 1. EXPERIMENT PARAMETERS

Host Command Test time
Traffic iperf –c Server IP –r X 100 s
Server iperf –s

The -r sets traffic, X is the bandwidth of the traffic requirement, and rate unit is bits
per second.

We will perform two experiments to verify the effectiveness of the proposed traffic
control mechanism as follows:

Experiment of user-defined traffic flow control: This experiment assumes that there
are three streams at the same time: Traffic1, Traffic2, and Traffic3 (Fig. 4). In Traffic1,
the transmission path is H1 → S3 → S5 → Server; in Traffic2, the transmission path is
H2 → S3 → S5 → Server; and in Traffic 3, the transmission path is
H3 → S3 → S5 → Server. These three traffics will be transmitted to the destination server
using the UDP protocol. The entire experiment was simulated for 100 s, the traditional
network uses the shortest path algorithm for data transmission from 0–50 s. In this case,
there is no difference in the priority of each traffic. From 51–100 s, setting the priority
of the three traffics to Traffic1, Traffic2, and Traffic3 from high to low; and the three
traffics in 6:3:1 to configure the priority level to use the bandwidth ratio. For example,
a link bandwidth of 10 Mbps, set Traffic1, Traffic2, and Traffic3 to 6, 3, and 1 Mbps.
The user can configure the bandwidth ratio that can be used for each priority level on
the controller.

Figure 5 shows the experimental results. From 0–50 s of the experiment indicates
that each traffic is in a state of competing with the other. Because no priority level was
set, so causes large magnitude of bandwidth usage change, i.e. behalf of the actual use
of the traffic bandwidth instability. The average bandwidth used for from 0–50 s of these
three streams is 3.46 Mbps, 2.95 Mbps, and 3.15 Mbps. It can be seen that in the state
of competitive bandwidth, although the amount of available bandwidth changes is large
but with the result of equalization for available bandwidth. When the experiment went
to 50 s, Traffic1, Traffic2, and Traffic3 used bandwidth of 0.76, 2.74, and 6.42 Mbps,
respectively. At this time the controller triggers the traffic control mechanism according
to the set of bandwidth allocation to adjust the bandwidth to achieve traffic control.
According priority setting, Traffic1 is allocated with more bandwidth and the controller
begins to increase Traffic1’s bandwidth to within the upper limit of 6 Mbps. The low
priority of Traffic3 is assigned to the least bandwidth required and the controller reduces
its use of bandwidth to within the upper limit of 1 Mbps. The medium priority of
Traffic3’s allocated bandwidth is close to the current bandwidth, so that the bandwidth
is still within the upper limit of 3 Mbps. The simulation results clearly showed the
bandwidth was adjusted after setting the priority level, the available bandwidth of the
traffic became stable, and was close to the ratio of available bandwidth for each priority
level. Therefore, the controller’s network parameter settings can quickly impact devices
on the network and achieve the set traffic control effects in a short period of time.
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Fig. 5. Experiment of user-defined traffic flow control

Experiment of high priority traffic flow control: This experiment assumes that there are
three different traffics based on different priorities and according to the priority level from
high to low as in Traffic1, Traffic2, and Traffic3. The initial transmission path is the same
as the previous experiment. The three traffics are configured with a bandwidth ratio of
6:3:1. These three traffics will be transmitted to the destination server using the UDP
protocol. The experiment was simulated for 100 s, during 0–50 s, the three traffic config‐
ures bandwidth according to the priority level for data transfers. After 50 s, due to a special
demand, the highest priority data traffic, i.e. Traffic1, can be used to upgrade the band‐
width to 7 Mbps, but the link bandwidth of only 10Mbps cannot match the three traffics
required to use the complete bandwidth, i.e. 7 Mbps + 3 Mbps + 1 Mbps = 11 Mbps. In
order to match the bandwidth required for the highest priority service, the available band‐
width for the lowest priority traffic Traffic3 is provided to the Traffic1, and Traffic3 is

Fig. 6. An example of adaptive traffic flow
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transferred to other links. This indicates that the lowest priority traffic Traffic3 is switched
to a secondary transport path H3 → S3 → S4 → S5 → Server (Fig. 6). After 70 s, due to
special demands again, the highest priority data traffic Traffic1 can use the bandwidth
upgrade to 10Mbps, but the total bandwidth of the link can only match the required band‐
width for Traffic1. So, medium priority traffic, Traffic2 uses available bandwidth as
provided to Traffic1; and Traffic2 will be transferred to other links. This indicates that the
lowest priority traffic, Traffic2 is switched to the secondary transport path
H2 → S3 → S1 → S5 → Server (Fig. 6).

Figure 7 shows the experimental results. From 0–50 s, according to priority settings,
the available bandwidth of Traffic1, Traffic2, and Traffic3 is close to 6 Mbps, 3 Mbps,
and 1 Mbp. After 50 s, because the available bandwidth of traffic1 increased to 7 Mbps.
Therefore, Traffic3’s available bandwidth is released on the original path
(H3 → S3 → S5 → Server). Traffic3 changes to a secondary path
(H3 → S3 → S4 → S5 → Server) for data transfer, which ensures that its available
bandwidth is still 1 Mbps. After 70 s, because the available bandwidth of Traffic1
increases to 10 Mbps, Traffic2`s available bandwidth is released on the original path
(H2 → S3 → S5 → Server), Traffic2 changes to a secondary path

(a) Traffic changes on the master path

(b) Traffic changes on a distributed path

Fig. 7. Experiment of high priority traffic flow control
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(H3 → S3 → S1 → S5 → Server) for data transfers and ensures that its available band‐
width is still 3 Mbps.

The simulation results can be seen clearly, according to priority level to adjust the
bandwidth. The available bandwidth of the traffic becomes stable as the available band‐
width of the highest priority service increases, the low priority traffic transfers to the
secondary path and guarantees the available bandwidth requirements. The above experi‐
ment proves the traffic control mechanism of this paper adjusts the network parameters
adaptively with a service requirements change to maintain the transmission quality for
each priority level.

5 Conclusions

SDN architecture reduces the difficulty of network maintenance, update, and manage‐
ment. It also provides for a significant improvement in network performance. The
controller has global network management functions and the network administrator can
operate the controller remotely to manage all switches under its jurisdiction to reduce
the consumption of human resources and time as well as offers the ability to respond
quickly to emergencies. We use Mininet, iPerf, and Open vSwitch to achieve a QoS-
support adaptive traffic control mechanism. Through the definition of the weight of the
network parameters, the controller can automatically adjust network resources to match
the requirements of different services. The experimental results show that our proposed
traffic control mechanism can: (1) Allow the user to define the network service require‐
ments needed; (2) Provide network resources that match user needs according to
different priorities; (and 3) Automatic adjustment for dynamic network service require‐
ment changes.
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Abstract. With the diversity of the trademark, three-dimensional (3D) trade‐
mark has gradually been used by many companies. For the legitimate use, 3D
trademark is required to be registered. In Taiwan, the registration application is
proved by Intellectual Property Office under the Ministry of Economic Affairs.
The 3D trademark is useful to identity characteristic products or company on the
Internet or the physical store. At present, 3D trademark can be registered in many
nations. However, it is must be made sure unique in the 3D trademark gallery
before registration. Similarity measurement of 3D trademark is an important task
and how to efficiently searching is an interesting issue. In this paper, an efficient
searching method for 3D trademark gallery in Taiwan’s Intellectual Property
Office is provided. A 3D trademark is represented by multiple 2D images in the
gallery. Discrete Fourier transform (DFT) is used to extract the feature, and the
effective search mechanism is established by using the properties of multiple 2D
images. The experiment shows the method is efficient.

Keywords: Image retrieval · Discrete Fourier transform (DFT) · Similarity
measurement · 3D trademark

1 Introduction

In international economics and trade, 3D trademark images are crucial presence for
maintaining international economic order. In many countries, 3D trademark application
has to go through notary service agencies. In Taiwan, for example, it is required to apply
for patents and registration with the IPO under the Ministry of Economic Affairs
(MOEA) to receive legal protection. The state of 3D trademark application in recent
years is shown in Table 1 [8]. According to the statistics published by four authorities
that represent R.O.C., USA, South Korea and China, respectively. All of these countries
have seen growth in the number of applications for invention patenting and trademark
registration compared to the past and the growth also sets a new high record. More
complex design models are required for 3D trademark application in comparison with
trademark application in the past.

As multimedia databases (MMDBs) continue to increase, it is easier for users to
transfer, store and create images on the internet and in multimedia devices, such as smart
phones, digital cameras and 3C products. Therefore, how image-based retrieval retrieves
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similar images in extensive MMDBs effectively and rapidly after users have provided
query images has become an important research topic and a popular issue. Many scholars
today have proposed content-based image retrieval (CBIR) as one of image retrieval
techniques. In most CBIR-based retrieval systems, the retrieval technique typically used
is extraction of low-level features, such as color, texture, shape and spatial distribution
as representations. These systems then calculate feature differences between images
based on the extracted data and automatically retrieve more relevant images or achieve
better retrieval results in MMDBs. Over the past few years, many approaches to CBIR
have been introduced for the imaging domain [3, 4, 5, 7].

Today, many users use a set of 2D images to represent a 3D image. Such examples
can be found in the 3D trademark database of the IPO, MOEA [8]. 3D trademarks are
the important certificates in market trading order and 3D trademark registration has also
significantly increased. A 3D trademark is defined as having fixed length, width and
height, combining images that are in more than one direction and include shapes, text,
graphics, symbols and colors and on each of which important information of the 3D
trademark is contained at each angle.

Among CBIR-based techniques, some use the watershed algorithm for division of
an image into regions, from which color and texture features are extracted [1]. Image
retrieval also utilizes the reference feedback mechanism that uses feedback obtained via
different interactive techniques based on implementation standards and makes weighting
adjustment to similarities measurement in MMDBs [5]. Some scholars use the machine
learning mechanism to first detect representative features of images, which are then used
for retrieval, so selection of representative features can affect retrieval performance in
image databases [3]. Some studies retrieve 3D trademarks using Harris corner detection
for corner feature extraction in combination with contour point’s distribution histogram
(CPDH) for shape description and shape feature extraction [4].

In this paper, the second section describes requirements for 3D trademark registra‐
tion and the principle of DFT. The third section explains proposed methods and their
steps. The fourth section gives the experiments of proposed method. The fifth section
provides the conclusion.

2 Literature Review

With the rapid development of imaging technology in recent years, some flexible and
efficient operations for query a 3D trademark for a large number of multimedia image
databases are required to be established. Compared to traditional databases, a MMDB

Table 1. Trademark and patent registration in recent years (2010-2015) [8]

Number of registration
2010 2011 2012 2013 2014 2015

R.C.O. 66,496 67,620 74,537 74,031 75,933 78,523
USA 280,649 301,826 311,627 321,055 336,275 369,877
South Korea 121,312 124,000 132,611 147,667 150,226 172,512
China 1,072,187 1,416,785 1,648,316 1,881,546 2,285,358 2,800,000
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contains a wide range of content, such as shapes, text, graphics, symbols and colors, so
the text-based retrieval method for traditional databases is not applicable.

2.1 3D Trademark

A 3D trademark is a trademark in a 3D shape formed by the three dimensions that are
length, width and height and enables stakeholders to differentiate a product or service
source. The form components for 3D trademark application include three parts, i.e. a
statement, graphics and text description. For a 3D artwork, it is required to submit a
master 3D artwork as the ‘essential drawing’ and maximum five other views of the
artwork as the ‘attached drawings’, as shown in Fig. 1 [8]. If the filed 3D trademark
contains text, graphics, symbols or colors, it is also required to provide clear and specific
description [5, 8].

(a) Essential drawing (b) Attached drawing (c) Attached drawing

(d) Attached drawing (e) Attached drawing (f) Attached drawing

Fig. 1. A registered 3D trademark [8]

In Taiwan, the components of a 3D trademark include identifiable and non-functional
ones and both are required for successful trademark registration. (1) Identifiable: a
trademark should be identification that is sufficient to acquaint consumers with the
products or services it represents and differentiate these products or services from others.
The identification of a 3D trademark should take into account consumer perception and
product features etc. (2) Non-functional: The 3D shape of a trademark or package that
is essential for functionality may not be registered. Functional creations may receive
patent rights protection in accordance with patent laws [8].

2.2 Discrete Fourier Transform

DFT is transform of spatial domain signals into frequency domain signals. As a type of
Fourier transform, DFT is appropriate for sampling of continuous functions at uniform
intervals. The computation time of DFT has complexity while fast and discrete Fourier
computation can get faster results with complexity down to [2].
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2.3 Image Retrieval

The performance of a CBIR-based system depends on extraction of specific features and
similarity measurement. Some scholars propose feature extraction for a query image
and tagging of extracted features in a database as an index table. In addition to this,
different types of image databases naturally have different applicable features. There‐
fore, a mechanism that can independently adjust similarity measurement according to
different types of database designs can increase the weights of appropriate features based
on the characteristics of databases, thus improving image retrieval performance [1, 5].

3 Feature Extraction in 3D Trademark Retrieval

In future, as the time evolves and multimedia data continues to increase, retrieval of 3D
trademark images will gain increasing attention. The DFT-based method presented in
this paper for extraction of key features from images will benefit 3D trademark retrieval.
We will introduce the feature extraction process and similarity measurement in this
section.

3.1 Image Gray Scaling

As a 3D trademark consists of n images, represented by P = (p1, p2,… , pn), the first step
is to turn each image into a grayscale one. According to IPO’s requirements, the
maximum number of attached images is six.

3.2 Discrete Fourier Transform

Multimedia images each consists of discrete signals. Transformation of these images is
done via DFT. These images are two-dimensional M × N, which is represented by the
function img(x, y), as shown in Eq. (1) [6]:

F(u, v) =

M−1∑

x=0

N−1∑

y=0

img(x, y)e
−j2𝜋

(
ux

M
+

vy

N

)

(1)

Where, u = 0, 1, 2, …, M - 1, v = 0, 1, 2, …, N – 1 as a frequency variable. A spatial
domain is represented by a coordinate formed by img(x, y), which yields a frequency
signal range that is the four corners of a spectrum (0, 0), (0, N − 1), (M − 1, 0), (M − 1,
N − 1). For this study, let R and I represent the real and imaginary parts of F, as defined
in Eq. (2):

|F(u, v)| =
[
R(u, v)2 + I(u, v)2] (2)

Then the four corners of the spectrum are transformed and concentrated them to the
center of the spectrum, as shown in Fig. 2.
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(a) Original artwork (b) Original spectrum (c) transformed spectrum

Fig. 2. Post-DFT spectrum

Next, Fig. 2 (c) is the transformed spectrum as a feature image so that the data
concentrates in the b × b range in the center and therefore the range for extraction of
feature values is narrowed to b × b dimensions.

3.3 Similarity Measurement

Images of all 3D trademarks undergo DFT with the b × b spectrum in the center as
feature block Bk

i,j, in which i and j represent different spectral coordinates and therefore
1 ≤ i, j ≤ b. However, as each 3D trademark consists of multiple images, k represents
number of images in the trademark. If the 3D trademark consists of 6 images, then k is
set as 6. For the features of the 3D trademark, we use the minimum value of k images
in each frequency as the feature, i.e. the feature of the 3D image is T, which is represented
by Eq. (3) below and n is set as i × j:

T = [tn] = min{B1
i,j, B2

i,j,… , Bk

i,j} (3)

Next, the minimum value feature images are combined for matching a query image
with all the images in the image database. The matching result is usually close to the
query image, as shown in Eq. (4):

sim
(
T1, T2) =

∑n

i=1 T1
i
T2

i√∑n

i=1

(
T1

i

)2
√∑n

i=1

(
T2

i

)2 (4)

Where, T1 represents the features of the image set for the query image while T2 is the
features of the image set for each 3D trademark in the multimedia database. The query
result is shown by the similarity order.

3.4 Query Process

One set of images for a 3D trademark first undergoes DFT followed by feature extraction.
The extracted features are then place into the feature database as the representative
features for the 3D image database. During the subsequent query, the query image is
compared with the feature data from the feature database for similarity measurement.
After the measurement and matching, image features that are close matches to the query
image are retrieved.
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4 Experimental Results

In this paper, we used the DFT get the features to help retrieving the 3D trademark image.
The proposed method can effectively and quickly retrieve the similar trademarks in a
large image databases. The simulation experiments are programmed by MATLAB
2013a. In the hardware device, the processor is the Intel E5-2665, memory 32G, oper‐
ating system Microsoft Windows 10. In the experiment, the MMDB is extracted from
the 3D trademark database of the IPO under the MOEA, and contains in 131 3D trade‐
marks that have total of 731 images. Each 3D trademark is rotated 0, 90, 180 and 270
degrees. The rotated 3D trademarks are treated as similar trademarks, which amount to
a total of 5848 images. The retrieval result is shown in Fig. 3.

Fig. 3. Image query flowchart

The precision and recall are calculated to observe the retrieval performance. For a
query process, let a be the number of retrieval images, b be the number of relevant images
in the database, c be the number of retrieval and relevant images, the corresponding
formulas are defined as follows (5)–(6):

Precision =
c

a
(5)

Recall =
c

b
(6)

There are five cases in the experiments, the size of feature blocks are 5 × 5, 11 × 11,
15 × 15, 25 × 25, 50 × 50, respectively. The value of a is set as b, that is four, in our
experiments. However, there are four similar trademarks in our database according to
four different rotation degrees for every trademark. Hence, the system will output the
top four similar trademarks. The retrieval results are shown in the Fig. 4. The best one
is at case of 50 × 50. The precision and recall values reach 0.95 in the Fig. 5.
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Fig. 4. The retrieval result

Fig. 5. the precision/recall values of five cases

5 Conclusion and Future Work

For effective retrieval of 3D trademarks, Discrete Fourier Transform was used for
extraction of image features. Then, the extracted features were placed in the feature
database for comparison with query images during the similarity measurement. After‐
wards, the retrieved images were sorted in descending order of similarity values. The
experiments were designed with different sizes of feature blocks to observe the precision
and recall values. The experimental results proved that our method is efficient. In the
real world, the objects will be captured in any angles. Hence, it disturbs for 3D trademark
retrieval system. In future, we will explore how to retrieve the similar trademark with
malevolence captured angle.
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Abstract. Wireless multimedia sensing network, used to transmit multimedia
files over zigbee wireless communication, faces a big challenge in terms of trans‐
mission bandwidth and node lifetime. In this paper, we will implement the testbed
of 6LoWPAN transmission for video service. We used Contiki OS to implement
the wireless zigbee Zigduino nodes. We first simulated the packet loss of video
transmission to optimize the packet loss recovery mechanism. Then we conducted
the testbed to analyze the performance and feasibility of the wireless zigbee
communication for video transmission.

Keywords: WSN · Video transmission · IEEE802.15.4 · 6LoWPAN · GOP

1 Introduction

Wireless sensor networks (WSNs) are spatially distributed sensors to monitor physical
or environmental conditions, such as pressure, temperature, sound, and so on. The
sensing data are periodically transferred to certain node from different nodes in sparsely
populated areas. The development of WSNs was originally motivated by military appli‐
cations such as battlefield surveillance, they are further used in medical control or health
monitoring, industrial automation, and forest fire detection or monitoring. Many wire‐
less sensor devices follow the IEEE 802.15.4 standard [1] which requires smaller size,
less power consumption, faster computing and Internet networking capabilities. The
IEEE 802.15.4 standard defines the operation of low-rate wireless personal area
networks (LR-WPANs). ZigBee [2] is an IEEE 802.15.4-based specification for a suite
of high-level communication protocols.

The basic framework of IEEE 802.15.4 conceives a 10-meter communication range
with the physical layer bandwidth of up to 250 Kbps. It offers the fundamental lower
layers the characteristics which focuses on low-cost and low-power communication
between nodes with little to no underlying infrastructure.

With the rapid development of WSN technology, the research of WSN has shifted
from sensing and transmitting data, sound or still image to wireless multimedia sensing
network (WMSN) which transmits video streaming or multimedia files over zigbee
wireless communications. Some challenges, such as transmission bandwidth and node
lifetime issues, for the realization of WMSN need to be faced as compared to the trans‐
mission of pure data or still images.
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Besides the technologies on the WSN transmission and node design, the video
encoding and decoding techniques as well as video recovery mechanisms for the playout
are also important issues to evaluate the feasibility of deploying WMSN.

In this paper, we will evaluate the feasibility of video transmission over wireless
multimedia sensor networks by implementing a zigbee communications testbed for
video quality analysis. We first encode the video source into MPEG format video files
followed by the analysis of video group of picture (GoP) for classification of I, P, B
frame types. The video frames are then encapsulated into zigbee frame for wireless
transmission. Upon receiving the video packets, the client node will conduct the
assembly and recovery mechanism for video playout. The recovery mechanism is
designed to handle the packet loss issue in WSNs. The video quality will be analyzed
and evaluated using peak signal-to-noise ratio (PSNR) and structural similarity (SSIM)
index to compare the received video from sending video.

The organization of this paper is as follows: In Sect. 2, we present the related works
with the scope of this study on the multimedia encoding and related skills as well as the
development of video transmission nodes. The implementation of video transmission
based on 6LoWPAN is proposed in Sect. 3. In Sect. 4, we will apply PSNR and SSIM
to evaluate and discuss the video performance in WMSNs. Finally, we conclude this
research in Sect. 5.

2 Related Standard and Mechanism

WMSNs have been used in medical surgery or healthcare monitoring [3], military appli‐
cations such as battlefield surveillance [4], and building structure detection [5]. There
are also some researches on the video transmission over WSNs [6, 7]. Some researches
even focused on the video format analysis and tooling for video quality assessment [8].
In this section, we will review some video encoding format, and video quality meas‐
urement tools related to this research. Then, we will also briefly discuss the Contiki OS
implemented in our WSN nodes.

2.1 Video Encoding Standard

The Xvid codec is used in this study to encode and decode MPEG-4 video files. In
MPEG-4 video encoding, a group of picture (GOP) is defined as a collection of succes‐
sive pictures within a coded video stream. Each coded video stream consists of succes‐
sive GOPs which specify the order in which intra- and inter-frames are arranged. A GOP
can contain the following picture types. I-frame (intra frame), is equivalent to a fixed
video basemap which is coded independently of all other pictures. P-frame (predictive
frame) contains motion compensated difference messages from the previous I or P-
frame. B-frame (bipredictive frame) contains motion compensated difference informa‐
tion from the previous or later I or P-frame.

In general, the beginning of a GOP is an I frame which contains the full image of
the video and does not require any additional information or frames to reconstruct it.
The I frame is followed by several P and B frames. One example of GOP structure could
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be IBBPBBPBBPBBI. In general, the I frame is the most important frame in the video
encoding file which can be more editable if there are more I frames in it. However,
having more I frames will increase the video encoding rate substantially because I frame
size is much larger than P or B frame size.

The I, P, B frames in MPEG-4 encoded video can be determined according to the
frame header types. For instance, the I, P, B frame types in MPEG-4 are “00 00 01 B6”
followed by “00”, “01”, and “10”, respectively. Therefore, the video packets can be
classified into different I, P, B frames according to video header format in the ISO/IEC
14496-2 [9] standard.

2.2 Video Quality Measurement and Tools

The analysis of the quality of video transmission over zigbee wireless communications
can be done by evaluating the video quality before and after transmission. That means
we can compare the sourcing video with the receiving video signals to evaluate the video
quality in WMSNs. Therefore, PSNR and SSIM measurements could be two approaches
to achieve this goal.

PSNR is commonly used to measure the quality of reconstruction of image or video
encoded files which can also be used to evaluate the video quality of reconstruction
before and after transmission over WSNs. When comparing the receiving video (output
video) file with the sending video (input video) file, PSNR can reach approximation to
human perception of reconstruction quality.

The PSNR (in dB) can be defined as:

PSNR = 10log
(2n − 1)2

MSE
(1)

where MSE is the mean squared error of a monochrome image, however, it is the sum
over all squared value differences divided by three and be image size for color images
with three RGB values per pixel. And, n is the number of the bits per sample which
representing one pixel of the image. So, 2n−1 will be the maximum possible pixel value
of the image. For example, when each pixel of the image is represented using 8 bits per
sample, 2n−1 will be 255. For wireless communications, the acceptable PSNR values is
typically about 30 dB or above.

The SSIM index is one way to evaluate and predict the perceived quality of digital
videos. That is, SSIM can be used to measure the similarity between two images such
as receiving (output) and sourcing (input) images. SSIM was designed to improve the
inconsistent with human visual perception, such as PSNR method.

The calculation of SSIM index on windows x and y (with common size NxN) is
defined as:

SSIM(x,y) =
(2𝜇x𝜇y + C1)(2𝜎xy + C2)

(𝜇2
x
+ 𝜇2

y
+ C1)(𝜎

2
x
+ 𝜎2

y
+ C2)

(2)
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where μx and μy are the average of x and y, respectively; σx
2 and σy

2 are the variance of
x and y, respectively; σxy is the covariance of x and y; c1 and c2 are two variables to
stabilize the division with weak denominator. Typically, c1 equals to (0.01*L)2 and c2
equals to (0.03*L)2, where L is the dynamic range of the pixel-values, i.e. 2n−1.

There are many tools that can be used to evaluate the video quality with PSNR and
SSIM data, such as JSVM, SVEF, FFmpeg, etc. In this paper, we use FFmpeg to evaluate
the PSNR and SSIM values regarding the video quality over WMSNs.

2.3 Contiki OS on Zigduino – Contiki 2.5 rc1

Contiki is an OpenSource operating system for memory-constrained systems focusing
on low-power wireless networks and Internet of Things (IoTs) devices. It can be easily
transplanted to any other computer operating system.

Contiki also provides a built-in Internet protocol suite, TCP/IP protocol stack, which
only needs 10 kB of RAM and 30 kB of ROM in general. Even a full Contiki system,
it only needs 30 kB of RAM to provide a graphical user interface.

In this study, Zigduino, being integrated with zigbee (IEEE 802.15.4) was used as
WSN node for Contiki 2.5 rc1 operation and development. Zigduino is compatible with
both the Arduino hardware and software. The Zigduino client is capable of sending UDP
video packets to Zigduino servers via 6LoWPAN architecture. The designed Zigduino
nodes also provides IPv6 header compression, packet fragmentation and reassembly
functions.

3 Implementation of Video Transmission Based on 6LoWPAN

3.1 Network Set up

The implemented network setup testbed is shown in Fig. 1 for the video transmission
implemented based on 6LoWPAN architecture.

Fig. 1. Video transmission in WSN testbed

In this experiment, we use Akityo [10] as the source video. Xvid encoded is applied
for video source coding techniques. We simulate source video from PC1 via Uart inter‐
face to Zigduino client by the assist of Function 1 for video processing. Function 1, with
flow control comparable to Zigbee transmission speed, provides the capability of
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analyzing video for different video frame structures. Then, the Zigduino Client sends
packets to the Zigduino Server using UDP transmission protocol. Upon receiving the
packets, the Zigduino Server forwards the packet to PC2 via Uart interface. Finally, PC2
applies Function 2 to decode and analyze the video.

The wireless sensor network environment in the experiment is set with the IPv6 over
Low power Wireless Personal Area Net-works (6LoWPAN) protocol combined with
IEEE802.15.4 protocol. The Zigduino Client and Server are with Contiki OS. The related
network parameters are shown in Table 1.

Table 1. Network parameters of testbed

Node IPv6 address
UDP-Client aaaa::11:22ff:fe33:4401
UDP-Server aaaa::11:22ff:fe33:4402
Parameter Value
Channel 22
Routing RPL
Baud Rate(bps) 115200

In IEEE802.15.4 there are two methods to measure the packet transmission signal
strength, received signal strength index (RSSI) and link quality indicator (LQI). The
chip used by Zigduino in this research is Atmel 128rfa1. This chip has many RSSI
registers. By applying the Eq. (3), we can obtain RSSI value with the register value.
Equation (4) converts LQI to RSSI while Eq. (5) converts RSSI to LQI.

RSSIdBm =
RSSIdec

2
− RSSIoffset (3)

RSSI = − (81 −
(LQI × 91)

255
) (4)

LQI = 255 ×
RSSI + 81

91 (5)

In our experiments, we conducted the measurements using low-power chips sepa‐
rated in 15 ms with −73 dBm RSSI and 22.65 LQI. We transmitted 1000 packets for
five measurements and the average packet loss with 15 m separation is about 0.2%.
Similarly, the average packet loss is about 3% for 20 m separation with −79 dBm RSSI
and 4.74 LQI.

3.2 Video Codec and Transmission

As mentioned in the previous subsection, we use Akityo [10] as the source video for
video transmission in this experiment. The video encoder uses open source video codec
library Xvid which follows the MPEG-4 video coding standard. It uses MPEG-4 Part 2
Advanced Simple Profile features such as b-frames, global and quarter pixel motion

632 L. Chang et al.



compensation, and H.263, MPEG and custom quantization matrices. The video param‐
eters using Xvid in this experiment is listed in Table 2.

Table 2. Video parameters using Xvid

Video Akiyo
Enoding MPEG-4
Frame rate 30 fps
Format QCIF 176*144
Bit rate 32000 bps
Video frames 300
Size 36.7 kb

Each video frame has a start code value regarding the MEPG-4 file encoded by Xvid
encoder. For example, the start code value of one P-frame in hexadecimal is 51 53 54
56 57 59 5A 5C 5D 68. Figure 2 shows a schematic diagram of the video sequence. In
this paper, we call the frames sorted from #1 to #30 as a Block, and the frames sorted
from #0 to #299 or #300 to #599 as a Cluster. Then, the whole video frames is a Group
of picture (GoP). The Akiyo video, studied in this research, has a GoP with 300 frames.

Fig. 2. Video sequence schematic diagram Fig. 3. Video analysis flow chart of Function 1

Function 1 and Function 2 algorithms are designed to encode/decode and processing
video data and frames. Function 1 analyze and extract I, P or B frames from video headers
and divide them into 100-Byte individual packet for zigbee wireless transmission. The
video analysis flow chart of Function 1 is illustrated in Fig. 3.

Upon obtaining the video header, the algorithm determines the frame types and
lengths, such as I, P or B format, of VOP. Calculate the frame length of each I, P or B
frame and packetize them into 100-Byte Zigduino-Client buffer via the Uart interface.
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Upon receiving packets from Zigduino-Client, Zigduino-Server sends the video packets
to PC 2 via the Uart interface. The Zigduino operation flow chart is shown in Fig. 4.

Fig. 4. Zigduino operation flow chart Fig. 5. Video packets recovery and assembly

Upon receiving the video packets from Zigduino-Server, Function 2, designed and
embedded in PC 2, assembles and converts them for video playout, as shown in Fig. 5.
In the meanwhile, Function 2 will reconstruct the lost frames by using the recovery
mechanism which will be discussed in the next section.

The experimental result and analysis of the video quality and effectiveness of the
video transmission over zigbee wireless communication will be evaluated in the next
section.

4 Video Quality and Effectiveness Assessment

In this section, we first discuss the video quality in terms of PSNR and SSIM values for
different packet loss rate. Then, we implement a testbed for video transmission over
WSNs. We investigate the optimized recovery mechanism for video reconstruction due
to the packet loss over wireless communications. By using the designed recovery mech‐
anism, we will evaluate the feasibility of video transmission over WSNs.

4.1 Recovery from Different Packet Losses

For video transmission, packet loss problem may not be as significant as that of data
transmission. However, large packet loss may also cause a problem for video reassembly
and recovery. Due to the delay constraint, the retransmission of the lost packet for video
playout is mostly infeasible. Therefore, the recovery from the packet loss of video frames
is one important approach for this study.

First in this section we simulated the packet loss randomly with different rates from
1% to 20%. For Akityo video, each Block has 10 PBB frame sets and totally there are
30 Blocks. Table 3 shows one example of experimental result for different lost Block
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number regarding 1% packet loss case. As illustrated in Table 3 the PSNR value of Block
number 1 frame loss is 31.8955 is much lower than those of Block number 5 or 10 frame
loss. Similar results are found for different Block numbers as compared with Block
number 1. The SSIM results also reach the same conclusion in which Block number 1
plays much important role in video encoding as compared with other Block numbers in
the same Cluster.

Table 3. 1% packet loss rate simulation

Block Number 1 5 10
PSNR (dBm) 31.8955 42.2723 51.0091
SSIM (≒1,perfect) 0.96079 0.99653 0.99933

From the experimental results, we conclude that if the first PBB frame set is lost, we
recover it from the second PBB frame set. When the lost packet is any one of the P-
frame or B-frame except the first PBB frame set, we then recover the lost frames from
the first PBB frame set.

This recovery mechanism is used for the rest of the experiments. The experimental
results of the recovered video PSNR and SSIM values for different packet losses are
shown in Table 4.

Table 4. 3%~20% packet loss rate simulation

Packet loss rate(%) 3 5 10 20
PSNR (dBm) 31.4558 30.4701 29.2637 27.1645
SSIM (≒1,perfect) 0.95685 0.94769 0.93293 0.89792

For 3% and 5% packet losses, the PSNR (SSIM) values are 31.4558 (0.95685) and
30.4701 (0.94769), respectively. These values are acceptable for video playout.
However, for packet losses as high as 10% and 20%, the PSNR (SSIM) values are
29.2637 (0.93293) and 27.1645 (0.89792) which are below the acceptable level.

The experimental results conclude that the video transmission with less than 10%
packet loss would be acceptable for the proposed frame recovery mechanism.

4.2 Video Quality Measurements for Video Transmission Testbed

In this section, we will conduct the real measurements for the video transmission over
zigbee testbed as shown in Fig. 1. The Zigduino Client and Server nodes are separated
in 15 m. The Akityo video, including I, P, and B frames, are packed into 370 100-Byte
packets with corresponding frame header.

For the first test measurement, we again evaluate the recovery mechanism using
different recovered frames. Figure 6 shows three different mechanisms for lost frames
recovery. The white-color frames are assumed to be lost while the colored frames are
received frames with red, green and blue colors corresponding to I, P, B frames, respec‐
tively. Figure 6(a) deploys mechanism 1 by using the first PBB frame set to recover from
all other lost PBB frames. The PSNR (SSIM) result, listed in Table 5, for Mechanism 1
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is 34.6492 (0.97858) which is acceptable even the packet loss rate for PBB frame set is
as high as 90%.

Fig. 6. Different mechanisms for lost video frames recovery

Table 5. Video quality result for different recovery mechanisms

Mechanism 1 2 3
PSNR (dBm) 34.6492 29.0809 31.8709
SSIM (≒1,perfect) 0.97858 0.92685 0.95711

Figure 6(b) deploys mechanism 2 by using two PBB frame sets to recover from all
other lost PBB frames. The PSNR (SSIM) result, listed in Table 5, for Mechanism 2 is
29.0809 (0.92685) which is below the acceptable level. This result suggest that the first
PBB frame set is the most significant PBB frame set in the same Block. This is also
confirmed in Table 5 for Mechanism 3, illustrated in Fig. 6(c), which utilizes three PBB
frame sets to recover from all other lost PBB frames.

The video playout results for different recovery schemes are demonstrated in Fig. 7.
Figure 7(a) shows the recovery of Mechanism 1 using the first PBB frame set. This result
demonstrates the overall integrity of the video and does not produce any problem of
missing video or blur.

Fig. 7. Different recovery schemes for video playout
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As comparison, Fig. 7(b) shows the recovery of the lost PBB frame using the previous
PBB frame set. As seen clearly that there are some missing blocks of video image, such
as the white and blur portion of the lower right corner of the video which significantly
affect the quality of the video playout.

From the simulation and testbed experimental results, the video quality is above
acceptable for cases of overall packet loss less than 10% or PBB frames packet loss as
high as 90% once the first PBB frame set is received. We have provided the recovery
mechanism and showed the feasibility of the video transmission over zigbee wireless
communication.

5 Conclusion

In this paper, we have implemented the testbed of 6LoWPAN transmission for video
service. The Contiki OS was used to implement the wireless zigbee Zigduino node. We
have simulated the packet loss of video transmission to optimize the packet loss recovery
mechanism. From the simulation and testbed experimental results, we have shown that
the video quality was above acceptable for cases of overall packet loss less than 10% or
PBB frames packet loss as high as 90% once the first PBB frame set was received. The
designed recovery mechanism has provided and shown the feasibility of the video trans‐
mission over zigbee wireless communication.

For future research, we will replace the PC nodes by embedded systems which are
capable of processing all video encoding, frame type classification and assembly, as well
as video recovery and reconstruction. Also, we will extend the testbed to multi-hopping
WSNs. The complete performance analyses of WMSNs will also be conducted and
analyzed.
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Abstract. Image Steganography is a covert communication to hide the existence
of messages into images from a third party. High embedding capacity, good visual
quality and security are three significant essentials. In the proposed method, every
secret digit is embedded into each cover pixel pair based on a magic matrix with
pencil-shaped patterns to obtain higher embedding capacity while preserving
good image quality. Experimental results show that the proposed scheme ensures
higher embedding capacity of 2 bits per pixel and PSNR of 44.7 dB on average
compared with existing schemes, while ensuring security by scrambling the secret
message with a secure key.

Keywords: Steganography · Data hiding · Embedding capacity · Visually quality

1 Introduction

Image steganography is a special branch of information hiding where a secret message
is embedded in a cover image based on a shared stego-key, resulting in a stego-image.
So, image steganography conceals the existence of a message for the purpose of secret
communication. The receiver extracts the message if he/she has knowledge of the posi‐
tions where secret data has been embedded. Since only minor modifications are made
in the embedding process, the sender assumes that it is not aware of the message exis‐
tence by an attacker. A successful steganographic method considers three aspects:
embedding capacity, imperceptibility and security. Generally, a trade-off exists between
embedding capacity and visually quality.

In 1989, Turner [1] introduced the method of least-significant bit (LSB) replacement
that modifies the least-significant bit for data hiding. The LSB substitution [2] approach
is very simple by performing the substitution operation by directly replacing the LSBs
of the cover image with the message bits and generates only slight distortion but main‐
tains high image quality. However, the LSB method can be easily detected by the steg‐
anography analytical methods. In 2006, Zhang and Wang [3] proposed an embedding
scheme by exploiting the modification direction. This scheme also called EMD method,
which first converts secret messages into a sequence of digits in an n-ary notational
system. Then, each secret digit is embedded into a group of n cover pixels, and one of
the cover pixels is at most increased or decreased by one. The best embedding capacity
can achieve 1 bpp in the 5-ary notational system. In addition, the EMD embedding
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scheme can provide the scalable degree of visual quality of stego-image along with the
system parameter n.

Inspired by the EMD method, Chang et al. [4] proposed a data hiding scheme based
on Sudoku solutions to modify every cover pixel pairs with a help of a special magic
matrix from a selected Sudoku solution to conceal secret data. The method requires less
computational cost with acceptable visual quality of the stego-images. In 2014, a turtle-
shaped method is proposed by Chang et al. [5] to enhance the embedding capacity of
1.5 bpp (bits per pixel) while preserving good visual perception of the stego-image with
PSNR values of 53.3 dB on average.

This paper based on a pencil-shaped pattern is proposed to further enhance the
embedding capacity based on the improvement of the turtle-shaped method. The pencil-
shaped pattern contains 16 different digits from 0 to 15. Our method modifies pairs of
cover pixels according to a magic matrix with each dimension ranging from 0 to 255 to
achieve data hiding. The embedding capacity of proposed scheme achieves 4 bits for
every pixel pairs while preserving high stego-image quality with PSNR values of
44.7 dB on average.

The rest of the paper is organized as follows. Section 2 gives a brief literature review.
Section 3 describes the proposed data hiding scheme. Experimental results and the
conclusions are discussed in Sects. 4 and 5, respectively.

2 Related Works

In this section, a data hiding scheme based on the concept of turtle-shaped shells is
proposed by Chang et al. [5]. Assume that the secret data is represented by a binary
stream. Each time, 3 secret bits are read from the secret message and converted a secret
digit from 0 to 7. Figure 1 illustrates an example of the matrix M with the size of 256 ×
256 based on turtle shells. The matrix M is designed according two rules: the value
difference between the two adjacent elements in the same row of the matrix M is set to

Fig. 1. An example of the magic matrix M based on turtle shells.
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“1”, and the value difference between the two adjacent elements in the same column is
set alternately to “2” and “3”.

Let M(pi, pi+1) and M(p′

i

, p′

i+1
), indicate the digits in the magic matrix M where

(pi, pi+1) and (p′

i

, p′

i+1
) stand for the pixel pairs before/after secret embedding, respectively.

A secret digit ranging from 0 to 7 is hidden in every pixel pair. If M(pi, pi+1) falls within
a turtle shell, then the digit M(p′

i

, p′

i+1
) same as the to-be-embedded secret data si also can

be found within the same shell. However, If M(pi, pi+1) is an edge digit, then the digit
M(p′

i

, p′

i+1
) same as the secret data si can be found from the neighboring three turtle shells,

with the minimum distance between (pi, pi+1) and (p′

i

, p′

i+1
). A special case occurs when

the digit M(pi, pi+1) is located outside any shell. The solution also can be solved by
finding the shortest distance between (pi, pi+1) and (p′

i

, p′

i+1
) under the condition that

M(p′

i

, p′

i+1
) equals to the secret data si.

Method [5] is undoubtedly a great idea. However, there is a limitation in embedding
payload. This paper based on a pencil-shaped pattern is proposed to further enhance the
embedding capacity.

3 Proposed Scheme

A magic matrix based on pencil-shaped pattern of 16 different digits is first constructed.
4 secret bits, corresponding to one of the digits from 0 to 15, are read from the secret
message and embedded into each cover pixel pair according to the matrix. Detailed
description of the embedding and extraction procedures is provided as follows. To
further improve the security of the method, the secret message is shuffled using a secure
key SK1 created by a secure pseudo-random number generator (PRNG) before the
embedding process. The scrambled secret message is then embedded onto the cover
image using the magic matrix with pencil-shaped patterns. With the keys including the
secure key and stego-keys, the secret message can be extracted from the exact stego-
pixel pairs.

3.1 Embedding Procedure

(1) Construction of magic matrix: First, create a square of size 256×256. Second, use
a stego-key SK2 to generate a pencil-shaped pattern contains 16 different digits,
ranging from 0 to 15. There are 16! patterns and one of the pencil-shaped patterns
is shown in Fig. 2(a). Third, use another key SK3 as a start location and repeat the
pattern from left-to-right and top-to-bottom and in a non-overlapping matter to
create a pattern collage like Fig. 2(b). For each remainder cell, use the random key
SK4 to fill a digit from 0 to 15. Accordingly, a magic matrix M corresponding three
stego-keys are constructed.
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Assume that the grayscale cover image P sized H×W is composed by
P = {pi| i = 1, 2,… , (H × W); 0 <= pi <= 255 and pi is an integer}. To embed
the secret digits S = {sj|j = 1, 2,… , (H × W)∕2; 0 <= sj <= 15
and sj is an integer}, the location of each pixel pair (pi, pi+1) will be determined as
M(pi, pi+1) in the magic matrix M, where pi and pi+1 are the column value and row
value, respectively.

Fig. 2. (a) (b) An example of magic matrix M based on pencil-shaped patterns.

(2) Embedding Algorithm: After the generation of the magic matrix M, all the elements
in M can be classified as pattern/non-pattern elements, referring to those elements
that fall inside/outside any of the pencil-shaped patterns. For a given to-be-
embedded secret digit sj, associated with a cover pixel pair (pi, pi+1), the stego-pixel

pair (p′

i

, p′

i+1
) is generated by the embedding rules R1 and R2 described as follows.

R1: If M(pi, pi+1) belongs to the set of pattern elements, the stego-pixel pair can
be obtained from M(p′

i

, p′

i+1
), where M(p′

i

, p′

i+1
) = sj and (p′

i

, p′

i+1
) and (pi, pi+1)

belong to the same pencil-shaped pattern
R2: If M(pi, pi+1) does not involve in any pencil-shaped pattern, the stego-pixel

pair comes from M(p′

i

, p′

i+1
), where M(p′

i

, p′

i+1
) = sj with the minimum Eucli‐

dean distance between (p′

i

, p′

i+1
) and (pi, pi+1)

3.2 Extraction Procedure

Each stego-pixel pair (p′

i

, p′

i+1
) is mapped onto the element M(p′

i

, p′

i+1
) in the magic matrix

M as used in the embedding procedure. The embedded secret message is extracted
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correctly from the stego-image. Since the secret data obtained will be a shuffled version
of the original secret message, the receiver can use the key SK1 to de-shuffle the message
to get the original one.

4 Experimental Results

Four 8-bit grayscale images, Barbara, Boat, Lena and Peppers, with sizes of 512 × 512
are taken as test images as shown in Fig. 3. In our experiments, the secret messages are
randomly generated. The performance efficiency can be analyzed in terms of embedding
capacity (EC) and peak-signal-to-noise-ratio (PSNR). A larger PSNR indicates that the
quality of the stego-image is closer to the original one.

(a)Barbara (b)Boat (c)Lena (d)Peppers 

Fig. 3. Four grayscale image of 512 × 512 size are taken as test images.

PSNR = 10log10
2552

MSE
,

where MSE is the Mean Square Error between cover image and stego-image. The MSE
is defined as follows:

MSE =
1

HW

H∑

i=1

W∑

j=1

(p′
(i,j) − p(i,j))

2.

Here p(i,j) and p′

(i,j) stand for the pixel values of cover image and stego-image, respec‐
tively. The embedding capacity (EC) is measured by the “bit per pixel” (bpp) which
means the total number of secret bits that can be carried by an image pixel.

Table 1 shows the comparisons of the proposed scheme with two related works [4,
5] in terms of the embedding capacity as well as the visual quality of the stego-image.
The proposed method has the embedding capacity of 2 bpp which is the highest among
the three methods. However, the average PSNR value of proposed scheme is lower than
the other two methods. In general, the PSNR value larger than 30 dB is acceptable,
because the distortion on the stego-image is hard to be detected by human eyes.
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Table 1. Comparison of image quality (PSNR) and embedding capacity (EC)

Sudoku method [4] Turtle-shaped method [5] Proposed method
PSNR EC PSNR EC PSNR EC

Barbara 46.25 1.5 53.34 1.5 44.73 2
Boat 46.24 1.5 53.29 1.5 44.69 2
Lena 46.24 1.5 53.31 1.5 44.72 2
Peppers 46.20 1.5 53.32 1.5 44.71 2

5 Conclusions

In this paper, a pencil-shaped pattern based scheme for data hiding is proposed to
enhance the embedding capacity while guaranteeing good visual quality of the stego-
image. Based on this magic matrix, each cover pixel pair can carry a four-bit secret data.
Therefore, the embedding capacity can achieve 2 bits per pixel. By using the pencil-
shaped pattern matrix, the embedded secret data can be extracted exactly from the stego-
image. Experimental results demonstrate that the proposed scheme, in comparison with
previous schemes, outperforms in embedding capacity and security, but might involve
more distortion and complicated key management. In the future, a good design of magic
matrix should be conducted to increase the PSNR without losing high embedding
capacity.
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Abstract. In gas extraction sites, the incidents of gas leaking poses a damage to
workers on site. The protection for the workers is essential. However, due to the
colorless and odorless nature of natural gas, it is difficult for humans to identify
leaks. This paper proposes a quadrotor based gas tracking robot to be used in
hazardous gas localization areas, and specifically, to detect methane leak from
gas extraction sites. For the quadrotor to fulfill this purpose, it requires the ability
to detect wind direction and speed, an endowment that commercial quadrotors
lack. The need to detect wind direction and speed stems from the fact that gas
plumes travel downwind, but the quadrotor needs to find the source of the leak,
and hence, must determine the upwind direction to locate the source. In order to
equip the quadrotor with the above skills, a wind direction and speed estimation
algorithm based on Euler angles-velocity vectors has been proposed. For compar‐
ison purposes, we compared the proposed method with a generic ultrasonic wind
sensor. We concluded that the proposed method achieves an error percentage as
low as 10.73% for wind speed, and 9.09% for wind direction estimation. Thus,
the algorithm is a significant addition to the quadrotors’ capabilities, enabling the
quadrotor to trace upwards, against the traversal of the gas plume, and carry out
accurate calculations.

1 Introduction

According to Statista [1], the United States alone consumed 27.47 trillion cubic feet of
natural gas in 2015. Oil and natural gas is an important industry that affects not only
private corporations, but tens of millions of middle class Americans that own shares in
oil and gas companies. However, as much money there is involved in the sector, there
is something even more invaluable: human lives. According to Environmental Science
and Technology, the United States of America loses 17 lives and 133 million USD in
property damage annually, due to incidents involving natural gas pipelines. Natural gas,
which consists of 75% methane, is hazardous and could cause health problems such as
carbon monoxide poisoning. Methane leakage is so serious that the city of Boston alone
had at least 1,868 documented unrepaired leaks in its gas lines as of March 2015, and
the oldest has been leaking since 1985 [2]. The contribution of methane to global
warming is also significant, as it absorbs more heat than carbon dioxide. On a timescale
of 20 years, the effects on global warming are about 84 times more potent than carbon
dioxide’s.
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With environmental health and citizens’ safety in mind, a quadrotor based gas
tracking robot is proposed to solve this problem. The quadrotor is expected to determine
the source of the leakage, so as not to expose a human environmental officer to the
hazardous gas for long periods of time.

Gas leakage is usually attributed to pipeline leakages, but as shown in Fig. 1, gas
leakage could be from the ground surface with some distance away from the gas extrac‐
tion site. It is difficult to be detected by humans, even with mercaptan added to the gas
to give it a distinct odor. Therefore, the best way to detect the source is not by sense of
smell, but rather, through accurate calculations and measurements which could be
carried out by the quadrotor [4].

Fig. 1. Methane leaks could be certain distance away from gas extraction site [3]

The direction of gas leakage is usually downwind, along the direction of the wind.
However, to be able to locate the source, the quadrotor has to trace against the gas plume
and wind direction. To be able to determine which direction is upwind, one must first
determine which direction is downwind. Intuitively, this is an easy task for a person who
is standing in the wind and can easily determine in which direction the wind is flowing.
However, for commercial quadrotors that are not blessed with intuition, they are not
equipped with the ability to detect wind. Even if we were to attach a wind sensor onto
the quadrotor, there are a few problems that may arise. There are two main problems.
Firstly, the add-on wind sensor is unable to differentiate between environment wind and
the disturbance caused by the quadrotors’ propellers. The airflow generated by the
propellers causes the wind sensor data to be inaccurate, and thus, the wind sensor is
unable to tell the environments’ wind direction and speed. Secondly, wind sensors are
bulky and heavy, and for the quadrotor to carry it around while tracking the source of
the leak is cumbersome and impractical. Therefore, the objective of the paper is to find
a new way to enable the quadrotor to estimate wind direction and speed without the
sensor.

In this paper, a wind direction and speed estimation algorithm is proposed. Based
on Euler angles and velocity vectors obtained from the quadrotor, an algorithm can be
derived to calculate the wind direction and speed. The data required for the algorithm
to work is not collected from a wind sensor, but rather, from the quadrotors’ built-in
Inertial Measurement Unit (IMU) sensor. The IMU sensor is a combination of an accel‐
erometer and a gyrometer. The purpose of the IMU sensor is to measure the quadrotors’
orientation, roll, pitch, yaw, speed, and acceleration.
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2 Related Work

Due to the fact that gas molecules are highly separated, their movement is highly
dependent on the wind flow surrounding them. Therefore, in order to track the gas leak,
collecting intel on the surrounding wind information is a crucial component. As
mentioned above, since the odour plumes will be carried along the downwind direction,
the sniffer robot will have to track along the upwind direction to find the source of the
leak, as this will increase the chances of finding the location. This method is called the
Anemotaxis-upwind approach. In the last decade, researchers used wheeled mobile
robots to trace the gas plume. In order to obtain wind data, researchers mounted wind
sensors on their wheeled based gas tracking robots. To the best of the authors’ knowl‐
edge, Russell and Kennedy [5] were the first to propose a gas tracking robot with an
add-on wind sensor.

The design of this anemometer is shown in Fig. 2 and it can work even in low airflow
conditions by measuring the changes in the torque of the motor that was caused by the
force exerted on the flat paddle by the airflow.

Fig. 2. Wind detection method proposed by Russell and Kennedy [5]

In recent years, researchers looked to improve the accuracy of wind sensing, thus,
they proposed to mount a commercial wind sensor unto the wheeled based gas tracking
robot as shown in Fig. 3 (ultrasonic wind sensor) and Fig. 4 (3-axis ultrasonic wind

Fig. 3. Ultrasonic wind sensor mounted on wheeled base gas tracking robot [6]
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sensor [6, 7]. This ultrasonic wind sensor has an accuracy of 2% @ 12 m/s, with a range
of 0–60 m/s.

Fig. 4. Three-axis ultrasonic wind sensor mounted on wheeled base gas tracking robot [6]

Although the ultrasonic wind sensor has its merits, it cannot be applied to a quadrotor
based gas tracking robot due to the reasons mentioned in the above section. Henceforth,
the proposed method of this paper will be used to solve the mentioned problems.

3 Experiment Platform

For this experiment, the DJI Phantom 4 is used as the gas tracking robot. DJI Phantom
4 as shown in Fig. 5 is now the leading product in the quadrotor market, with DJI pulling
in 1.47 billion USD in revenue as of December 2016. Meanwhile, their closest compet‐
itors, 3D Robotics, generated just 50 million USD in sales.

Fig. 5. DJI Phantom 4 armed with gas sensors.

In order to evaluate the performance and accuracy of the proposed method, an ultra‐
sonic wind sensor from Gill Instruments Inc. as shown in Fig. 6 was used to measure
the wind velocity up to 60 m/s, with an accuracy of 2% at 12 m/s and the wind direction
in 360°. The results were used to compare between the performances of proposed
method. The measurements will then be transmitted wirelessly to the central PC server.
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Fig. 6. Ultrasonic wind sensor with wireless transmission

From Fig. 7(a), the ultrasonic wind sensor is put at the center to measure wind from
various angles and varying speed. After that, the ultrasonic wind sensor will be removed
and taking its place will be the quadrotor as shown in Fig. 7(b).

Fig. 7. Experiment setups, (a) the ultrasonic wind sensor at the center and (b) the quadrotor at
the center, with varying angle degrees and positions and varying fan speed.

4 Proposed Method

The DJI phantom 4 has a very stable hover ability, maintaining its position firmly during
flight despite disturbance of environment wind or drifting of IMU sensor. The hover
function is based on an image processing technology: the optical flow algorithm. The
DJI Phantom 4 has two pairs of vision sensors which were meant to aid in the execution
of the optical flow algorithm for hovering purposes.

If there is wind blowing from a certain angle onto the DJI Phantom 4, it will tilt its
roll (γ) and pitch (β) angles to compensate against the external disturbance from the
wind. The stronger the force of the wind, the more the quadrotor will tilt the angle of
roll and pitch. Hence, the response of the quadrotor towards wind force is a linear
proportional response.

Based on the hypothesis above, we can derive the wind speed (ws) formula by using
the resultant vector of roll (γ) and pitch (β) angles, and then interpolate with parameters
m and c as shown in Eq. (1). To derive the wind direction (wdir) formula, we can apply
four-quadrant inverse tangent (atan2) to compute the principal value of the arc tangent
of β/γ, expressed in radians. We cannot apply inverse tangent function (tan−1) only
because inverse tangent function (tan−1), as it is sign ambiguity where we cannot deter‐
mine with certainty in which quadrant the angle lies. There is one condition for Eq. (1)
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to be valid. According to the hypothesis, the quadrotor must be in hovering status, and
therefore, the resultant velocity (vr) of quadrotor must be equal to zero as shown in
Eq. (2).

(
Ws

Wdir

)
=

((√
𝛽2 + 𝛾2

)
Xm + c

a tan2(𝛽∕𝛾)

)
, if vr = 0 (1)

vr =
√

v2
x
+ v2

y
+ v2

z (2)

Where,

ws = Wind Speed
wdir = Wind Direction
𝛽 = pitch angle of quadrotor
𝛾 = roll angle of quadrotor
vr = resultant velocity of quadrotor
vx,y,z = velocity vector

5 Result and Discussion

Figure 8 shows how different experiment scenarios have been designed and conducted.
Each experiment has a different distance, angle, and fan speed. The result is shown in
Table 1. The maximum error percentage for wind speed as compared with the ultrasonic
wind sensor and the proposed method is 10.73% whereas the maximum error percentage
for wind direction is 9.09%. Wind direction is more important than wind speed when
applying this information for gas tracking purposes. If a quadrotor has knowledge of the
wind direction but not of the wind speed, it would still be able to continue its gas tracking
tasks. Even though the data collected with the proposed method is not as accurate as the
data collected from the ultrasonic wind sensor, it is sufficient for gas tracking tasks. The
quadrotor based gas tracking robot is now able to detect wind speed and direction for
its gas tracking purpose.
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Fig. 8. Experiment scenarios with varies position and varies speeds of fan.

Table 1. Experiment result

Experiment Ultrasonic wind sensor Quadrotor wind
estimation

Error (%)

Speed
(m/s)

Direction (°) Speed
(m/s)

Direction (°) Speed (%) Direction (%)

(a) 3.4 359 3.38 351 0.59 2.23
(b) 1.9 91 1.7 84 10.53 7.69
(c) 2.89 183 2.58 187 10.73 2.19
(d) 1.94 271 1.82 263 6.19 2.95
(e) 2.55 223 2.48 235 2.75 5.38
(f) 2.39 44 2.15 48 10.04 9.09
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6 Conclusion

We demonstrate that relying on the quadrotors’ IMU alone is sufficient to calculate the
surrounding wind speed and direction. The algorithm used enabled the quadrotor to
obtain wind speed and wind information data with a minimal error percentage of 10.73%
for the wind speed, and 9.09% for wind direction estimation. The quadrotor based gas
tracking robot accomplished all this without attaching any add-on wind sensors. The
experiments carried out covered a range of directions and speed, and therefore
confirming that the quadrotor would be able to step up to the challenge of difficult and
varying environments. This ability would prove useful in the oil and gas industry, where
conditions could be marred by different factors, as oil and gas extraction sites are unpre‐
dictable by nature.
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