
Chapter 1
Introduction

Abstract This chapter provides an overview of QoS prediction in cloud and service
computing, including backgrounds, related works, and organizations of this book.

1.1 Overview

Cloud computing [6, 22] is a new type of Internet-based computing, whereby shared
resources, software, and information are provided to computers and other devices
on demand [38]. With the exponential growth of cloud computing as a solution for
providing flexible computing resources, more and more cloud applications emerge
in recent years. The architecture of the Software-as-a-Service (SaaS) systems in
the delivering of cloud computing typically involves multiple cloud components
communicating with each other over application programming interfaces, usually
Web services. [92]. Cloud computing has become a scalable service consumption
and delivery platform.

Web services are software systems designed to support interoperable machine-to-
machine interaction over a network. The technical foundations of cloud computing
include service-oriented architecture (SOA), which is becoming a popular and major
framework for building Web applications in the era of Web 2.0 [63], whereby Web
services offered by different providers are discovered and integrated over the Internet.
Typically, a service-oriented system consists of multiple Web services interacting
with each other over the Internet in an arbitrary way. In this book, service refers
to Web service in service computing and cloud component which is delivered as a
service in cloud computing.

Figure1.1 shows the system architecture in cloud computing. In a cloud environ-
ment, the cloud provider holds a large number of distributed services (e.g., databases,
servers, Web services), which can be provided to designers for developing various
cloud applications. Designers of cloud applications can choose from a broad pool of
distributed services when composing cloud applications. These services are usually
invoked remotely through communication links and are dynamically integrated into
the applications. The cloud application designers are located in different geographic
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Fig. 1.1 System architecture. ©[2011] IEEE. Reprinted, with permission, from Ref. [104]

and network environments. Since the users invoke services via different communi-
cation links, the quality of services they observed are diverse.

Quality-of-Service (QoS) is usually employed to describe the non-functional char-
acteristics of services. It becomes a major concern for application designers when
making service selection [37]. Moreover, for the existing cloud applications, by
replacing low-quality services with better ones, the overall quality of cloud applica-
tions can be improved.

In recent year, a number of research tasks have been focused on optimal service
selection [10, 97] and recommendation [108] in distributed systems or service com-
puting. Typically, evaluations on the service candidates are required to obtain their
QoS values. In cloud environment, due to their various locations and communication
links, different users will have different QoS experiences when invoking even the
same service. Personalized QoS evaluation is required for each user at the user-side.
However, a service user in general only invoked a limited number of services in
the past and only received QoS performance information of these invoked services.
In practice, therefore, conducting real-world evaluations on services to obtain their
QoS information from the users’ perspective is quite difficult, because (1) executing
invocations for evaluation purposes becomes too expensive, since cloud providers
who maintain and host services (e.g., Amazon EC2, Amazon S3) may charge for
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invocations; (2) with the growing number of available services over the Internet, it
is time-consuming and impractical to conduct QoS evaluations on all accessible ser-
vices; (3) component users need to focus on building cloud applications rather than
testing a large number of service candidates. Therefore, collecting historical usage
records and conducting QoS prediction, which requires no additional invocation,
is becoming an attractive approach. Based on the above analysis, in order to pro-
vide QoS information to application designers, we need to provide comprehensive
investigation on QoS prediction approaches.

Employing the predicted QoS values, a QoS-aware Web service search engine
can be enabled. Traditional Web service searching approaches only find the Web
services to fulfill users’ functionality requirements. However, Web services sharing
similar functionalities may possess very different non-functionalities (e.g., response
time, throughput, availability, usability, performance, integrity).Web services recom-
mended by the traditional searching approach may not fulfill users’ non-functional
requirements. In order to find appropriate Web services which can fulfill both func-
tional and non-functional requirements of users efficiently, QoS-aware searching
approaches are needed.

Given the predicted QoS information, robust systems can be built based on redun-
dant services by employing QoS-aware fault tolerance framework. Traditional fault
tolerance framework [58] usually requires developing several different version of
system services. However, due to the cost of development, the fault tolerance strate-
gies are usually employed only for critical systems. In cloud computing, however,
users can access multiple functional equivalent services via Internet at a very low
cost. These services are usually developed and provided by different organizations,
and can be dynamically composed to build a fault tolerance systems. Although some
fault tolerance frameworks [52, 56, 107] have been proposed for traditional software
systems, they cannot adopt to the highly dynamic cloud environment.

In order to provide accurate QoS prediction approaches, QoS-aware Web service
searching mechanisms, and QoS-aware fault-tolerant frameworks for cloud systems,
we proposed five approaches to attack these challenges in this book.

1.2 Backgrounds

1.2.1 QoS in Cloud and Service Computing

Cloud computing [6] has been in spotlight recently. Cloud computing has become
a scalable service consumption and delivery platform [100]. The technical foun-
dations of cloud computing include service-oriented architecture (SOA) [29]. SOA
is becoming a popular and major framework for building Web applications in the
era of Web 2.0 [63]. A number of investigations have been carried out focusing on
different kinds of research issues such as Web service selection [28, 94, 97, 99],
Web service composition [3, 4, 95], SOA failure prediction [9], SOA performance
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prediction [105, 106], fault tolerance [52, 103], resiliency quantification [31], ser-
vice searching [101], resource consistency [79], resource allocation [23], workload
balance [87], dynamically resource management [46].

Quality-of-Service (QoS) has been widely employed as a quality measure for
evaluating non-functional features of software systems and services [1, 97, 101]. A
lot of research works have utilized QoS to describe the characteristics of services
in cloud and service computing [42, 61, 64, 65, 72, 86]. Zeng et al. [98] use five
QoS properties to compose Web service dynamically. Ardagna et al. [5] employ five
QoS properties to conduct flexible service composition processes. Alrifai et al. [3]
consider generic and domain-specific QoS for efficient service composition.

QoS performance of services can be measured either from the provider’s perspec-
tive or from the user’s observation. QoS values measured at the service provider side
(e.g., price, availability) are usually identical for different users, such as QoS used
in the service-level agreement (SLA) [57] (e.g., IBM [48] and HP [73]). While QoS
values observed by different users may vary significantly due to the unpredictable
communication links and heterogeneous contexts. In this book, we mainly focus on
observing QoS data from users’ perspective and making use of the QoS data for
QoS prediction, service selection, service searching, and fault-tolerant framework
building.

Based on the QoS performance of services, several approaches have been pro-
posed for optimizing service selection [8, 10, 13, 27, 84, 97] in improving the whole
quality of Web application, Web service composition [3, 5, 13, 14, 98], Web service
recommendation [20, 86], reliability prediction [15, 21, 32, 35, 71], etc. Tradition-
ally, reliability of a software system [59] is analyzed without considering the system
performance, which is not accurate when applied to modern systems. Moreover,
several QoS-aware approaches [24, 60, 72, 93, 97, 98] are proposed in cloud and
service computing.

However, there is few real-world QoS data to verify these QoS-aware approaches.
To collect the QoS data from the user-side, Zheng et al. [109] proposed a distributed
evaluation framework and released the QoS datasets for further extensive research.
Different frompreviouswork [2, 89], they conduct large-scale real-world evaluations.

1.2.2 QoS Prediction in Cloud and Service Computing

The QoS-aware approaches usually assume that the QoS values are already known,
while in reality a user cannot exhaustively invoke all the services. Although there
existed some QoS evaluation approaches and publicly released QoS datasets, it is
impossible to conduct personalized evaluation on all accessible services for all users.
In this chapter, we focus on predicting missing QoS values by collaborative filtering
approach to enable the QoS-aware approaches.
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Collaborative filtering approaches are widely adopted in commercial recom-
mender systems [12]. Generally, traditional recommendation approaches can be cate-
gorized into two classes: memory-based and model-based. Memory-based
approaches, also known as neighborhood-based approaches, are one of themost pop-
ular prediction methods in collaborative filtering systems. Memory-based methods
employ similarity computation with past usage experiences to find similar users and
services for making the performance prediction. The typical example of memory-
based collaborative filtering includes user-based approaches [11, 19, 39, 45, 81],
item-based approaches [25, 43, 54, 78], and their fusion [34, 90]. Typically,memory-
based approaches employ the PCC algorithm [70] for similarity computation.

Model-based approaches employ machine learning techniques to fit a predefined
model based on the training datasets. Model-based approaches include several types:
the clustering models [96], the latent factor models [74], the aspect models [40, 41,
82, 83]. Lee et al. [50] presented an algorithm for nonnegative matrix factorization
that is able to learn the parts of facial images and semantic features of text. It is noted
that there is only a small number of factors influencing the service performance in the
user-service matrices, and that a user’s factor vector is determined by howmuch each
factor applies to that user. For a set of user-service matrices data, three-dimensional
tensor factorization techniques are employed for item recommendation [69].

The memory-based approaches employ the information from similar users and
services for predicting missing values. When the number of users or services is too
small, similarity computation for finding similar users or services is not accurate.
When the number of users or services is too large, calculating similarity values for
each pair of users or services is time-consuming. In contrast,model-based approaches
are very efficient for missing value prediction, since they assume that only a small
number of factors influence the service performance.

There is fewwork of collaborative filtering prediction for QoS values in cloud and
service computing, since there lack large-scale real-world QoS datasets for verifying
the prediction accuracy. Some approaches [47, 85] employing a movie rating dataset
(i.e., MovieLens [70]) for simulation. Shao et al. [80] only conduct a small-scale
experiments, which involve 20 Web services for evaluating prediction accuracy.

The existing methods in the literature only consider two dimensions (i.e., user
and Web service), while time factor is not included. The periodic features of service
QoS values are ignored, which may improve the prediction accuracy significantly.
Moreover, the high computational complexity makes it difficult to extend memory-
based approaches to handle large amounts of time-aware performance data for timely
prediction. There is a lack of fast algorithms to predict the QoS values at runtime to
adapt the highly dynamic system environment in cloud and service computing.

In this book, we propose three approaches to address the QoS prediction problems
in cloud and service computing, including memory-based prediction [104], time-
aware prediction [102], and online prediction [105, 106] approaches.Wealso conduct
large-scale real-world experiments to verify the prediction accuracy and release the
QoS datasets for further studies of other researchers.
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1.2.3 Web Service Searching

Web service discovery [68] is a fundamental research area in service computing.
Several papers in the literature conduct investigations on discovering Web ser-
vices through syntactic or semantic tag matching in a centralized UDDI repository
[66, 88]. However, since UDDI repository is no longer a popular style for publishing
Web services, these approaches are not practical now.

Text-based matching approaches have been proposed for querying Web ser-
vice [33, 91]. These works employ term frequency analysis to perform keywords
searching. However, most text descriptions are highly compact, and contain a lot
of unrelated information to the Web service functionality. The performances of this
approaches are not fine in practice. Plebani et al. [67] extract the information from
WSDL files for Web service matching. By comparing with other works [26, 36, 44],
it shows better performance in both recall and precision. However, it also does not
consider non-functional qualities of Web services. Our searching approach, on the
other hand, takes both functional and non-functional features into consideration.

Alrifai et al. [3], Liu et al. [55], and Tao et al. [97] focus on efficiently QoS-
driven Web service selection. Their works are all based on the assumption: the Web
service candidates are functional identical. Under this assumption, these approaches
cannot be directly applied intoWeb service search engine. In this book, we proposed
WSExpress [101], a QoS-aware searching approach which employs both QoS and
functionality information, to search appropriate Web services for users.

1.2.4 Fault-Tolerant Cloud Applications

Software fault tolerance techniques (e.g., N-Version Programing [7], distributed
recovery block [49]) are widely employed for building reliable systems [58]. Zhang
et al. [101] propose a Web service search engine for recommending reliable Web
service replicas. Salas et al. [75] propose an active strategy to tolerate faults in Web
services. There are many fault tolerance strategies that have been proposed for Web
services [17, 18, 30, 76]. Typically, the fault tolerance strategies can be divided into
two major types: passive strategies and active strategies. Passive strategies include
FT-CORBA [53], FT-SOAP [52]. Active strategies include WS-Replication [75],
SWS [51], FTWeb [77].

However, these techniques cannot tolerate Byzantine faults like malicious behav-
iors. There are some works that focus on Byzantine fault tolerance for Web services
as well as distributed systems. BFT-WS [107] is a Byzantine fault tolerance frame-
work for Web services. Based on Castro and Liskov’s practical BFT algorithm [16],
BFT-WS considers client–server application model running in an asynchronous dis-
tributed environment with Byzantine faults. 3 f + 1 replications are employed in the
server side to tolerate f Byzantine faults. Thema [62] is a Byzantine fault-tolerant
(BFT) middleware forWeb services. Thema supports three-tiered application model,
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where the 3 f + 1 Web service replicas need to invoke an external Web service for
accomplishing their executions. SWS [51] is a survivable Web service framework
that supports continuous operation in the presence of general failures and security
attacks. SWSapplies replication schemes andN-Modular Redundancy concept. Each
Web service is replicated into a service group to mask faults.

Different from above approaches, BFTCloud [103] proposed in this book aims to
provide Byzantine fault tolerance for voluntary-resource cloud, in which Byzantine
faults are very common. BFTCloud selects voluntary nodes based on both their
reliability and performance characteristics to adapt to the highly dynamic voluntary-
resource cloud environment.

1.3 Book Organization

As shown in Fig. 1.2, the rest of this book is organized as follows:

• Chapter1
This chapter briefly reviews some background knowledge and work related to the
main methodology that will be explored in this book.

• Chapter2
In this chapter, we propose a novel neighborhood-based approach (CloudPred),
which is enhanced by character modeling, for providing collaborative and person-
alized QoS prediction of cloud components. We first present the QoS prediction
scenario by a toy example. Then, the QoS prediction problem in cloud comput-
ing is formally defined. After that, we present a latent feature learning algorithm
to learn the user-specific and service-specific latent features. Based on the latent
features, user and service similarity computation approaches are introduced. By
identifying similar users and similar services to the active user-service pair, we for-
mulate the CloudPred prediction Algorithm.We conduct extensive experiments to
study the prediction accuracy of CloudPred and the impact of various parameters.
The experimental results show that CloudPred achieves higher prediction accuracy
than other competing methods.

Fig. 1.2 Book structure

Part 1: QoS Prediction

Part 2: QoS-Aware 
Searching

Part 3: QoS-Aware 
Fault Tolerance

Chapter 6Chapter 5

Chapter 4Chapter 3Chapter 2
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• Chapter3
In this chapter, we present a model-based time-aware collaborative filtering
approach for personalized QoS prediction of Web services. First, we endow a new
understanding of user-perspective QoS experiences, which is based on the fol-
lowing observations: (1) during different time intervals, a user has different QoS
experiences on the same Web service; (2) in general, the differences are limited
within a range. Based on these observations, we formulate the time-aware person-
alized QoS prediction problem as the tensor factorization problem, and propose
an optimization formulation with average QoS constraint. Second, we propose
to predict the missing QoS values by evaluating how the user, service, and time
latent features are applied to each other. Furthermore, we provide a comprehensive
complexity analysis of our approach, which indicates that our approach is efficient
and can be applied to large-scale systems. Extensive experiments are conducted to
evaluate the prediction accuracy and parameter impacts. The experimental results
show the effectiveness and efficiency of our time-aware QoS prediction approach.

• Chapter4
In this chapter, we present an online Web service QoS prediction approach by per-
forming time series analysis on user-specific and service-specific latent features.
Our online prediction approach includes four phases. In Phase 1, service users
monitor the performance of Web service and keep the QoS records in local site. In
Phase 2, distributed service users submit local QoS records to the performance cen-
ter in order to obtain a better QoS prediction service from the performance center.
The performance center collects QoS records from different users and generates
a set of global QoS matrices. In Phase 3, a set of time-stamped user latent feature
matrices and service latent feature matrices are learned from the global QoSmatri-
ces. After that, time series analysis are conducted on the latent matrices to build
a QoS model in the performance center. By evaluating how each factor applies to
the active user and the corresponding service in the QoS model, personalized QoS
prediction results can be returned to users on demand. In Phase 4, the system-level
QoS performance of service-oriented architecture is predicted by analyzing the
service compositional structure and utilizing the service QoS prediction results.
The complexity analysis indicates that our approach is efficient and can be applied
to large-scale online service-oriented systems. Finally, we conduct a number of
experiments to study the performance of our approach and the impacts of algo-
rithm parameters. We also study the effects of integrating service QoS information
into the dynamic composition mechanism by a real-world service-oriented system
case.

• Chapter5
In this chapter,wepropose aQoS-awareWeb service searching approach to explore
the appropriateWeb services to fulfill users’ functional and non-functional require-
ments.Wefirst describe theWeb service searching scenarios andpresent the system
architecture. Then, we present the QoSmodel to evaluate the non-functional utility
ofWeb services. After that, functional similarity is introduced to evaluate the func-
tional utility of Web services. Two QoS-aware Web service searching approaches
are proposed: the score-based combination and the ranking-based combination.We

http://dx.doi.org/10.1007/978-981-10-5278-1_3
http://dx.doi.org/10.1007/978-981-10-5278-1_4
http://dx.doi.org/10.1007/978-981-10-5278-1_5
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further extend the ranking-based approach to online searching scenario.Moreover,
three common application scenarios are introduced. Finally, a number of exper-
iments are conducted to study the functional and non-functional performance of
our approach. The comprehensive results of experiments show that our approach
provides better Web service searching results.

• Chapter6
This chapter presents a fault tolerance framework for building robust cloud appli-
cations at runtime. Our approach adopts dynamic QoS information to enable auto-
matic system reconfiguration.We first introduce the architecture of our framework
in voluntary-resource cloud. Then,we present thework procedures of our approach
in detail, including 5 phases: primary selection, replicas selection, request execu-
tion, primary updating, and replica updating. After that, we conduct real-world
experiments by deploying the prototype of our approach as a middleware in a
voluntary-resource cloud environment, which consists of 257 distributed com-
puters located in 26 countries. The experimental results show that our approach
guarantees high reliability which enables good performance of cloud systems.

• Chapter7
The last chapter summarizes this book and provides some future directions that
can be explored.

In order to make each of these chapters self-contained, some critical contents,
e.g., model definitions or motivations having appeared in previous chapters, may be
briefly reiterated in some chapters.
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