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Abstract A unique method for biometric authentication is through the mouse
gesture of an individual, though this technique, the movement of mouse as a
pointing device is assessed, two types of authentication are recognized, static and
continual. The most prominently utilized system is continual. Static authentication
has been slow to develop, whereas continual systems have rapidly evolved. To
solidify effectiveness of authentication, we have introduced a new model which is
robust. In this approach, user draws a gesture using mouse. These gestures are
collected and evaluation through a cover markov model classifier, a remarkable
consistency in mouse gesture systems, in regards to False Rejection Ratio and False
Acceptance Ratio in comparison to conventional systems. From the results, one can
observe that there is improvement in terms of precision and authentication in
comparison with conventional systems. The report concludes, as we believe the first
time in history, that a mouse gesture system successfully recognized its purpose
accurately.
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1 Introduction

The primary point of developing biometric system is to convey precise and effective
authentication. During the past two decades the rapid development in online
banking, online trading etc. has lead to increase in the number of hacking theft
incidents etc. enormous. Mouse gesture dynamics is considered to be a new
behavioural biometric example, and this approach has gained considerable promi-
nence recently. A person’s featured regarding mouse usage as assessed as part of
dynamics deals with extracting the features related to the Mouse dynamics.
Evaluating these movements will help in the authentication of a valid user. Mouse
dynamics biometric technology is gaining importance given its capability of
monitoring consistently a computer’s usage. This text recognizes the user’s attri-
butes or fluctuations when a user utilizes the mouse. This leads to the creation of
mouse gestures. Whenever user enters into a session, his credentials are checked
and the user is authenticated. Mouse gesture is drawn by considering data points
with coordinate values. They primary characteristics of biometric identification are
behavioural attributes and physiological attributes. Physiological attributes incor-
porate finger prints, hang prints, DNA recognition, voice, etc. Behavioural attri-
butes incorporate a person’s behaviour, encompassing two phases: registration
phase and authentication phase. During the first phase, mouse gestures will be
conducted over the computer screen by the user multiple times. The movement is
registered and subsequently assessed through relevant systems. Later on, this col-
lected data is utilized for authentication of the user. During the authentication phase,
individuals will require to perform identical mouse gestures as they were performed
in the registration phase.

Recognizing the mouse patterns of an individual is associated with biometric
recognition. These systems utilize covert Markov model for interpretation. It is
unessential for a person to remember the specific patterns they create, rather the
systems utilize the biometric recognition of the user. Syurki has suggested uti-
lization of a signature, drawn by users as part of the recognition procedure, whereas
the suggestion of Revetter utilizes mouse locking for static recognition. The con-
stituents of suggested approach incorporate users showing their recognizable pat-
terns during the computer’s login. Each performed gesture is assessed for
recognition. Conventional gesture recognition platforms utilize input device, such
as the style; however, this research will utilize mouse as the primary input. Figure 1
depicts drawn gestures from individuals at computer login through time with 14
data points.
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Fig. 1 Gesture involving n = 14 data points

Fig. 2 Flow diagram for capture and analysis of mouse gestures

2 System Design

Figure 2 depicts authentic flow diagram of collection and evaluation of gestures.
This method incorporates individuals to perform multiple gestures in repetition.
Given that the new data stemmed from these gestures is a match with the saved
sample, which had been collected during registration phase.
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Information obtained through the drawing vicinity (gesture drawn in Fig. 1)
incorporates horizontal coordinate (x-axis) and vertical coordinate (y-axis) and
spanned period in milliseconds for every individual pixel. Data points are
sequenced for gesture or pattern replication, with each point being signified through
a triplet x; y; th i indicating X-coordinate, Y-coordinate and elapsed time, respec-
tively. Jth duplication of a gesture G is signified as a sequence Gj ¼

x1j þ y1j þ t1j
� �

; x2j þ y2j þ t2j
� �

; xnj þ ynj þ tnj
� �� �

; where n refers towards gesture
size (GS) and each xij; yij; tij

� �
where ð1� i� nÞ is recognized as data point. The

primary objective is to recognize variations between individuals on their beha-
vioural biometrics while drawing patterns.

Mouse pattern assessment systems incorporate the mentioned modules:

(a) Gesture creation module.
(b) Data acquisition and preparation module.
(c) Feature extraction module.
(d) Classification module.

a. Gesture Creation Module

The development module is basic drawing software which collects the users’
gestures as they use the mouse. The primary objective for this module to ensure that
gestures are drawn by users in their personal manner. There is no specific pattern of
language that the collected patterns are organized into, and neither do the gestures
have any particular meaning. There are three parameters to consider for each pat-
tern: horizontal, vertical and elapsed millisecond timing.

b. Data Acquisition and Preprocessing Module

Data Acquisition: Data acquisition module considers loads all gestures pin pointed
by the user during registration phase for the new user to duplicate. Human inter-
action to the computer is also assessed during this procedure.

Data Preprocessing: All possible affecting elements during the collection
procedures are ignored, so that accuracy in collection can be maintained.

Following the preprocessing phase, the data collection module executes two
types of data stabilization: centre and size. Centre normalization moves pattern
towards the drawing area’s centre as executed under the gesture development
module. Following such, the size is normalized in order to ensure that the final
pattern is identical in size to the one that is register, allowing for contrasts to be
made within either pattern that are created by users, whose sizes are bigger or
identical to the size of registered patterns. In case that gesture size is bigger than
registered sample, the k-denotes to the algorithm executed for clustering data points
into 64 respective nodes. Euclidean distance, the distance assessed amidst the data
points under three dimensions are executed. The centre of clusters is therefore
utilized for development of newer gestures.
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Outlier removal and data smoothing: The procedure for removing noise and
deriving precise pattern is called smoothing. It is used to smoothen the collection
information along the various processing spectrums. In essence, it is not possible
for humans to virtually replicate identical patterns, leading to fluctuations between
the inputs of the same user. The procedure of smoothing will ensure that such
occurrence is kept to them minimal, indirectly making the software simple for users.
The weighted least squares regression (WLSR) method is utilized for the smoothing
procedure. Peirce’s criterion is utilized for removing all outliers. Peirce’s criterion is
an effective statistics system that does not establish any assumptions regarding the
information. This system processes data values constituting multiple suspicious or
fluctuating values. Peirce’s criterion evaluates outliers through processing higher
possible deviation from the template average. M refers to template size, n refers to
volume of outliers while R refers to the ratio amidst the highest possible and
average deviation. The higher possible deviation is acquired through dmax ¼ R � r;
where r is template’s average deviation and xi is a data item that is considered to be
outlier given xi � xmj j[ dmax; where xm is the template average. Utilizing Peirce’s
criterion beginning from n = 1, outliers get eliminated successively through
increasing the volume of possible outliers, while sustaining the original average,
template size and template deviation. The procedure is continually executed to the
point that no other value requires removals. Data smoothing and outlier elimination
are implemented solely to horizontal and vertical data coordinates. The vector
established to sum the identical occurrence of initial data point from each individual
duplication. Peirce’s criterion is once again utilized. The implementation of WLSR
method to the data inside vector created smoothed and effective data. The procedure
is continuously executed until all pattern data points have been processed. The act
of smoothing is applied not to test data, but rather only training samples.

c. Feature Extraction Module

This module derives characteristics from unprocessed data. Feature choosing is
facilitated through assessing template data and recognizing features. Extracts from
vectors that are seized amidst two mouse clicks can be utilized. The finished list of
obtained features is detailed under Table 1. Figure 3 depicts the angels tangent
creates under x-axis and furthermore the span of origin path.

d. Classification Module

For the classification of patterns, principal component analysis is firstly executed. It
was noted that the method provided inefficient and unattractive results.
Subsequently, feed-forward back-propagation multilayer network was trailed; the
training measures of the network were tiresome and lengthy. It took a total of five
hours for the training procedure, encompassing two individuals to finish (using a
machine equipped with 2 GHz Core2 Duo CPU and 2 GB RAM).

A new procedure titled hidden Markov model (HMM) is implemented for
contrasting and recognizing of mouse patterns. HMM is the most efficient classi-
fication software for gesture, speech handwriting and language recognition. It
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appears to be the most time, resource and result efficient tool for easily establishing
and editing data. In order to ensure greater accuracy of the data, the HMM is
implemented on training data. Given that multiple hours are allocated to the
computer solely for processing, this system will certainly provide effective results in
regard to mouse pattern recognition.

3 Experimental Results

This section presents the experimental assessment of the suggested system.
The framework consists of two phases for authentication. Registration is the first

phase in which the user is asked to register his/her name by drawing gesture using
mouse. The user is allowed to draw any type of gesture which may include alphabet
type or numeric type or combination of both or any other type of symbols. The
gesture will be stored in the database for future reference. The gesture is then
trained to understand the input given by the user.

Figures 4, 5, 6, 7 and 8 show the process involved in registration phase. In this
phase, user is required to register along with their name by drawing their own
gesture in the given window. Soon after this system will be trained and it will
shown the display the gesture drawn by user on display window.

Fig. 3 Angle of curvature
and its rate of change for a
portion of a drawn gesture

Table 1 Feature extracted
from raw data

Feature description Notation

Horizontal coordinate x

Vertical coordinate y

Absolute time t

Horizontal velocity hv
Vertical velocity vv
Tangential velocity tv
Tangential acceleration ta
Tangential jerk tj
Path from the origin in pixels l

Slope angle of the tangent hi
Curvature c

Curvature rate of change dc
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Fig. 4 Mouse gesture main window

Fig. 5 Drawing window and display window in registration phase
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After registration phase, the system will determine whether the user is valid or
invalid user using verification phase. The steps involved in the verification phase
are as given in Figs. 9, 10 and 11.

Figure 9, 10, and 11 show the result of valid authentication. If the user is valid,
his/her name will be displayed on the window soon after the drawn gesture matches
with gesture stored in database. If gesture does not match, then “unknown user” will
be displayed. Following snapshot represents the failure case (Fig. 12).

Fig. 6 Method of adding gesture along with user name
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Fig. 7 After training, gesture will be displayed on display window
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Fig. 8 After training, system will come back to main window

Fig. 9 Drawing window and display window in verification phase
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Fig. 10 Gesture drawn by user for verification
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Fig. 12 When gesture does not match, then user will be considered as unknown user

Fig. 11 After selecting test, if gesture matches then it recognizes authenticated user and displays
name of user
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4 Conclusion

This text recognizes the challenges confronted by mouse dynamics biometric
technology whenever implemented to recognition. We have suggested a fresh and
effective mouse pattern assessment system for data testing. Our system provided
effective and efficient results. The suggested system utilizes hidden Markov model
for organizing and Peirce’s criterion collaborated under weighted least-square
regression procedure for smoothing outlier elimination.

Experimental results demonstrate that the proposed algorithm reliably recognizes
users with higher recognition rate when compared to existing methods. The result
obtained confirms the high security in mouse pattern-led biometric recognition
frameworks.

References

1. Climate, S., M. Gamassi, V. Piuri, R. Sassi, and F. Scotti. 2014. Privacy—Aware Biometrics:
Design and Implementation of a Multimodal Verification System. In Proceedings of Annual
Computer Security Applications Conference, 130–138.

2. Lopresti, D., F. Monrose, and L. Ballard. 2013. Biometric Authentication Revisited:
Understanding the Impact of Wolves in Sheep’s Clothing. In Proceeding of 15th USENIX
Security Symposium, 2013.

3. Obaidat, M.S., and N. Boudriga. 2012. Sec of e-Sys and Comp Networks. Cambridge, MA:
Cambridge University Press.

4. Obaidat, M., and B. Sadoun. 2011. Verification of Computer Users Using Keystroke
Dynamics. IEEE Transactions on System, Man, Cybernetics 27 (2): 261–269.

5. Gamboa, H., and A. Fred. 2010. A Behavioral Biometric System Based on Human-Comp.
inter. In Proceeding on Conference Biometric Techology Human Identification, vol. 5404,
381–392.

6. Ahmed, A.A.E., and I. Traoré. 2009. A New Biometric Tech. Based on Mouse Dynamics.
IEEE Transactions on Dependable Secure Computers 4 (3): 165–179.

7. Pusara, M., and C.E. Brodley. 2008. User Reauthentication via Mouse Movements. In
Proceeding of the ACM Workshop on Visualization Data Mining Computer Security
(VizSEC/DMSEC), 1–8.

8. Zheng, N., A. Paloski, and H. Wang. 2007. An Efficient User Verification System via Mouse
Movements. In Proceeding of the 18th ACM Conference Computer Communications
Security, 139–150.

9. Revett, K., H. Jahankhani, S. de Magalhaes, and H.M.D. Santos. 2008. A Survey of User
Authentication Based on Mouse Dynamics. In Proceeding of ICGeS, CCIS’12, 210–219.

10. Oel, P., P. Schmidt, and A. Shmitt. 2006. Time Prediction of Mouse-Based Cursor
Movements. In Proceedings of Joint AFIHM-BCS Conference on Human Computer.
Interaction, vol. 2, 37–40. September 2006.

11. Yang, T., and Y. Xu. 1994. Hidden Markov Model for Gesture Recognition, CMU-RI-TR-94
10. Pittsburgh, PA: Robotics Institute, Carnegie Mellon University. May 1994.

12. Zhou, S., Q. Shan, F. Fei, W.J. Li, C.P. Kwong, and C.K. Wu et al. 2009. Gesture
Recognition for Interactive Controllers Using MEMS Motion Sensors. In Proceeding IEEE
International Conference on Nano/Micro Engineered and Molecular Systems, 935–940.
January 2009

Biometric Authentication of a Person … 343



13. Zhang, S., C. Yuan, and V. Zhang. 2008. Handwritten Character Recognition Using
Orientation Quantization Based on 3-D Accelerometer. Presented at the 5th Annual
International Conference Ubiquitous Systems. July 25, 2008.

14. Lipscomb, J.S. 1991. A Trainable Gesture Recognizer. Pattern Recognition 24 (9): 895–907.
15. Rubine, D.H. 1991. The Automatic Recognition of Gesture. Ph. D. dissertation, Computer

Science Department. Carnegie Mellon University, Pittsburgh, PA. December 1991.
16. Fu, K.S. 1974. Syntactic Recognition in Character Recognition. In Mathematics in Science

and Engineering, vol. 112. NewYork: Academic.
17. Fels, S.S., and G.E. Hinton. 1993. Glove-Talk: A Neural Network Interface Between a Data

Glove and a Speech Synthesizer. IEEE Transactions Neural Networks 4 (1): 2–8.
18. Bishop, C.M. 2006. Pattern Recognition and Machine Learning, 1st ed. New York: Springer.
19. Schlomer, T., B. Poppinga, N. Henze, and S. Boll. 2008. Gesture Recognition with a Wii

Controller. In Proceeding of the 2nd International Conference on Tangible and Embedded
Interaction (TEI’08), 11–14. Bonn, Germany.

20. Zhuxin, Dong, U.C. Wejinya, and W. Li. 2010. An Optical-Tracking Calibration Method for
MEMSBased Digital Writing Instrument. IEEE Sensors Journal 1543–1551.

21. Gruber, C., C. Hook, J. Kempf, G. Scharfenberg, and B. Sick. 2006. A Flexible Architecture
for Online Signature Verification Based on a Novel Biometric Pen. In IEEE Workshop on
Adaptive and Learning Systems, 110–115.

22. Bashir, M., and J. Kempf 2009. Person Authentication with RDTW Based on
Handwritten PIN and Signature with a Novel Biometric Smart Pen Device. In IEEE
Workshop on Computational Intelligence in Biometrics, 63–68.

23. Sayed, Bassam, Issa Traoré, Isaac Woungang, and Mohammad S. Obaidat. 2013. Biometric
Authentication Using Mouse Gesture Dynamics. IEEE Systems Journal 7: 262–274.

24. Dignan, L. 2011. ARM Holdings 2015 Plan : Grab PC, Server Share. February 3, 2011.
25. Bradski, G., and A. Kaehler. Learning OpenCV. ISBN: 978-0-59651613-0.
26. Marengoni, M., and D. Stringhini. 2011. High Level Computer Vision using OpenCV. In 24th

SIBGRAPI Conference on Graphics, Patterns and Images Tutorials 2011, 11–24.

344 P. Baraki and V. Ramaswamy


	32 Biometric Authentication of a Person Using Mouse Gesture Dynamics: An Innovative Approach
	Abstract
	1 Introduction
	2 System Design
	3 Experimental Results
	4 Conclusion
	References


