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Preface

Opening Remarks

The International Conference on Advances in Soft Computing, Intelligent Systems
and Applications (ASISA 2016) has become one of the major events of the year in
the field of in soft computing, intelligent systems, and applications. ASISA 2016
conference is jointly organized by R.L. Jalappa Institute of Technology, ARPVGSI,
and IEEE Robotics and Automation Society.

The world is going through a rapid change with the advances in soft computing
and intelligent systems. This HMI advantage should be extended to all: literate and
illiterate, able-bodied and physically challenged users, urban and rural people. In
this respect, our world, in fact, is divided into two: privileged and underprivileged.
There is a need to bridge the gap between underprivileged users and cyber society.
With this aim in our mind, we have chosen the theme of ASISA 2016 conference.

The conference has been planned so that students from academic institutions,
experts from industries, and academia take part in the conference and share their
experience. Participation in the conference has been increased significantly over the
years, and the conference has become truly international. We have received 199
submissions. Out of these, the number of submissions from industries is 11, and
from academics and research institutions are 188. Moreover, out of all submissions,
the number of submissions from India is 102 and rest from the outside of India. We
categorized all papers into eight tracks. All accepted papers were evaluated by the
International Advisory Committee of ASISA 2016 comprising of 55 experts in the
field of Advances in Soft Computing, Intelligent Systems and Applications and
Research from India & abroad.

We ranked all papers submitted to the conference numerically based on grade 5.
Of this grade, 20% of it was determined by technical quality, 20% of it novelty, 5%
by writing style, 5% by the confidence of reviewer, 20% of the relevance to the
conference, and finally 30% by the overall feeling of the paper. Each paper had
been reviewed with double-blind peer-review process and finally by the track chair
of the corresponding track. We rejected superficial reviews and paid careful
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attention to reviews stating reasons for the accept/reject decision. We have accepted
39 papers with the acceptance rate of 43.3% for the oral presentation and inclusion
in the conference proceedings.

On behalf of the ASISA 2016 organizing committee, we thank all referees, track
chairs, volunteers, and the paper authors. We are also very grateful to the 2016
executive committee of IEEE Robotics and Automation Society and the authority of
R.L. Jalappa Institute of Technology, Kodigehalli, Doddaballapur, Bangalore,
Karnataka, India, to help us all the way to organize such a big event.

Our special thanks to Er. Ch. Nagaraja, Secretary; Sri Devaraj Urs Educational
Trust, Bangalore, India; Er. J. Nagendra Swamy, CEO, R.L. Jalappa Institute of
Technology, Doddaballapur, Bangalore, India; Er. J. Rajendra, Director, R.L. Jalappa
Institute of Technology, Doddaballapur, Bangalore, India; Prof. M. Sreenivasa
Reddy, Principal, R.L. Jalappa Institute of Technology, Doddaballapur, Bangalore,
India; Prof. N. Manjunath, HOD, Computer Science, R.L. Jalappa Institute of
Technology, Doddaballapur, Bangalore, India; Prof. Vishwanath, R.L. Jalappa
Institute of Technology, Doddaballapur, Bangalore, India; Dr. Khan M.S., Dean
Academics, R.L. Jalappa Institute of Technology, Doddaballapur, Bangalore, India,
for their invaluable guidance in organizing the conference. Last but not least, we
express our heartfelt thanks to speakers of keynote speeches and invited talks, who in
spite of their busy schedule manage their times and have kindly agreed to deliver
highly stimulating talks.

We feel that this is an exceptionally high-quality technical event, but you must
judge that for yourselves. We do hope that you will enjoy reading the collection of
papers presented.

Doddaballapur, Bengaluru, India M. Sreenivasa Reddy
K. Viswanath

Shiva Prasad K.M.
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Dynamic Stability Margin Evaluation
of Multi-machine Power Systems Using
Genetic Algorithm

I.E.S. Naidu, K.R. Sudha and A. Chandra Sekhar

Abstract This paper presents a method to find the dynamic stability margin of
power system using genetic algorithm. Power systems are subjected to wide range
of operating conditions. Modern power systems are equipped with fast-acting
protective devices for transient stability problems. Hence, power systems are
operated above the transient stability limit. The dynamic behaviour of system can
be evaluated using small signal stability analysis. The maximum loading to which
the system can be subjected can be obtained by observing the eigenvalue variations
of the system under different loading conditions. The loading for which system
exhibits a pair of imaginary eigenvalues is the maximum loading limit. Beyond this
limit, the system will become unstable. The loading for which the power system
exhibits imaginary eigenvalues is evaluated by using genetic algorithm. The
dynamic stability margin is evaluated for a 3-machine 9-bus system. The efficacy of
the proposed method is tested for the power system including conventional power
system stabilizers (CPSS).
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1 Introduction

Power system stability is the key aspect in operation and design of power system
[1]. Small signal stability analysis at an operating point under steady state is
important among several aspects of stability [2]. An uncontrolled power systems
show slightly damped electromechanical oscillations to various operating condi-
tions. The slightly damped electromechanical modes result in increase of the syn-
chronizing torque in unstable oscillations. Significant efforts are made to identify,
predict and control such stability problems [3]. Many methods have been developed
to damp the oscillatory behaviour of power systems [4]. The power system non-
linear equations are linearized around an equilibrium point to derive the dynamic
behaviour of a power system [5].

The stability of power system is decided by the eigenvalues at each operating
point. For a change in operating point if the system eigenvalues crosses from left to
right of the imaginary axis, then the system exhibits undamped oscillations. To
improve the stability of the power system and to increase loadability margin, these
oscillations must be damped out over a wide range of operating conditions [6]. The
effective devices used for damping of these sustained oscillations are CPSS.
The parameters of the CPSS can be tuned by understanding the characteristics of
the power system under study and by providing proper stabilization signals over a
wide range of operating conditions [7]. The traditional methods to design CPSS
suffer from limitations such as fixed parameters and long processing time at an
operating point. The designs of CPSS require the system eigenvalues and the
damping ratio at each of the system modes in all operating conditions [8]. Novel
computational methods can be employed to tune the CPSS parameters [9, 10].

The enhanced power transfer capability of power system with CPSS can be
obtained by finding the maximum loadability limit (boundary conditions or limit
cycles) [11]. Many investigations have been done on the methods to find the limit
cycles of a power system [12]. The power system exhibits undamped oscillations
beyond the maximum loadability limit [13, 15]. Hopf bifurcation (HB) theory can
be used to find the limit cycle around an operating point [14]. At HB, a conjugate
pair of eigenvalues of the linearized system crosses the imaginary axis [16, 17].
The HB appears due to either the variation of damping, exciter gain, line reactance
or load [18]. Identification of these limit cycles is complex and tedious. These
complex problems can be solved by using novel soft computing technique like
genetic algorithm.

A novel computational method is proposed to find dynamic stability margin
using genetic algorithm for multi-machine power system (MMPS). A case study
considering 3-machine 9-bus system is presented. The dynamic stability margin for
the given system without controller is obtained using the proposed genetic algo-
rithm approach. The stability margin of the MMPS is enhanced by incorporating a
CPSS at each of the three machines. The system state matrix is reconstructed by
including stabilizer. The limit cycles are obtained for the modified state matrix
using GA.
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2 Power System Model

The power system under study consists of well-known 3-machine 9-bus system is
given in Fig. 1. The set of state variables used to describe the behaviour of each
machine of MMPS is represented using state-space approach. The state-space
model of MMPS can be represented using following equations [4].

x0 ¼ AxþBuþCpðtÞ ð1Þ

x0 ¼ Dx1 Dd1 DE0
q1 DEfd1 Dx2 Dd2 DE0

q2 DEfd2 Dx3 Dd3 DE0
q3 DEfd3

� �
ð2Þ

Du ¼ Du1 Du2 Du3½ � ð3Þ

pðtÞ ¼ DTm1 DTm2 DTm3½ � ð4Þ

Dxi ¼ DTmi � DTei½ �
MisþDi

ð5Þ

Dd0i ¼ 2PfDxi ð6Þ

DEqi ¼
K3ii

1þ sT 0
d0i

� �
� �K4iiDdi � K4ijDdj �

1
K3ij

DE0
qj þDEfd

� �
ð7Þ

Fig. 1 Single line diagram of 3-machine 9-bus system
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The above equations can be linearized around an operating point for small
deviations and are considered from [3] resulting in ‘A’ matrix
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3 Conventional Power System Stabilizers

For increasing dynamic stability margin and to control limit cycles, an adaptive
CPSS is incorporated in each machine model, whose parameters tuned are K; T1; T2
and washout time constant Tw is taken as 10 s. The single-stage PSS with washout
is in the form:

U ¼ GPSS � Dx ð10Þ

GPSS ¼ sTw
1þ sTw

� K � 1þ sT1
1þ sT2

ð11Þ

The parameters of CPSS can be derived from conventional methods or meta-
heuristic methods [19, 20].
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4 Problem Formulation

4.1 System Model

Power systems are often modelled by a set of algebraic differential equations.

_x ¼ f ðx; y; pÞ ð12Þ

0 ¼ gðx; y; pÞ ð13Þ

where

‘x’ is a state vector having the state variables of the power system whose derivatives
appear in the system equations such as the machine excitation voltage, speeds and
machine angles.
‘y’ is a state vector containing algebraic variables whose derivatives will not appear
in power system equations such as network voltages and currents.
‘p’ is a state vector having operating parameters of the system like load demands.
‘f’ and ‘g’ are functions whose dimensions are equal to that of ‘x’ and ‘y’,
respectively.

The load parameters are subjected to vary over a wide range. As the ‘p’ changes,
the operating point changes with respect to Eqs. (12) and (13) by running load flow
solutions.

For the given operating point ðx0; y0; p0Þ, the dynamic stability of the system is
analysed by linearizing it around the given operating point. The eigenvalues are
computed at that operating point. If the real part of all eigenvalues is negative, then
the power system is dynamically stable. With variation of parameter ‘p’, if the real
part of the eigenvalue drifts to zero, then the system becomes marginally unstable.

This happens in three ways:

(i) A real part of the eigenvalue approaches origin.
(ii) A real part of eigenvalue crossing from −∞ to +∞.
(iii) A pair of complex eigenvalues crossing imaginary axis.

This existence of eigenvalues on imaginary axis refers to Hopf bifurcation. This
Hopf bifurcation is associated with a limit cycle. These Hopf bifurcations are
evaluated using a widely used soft computing technique genetic algorithm [20].
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4.2 Computational Intelligence Algorithm

In the present paper, the application of genetic algorithm is proposed to find the
dynamic stability margin of MMPS. The proposed method ensures that the given
MMPS exhibits undamped oscillations associated with a pair of imaginary eigen-
values at that operating point. The solution obtained is optimal. The proposed
method has been tested on MMPS with CPSS.

Genetic algorithms are robust optimization and search methods, which are
evolved from the principles of nature to obtain its search directed for an optimal
elucidation. The genetic algorithm uses population of solutions in every repetition
as an alternative of a single solution. With the given problem as a unique opti-
mization solution, then all the solutions of populations are expected to converge to
one optimum solution. The genetic algorithm may be used for the problems with
multiple solutions which will finally converge to a unique solution in its final
population space [18].

The genetic algorithm uses the input population as random strings in the form of
variables. Every string is measured using an objective function to find the fitness
value of the string. The new populations are created from the string using three
important GA operators known as reproduction, crossover and mutation. As the
time goes on, the operators of GA are emerged enormously, and it gives feasibility
of applying theses operators in the problem space.

Reproduction is a selection operator in GA which is used to gather the strings
from the above average of the input population. New offsprings are created using
crossover operation which is done by using mutual information exchange among
the given input strings of the mating pool.

5 Dynamic Stability Margin Analysis Using Genetic
Algorithm Approach

5.1 Algorithm

Step 1: Define the power system variables.
Step 2: Identify the variables on which the power system operating point

depends (P, Q).
where

P Real power demand
Q Reactive power demand

Step 3: Generate the initial population.
Step 4: Set the initial individual.
Step 5: Find the final state values by running load flow solutions.

6 I.E.S. Naidu et al.



Step 6: Evaluate the initial conditions using results of load flow solutions.
Step 7: Form the reduced Y matrix treating the loads as admittances.
Step 8: Find the K matrices and the system state matrix ‘A’
Step 9: Find the eigenvalues of the state matrix ‘A’ and obtain the

Maximum Real ki;k
� 	
 � 2 8Imag ki;k 6¼ 0

� 	
 �

Step 10: Repeat Step 5 to Step 9 for all individuals.
Step 11: Obtain the objective function

Maximize
p;q

J ¼ ½Maximum Real ki;k
� 	
 � 2 8Imag ki;k 6¼ 0

� 	
 ���1

Step 12: Check for the convergence if yes, end; if no, generate new population by
selection, recombination and mutation.

Step 13: Obtain the eigenvalues and dynamic response of the system for the
obtained P and Q values.

The above objective function finds P and Q that results in Max J such that real
part of eigenvalue becomes zero.

5.2 Flow Chart

The sequential steps to be followed for finding dynamic stability margin of power
system is presented using flow chart given in Fig. 2.

6 Results and Analysis

In the present paper, a new powerful tool is developed to find the dynamic stability
margin of multi-machine power system. The dynamic stability margin is evaluated
by finding the eigenvalues of the power system ‘A’ matrix under different loading
conditions. The loading at which the system exhibits imaginary pair of eigenvalues
is the dynamic stability margin of the power system. The load at bus 6 is considered
as a variable load (P6 and Q6).

Table 1 shows the eigenvalues of the power system without PSS under different
operating conditions. From Table 1, it is observed that the system is stable for
loading condition LC1. The system exhibits a pair of imaginary eigenvalues at

Dynamic Stability Margin Evaluation of Multi-machine Power … 7



Fig. 2 Flow chart for finding dynamic stability margin by genetic algorithm
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loading of LC2 and is exhibiting limit cycles at this operating point. The loading is
further increased to LC3, a pair of system eigenvalues is imaginary with positive
real part, and the system is unstable.

The rotor angle deviation of machine1 for the above operating conditions is
shown in Fig. 3a. The dynamic stability margin is evaluated using genetic algo-
rithm. The system exhibits undamped oscillations at P6 = 0.949 and Q6 = 0.306.
The rotor angle oscillation between machines 1 and 2 is shown in Fig. 3b.

The variation of rotor angle deviation of machine1 versus rotor angle deviation
of machine2 is shown Fig. 4a. The fitness value variation is shown in Fig. 4b.

6.1 Application of Conventional Power System Stabilizers
to Increase the Dynamic Stability Margin

The dynamic stability of power system is improved by incorporating CPSS at each
of the three machines. Table 2 shows the eigenvalues of the power system with
CPSS under different operating conditions. From Table 2, it is observed that the

Table 1 Eigenvalues of MMPS without controller

Generation Demand Eigenvalues System
condition

P1 = 0.569;
Q1 = 0.269
P2 = 1.63;
Q2 = 0.039
P3 = 0.85;
Q3 = −0.135

P5 = 1.25;
Q5 = 0.5
P6 = 0.85;
Q6 = 0.3
P7 = 0.9;
Q7 = 0.3

−3.9110 ± 8.6940i
−1.3532 ± 7.9170i
−5.1806 ± 5.2977i
−3.6202 ± 5.0927i
−0.6230 ± 3.4708i
−1.3574
−3.7243

Stable LC1

P1 = 0.67;
Q1 = 0.278
P2 = 1.63;
Q2 = 0.041
P3 = 0.85;
Q3 = −0.126

P5 = 1.25;
Q5 = 0.5
P6 = 0.949;
Q6 = 0.306
P7 = 0.90;
Q7 = 0.3

−3.4490 ± 8.6658i
−1.0841 ± 7.5655i
−6.8642 ± 4.7120i
±3.1329i
−3.4336 ± 5.0554i
−2.4042 ± 2.7304i

LS LC2

P1 = 0.956;
Q1 = 0.272
P2 = 1.63;
Q2 = 0.046
P3 = 0.85;
Q3 = −0.116

P5 = 1.25;
Q5 = 0.5
P6 = 1.019;
Q6 = 0.308
P7 = 1.071;
Q7 = 0.3

6.2475 ± 10.9243i
−12.2386 ± 8.3039i
−3.1574 ± 10.8661i
−2.8957 ± 5.9723i
−0.5700
−2.8730
−3.4709 ± 2.3348ii

Unstable LC3

Dynamic Stability Margin Evaluation of Multi-machine Power … 9



system is stable for loading condition LC4. The system exhibits a pair of imaginary
eigenvalues at loading of LC5 and is exhibiting limit cycles at this operating point.
The loading is further increased to LC6, a pair of system eigenvalues is imaginary
with positive real part, and the system is unstable.

The rotor angle deviation of machine1 for the above operating conditions is
shown in Fig. 5a. The dynamic stability margin is again evaluated by using genetic
algorithm for the modified system matrix including CPSS. The system exhibits

Fig. 3 a Rotor angle deviation at machine1 under different loading conditions without controller
and b rotor angle deviations between machines 1 and 2 (d12) under different loading conditions
without controller
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undamped oscillations at P6 = 1.069 and Q6 = 0.32. The rotor angle oscillation
between machines 1 and 2 is shown in Fig. 5b.

The variation of rotor angle deviation of machine1 versus rotor angle deviation
of machine2 in the presence of CPSS under different loading conditions is shown
Fig. 6a. The fitness value variation of MMPS with CPSS is shown in Fig. 6b.

The dynamic stability margin of MMPS without and with CPSS is shown in
Table 3. The number of generations, population size, final convergence fitness
value of the objective function without and with CPSS is given in Table 4.

Table 2 Eigenvalues of MMPS with CPSS

Generation Demand Eigenvalues System
condition

P1 = 0.67;
Q1 = 0.278
P2 = 1.63;
Q2 = 0.041
P3 = 0.85;
Q3 = −0.126

P5 = 1.25;
Q5 = 0.5
P6 = 0.949;
Q6 = 0.306
P7 = 0.90;
Q7 = 0.3

−20.9003, −0.1002
−19.9098 ± 0.4271i
−1.7689 ± 7.9595i
−3.7222 ± 8.2386i
−6.6934 ± 5.5540i
−1.9894 ± 5.0754i
−0.3723 ± 3.2922i
−2.3280 ± 2.6138i
−0.1001 ± 0.0001i

Stable LC
4

P1 = 0.956;
Q1 = 0.272
P2 = 1.63;
Q2 = 0.046
P3 = 0.85;
Q3 = −0.116

P5 = 1.25;
Q5 = 0.5
P6 = 1.069;
Q6 = 0.32
P7 = 1.071;
Q7 = 0.3

−21.2750, −0.1003
−19.9238 ± 0.3923i
−3.6519 ± 8.1797i
−1.6350 ± 7.7953i
−6.9247 ± 5.4865i
−1.8935 ± 5.1263i
±3.0363i
−2.5753 ± 3.0643i
−0.1001 ± 0.0001i

LS LC
5

P1 = 1.707;
Q1 = 0.415
P2 = 1.63;
Q2 = 0.074
P3 = 0.85;
Q3 = −0.049

P5 = 1.25;
Q5 = 0.5
P6 = 1.8;
Q6 = 0.332
P7 = 1.071;
Q7 = 0.3

−21.4163, −0.1003
−19.9272 ± 0.3852i
−1.6254 ± 7.7085i
−3.5962 ± 8.1836i
−6.9999 ± 5.4881i
−1.9128 ± 5.1627i
−0.1507 ± 3.0382i
−2.6258 ± 3.1601i
−0.1001 ± 0.0001i

Unstable LC
6
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Fig. 5 a Rotor angle deviation at machine1 under different loading conditions with CPSS and
b rotor angle deviations between machines 1 and 2 (d12) under different loading conditions with
CPSS
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7 Conclusion

A new computational method using genetic algorithm is presented in this paper to
find the dynamic stability margin. The method is effectively implemented for a
3-machine 9-bus system. Using the proposed method, the loading condition at
which the MMPS is exhibiting undamped oscillations is evaluated. The system
performance is obtained for the derived load values and is observed that it is
resulting in undamped oscillations at that value. The efficacy of the proposed
technique is also tested for MMPS in the presence of CPSS for the modified system
matrix and is observed that the method is working effectively in finding dynamic
stability margin.
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Short-Term Estimation of Transmission
Reliability Margin Using Artificial Neural
Networks

V. Khatavkar, D. Swathi, H. Mayadeo and A. Dharme

Abstract This paper proposes a novel approach for estimation of transmission
reliability margin (TRM) by using artificial neural networks (ANN). The laws of
deregulated electricity industry have made mandatory to publish the hourly avail-
able transfer capability (ATC) values for planning, reliability, and secure system
operation. Hence the accurate determination of ATC values is of utmost impor-
tance, but is challenging as well. ATC comprises of marginal values such as TRM
and capacity benefit margin (CBM) with the existing commitments (EC).
Since TRM itself is composed of factors like network parameters, load changes,
outages; it not only helps in accurate determination of ATC, but also plays a vital
role in system congestion management. Therefore, this paper emphasizes on a
method of determination of TRM. The tool used is ANN with back propagation
algorithm (BPA) radial basis function (RBF). This work is based on the data of
Alberta electric system operator, Canada.

Keywords Artificial neural networks � Deregulated power system operation
Transmission reliability margin � Congestion management

V. Khatavkar
Bharati Vidyapeeth Deemed University College of Engineering, Pune, India
e-mail: vrushali_4@rediffmail.com

V. Khatavkar � D. Swathi
PES Modern College of Engineering, Pune, India
e-mail: renuka.swathipr@gmail.com

H. Mayadeo (&)
Black & Veatch (P.) Ltd., Pune, India
e-mail: mheramb@gmail.com

A. Dharme
Govt. College of Engineering, Pune, India
e-mail: aad.elec@coep.ac.in

© Springer Nature Singapore Pte Ltd. 2018
M.S. Reddy et al. (eds.), International Proceedings on Advances
in Soft Computing, Intelligent Systems and Applications, Advances in Intelligent
Systems and Computing 628, https://doi.org/10.1007/978-981-10-5272-9_2

17



1 Introduction

The deregulated and restructured environment of the power system is enabling
power transactions from various generating stations to diverse customers. This
facility helps the power producers to generate more energy from the cheaper source
for greater profit margins. It also helps customers for choosing more reliable and
cheaper power. Although the power producers and customers are different, both of
them utilize the same transmission network. Because of all the power transactions
from point of production to point of utilization take place simultaneously cause
contingency and congestion on transmission network. Power wheeling transactions
within the same zone is slightly easier for forecasting and planning as compared to
interzone transactions. For making interzone transactions safe and secure the timely
posting of cross-border capacities become indispensable. Cross-border capacities of
an interconnected system can be labeled as available transfer capabilities in inter-
connected system.

Available transfer capability (ATC) is made available to all utilities through
open access information system (OASIS), so that further committed loads can be
interfaced ensuring the system security. This provides a signal to the market par-
ticipants about the capability of transmission network that is available for the period
under consideration.

ATC is defined additional amount of inter-area power that can be transferred
without violating the system security [1, 2]. ATC inherently contains some mar-
ginal values in it. It is mathematically defined as, ATC=TTC-TRM-CBM-EC [3, 4].
The TRM accounts for uncertainty in transmission, and CBM accounts for
uncertainty in generation. So, appropriate quantification of TRM is essential for
accurate determination of ATC.

TRM can be defined as the amount of transfer capability that is necessary for
secure operation of interconnected system considering uncertainties at a particular
operating condition. Network parameters, load changes, planned and unplanned
outages, fluctuations in the prices are the some of the contributing factors of the
uncertainty. Gamut of methods is available for calculation and estimation of TRM.
J. Zhang discusses a formula which can determine the TRM based on the sensi-
tivities of transfer capabilities and probabilistic uncertainties [5]. The method
proposed by the M.M. Othman for determining the TRM with large uncertainty in
transfer capability uses the parametric bootstrap technique [6]. In [7], a new concept
is devised to estimate the TRM on border values. In this paper, initially the relevant
uncertainties are considered and their respective independent time series is derived.
Later, each uncertainty is statistically analyzed and their probability density func-
tions are derived. Finally, convoluting all these PDFs the respective TRM values
are obtained. All these methods provide accurate and efficient results. But as the
power transactions have to be updated periodically and frequently, they fail in fast
computation and repetitive analysis. These methods consume excessive computa-
tional time and use complex energy management system (EMS) computers.
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These can be avoided by using ANN. The complex structure of the problem,
inherent uncertainty, and number of factors affecting the system make it difficult to
analyze using stochastic methods. This makes ANN more suitable for the problem
due to its inherent ability of pattern recognition. This work has been carried out
using back propagation algorithm (BPA) and radial basis function (RBF) and
validated accordingly.

The paper is organized as follows. Section 1 introduces the paradigm of the
problem. Section 2 speaks about problem formulation. Section 3 provides brief
review of artificial neural network and related algorithms. Section 4 has the test
case and results. Section 5 is about the analysis of results obtained. Ultimately,
Sect. 6 concludes the paper with concluding remarks on the work done and possible
future scope.

2 Problem Formulation

2.1 Problem Description

Due to simultaneous use of transmission network by all participants, overloading
and congestion on the transmission network occur. This causes the violation of
transmission limits such as thermal, voltage, and stability limits which in turn cause
the hindrance in the system security and reliability. Therefore, it is necessary to
determine the available transfer capability accurately so that the system doesn’t lose
its reliability while operating on the multilateral transactions. As TRM accounts for
considerable part in ATC, it is essential to determine it dynamically [8]. TRM is the
amount transmission margin that is set aside for the uncertain conditions that
transmission network has to deal with. When the uncertain condition such as line
outage occurs this margin is added to that relevant ATC value to prevent jeopar-
dizing the system security. Generally all independent system operators
(ISO) allocate certain percentage of margin, i.e., 2–5% of total transfer capability as
per NERC regulations [9]. In this paper, an attempt has been made to estimate the
TRM at continuous time intervals using the real-time data. And this estimated data
is verified against the real-time data.

2.2 Methodology

The TRM in real-time application is estimated using the artificial neural networks
by back propagation algorithm. Considering the BC-Alberta system bilateral
transactions (i.e., historical data), different inputs (uncertainties) are mapped to
output to form training pattern. Then this pattern is tested using ANN functions and
finally validated using real-time data. The uncertainties considered are planned and
unplanned outages and load variations.
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3 Artificial Neural Networks

ANN has evolved as a great promising statistical tool in solving power engineering
problems. It has made it possible to obtain solutions in complex environments in the
power systems area where the speed of system security and simultaneously,
accurate analysis are ultimate objectives. ANNs have the capability of learning from
the large input data, forming a pattern of relationship between the input and the
target outputs. The two different multilayer perceptron models applied here are
BPA and RBF

3.1 Back Propagation Algorithm (BPA)

The back propagation algorithm is the best method for the feed forward networks.
There are two passes allowed in BPA, a forward pass and backward pass. The
forward pass evaluates the input layer and hidden layer results and backward pass
compares the target outputs and estimated outputs.

The activation function used in BPA can be given as,

f ðxÞ ¼ 1þ e�xð Þ�1: ð1Þ

Here, the input signal is given by the Xi (i = 1, 2, 3… n), which is multiplied by
the weight Wij. These are operated using the activation function f(x) to reproduce
the weights of the hidden layer ðbjÞ. Where

bj ¼ f
Xn

i¼1

XiWij

 !
: ð2Þ

These are forward pass operations. Similarly backward pass operation is also
performed.

Here, a training procedure is followed such that the differences between the
desired values and the outputs of hidden layers are minimized. Certain part of input
data (70%) is reserved for training the network, and the remaining part of it (30%) is
used for validation and testing.

The schematic diagram for back propagation algorithm is shown in Fig. 1. This
network consists of five inputs neurons, one target output neuron, and hidden layer
of 10 intermediate neurons. The five typical inputs taken into consideration are line
outages, British Columbia Configuration (BC-conf), converter tests, ISO limits, and
demand. Line outages, BC-conf comes under the unplanned outages and converter
tests, ISO limits comes into category of forced outages [10]. The components of the
neural network are as follows,
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1. Input Vector:

Inputs Limits applied Limited unapplied

ISO limits 1 0

BC-CONF 1 0

Converter test 1 0

Outages 1 0

Demand conditions The actual demand at every time interval is
considered above the base case transfer

2. Output Vector: The output vector is TRM for stipulated time intervals between
sending area and receiving area.

3. Network architecture: As mentioned earlier, 10 hidden layers are used. The
sample size of the data is 750. The activation function is used here is
Levenberg-Marquardt optimization.

Fig. 1 Back propagation algorithm architecture
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3.2 Radial Basis Function

Radial basis function network has input layer, output layer, and only one nonlinear
hidden layer. In the process of training, all the inputs are directly applied to hidden
layer without weights getting assigned to them. An error signal is generated for the
weights of hidden layer and output layer. Hence, it requires less computational time.
The schematic diagram of radial basis function implementation is shown in Fig. 2.

The RBF network has nonlinear Gaussian function which acts on the hidden
layer which is defined as central position and width parameter. This controls the rate
of decrease or increase of function. The output of the ith unit ai (xp) in the hidden
layer is given by,

ai xp
� � ¼ exp �

Xr

j¼1

xjp � �xji
�� ��

w2
i

 !
; ð3Þ

Fig. 2 Radial basis function architecture
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where Xij is center of the ith RBF unit of input variable j, wi is the width of ith RBF
unit, Xjp is jth variable of input pattern p, and r is dimension of input vector. The
output value Oqp of the qth output node for pth is given by,

Oqp ¼
XH

i¼1

Wqiai Xp
� �þWqo; ð4Þ

where Wqi is the weight between ith RBF unit and qth output node, Wqo is the
biasing term, and H is the number of hidden layer (RBF) nodes [8].

The inputs and their values remain same as considered in BPA. The only dif-
ference lies in the activation function.

4 Test Case and Results

For testing purpose, historical data of Alberta electric system Operator (AESO),
Canada, is taken. The system chosen represents a modern power consuming soci-
ety. Further description about the system is given in subsequent sections.

4.1 Test Case

Alberta electric system is taken as the test case. It is a commercial hub and rep-
resents peculiar load characteristics of a modern commercial load center. For
purpose of testing, the proposed method is performed on AESO import and export
TTC values. The system is divided into two areas. Dominant power flow is from
British Columbia to Alberta. TRM is estimated between these two areas (Fig. 3).

Fig. 3 Test system topology [9]
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Testing patterns of neural network are representative of BC and Alberta path
transaction. The planned, unplanned, and system parameters are taken into con-
sideration of an independent system operator. Hence, individual transmission line
status cannot be updated. So the uncertainties considered here are for the overall
system transfer capabilities [10].

4.2 Results

Estimated TRM for every hour is obtained in 24 h window. Here, the TRM
comprises of both the marginal values, i.e., CBM and TRM. Since CBM remains
constant throughout, the TRM is the only variable; therefore, the whole marginal
value is considered as TRM. Figures 4 and 5 give comparison of estimated values
and real-time values of TRM for both the algorithms used.

To evaluate the performance of both the algorithms, we have considered relative
error as the parameter of comparison. The performance of both the algorithms is
given in Table 1.

The comparison of both the algorithms from computational efficiency point of
view is given in Table 2.

Fig. 4 Estimated versus actual TRM (BPA)
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5 Discussion

From Figs. 4 and 5, it is evident that the vagaries in the difference between esti-
mated TRM and actual TRM are prominent toward the end of the 24 h window.
While using RBF algorithm, the estimated values tend to stray away from the actual
values after 6th hour mark, but similar phenomenon is observed for BPA from 16th
hour. The comparison of performance of the two algorithms shows that BPA is
front runner in giving accurate solution to the problem under consideration.
The RBF algorithm has much higher relative error especially in the trailing end of

Fig. 5 Estimated versus actual TRM (RBF)

Table 1 Performance
comparison

Statistical parameter of � BPA RBF

Mean −0.1337 0.5593

Standard deviation r 0.2360 1.2784

Variance v 0.0557 1.6344

Table 2 Comparison of
computational efficiency

Parameter BPA RBF

EPOCH 7 iterations-1000 7 iterations-1000

Performance 193–32.098 256–32.098

Gradient 0.98e−05 0.98e−05

MU 100e+11 100e+10

Validation check 6 6
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the time window (Tables 1 and 2). This is due the unidirectional flow of the
algorithm. The BPA algorithm due to its inherent feedback architecture has a
self-correcting ability and fares better against the RBF algorithm.

6 Conclusion

The artificial neural network is a handy tool for estimation and prediction of various
variables in power systems due to its inherent learnability from pattern forming and
experience-based learning. In this work, it is observed that a feedback type algo-
rithm gives better results in comparison with a unidirectional algorithm. Hence,
BPA algorithm can be used to estimate and predict TRM values with acceptable
accuracy. This helps in quick and reliable planning and operation of transactions
with the consideration of TRM.

Further to this study a comparison of other algorithms and statistical method
with neural network method can be made. Also, this study is an ex-post study.
A similar study can be done for ex-ante estimation or prediction of TRM using
both, the neural network tool and statistical tool.
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How Expert is EXPERT for Fuzzy
Logic-Based System!

Kalyani Bhole, Sudhir Agashe and Jagannath Wadgaonkar

Abstract Anesthesia, an utmost important activity in operation theater, solely
depends upon anesthesiologist, an expert. In the case of absence of expertise, drug
dosing may go under-dose or overdose. To overcome this problem, an expert-based
system can be designed to guide newcomers in the field of anesthesia. This structure
is called as decision support system. As this system is dependent on experts’
knowledge base, its performance depends on the expert’s expertise which can be
validated by comparison with other expert’s knowledge base and finding maximum
correlation among them. This paper demonstrates the application of prehistoric
Gower’s coefficient to validate the expert’s expertise for fuzzy logic-based experts’
system. Database is collected from ten experts. For the 80% level of confidence,
eight experts are classified into one group leaving two aside. Database of these eight
experts is used for the design of decision support system. A set of 270 results noted
from decision support system is validated from the expert. Out of 270, expert
declines 3 decisions accepting 98.88% result.

Keywords Intravenous anesthesia � Expert-based system � Fuzzy logic
Gower’s coefficient � Decision support system

1 Introduction

In the framework of complex unclear processes that can be controlled by trained
human operators, modeling an uncertainty is a great challenge. Within the pro-
cesses, the exact level of accuracy can be expressed by the characterization and

K. Bhole (&) � S. Agashe � J. Wadgaonkar
Department of Instrumentation and Control, COEP, Pune, India
e-mail: kab.instru@coep.ac.in

S. Agashe
e-mail: sda.instru@coep.ac.in

J. Wadgaonkar
e-mail: jagannathvw14.instru@coep.ac.in

© Springer Nature Singapore Pte Ltd. 2018
M.S. Reddy et al. (eds.), International Proceedings on Advances
in Soft Computing, Intelligent Systems and Applications, Advances in Intelligent
Systems and Computing 628, https://doi.org/10.1007/978-981-10-5272-9_3

29



quantification of uncertainty. Imprecision and inexactness of information that we
have to characterize heave with complexity of processes. It is pragmatic to have an
indistinguishable relationship between precision, information, and complexity.
However, for most of the processes, we can achieve a better control in accepting
some level of imprecision. Mapping of imprecision and uncertainty with the help of
experts to control a complex process is the wreath of fuzzy logic [1]. Fuzzy
logic-based expert’s system for intravenous anesthesia is designed and proved its
usefulness in our previous publications [2–4]. This system is dependent on infor-
mation provided by experts. To validate the knowledge base provided by experts,
different similarity measures are used which includes metric-based, set
theoretic-based, and implication-based measurements. Different distance-based
measurements such as Hamming, Euclidean, and Raha’s coefficients are used to
find similarity among quantitative measures [5–7]. Lazlo Koczy with his fellows
has proposed a methodology for distance measurement between two fuzzy sets [8].
Koczy’s methodology generates an output which is denoted by an interval and it is
not able to cover qualitative properties. Gower’s coefficient is published in 1971.
Gower has proven its effectiveness for the use of qualitative as well as quantitative
similarity measures for different applications through different publications [9].

In this sequel, a sincere attempt has been made to use classify experts’ database
using Gower’s coefficient to extract effective knowledge base for the expert-based
system and use the strong expert’s database only for further development. The
proposed methodology is applied to designing and development of decision support
system for intravenous anesthesia.

This paper is divided into five sections. Section 2 discusses fuzzy modeling
where the structure of fuzzy model is explained. Section 3 focuses on similarity
measure, describing the use of Gower’s coefficient. Section 4 explains results and
discusses them with the case study of design and implementation of decision
support system for intravenous anesthesia. Section 5 concludes the work.

2 Fuzzy Modeling

Fuzzy modeling has wide applications and proven to be useful, especially in control
engineering. There are two approaches to model using fuzzy logic: (a) based on
data and (b) based on knowledge acquisition. Fuzzy model for intravenous anes-
thesia is built using experts’ knowledge base. This knowledge is stored in terms of
membership functions and rule base. Membership functions are nothing but the
human interpretation of variable in linguistic term. For example, we say that today,
temperature is low. In this case, temperature is variable and low is linguistic term.
In country like India, range of low temperature may be around 7–12 °C. This
interpretation is represented in terms of mathematics using membership function.
Figure 1 shows the block diagram of fuzzy model.

Main nuts and bolts of fuzzy logic system are fuzzification which is based on
antecedent membership functions, inference mechanism which is driven by rule
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base, and defuzzification which is driven by consequence membership functions.
Fuzzification is the process of representing human interpretation in terms of
mathematical equations. This representation is called as membership function.
Membership functions pursue different shapes such as triangular, trapezoidal, sig-
moid, Gaussian and rely on the believability of occurrence of event/linguistic
representation (e.g., when we say, antecedent is low, the plausibility of antecedent
at typical condition will be highest which is considered as 1 whereas it decreases
with upgradation or degradation of the antecedent). Membership functions are
calculated for all linguistic variables. Next component of FLS is rule base where
consequence mapping is stored in terms of if–then rules. This consequence map-
ping can be of expert-based or experiment-based. If system response is known, then
consequence part of fuzzy rules is calculated from fuzzy patches. Fuzzy inference
mechanism drives fuzzy rules for occurred antecedents’ value and calculates
fuzzified consequence which is defuzzified later by defuzzification method. Most
famous and accurate defuzzification method is calculation of the center of mass or
center of gravity (CG).

3 Similarity Measure

Similarity coefficient measures the likeness between two individuals based on
characters or distinct kind of information. These characters can be of two types,
quantitative or qualitative. Quantitative characters can be arranged into ordered set
for comparison but qualitative characters do not form an ordered set though they
may have many levels. The similarity measures are classified into three categories:
(1) metric-based measures, (2) set theoretic-based measures, and (3) implicator-
based measures. While dealing with distance-based measure, every distance axiom
is clearly violated by dissimilarity measures, particularly the triangle inequality and
consequently the corresponding similarity measure disobeys transitivity. Even in
case of set theoretic measures, the perceived similarities do not follow transitivity.
Experts’ knowledge base consists of membership functions as well as rule base.
Membership functions can be compared by simply finding out correlation factor

Fig. 1 Block diagram of fuzzy model
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between two, but it does not cover the complete expertise. It lies within rule base
also. For such applications, distance-based measurement fails. In 1971, J.C. Gower
proposed a general coefficient which collectively compares quantitative as well as
qualitative character. For example, if we want to compare two human beings, based
on height, weight, and skin complexion, height and weight are quantitative mea-
sures whereas skin complexion is qualitative measure. In this case, Gower’s
coefficient finds out the similarity between two individuals. Similarly for expert-
based system, Gower’s coefficient is able to find out similarity between member-
ship functions as well as rule base.

(a) Gower’s coefficient

If two individuals i and j are compared for character k, then the assigned a score
(Gower's coefficient) is Sijk.
For qualitative characters Sijk = 1, if the two individuals i and j agree in the kth
character and Sijk = 0 if differs.
For quantitative characters,

Sijk ¼ 1� Xi � Xj

�
�

�
�

Rk
;

Rk ! Range of character k.
The similarity between i and j is defined as the average score taken over all

possible comparisons.

Sij ¼
Pv

k¼1 Sijk
Pv

k¼1 dijk
;

where dijk is the possibility of making comparison.

dijk ¼ 1 when character k can be compared for i and j.
dijk ¼ 0 when character k cannot be compared for i and j.

(b) Properties of Fuzzy Relation [10]

An equivalence relation is the relation that holds between two individuals if and
only if they are members of the same set that has been partitioned into different
subsets such that every element of the set is a member of one and only one subset of
the partition. The intersection of any two different subsets is empty; the union of all
the subsets equals the original set. An equivalence relation follows three properties:
(1) reflexive property, (2) symmetric property, and (3) transitive property.

(1) Reflexive Property
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A relation R for all x, y, z € S is said to be reflexive, if x � x as shown in Fig. 2a.

(2) Symmetric Property

A relation R for all x, y, z € S is said to be symmetric, if x � y and y � x as
shown in Fig. 2b.

(3) Transitive Property

A relation R for all x, y, z € S is said to be transitive if x � y and y � z, then it is
true for x � z as shown in Fig. 2c.

(c) Tolerance to Equivalence Relation

Tolerance relation is a relation who follows symmetry and reflexivity but not
transitivity. For comparison, relation should be equivalence. Tolerance relation is
converted into equivalence relation by self-composition of the relation. Two most
familiar methods are max–min composition and max-product composition. For
relation R, max–min composition is defined as

T ¼ R�R;

vT ¼ _ðvRðCol; rowÞ ^ vRðrow; colÞÞ:

Max-product composition is defined as

vT ¼ _ðvRðCol; rowÞ � vRðrow; colÞÞ:

In this paper, max–min composition is used.

4 Results and Discussion

Gower’s coefficient between each expert is calculated which shows similarity
between the pair of experts. Similarity matrix is obtained by calculating similarity
index between each pair of experts. This matrix is then converted into equivalence

(a) Reflexive (b) Symmetric (c) Transitive

Fig. 2 Properties of equivalence relation
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matrix for comparison. Equivalent relational matrix of all experts is as shown in
Table 1. We can observe that this matrix follows reflexivity, symmetry, and tran-
sitivity, hence satisfying conditions for classification. For expert-based system, if
80% level of confidence is considered, then Table 2 shows relational matrix after
applying a-cut at 0.8. From this table, we can observe that expert No. 2 and 6 are
not satisfying the 80% level of confidence. Hence, while considering the database
for expert-based system, these two experts can be neglected, in view of other 8
experts. Database of these 8 experts is used to design fuzzy logic-based decision
support system for intravenous anesthesia [11, 12], and it is implemented using
National Instruments LabVIEW software. Screenshot of the same is as shown in
Fig. 3. A set of 270 results noted from decision support system is validated from the
expert. Out of 270, expert declines 3 decisions accepting 98.88% result.

Table 1 Equivalence relational matrix obtained from database given by ten experts

Expert No. 1 2 3 4 5 6 7 8 9 10

1 1 0.779 0.871 0.9 0.9 0.779 0.9 0.9 0.9 0.9

2 0.779 1 0.779 0.779 0.779 0.9 0.779 0.779 0.779 0.779

3 0.871 0.779 1 0.871 0.871 0.779 0.871 0.871 0.871 0.871

4 0.9 0.779 0.871 1 0.904 0.779 0.904 1 0.904 0.96

5 0.9 0.779 0.871 0.904 1 0.779 0.928 0.904 0.928 0.904

6 0.779 0.9 0.779 0.779 0.779 1 0.779 0.779 0.779 0.779

7 0.9 0.779 0.871 0.904 0.928 0.779 1 0.904 0.966 0.904

8 0.9 0.779 0.871 1 0.904 0.779 0.904 1 0.904 0.96

9 0.9 0.779 0.871 0.904 0.928 0.779 0.966 0.904 1 0.904

10 0.9 0.779 0.871 0.96 0.904 0.779 0.904 0.96 0.904 1

Table 2 Relational matrix
after applying a-cut at 0.8

Expert No. 1 2 3 4 5 6 7 8 9 10

1 1 0 1 1 1 0 1 1 1 1

2 0 1 0 0 0 1 0 0 0 0

3 1 0 1 1 1 0 1 1 1 1

4 1 0 1 1 1 0 1 1 1 1

5 1 0 1 1 1 0 1 1 1 1

6 0 1 0 0 0 1 0 0 0 0

7 1 0 1 1 1 0 1 1 1 1

8 1 0 1 1 1 0 1 1 1 1

9 1 0 1 1 1 0 1 1 1 1

10 1 0 1 1 1 0 1 1 1 1
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5 Conclusion

For applications such as anesthesia, quality of control is based on expert’s skill and
experience. Being biological control, accuracy is most important here. For such
applications, to design decision support system, uncertainty from the experts’
knowledge base can be reduced by classification of experts’ knowledge base. For
fuzzy logic-based experts’ system, where knowledge base is in terms of quantitative
as well as qualitative measures, Gower’s coefficient satisfies the need of compar-
ison. Selecting strong experts out of comparison matrix gives strong knowledge
base for decision support system for intravenous anesthesia.
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Modeling the Resistance Spot Welding
of Galvanized Steel Sheets Using
Neuro-Fuzzy Method

L. Boriwal, R.M. Sarviya and M.M. Mahapatra

Abstract The present paper discusses the application of Neuro-fuzzy method
(ANFIS) to model resistance spot welding of galvanized steel sheets. A direct
search algorithm was implemented in the proposed model for assigning appropriate
membership function to each input that saves the time as the manual assigning of
membership functions could be avoided. The Neuro-fuzzy model proposed in the
present investigation is capable enough to predict process responses based on the
input process variables with minimum computational time. Resistance spot welding
experiments were conducted as per a design matrix to collect data for the training of
the proposed network. A set of test case data, with which the network was not
trained, was also used for checking the prediction capability of the network.
Further, the comparison between predicted results by model and experimental data
has been done that finds good agreement.

Keywords Resistance spot welding � Galvanized steel sheet � Neuro-fuzzy
method � Direct search algorithm

1 Introduction

Resistance spot welding (RSW) is one of the widely used joining processes in sheet
metal fabrication and automotive industries. Filler material is not required in RSW
process, and it can be automated. The steel sheets were held together by the
electrode pressure during the welding process. Electrode pressure also prevents the
splash of molten metal such as zinc coating and breaking down the surface
asperities. The nugget is then formed by the heat generated due to the electrical
resistance offered by the metal sheets. The heat generated in the welding process is
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sufficient to melt and fuse the faying surfaces between steel sheets. The mechanical
strength and nugget size greatly influence the integrity of RSW structures. In recent
days, many applications of spot-welded structure are in use for load bearing con-
dition, and their mechanical strength has a strong effect on the integrity of the whole
structure. Destructive tests (tensile shear and peel strength) have been a common
practice for determining the quality of each spot weld joint.

The effect of electrical resistance between the faying surfaces to nugget for-
mation with respect to the input process variables has been studied by Kaiser et al.
[1]. The coating of steels poses problems during the spot welding because the
coating material might be of lower melting temperature and thus can melt and
vaporize much before the welding of the steels. Hence, coated steels like galvanized
ones are needed to be welded with cautions and suitable input process variables to
prevent the excessive degradation of the electrodes and defective welds. Gedeon
and Eager [2] has investigated the material characteristics and process modification
details to achieve sound welds of galvanized steel sheets. William et al. [3] have
investigated electrode deformation during spot welding process of coated steel
sheets. The thermal cycle of RSW is completed in four stages: squeeze time, weld
time, hold time, and off time. During the weld time, temperature is rise rapidly
beyond the melting point of the material due to the resistance heating. Na and Park
[4] have studied the thermal response of the work sheet material with respect to the
input process parameters. In RSW, the contact resistance between the faying sur-
faces of the sheets significantly affects the power drawn by the electrical circuit and
subsequent resistance heating. The contact résistance between the faying surfaces is
dependent on the surface nature and the applied electrode pressure. This phe-
nomenon was studied in detail by Davies et al. [5]. Parker et al. [6] investigated
electrode degradation mechanism during the spot welding of coated steels. Usually,
the input process variables of fusion welding processes are interdependent and
often, the deterministic numerical modeling of the process is time consuming and
costly. Moreover, numerical methods might not always be suitable for predicting
and optimizing the behavior of fusion welds over a widely varying range of process
parameters. Hence, many researchers have resorted to experimental modeling to
predict the fusion welding characteristics [7–11].

The RSW setup and schematic of the process is shown in Fig. 1. The nugget is
mainly dependent on variables like welding current, electrode pressure, and number
of welding cycles applied. A further look into the process also indicates some other
aspects which affect the RSW nugget quality like the preparation and surface
cleanness of the sheets, condition of the electrodes, cooling of electrodes, unifor-
mity of application of pressure, rigidness of clamping, and pressure application
mechanisms. Hence, the RSW process is also associated with some degree of
uncertainty. Even though widely used, reproducing the desired weld quality in the
resistance spot welding process has remained a challenge. Due to these uncer-
tainties, problems, the present investigation is aimed at exploring the use of intel-
ligent modeling techniques like neural network and fuzzy logic to model the
process which will help in online monitoring and control of the process.
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2 Process Parameters for RSW of Galvanized Sheets

The RSW process requires three main input process parameters like welding cur-
rent, electrode pressure, and welding cycles to form the weld nugget. The above
three input process parameters were used for modeling after limit setting of the
values. The upper and lower limits of the input process parameter were set based on
the trial test runs. The trial test runs were made such that acceptable RSW nugget
can be achieved by using the process variables within the limits. The low, medium,
and high values of process parameters are given in Table 1.

3 Experimental Procedure and Data Collection

The resistance spot welding was carried out using a constant-alternating current
resistance welder (AK-54) having 150 kVA capacity, with full digital setup
parameter (F.D.S.P.) controlled by microcomputer and pneumatic application
mechanism as shown in Fig. 1. Electrode diameter was checked each time before
the commencement of welding because it is observed that electrode wearing
occurred during the resistance welding of galvanized steel sheets, might be due to
the reason that zinc has a low melting temperature and evaporates early and affects
the surface of the electrode. Therefore, electrode was cleaned of scales, ground, and
comprehensive to the desired size of electrode tip diameter before each spot weld.
After each spot weld cycle, the electrode tip was checked to confirm for constant
electrode tip diameter. If it is found under desired tip diameter, it was replaced by
new one. The electrode was cooled by flowing water during the spot welding.

Fig. 1 Resistance welding
process

Table 1 Range and level of input process parameters

Levels Welding current (kA) Weld cycle (s) Electrode pressure (kg/cm2)

Low 6 4 2

Medium 7.11 5 3

High 7.9 6 4
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Galvanized steel sheet was used for the experiments having 0.8 mm thickness
with 23 µm galvanized layer. The size and dimension of specimen were
30 mm � 100 mm � 0.8 mm used for the destructive testing are shown in Fig. 2.
Copper alloy was used as the electrode material in the experimental process. Steel
sheets interfaces were cleaned with acetone and dry air jet before each spot welding.
Pilot experiments were performed to observe the range of input process parameters
within which welds could be achieved. The lower and upper range of the process
parameters were fixed, based on a number of observations. The welding current,
weld cycle, and electrode pressure were selected as the variable input process
parameters. Squeeze time and hold time were selected as constant parameter during
the process. All selected process parameters were set in the microcomputer for spot
welding. Prepared specimen was placed between the two electrodes face with the
help of center marked on the specimens for producing spot welds at the center.
A foot pedal was used for controlling the welding process. The spot weld joints
were developed using the galvanized steel sheet specimen. Based on Table 1, build
up full factorial design matrix for main experiments with full replication. Main
experiments were conducted for all 27 combinations of input process parameters.
To avoid any systematical error, each test sample size was five which was required
for shear tensile strength, peel strength tests, and for determining the microstructure,
nugget size, and micro hardness. Some of the macrostructures prepared after

Fig. 2 a Schematic of RSW joint, b macrostructure of some RSW welds
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metallographic examination is shown in Fig. 2. Micro hardness (Mini load 2) tester
was used for micro hardness analysis. Both Vickers and spherical indenter were
used with the applied load 100 g. Test case study of galvanized steel sheet was
done, expect the values of input process parameters used in the experiments.
Table 2 shows the input process parameters for the test cases. Tensile shear strength
and peel strength test of spot-welded specimen were performed on a universal
testing machine with a loading rate 1 mm/min under 50 kN load cell.

4 RSW Process Modeling Using Neuro-Fuzzy Method

Fusion welding processes are essentially nonlinear and multivariate. Often,
numerical deterministic modeling has been time consuming and requires much
simplification of the physics. Hence, many researchers have resorted to soft com-
puting techniques for modeling the welding processes [10, 11]. Cook et al. [11] had
noted that the ANN model prediction capability over a large domain of inputs and
outputs is adequate, and an occasional individual case prediction error of even 19%
for the unseen test case data is acceptable as the overall percentage error is very
less. Excessive training leads to memorization of ANN, and its prediction capability
is greatly reduced. Hence, the training schedule of ANN is to be done by trial and
error methods for setting parameters like learning rate, number of hidden layers, and
neurons. However, as compared to other statistical techniques the soft computing
techniques are more preferred for the data handling and relation pattern recognition.
The soft computing methodologies are in general complementary in nature. The
various soft computing methodologies are tried to obtain better modeling of a
system often in combination. It is advocated that the soft computing methodologies,
when applied in combination might provide better results rather than a standalone
method. In materials processing technologies, the inherent uncertainties and wide

Table 2 Process parameters for the test cases

S. No. Welding current (kA) Welding cycle Electrode pressure (kg/cm2)

1 6.66 4 2.6

2 6.66 5 3.2

3 6.66 5 3.4

4 6.66 5 3.6

5 7.02 5 2.8

6 7.02 5 3.2

7 7.02 6 3.6

8 7.8 5 3.6

9 7.8 6 3.6
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range of varying process variables further justify the use of combined soft com-
puting methodologies for better modeling of the systems [12–15]. A very promising
combination in this regard is neuro-fuzzy systems. Adaptive neuro-fuzzy interface
systems are hybrid intelligent systems that combine features of artificial neural
networks and fuzzy logic systems [12]. They are powerful tools which also con-
siders the uncertainties of pattern of relations that exist between the input and
output relations of process variables. The neuro-fuzzy method has been successfully
applied to modeling and control of several systems [13–15]. Alimardani and
Toyserkani [15] developed neuro-fuzzy system for laser solid free form fabrication
[15, 16]. The neuro-fuzzy systems can be classified as neural network-driven fuzzy
system and hybrid neural network-based systems. In the present investigation,
network-based fuzzy inference systems (ANFIS) are used to model the RSW
process. The ANFIS is explained in detail in the Appendix. ANFIS is used in
various fields of engineering for its prediction and modeling capability [17].
Moreover, the ANFIS computational time is less and can be further improved to
make it almost automated for adapting itself to a set of data. For example, in the
present investigation, a direct search algorithm is used such that the membership
functions which are assigned to the inputs are optimally selected. This decreases the
execution time for the ANFIS and increases its usability. For the identification of
RSW process, the welding current, electrode pressure, and welding cycle were
considered as input to the ANFIS in order to predict the nugget size, tensile
strength, and peel strength. The membership functions types and number might be
different for different set of input and outputs. The assigning of the membership
functions can be done individually manually in the program. However, the ANFIS
program can be further improved by enabling it to find the optimum number and
type of membership function by following suitable algorithm. To achieve this
objective, a direct search algorithm has been used in the present investigation. The
direct search algorithm is explained in the appendix in detail, and a flow chart is
shown in Fig. 3. Figure 4 shows the ANFIS engine for prediction of RSW output.

Initializing the fuzzy system with membership 
functions optimized for minimum test error 

using a cross- validation procedure

Learning mechanism setting of number of 
epochs and tolerance 

Execution of learning process upto the set 
number of epochs or until the tolerance limit of 

training error is achived

Validation of fuzzy inference system for 
unseen test case input

Fig. 3 Direct search
algorithm (discrete
optimization)
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5 Soft Computing Modeling of RSW Process

In the recent past, researchers have also used soft computing techniques like particle
swarm optimization and genetic algorithms to optimize the process parameters of
resistance spot welds [10, 11, 18–21]. The application of soft computing technique
like artificial neural network (ANN) to model arc welding problems was studied
[10, 11] apart from statistical methods. They have emphasized the nonlinearity and
multivariate nature of welding input and output process variables and suggested
ANN as a viable technique for modeling purposes. Researchers also used tech-
niques like ANN for modeling, welding, and plate-bending operations [19–21]. The
optimization of the fusion welding processes was also done by investigators using
ANN and optimization techniques [21, 22]. Although ANN is highly popular for
modeling the material processing techniques, it is not without any limitations.
For ANN to perform suitably, it is to be trained properly with a set of data through
which a pattern of relationship can be learnt. However, the uncertainties of the
process parameters and relations are difficult to handle using ANN. Hence, the
appropriate choice of soft computing technique is important to model a process [17,
23, 24]. The choice of soft computing technique to be used for modeling a process
primarily depends upon the availability of data for training, uncertainties involved
in the relations of process variables. Moreover, computational time is also a factor
in the choice of soft computing technique. Fuzzy logic in this regard helps to model
the process data involving nonlinearity and uncertainties with comparatively less
computational time [12]. The ability of fuzzy logic system to handle uncertainties,
relation patterns, and low computational time makes it suitable for modeling
complex problem like welding and material processing [13].

A new approach for classified the weld defects such as slag inclusion, porosity,
longitudinal crack, and transversal crack in radiography film, based on adaptive
neuro-fuzzy interference system is discussed here. Each object in the radiography
image is identified and described with the combination of geometric features [25].
Principal component analysis (PCA) model to analyze the characteristics of the
molten pool shadows has been developed. Principal components analysis

Fig. 4 ANFIS engine for
prediction of RSW outputs
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(PCA) model using back propagation algorithm was used for defining relations
between the welding appearance (weld height and weld width) and the character-
istics of the molten pool shadows [26]. In the study of Shafabakhsh and
Tanakizadeh [27], artificial neural networks were employed to predict the relation
between the factor affecting resilient modulus of asphalt mixture such as temper-
ature, loading time, and R/L. These factor used as input layer and resilient modulus
as the output layer in ANFIS modeling. Eldessouki and Hassan [28] employed
artificial neural network to classify the fabric sample. Fabric’s image textural fea-
tures as measures for the fabric surface during the quantitative evaluation of pilling
in woven fabrics. One study describes the characteristic of the human welder
response to be given visual signal and control arm movement in gas tungsten arc
welding process using an artificial neural network model [29]. Zhou et al. [30] study
the fatigue life of welded joints in the structure using a hybrid genetic algorithm
(GA) with the Back propagation neural network (BPNN). Developed artificial
neural network (ANN) model to predict the mechanical properties of the A356
matrix reinforced with B4C such as hardness, yield stress, ultimate tensile strength,
and elongation percentage. Author found the good agreement between the predicted
and experimental data [31].

6 Results and Discussion

To train the ANFIS predictive models, a set of 27 input/output data was used. The
data for training covered the complete range of input process variables with which
acceptable welds could be achieved. Training was carried on till 3 epochs which
were found to be optimum empirically; below that, the validation error was higher,
and above that over fitting took place. On the input side of the ANFIS engine,
bell-shaped and trapezoidal functions were used based on the results of the direct
search algorithm which was employed to choose the best membership function
along with the best number of membership functions. The membership function
assigned by the direct search algorithm for the three inputs (welding current, cycle,
and electrode pressure) are shown in Fig. 5, 6 and 7. There was only a slight change
in the membership functions (shown in Fig. 5, 6 and 7) after training showing that
our initial model did not require much training; the same fact is reflected by the
small number of epochs required to train the model. Coefficients of membership
function associated with outputs are shown in Tables 3, 4 and 5. The root mean
square error considered as the performance of the model for the prediction of
nugget size, tensile Strength prediction, and peel Strength through the training steps
are shown in Fig. 8. These errors indicate the difference between the model output
and triaging data. It can be observed that for predicting the nugget size (output 1),
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two membership functions were assigned to inputs 1 and 2 (Tables 3, 4 and 5).
Similar assignment was made for predicting tensile strength and peel strength
(Tables 3, 4 and 5). Input 3 was assigned with three membership functions for the
prediction of all outputs (Tables 3, 4 and 5). The developed model was verified
with set of 9 input process parameter data for observing the predicted output. The
predicted output of the model with test case unseen data was further compared with
the experimental output given in Fig. 9. A good agreement was found between the
model output and the actual data. It can be seen that most of the data lie within the
0–10% within the 450 line in Fig. 9.

Fig. 6 Assigned membership functions for each input before training to predict tensile strength

Fig. 7 Assigned membership functions for each input before training to predict peel strength

Fig. 5 Assigned membership functions for each input before training to predict nugget size
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Table 3 Coefficient of membership function associated with output 1 (nugget size)

MF1 MF2 MF3

Before
training

After
training

Before
training

After
training

Before
training

After
training

Input 1

a 0.95 0.9471 0.95 0.9514 – –

b 2 2 2 2.0003 – –

c 6 5.9972 7.9 7.898 – –

Input 2

a 2.6 2.6 4.6 4.6098 – –

b 3.4 3.4 5.4 5.4097 – –

c 4.6 4.6097 6.6 6.6 – –

d 5.4 5.4096 7.4 7.4 – –

Input 3

a 1.3 1.3 2.3 2.3 3.3 3.3

b 1.7 1.7 2.7 2.7 3.7 3.7

c 2.3 2.3 3.3 3.3 4.3 4.3

d 2.7 2.7 3.7 3.7 4.7 4.7

Table 4 Coefficient of membership function associated with output 2 (weld strength)

MF1 MF2 MF3

Before
training

After
training

Before
training

After
training

Before
training

After
training

Input 1

a 0.95 0.9537 0.95 0.9481 – –

b 2 2 2 1.9996 – –

c 6 6.0036 7.9 7.9026 – –

Input 2

a 1 1.0088 1 0.9909 – –

b 2 2.0008 2 1.9993 – –

c 4 4.01 6 6.0101 – –

Input 3

a 1.3 1.3 2.3 2.3 3.3 3.3

b 1.7 1.7 2.7 2.7 3.7 3.7

c 2.3 2.3 3.3 3.3 4.3 4.3

d 2.7 2.7 3.7 3.7 4.7 4.7
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Table 5 Coefficient of membership function associated with output 3 (peel strength)

MF1 MF2 MF3

Before
training

After
training

Before
training

After
training

Before
training

After
training

Input 1

a 0.95 0.9471 0.95 0.9514 – –

b 2 2 2 2.0003 – –

c 6 5.9972 7.9 7.898 – –

Input 2

a 2.6 2.6 4.6 4.6098 – –

b 3.4 3.4 5.4 5.4097 – –

c 4.6 4.6097 6.6 6.6 – –

d 5.4 5.4096 7.4 7.4 – –

Input 3

a 1.3 1.3 2.3 2.3 3.3 3.3

b 1.7 1.7 2.7 2.7 3.7 3.7

c 2.3 2.3 3.3 3.3 4.3 4.3

d 2.7 2.7 3.7 3.7 4.7 4.7

Fig. 8 Root mean square error for prediction of a nugget size, b tensile strength prediction, c peel
strength

Modeling the Resistance Spot Welding of Galvanized Steel Sheets … 47



7 Conclusions

An ANFIS model was developed for the RSW process, and the development model
was applied to predict the tensile strength, peel strength, and nugget size with
respect to input process parameters of resistance spot welding. A direct search
algorithm of neuro-fuzzy method (ANFIS) was used to choose the best type and
number of membership functions for each input. Training took place for an opti-
mum number of iterations (epochs), and then validation cases were used to compare
the actual output with the predicted output. The methodology used in the modeling
helped in selecting the best type and number of membership functions for each
input leading to less computing time. The error in predicting responses indicated the
outputs of the unseen input data was within acceptable limits indicating the ade-
quacy of the model to be used for advanced processes like RSW.
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Algorithms for Iterative Applications
in MapReduce Framework

A. Diwakar Reddy and J. Geetha Reddy

Abstract Hadoop is an open source framework used to store and analyze
large-scale applications. MapReduce offers a quality of services to distributed
computing communities. MapReduce framework is used for the large-scale data
analysis, but it will not efficiently work for iterative applications. While in the
process of iteration to iteration, the components of map and reduce tasks produce
unnecessary scheduling overhead, the data must be reloaded and reprocessed for
every iteration, wasting I/O, network bandwidth, and CPU resources. Iterative
computation is important in many areas such as big data; social networks like
Facebook, Twitter; PageRank algorithm. The iterative applications contain large
number of datasets, i.e., billions of datasets. However, MapReduce lacks built-in
support for iterative applications. iMapReduce supports iterative applications par-
tially. We are proposing a new algorithm for iterative applications, namely incre-
mental iterative MapReduce. I2MapReduce builds on the iMapReduce for further
processing, as from the last iteration to the next iteration the changes of the data are
only very small compared to the previous state. The new converged state is similar
to the last state. I2MapReduce takes this observation to save computations by
executing the last converged state; after that, it executes only the changed tasks.
I2MapReduce produces efficient results by the converged states.

Keywords Hadoop � MapReduce � Iterative processing
Incremental processing
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1 Introduction

Hadoop [1] is used for the large-scale data processing efficiently. After the
improvements in the Web 2.0, the usage of online sites, e-commerce, social net-
works, finance, and health care has been increased. The data produced by the
companies are becomingly very large. Relational database [2] contains the billions
of records or datasets. For analyzing such datasets or records manually, it takes
months to complete, which becomes too expensive and time-consuming. We need a
framework which can analyze the data very fast and accurately. Hadoop is such a
framework used for analyzing the data accurately and very fast.

Hadoop is a combination of the Hadoop Distributed File System (HDFS) and
MapReduce. HDFS is used for the storing and MapReduce is used for analyzing the
large datasets. It provides the fault tolerance, load balancing, and distributed exe-
cution. Hadoop provides a resource management platform and scheduling. HDFS
[3] is used for the storing of the data, fault tolerance, and streaming applications,
and it provides scalability to hundreds of thousands of nodes with high aggregate
bandwidth. HDFS can again divide into single namenode and multiple datanodes.
Namenode is used for storing the metadata and information of datanodes located.
Datanode is used for storing the entire data submitted by the user. For fault tol-
erance, datanodes have to be replicated more than one. The default replication is
three, and the default block size is 64 Mb. The secondary namenode is not a fault
tolerance to datanode, but it is used to get information of the editLogs. MapReduce
[4] framework is used for writing parallel data processing applications. It is a
combination of map and reduce tasks. MapReduce is based on the key, value pairs,
for both input and output should be key, value pair. The mapper method is used for
generating the intermediate (key, value) pairs from the input (key, value) pairs. The
reducer which takes input as intermediate values sends back the results to mapper.
MapReduce has a job tracker and task tracker. Job tracker acts as master/slave,
whereas task tracker acts as a slave only. Job tracker schedules, monitors, and
executes failed tasks. Task tracker executes tasks as assigned by the job tracker and
sends back results to the job tracker.

2 Limitations of MapReduce Implementation

We have observed several limitations [5] while implementing the MapReduce
iterative algorithms. These are as follows.
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2.1 Scheduling Overhead

Each MapReduce job has to load the input data from DFS before the map operation.
For each and every iteration, MapReduce has to start the new job. The new job
should load data from the DFS. In the next iteration, the map function loads the
iterated data from DFS again and repeats the process. Through these unnecessary
iterations, it produces synchronization overhead.

2.2 Redundant DFS Loading

Sometimes, the data could not be changed from the last iteration to the previous
iteration though it will load data from DFS. Through the reloading of the data, the
resources of the system can be wasted.

The mapper has to wait for the reducer to complete its operation, and it produces
synchronization overhead.

2.3 Termination

Any proper termination has not been indicated. User has to write driver program to
stop iterations. The conditions to iterate terminations are as follows: Stop the
execution for fixed number of iterations or else stop the execution for two similar
successive iterations. MapReduce is not guaranteed to be fast, and it is not is used
for streaming of the data.

The above limitations can be addressed by several iterative frameworks that are
designed for supporting the iterative applications. These are iMapReduce, iHadoop
[6], HaLoop, Twister, Apache Spark and Apache Tej. Each of these frameworks is
designed for extending the MapReduce framework to support more complex iter-
ative algorithms.

3 Iterative Frameworks

Iterative algorithms are used for improving the results compared to original
MapReduce because it has to execute several numbers of iterations on the same
record. The examples of iterative applications are PageRank algorithm, gradient
descent algorithm, social network analysis, graph processing, data mining,
e-commerce, and finance.
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3.1 HaLoop

HaLoop [7] is a modified version of Hadoop that supports iterative large-scale
application. To support iterative applications, several modifications have been made
in architecture and scheduler. The improvements are given in Fig. 1.

Firstly, HaLoop provides a new programming interface for supporting iterative
processing. Secondly, in HaLoop architecture, master node has a module called
loop control; to generate loop body, it has to start new map and reduce tasks unless
the termination condition is set by the user. HaLoop [8] uses the traditional HDFS
itself with slight tweaks. The system is divided into the master and many slaves. If a
job is submitted, the master schedules a number of parallel running tasks on all
slaves. In the above HaLoop architecture the Demon called task tracker in slave
node, it has to communicate with the master for the further processing of the
starting the job tasks. Figure 1 shows the major improvements in the HaLoop
architecture compared to Hadoop architecture.

The features of the HaLoop [9] are inter-iteration locality, which is used to store
the data and use it for total iterations while running the map and reduce tasks. Cache
is also used in the HaLoop called reducer input cache and output cache. Using
caching technique, we reduce the unnecessary overhead.

3.1.1 Advantages

1. It can reuse the Hadoop [10] MapReduce code.
2. HaLoop has inbuilt controls, so it will be used for the iterative data processing.
3. Caching is accepted, and it supported the terminate execution after fixed number

of iterations.

Fig. 1 HaLoop architecture
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3.1.2 Drawbacks

1. HaLoop only works with Hadoop 0.20.0.2
2. It has issues while recovering the cached data.
3. Termination condition depends only on the last two recent iterations.
4. Its termination condition is greater than two, and it should fail to work.

3.2 Twister

Twister [11] is a framework used to extend the support for the iterative applications.
Twister uses long running jobs for execution of map and reduces tasks, which do
not terminate in the entire iteration process. By this, it is not necessary to start new
tasks in the each iteration, which reduces the overhead in the system. Twister
contains three modules:

(i) Client-side driver program ensures the MapReduce computation.
(ii) Broker network.
(iii) In every working node, there should be one Twister Demon running.

For accessing the input data, Twister directly takes from either worker nodes or
local disk. The accessed data should be read by the broker network. Twister’s main
functionality of the block diagram 2 is Twister Demon, and it is responsible for
managing the map and reduce tasks and status and controlling the tasks. The Demon
will be running at the every worker node, and it will connect to the broker network to
access the read data from the local disk. It uses the distributed architecture. The key
features in Twister are distinguishing the static data and variable data.

3.2.1 Advantages

1. The architecture uses the long running jobs, which should be configured once
and used for every iteration.

2. Caching concept is used, so unnecessary overhead is reduced.
3. It uses command line arguments to load data, but it is possible in traditional

HDFS.

3.2.2 Drawbacks

1. Twister assumes that it uses distributed memory architecture, and it is not
possible for every time.

2. Partition is the manual process (Fig. 2).
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3.3 iMapReduce

In iMapReduce [12], the tasks are alive for total iterative process, so-called per-
sistent tasks. iMapReduce eliminates the basic disadvantage of the normal Hadoop
execution, i.e., redundant DFS loading. The normal execution in default Hadoop
task tracker involves dumping of data immaterial of whether it has changed or not
into the DFS as shown in Fig. 3.

The model is built upon the basic concept of not letting static data get dumped
repeatedly into the DFS. There are 3 distinct points in its design. First, persistent
tasks avoid repeated task scheduling. Second, the input data from the DFS system is
loaded only once. Third, it allows asynchronous execution of map tasks, i.e.,
mapper does not wait for receiver to complete its operation.

3.3.1 Features

1. Persistent tasks: In the default Hadoop MapReduce, the tasks are destroyed as
soon as the job is completed. The tasks are active in the whole iteration process.
So, instead of adding and retrieving the data from the DFS, we just add it once
in the beginning and extract it once at the end.

2. Data management: From iteration to iteration, some of the data may not
change. To avoid the unchanged data, iMapReduce distinguishes between the
state data and static data. The static data should be same for all iterations and
state data updated to the DFS system for every iteration.

Fig. 2 Architecture of Twister
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3. Combination of state data and static data: The static data in the map tasks are
combined with the iterated state data for the starting of map operation.

3.3.2 Advantages

1. It removes unnecessary DFS dumping. Scheduling overhead is eliminated.
2. The join operation of static and state data removes communication overhead.
3. The map tasks start as soon as data is available. It does not wait for the reduce

task to finish. This allows asynchronous execution of map tasks.

3.3.3 Drawbacks

1. Single-step jobs: iMapReduce is assumed as a single-step jobs, and we cannot
assure perfect results.

2. Different keys: The asynchronous execution does not work if the map and
reduce functions have different keys.

3. Adjacency information: The map and reduce tasks are same for all iterations,
because the tasks are repeated for every iteration. We need to write another
program to differentiate between static data and dynamic data before starting the
new iteration, and this produces unnecessary communication overhead.

Fig. 3 a Data flow of
MapReduce and b data flow
of iMapReduce
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4 Iterative Computation

As in normal MapReduce, the data has to be loaded every time from the DFS
system [13], the tasks are partitioned into many smaller jobs for processing.
Whereas in iterative processing the jobs should load data from DFS system only
once, it is a single-step job. The mapper has combined with reducer to process as
single job.

In Fig. 4, blue line shows that the reducer output is sending back the respective
mappers for implementing the inner loop. It differentiates the state data from the
structure data, such that we can update the state data. The map operation should
take the input from both the state data and static data, whereas reduce operation
takes only from the state data. iMapReduce can perform the iterative jobs without
the need to write extra code. In MapReduce, the mapper has to wait for the process
completion, but in iterative MapReduce, the asynchronous execution of map tasks
is allowed. The reducer operates on the intermediate results, and for fault tolerance,
it has to send output to one or more mappers.

5 Implementation of Incremental Processing

Incremental processing [14] is a very elegant approach to analyzing the datasets in
the era of big data. Starting from the scratch, it is very difficult and too expensive, as
we are considering base result as iMapReduce. I2MapReduce builds up the
iMapReduce for further processing, as from the last iteration to the next iteration the
changes of the data are only very small part compared to the previous state.
I2MapReduce takes this observation to save computations by executing from the
last converged state; after that, it has to execute only the changed tasks. For
example, input of the two successive computations is X and Y, respectively, and the
both states are similar. The changes are very minor compared to the last state; then,
observation is to implement incremental computation from the previous state, say
X’s state (Fig. 5).

Mapper0

Mapper1

Mapper2

Mapper3

Reducer0 

Reducer1

Fig. 4 Iterative processing
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Incremental processing is based on the iterative computation. The red color oval
represents the changed data compared to the previous state. Mapper 0 and mapper 2
represent the changed states, and the remaining mapper1 and mapper3 are ideal for
the next iteration. The changed states only send their tasks to the respective reducer
0. The red line indicates that changed states have sent to the reducer. The reducer
[15] receives its intermediate results, performs necessary operations on the results,
and sends back to the receiver. The other mappers and reducer are ideal in the
incremental computation by that we are reducing the unnecessary overhead.

In MapReduce, the default scheduler is FIFO scheduler. For large-scale appli-
cations, we have not considered FIFO scheduler. The schedulers available in the
market are capacity scheduler, developed by Yahoo, and fair scheduler, developed
by Facebook. Scheduler provides capacity to the queues. For iterative and incre-
mental processing, we are going to change the default job tracker and task tracker
configuration files in fair scheduler. Fair scheduler [16] contains pools, and the jobs
are positioned into the pools. Fair scheduler provides the minimum guaranteed
capacity to the submitted job, and smaller jobs will finish very fast, whereas large
jobs are guaranteed that it does not get starved. Fair scheduler also allocates
resources to jobs, and the jobs get equal share of all resources. We are changing the
requirements based on Hadoop 0.20.2. In default mapred, the job tracker should
follow the normal MapReduce data flow. The job tracker status, task attempts, job
configuration, assign tasks, termination conditions (start and stop) should be
modified as per the incremental processing, as shown in Fig. 6. Finally for building
apache ANT, MAVEN software is required. Once we changed the requirements, it
should have to rebuild.

6 Related Work

Apache Spark: Apache Spark [17] is an open source platform developed by apache
software foundation. Spark uses the in-memory caching of the data specified by the
user. The speed of the spark is 100 times more compared to Hadoop MapReduce
and 10 times faster compared to disks. To access a datasets, resilient distributed

Mapper0

Mapper1

Mapper2

Mapper3

Reducer0 

Reducer1

Fig. 5 Incremental
processing
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datasets are used. Spark uses distributed system and cluster manager for executing
the tasks. Co-grouping, joins, unions, and Cartesian products are supported by
spark. It provides some checkpointing services to the user to terminate the exe-
cution. One possible disadvantage of spark is control of the distribution of data
between several machines.

7 Conclusion

Hadoop is used for processing and analyzing large-scale applications efficiently.
Iterative applications are constantly changing data from iteration to iteration, and
traditional Hadoop does not support iterative applications efficiently. It produces
scheduling overhead, synchronization overhead, and wastage of the resources of the
system. The solutions are available to run iterative applications, such as
iMapReduce, HaLoop, Twister. These frameworks achieve good performance but
produce some compatibility issues like assuming distributed memory architecture,
single-step jobs, only works with basic versions of Hadoop. By the incremental
processing, we are achieving a greater performance compared to all frameworks
available. We are building incremental processing on top of the iterative processing
such that saving total cost of the system. Finally, the proposed method reduces the
scheduling overhead and synchronization overhead and increases the performance
of the system.

Default Hadoop

MAPREDUCE HDFS

Iterative MapReduce

Iterative processing in 
MapReduce jobs

HDFS                
(No change)

Incremental MapReduce

Incremental Processing in 
changing iterations

HDFS     
(No change)                   

Fig. 6 Data flow diagram of incremental MapReduce
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Discovering Frequent Itemsets Over Event
Logs Using ECLAT Algorithm

A.S. Sundeep and G.S. Veena

Abstract Event logs are files that can record significant events that occur on a
computing device. For example, when a user logs in or logs out, when the device
encounters an error, etc., events are recorded. These events logs can be used to
troubleshoot the device when it is down or works inappropriately. Generally,
automatic device troubleshoot includes mining interesting patterns inside log events
and classifying them as normal patterns or anomalies. In this paper, we are pro-
viding a sequential mining technique named ECLAT to discover interesting
patterns over event logs.

Keywords Event logs � ECLAT algorithm � Sequence patterns

1 Introduction

Today, devices are getting more and more ubiquitous. It is difficult to troubleshoot
these devices when they are affected by an internal error. One simple solution is to
use event logs to record each and every event that occur in these devices. These
event logs can be of various formats. Some can be in non-structured format like text
files. And some can be in semi-structured formats like CDF files, XML files, or
even files with log extension (i.e., ‘.log’ formats). These files can be used to analyze
the device functionality. For example, any windows system provides event logging.
To view these event logs, open event viewer under System and security settings and
admin istrative tools inside control panel.

Analysis of log events can be done in different ways. Traditionally, this is used
to be a manual process. The analysis team used to get the data from the log files in
the format that they require understands the device behavior and generates report
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on their findings. Automated techniques include tool-based analysis like SWATCH
[1], LogSurfer [2], and SEC [3]. Some other automated process involves clustering
techniques [4, 5], which includes calculating distance between log files and clas-
sifying them. Some other techniques involve mining internal patterns inside a single
log file and classify these patterns. Few such approaches use state machine
approach to analyze log files [6]. Generally, variants of apriori [7] algorithms are
used in log analysis. We made a study on comparison of apriori over ECLAT [8]
and decided to use ECLAT for this technique.

In this paper, we use a sequential mining algorithm named éclat and discover
interesting rules over a pattern of events. The major objective of the work was to
detect anomalies over event logs. However, scope of this paper is restricted to
mining interesting patterns. We have considered an example to illustrate this pro-
cess of generation of all possible subsets of event pattern over event logs.

2 ECLAT Algorithm Over Event Logs

ECLAT algorithm is used to perform itemset mining [9]. ECLAT stands for
Equivalence Class clustering And bottom up Lattice Traversal. The algorithm uses
tidsets (generally called as transaction ID sets) to avoid generation of unwanted
subsets that does not occur in the current context. ECLAT algorithm is applicable
for both sequential as well as normal patterns. For the proposed technique, we apply
ECLAT algorithm over sequential patterns which are separated by bounded events.
Let us illustrate how ECLAT can be modified over event logs. Let E indicate the set
of all events of an event log if E1, E2, E3, E4 € E (Table 1).

When this input is given, the algorithm has to transform these transactions into
the following table format format. The right-hand side of Table 2 shows the TID
sets for a specific event Ei € E.

In the next step, the algorithm provides the support for every event and is shown
in Table 3.

Here if we consider the minimum support as 2 E3 will be eliminated and other
Events will be considered as Frequent item set. This is illustrated in Table 4.

Table 1 Initial input to
ECLAT

TID (sequence ID) Event sequences

1 E1, E3

2 E1, E4

3 E2, E3, E4

4 E2, E4

Table 2 Generating TID
lists

Events Ei € E TID list

E1 {1, 2}

E2 {3, 4}

E3 {3}

E4 {2, 3, 4}
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The above process shown is for single events over a set of sequences. The next step
is to include item sets with more than one event. Table 5 illustrates this scenario.

By observing Table 6, it is not possible to perform this process for three item
sets. Final output of the algorithm is {E1}, {E2}, {E4}, and {E2, E4}. In the next
section of this paper, we have discussed about the implementation process using a
sample event log.

3 Implementation of ECLAT Algorithm

In this paper, we are considering a sample device log which is shown in Fig. 1. Our
initial step is to generate pattern boundaries, to separate out different sequential
patterns. This can be done in different ways. One such technique is to use temporal
relationship between patterns. Another approach is to manually identify boundary
patterns and generate pattern sequences. In our case, we are using the second
approach to generate pattern sequences. Figure 2 shows set of bounded patterns
indicating start and end of events.

Implementation of the proposed technique requires three steps mentioned as
follows:

1. Creating the event transaction matrix;
2. Deciding minimum support;

Table 3 Events with support Events Ei € E Support

E1 2

E2 2

E3 1

E4 3

Table 4 ECLAT output Events Ei € E Support

E1 2

E2 2

E4 3

Table 5 Generating TID
lists for two itemsets

Itemset {Ei, Ej} TID list Support

{E1, E2} – 0

{E1, E4} {2} 1

{E2, E4} {3, 4} 2

Table 6 ECLAT output of
two item set

Itemset {Ei, Ej} Support

{E2, E4} 2
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3. Applying ECLAT;

A. Creating the event transaction matrix

From the above data, every event is identified by an identifier under column V8.
These identifiers categorize events into a number of categories. For example, two
events indicating user log in and log out can have the same identifier. These two
events can be considered as events under user session category. Similarly, if user
enters a set of commands to input variables into memory, increment a memory
pointer, etc., such events can be categorized as memory events and can have a same
identifier. Using the help of these identifiers, we can generate boundary events as
shown in Fig. 2.

Now by considering this bounded events, sequence of events can be generated
from the above data and can be included inside a single table as shown below. Each
sequence is assigned with a sequence ID or pattern ID; in the order, they are
generated indicated by column V1. Figure 3 illustrates the generation of these
sequences. Each sequence has a different length. Hence, they are called variant
patterns.

The above patterns are generated by considering the identifiers present in the
original data, which can indicate the event flow. After obtaining these event
sequences, they should be converted into transaction matrix to avoid “NA” char-
acters in the item sets. Figure 4 shows the transaction matrix that can be obtained
from the above log sequence.

B. Deciding support

Before applying the ECLAT over transaction matrix, we need to decide the
support value. The support value can be decided by an item frequency plot. If the
plot indicates a specific support value to be used by the algorithm. This plot is

Fig. 1 Sample event log

Fig. 2 Boundary events
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shown in Fig. 5 under result section. Here, all the events appear in about 50% of the
sequences. Hence, support can be kept nearer to 0.5. Hence in our paper, we have
selected a support equal to 0.4.

C. Applying ECLAT

ECLAT is applied over the transaction matrix with a minimum support from the
previous step, and the process follows the steps mentioned in previous section. The
result of the algorithm also is shown in Fig. 5 in the result section.

Fig. 3 Sequence of events

Fig. 4 Transactions sets

Fig. 5 Item frequency plot
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4 Results

In the previous section, we discussed about transaction matrix and an item fre-
quency plot was generated from the transactions to decide the minimum support.
This plot is shown in Fig. 5.

From Fig. 5, it can be noticed that most of the events appear in 30–50% of the
mined patterns. Hence, minimum support can be selected anywhere between 0.3
and 0.5. In our case, we have selected 0.4.

After selecting the support, the transaction matrix and minimum support can be
fed to the algorithm and the output result would be itemsets of various lengths. The
result of our implementation is shown in Fig. 6.

5 Conclusion and Future Work

In this paper, we present how to use ECLAT algorithm over event logs. The result
in Fig. 6 shows that the subsets of patterns that appear around 40–45% of the total
events in the log file. However, the result shown is the head part of the result class.
Many other subsets have around 50% and above support. Thus, our approach to
select minimum support is valid. ECLAT algorithm provides appearance of every
possible subset in terms of support. Thus, the output of the ECLAT algorithm
suggests strong patterns that appear frequently in the event logs with respect to the
minimum support selected.

After obtaining frequent patterns from the event logs, our further job would be to
classify the patterns as anomalies or normal events. One way this can be done is by
using Naïve Bayes filter and classify the events into anomalous or normal events
which is a supervised learning technique, wherein we feed the system with known
error patterns and normal patterns and classify the results. Another way is to
consider time series analysis for anomaly detection. In our approach by observing
the data anomaly detection over time series is difficulty as the difference between
time is very less. Thus, we are using Naïve Bayes approach.

Fig. 6 Frequent itemsets with minimum support
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CRSA-Enriched Mining Model
for Efficient Service Innovation Discovery
and Redesign in BI Applications

K.M. Rajasekharaiah, Chhaya S. Dule and P.K. Srimanmi

Abstract In present business competition, organizations are emphasizing on
optimal decision support systems (DSS) to enhance its growth-oriented decision
support system process. To meet these requirements, the enterprise solutions
facilitate certain robust and productive business intelligence (BI) applications. On
the other hand, to retain market, organizations are emphasizing on service inno-
vation discovery and its redesign (SIDRD) paradigm using BI applications. To
accomplish SIDRD, DSS-oriented BI applications require huge feedback datasets to
process where the data could be retrieved from certain feedback channel or data
warehouses (DWs). The data warehouses encompass datasets from varied resour-
ces, and to ensure optimal data extraction and retrieval, these DWs need robust data
mining schemes compatible with multidimensional data model (MDDM). On the
other hand, to provide most precise and accurate DSS applications, the data security
and its privacy preservation are inevitable. Considering all these requirements, in
this paper, a robust privacy-preserved mining model called Commutative RSA
(CRSA) has been developed and implemented with C5.0 decision tree algorithm to
achieve SIDRD objectives with BI utilities. The developed paradigm has exhibited
optimal performance for optimized accuracy, overheads, and secure rule set
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generation for BI. The performance for the developed SIDRD has been analyzed in
terms of coverage accuracy and F1 scores, and the overall system has performed
optimal.

Keywords Business intelligence � Data warehouse � Service innovation
Service redesign � C5.0 � CRSA

1 Introduction

The decision support system (DSS) plays a very vital role in ascertaining optimal
organizational decision process, and on the other hand, the intricacy of modern
business scenario needs a highly robust and effective automation software support
to optimize growth-oriented decision support [1]. This certain advanced technolo-
gies such as business intelligence (BI) are employed [2]. BI application encom-
passes numerous significances like dispersion of information, also provides
facilities for growth-oriented features to interact with customers, and makes asso-
ciated decision making to retain markets and flexible scheme for data access,
versatility, and litheness in adapting BI in organizational decision making [3]. BI
makes understand that optimal and well-calibrated sales information and guidance
for service innovation and discovery to meet market demands and to attract new
customers along with retaining old customers with value-added products [4]. BI
paradigm, on the other hand, facilitates optimal solution by facilitating the inte-
gration of information flows from clients and suppliers, service innovation, redesign
and formalization of business processes. It also might be significantly assisted due
to its appropriate and relevant data assortment, processing, and objective-oriented
information retrieval for decision support. The data retrieved or collected only from
local-based resources could not be effective to ensure optimum results for certain
DSS utilities. Therefore, the data are required to be collected from varied hetero-
geneous data sources. In such circumstances, the datasets are required to be stored
(DW) at certain well-structured medium or infrastructure where it could be effec-
tively mined and processed to ensure ultimate DSS.

The data storage infrastructure or framework called data warehouse states a
“goal-oriented, data-centric and integrated, time-variant, nonvolatile collection of
gigantic datasets which are implemented for effective decision support for BI
utilities.” It assists for online analytical processing (OLAP) resulting into superior
performance needs as compared to the online transaction processing (OLTP). Data
warehousing is a collection of decision support technologies, aimed at enabling the
knowledge workers (executive, manager, and analyst) to make better and faster
decisions. It serves as a physical implementation of a decision support data model
and stores the information on which an enterprise needs to make strategic decisions
[5, 6]. In such situations, the consideration of data warehouses and OLAP becomes
inevitable. To ensure efficient QoS and effective data processing, DWs or OLAPs
are required to be structured in certain multidimensional data model (MDDM) [7].
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Hence, the data security and its redundancy play a very significant role to ensure
most precise BI functions for DSS utilities.

In this paper, a highly robust and effective BI system has been developed
employing C5.0 decision tree algorithm-based mining module [8] that ensures
optimal classification of data for MDDM and DWs. To have a privacy-preserved
mining model for DWs, a hybrid system model based on the Commutative RSA
(CRSA) cryptosystem and C5.0 decision tree algorithm has been developed which
has been further employed for retrieving various feedback data for service inno-
vation discovery and redesign for BI applications. It not only strengthens optimal
secure data mining or processing but also reduces huge computational overheads.

Thus, the BI application for SIDRD can be employed for service prototyping,
blue printing, innovation, and its redesign to meet customers’ expectations so as to
sustain in competitive market. The system performance has been evaluated by
increasing user-based and reducing risk factors, and results have been obtained in
terms of accuracy, coverage, and F1 score. The developed system ensures optimal.
The other sections of the presented manuscript discusses like: Sect. 2 presents
related work and in Sect. 3 the proposed system model or our contributions or
results and analysis, in Sect. 4. In Sect. 5 the conclusions drawn. The references
considered for research work have been provided at the last of the manuscript.

2 Related Work

A hybrid mining model for DSS was advocated in [9] where a unified BI archi-
tecture was developed using stream mining concept. For E-commerce utilities in
[10], a BI-driven data mining (BidDM) framework was developed using
four-layered architecture based on mining processing. Chang et al. in [11] proposed
an integrated mining model with Web information which was further enhanced in
[12] where a bankruptcy prediction approach was developed using a qualitative as
well as quantitative optimization with GA [13]. For DSS utilities, the data derived
from UCI machine learning repository for data clustering was advocated in [14]. To
ensure data security in mining, [15] advocated a k-anonymity-based privacy
preservation approach that was further optimized in [16] using classification and
weighted attributes. A privacy-preserving model for decision tree mining algorithm
was developed in [17] based on the homomorphism encryption approach.

3 Our Contributions

In this paper, a BI model has been developed that emphasizes on service innovation
discovery and service redesign (SIDRD). The system encompasses varied unique-
ness in terms of classification efficiency and accuracy as well as data security under
multidimensional data model (MDDM). The system has multiple data warehouses in

CRSA-Enriched Mining Model for Efficient Service … 73



the form of MDDM that is considered where the individual data cube behaves like a
data source. To implement SIDRD, the feedback from customers is collected from
these multiple data warehouses where the datasets under consideration represent a
heterogeneous environment. In such scenario, the security of data plays a very
significant role to ensure optimal accuracy and DSS support. Hence, in order to
facilitate optimal security of the multiple data sources, we have employed a novel
cryptosystem called Commutative RSA (CRSA). Unlike traditional RSA cryptosys-
tem, CRSA possesses numerous advantages are as follows: It does not introduce
huge computational overheads for key computation, distribution, and management,
and it also reduces computational complexities. Since the organization might have
huge datasets and even with multiple DWs, in such circumstances, the data mining
and resulting classification accuracy could have concluding significances. Therefore,
taking into account these requirements, in this paper C5.0 decision tree algorithm has
been used for mining data. Thus, the combination of MDDM, C5.0 DTA, and CRSA
cryptosystem makes the overall system much robust and efficient for DSS utilities
and provides solution for business intelligence (BI) application. A brief description
of the proposed research model has been discussed in the following sections.

The overall functional procedure of the system is illustrated in Fig. 1.

A. CRSA-Enriched C5.0 Mining Model for SIDRD Business Intelligence

In this paper, a novel scheme for BI application has been developed using
Commutative RSA (CRSA) cryptosystem amalgamated with C5.0 decision tree
algorithm for data mining in MDDM-based BI environment. The implementation of
CRSA for mining process is accomplished in three consecutive steps. These are as
follows:

• Step 1: Here, the data security is facilitated for locally generated rule sets which
are followed by combined secure rule set generation which depicts the collection
of all generated rules by encompassing MDDMs in form of encrypted data
elements.
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Fig. 1 Proposed system model for DSS-oriented BI solution for SIDRD
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• Step 2: Once the combined secure rule set has been generated for C5.0 DTA to
perform data mining, the individual data sources are initiated to propagate
secure rule sets throughout the encompassing data elements or MDDM com-
ponents. Retrieving the secure rule sets, the MDDM components exhibit
decryption of data elements. Here, it must be mentioned that the initiating data
element or MDDM component performs decryption of secure rule set that is
supposed to accomplish combined rule sets.

• Step 3: This phase the data classification for unified BI representation takes
place where the employed C5.0 data mining algorithm is implemented for data
mining in MDDM elements and to classify data elements for BI utilities and
DSS functions.

B. System Model

The overall system modeling for C5.0 DTA implementation with CRSA for
SIDRD has been discussed in the following sections.

a. System Initialization

The pseudoalgorithm for initialization is given in Fig. 2.
In expression, the combined rule set YCRSetð Þ can be stated as YCRSet ¼

Nj1 [Nj2 [Nh3 � � � [Njy
� �8y which is employed for achieving data mining
results. Here, the data analysis can be done for entity MDDM elements.

Fig. 2 System initialization for CRSA
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b. Secure Rule Set Generation for Classification

The pseudocode for securing rule sets generated is given in Fig. 3.

c. Combined Rule Set Generation

The pseudoalgorithms for combined rule set generation is given in Fig. 4
The developed system ensures the optimal performance in terms of mining

efficiency, execution time, accuracy, and data security which are the key require-
ments for service innovation and redesign (SIDRD)-oriented BI utilities.

d. Amalgamation of C5.0 with CRSA for SIDRD-Oriented BI Application

In our previous work [8], the comparative analysis of CRSA with C4.5 and C5.0
had been done where C5.0 exhibited much better as compared to C4.5 algorithm.

Fig. 3 Pseudocode for rule set generation

Fig. 4 CRSA cryptosystem combined rule set generation
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Thus, the robustness of C5.0 has been incorporated in our research, and SIDRD
objective has been achieved with hybridization or amalgamation of CRSA with
C5.0 decision tree algorithm. The combined rule set generated for C5.0 data mining
for y feedback datasets is given by CC5:0

RSety ¼ Cc5:0
RjxRG CRSet; yð Þ. In other words,

CC5:0
RSety ¼ Cc5:0

RjxRG Nj1 [Nj2 [Nj3 � � � [Njy
� �

; y
� �

CC5:0
RSet y ¼ Cc5:0

RjxRG Rj1;Rj21. . .;Rj1xCub1f g[ Rj12;Rj22. . .;Rj1xCub2f gfð
[ � � � [ Rj1y;Rj2y. . .:; rl1xCuby

� ��
; y
�

Here, Rj1xCuby is stated for the highest rules generated by certain feedback
sources. Similarly, CC5:0

RjxRG depicts C5.0 mining model-based function for combined
rule generation. The derived algorithm for ultimate model with C5.0 algorithm and
CRSA for BI application in multidimensional data model (MDDM) scenario is
given in Fig. 5.

e. Service Innovation Discovery and Service Redesign (SIDRD)
Implementation

Considering the ultimate requirement of a robust and highly effective decision
support-based business intelligence (BI) utility, the system model has been
implemented for service innovation discovery and service redesign (SIDRD). The
overall system implementation has been illustrated in Fig. 1. There are predomi-
nantly 3 processes for accomplishing SIDRD objective. The implementation details
are as follows:

• Phase 1: Service Feedback Mining

In this phase, the feedback data from various data heterogeneous data sources are
processed for robust classification. In this research phase, we have implemented our
developed C5.0 data mining and CRSA-based mining model for service feedback
mining to ensure optimal classification accuracy and genuine classified data. In fact,

Fig. 5 C5.0 algorithm-based CRSA approach for SIDRD utilities in MDDM scenario
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this model exhibits the crawling of service feedback data retrieved from various
data sources, and then, the mining is accomplished in MDDM warehouse infras-
tructure. The contribution of this research phase is to facilitate most precise and
accurate classified data which can be employed for decision support system (DSS).

• Phase 2: Service Modeling

Since the SADT flow-based service descriptions are not optimal and cannot be
employed for DSS-oriented reasoning, therefore, the retrieved and processed data
are converted into an optimal structured and classified paradigm to accomplish
reasoning. In this paper, we have implemented strategic rationale model (SRM) for
presenting the service flow architecture. In fact, strategic rationale model represents
a graph-based presentation paradigm where the nodes could be goal, feedback data
resources, or tasks. In our work, the node elements have been linked together with
the help of means–end relationship and the robust task decomposition relationship.

• Phase-3 Reasoning

It might be considered as the justifying element of the SIDRD model as it
executes reasoning for service modeling and service feedback mining. In fact, the
significances of reasoning are refinement of service optimization. In our system
model, the reasoning component performs learning of C5.0 decision trees from the
strategic rationale model as considered earlier. And in DSS-oriented BI utilities,
managers or business analysts define the organizational goals or objectives. On the
basis of objectives defined, we have constructed decision tree using SRM. The data
elements in the considered privacy-presented decision tree (CRSA+C5.0) are
analyzed against the data mined, and thus, the validity of decision is verified against
mined and classified data.

4 Results and Discussion

In this paper, a robust and hybrid system for business intelligence (BI) application
has been developed. To accomplish the ultimate objective of the research work, we
have exploited and employed the contributions of our previous researches [1, 2, 31,
32]. The proposed and hence developed system has considered the effectiveness of
C5.0 decision tree algorithm [2] and Commutative RSA (CRSA)-based privacy
preservation to ensure data genuinity in multiple dimensional data model [1].
Further to ensure effective performance for service innovation discovery and service
redesign (SIDRD), we have implemented the developed hybrid system with mul-
tiple datasets where data are in heterogeneous form as feedback from customers.
The refactor services are accomplished in two consecutive terms: by increasing user
base and then increasing user base. The system has also been analyzed while
reducing user risk. The overall system performance has been analyzed by means of
varying parameters such as overall accuracy which is nothing else, but the
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BI-oriented classification accuracy, coverage, and ultimately the developed system
are analyzed for F1 score. The simulation framework has been developed on Java
platform (Figs. 6 and 7).

Figure 8 (Fig. 4) represents the F1 score stating the weighted average of pre-
cision and recall for the system under evaluation. Here, considering the results
obtained, it can be found that the F1 score is approaching toward unity (1) in
relation to the number of mined data. It illustrates the system under consideration is
much robust for higher data samples and it performs better even with higher data
counts. The higher F1 score depicts the effectiveness of the developed system for

Fig. 6 Analysis for accuracy
with respect to number of
mined data

Fig. 7 Analysis of coverage
with respect to number of
mined data for change
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ensuring optimal information retrieval and query classification or classification.
Thus, the results exhibit that the proposed system can be a potential solution for BI
utilities where every aspect of DSS-oriented BI can be fulfilled while ensuring
optimal classification, security, accuracy, and minimal computational complexity.

5 Conclusion

In present-day competitive business scenario, there is a great significance of
business intelligence (BI) to provide decision support to managers and organiza-
tional decision makers. Organization employs huge datasets and information to
perform decision making for its growth-oriented service redesign so as to retain
market or to sustain in market. In case of huge datasets for analysis, business houses
possess numerous data warehouse infrastructures or online analytical processes
where data are collected from various sources and are stored in heterogeneous
environment. In such environment, the mining of data and its classification for BI
utilities plays a significant role; meanwhile, being a heterogeneous multiuser-based
application scenario, the data security has a great significance to ensure precise
classification, decision-oriented data retrieval, and presentation. In order to
accomplish these all objectives in this paper, a highly efficient BI paradigm has
been developed using C5.0 decision tree algorithm which is recognized for its
efficient classification accuracy and mining efficiency. On the other hand, in order
to ensure robust security of datasets or its privacy preservation in multidimensional
data model (MDDM) or multiple data warehouses, the implementation of
Commutative RSA has exhibited significant role for data security. The hybrid
system utilization possesses C5.0 decision tree algorithm with CRSA cryptosystem

Fig. 8 Analysis for estimate
F1 score
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for MDDM or multiple data warehouse and its implementation for service inno-
vation discovery and service redesign (SIDRD). The ultimate system is enriched
with the effectiveness of C5.0 data mining algorithm and robust privacy preser-
vation approach that ensures optimal data processing and classification. Thus, the
final implemented system has exhibited optimal performance for accuracy, cover-
age, and F1 score. Unlike other existing paradigms, the developed system has
emphasized on overall system optimization and decision support-oriented BI
efficiency.
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Market Production Assessment Using
Optimized MapReduce Programming

Mohit Dayal and Nanhay Singh

Abstract Big data, an easily catching phrase is given to huge and complex amount
of data where data size exceeds by terabytes and zetabytes and more. Twitter,
Facebook, and other sites are generating enormous amount of data on regular basis
and performing analysis on it using various tools and technologies. There is a surge
in development of analyzing tools as this much amount of data cannot be processed
by the traditional tools. Big data analytics refer to the techniques that can be used
for converting raw data into meaningful information which helps in business
analysis and forms a decision support system for the executives in the organization.
In this paper, we analyzed and evaluated the market of 14 countries through
optimized MapReduce program to find out the total percentage of products pro-
duced by different market of different countries. Based on the probability, the
products are categorized on the basis of high, medium, and low and then for each
country we found out the total count of the market that is producing widely. The
objective of this analysis was to evaluate the market of each country on the basis of
various goods produced by different market. Production of some goods is highly
concentrated while others are widely produced. Market experts have to come up
with new and innovative idea and technologies in order to increase the production
of the concentrated products. So that even distribution of production can be seen in
the country.
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1 Introduction

Amount of data being generated and produced are perpetually snowballing over the
years and will continue to do so in the coming future. A survey has indicated that
there will be 50% growth in data from 2010 to 2020 only [1]. It is not easy to look
out for information from the silos of data from our naked eyes. An upward step is
imperative and essential to harness large data sets. Storing of data is not restricted
by any constraint like data type, data format, scope of data, and age of data, and so
on. Many companies focus on gathering old files, archive files, and current data to
predict results and to gain better insights [2]. Big data is everywhere. Any stan-
dardized definition has not been given by anyone for Big data. Many companies
define it according to their requirements and which fits for the best. There is a surge
in development of analyzing tools as this much amount of data cannot be processed
by the available database tools [3]. Gartner has defined Big data by giving three
characteristics prevalently known as 3 V’s of Big data. Later on, IBM defined one
more characteristic and provided the theory of 4 V’s. It also includes the 3 V’s
given by Gartner. Analytic souk is leaving no stone unturned to tame the available
data that yield interesting results and better insights of industry or organization [4].

• Volume: Size of data is what responsible for this characteristic. Big data means
not only data which are in large in size, but data which outstrip a particular limit
and cannot be analyzed using on-hand database tools. It corresponds to data at
rest. Many firms like eBay, Twitter use Big data analytics to salvage important
information.

• Velocity: It refers to the rate at which data arrives and action is performed on it.
It is related to data in motion. It is mandatory to process and respond data that
arrives in few milliseconds to seconds. This is an essential condition for
real-time applications which require abrupt response [5].

• Variety: This characteristic defines diversity in data that can be considered as a
part of Big data. Big data can handle various data type formats. Structured data,
being the conventional data form, is a part of data format. Other types of data
formats are semi-structured and unstructured forms. Audio, video, images for-
mats all are admissible data types which can be stored and harnessed [5].

• Veracity: With large amount of data, uncertainties and ambiguities in data
comes as well. It corresponds to data in doubt [6]. It is not an acknowledgment
feature and must be removed before proceeding to further stages.

In this paper, we analyzed and evaluated the market of 14 countries through
optimized MapReduce program. The objective of this analysis was to evaluate the
market of each country on the basis of various goods produced by different market.
Production of some goods is highly concentrated while others are widely produced.
Market experts have to come up with new and innovative idea and technologies in
order to increase the production of the concentrated products. So that even distri-
bution of production can be seen in the country.
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2 Research Methodology

Figure 1 describes the research methodology adopted. The first step involves
identification of problem and then adopting appropriate approach and strategy to
solve the problem.

Data cleansing is one of themost important component required in data analytics. It
includes data cleansing, data extraction, removing duplicates, and converting it into
standardized schemas. Hadoop MapReduce offers a perfect framework to perform
these tasks in parallel with large data sets. Data can be loaded through: (i) Apache
Sqoop: It has been designed to move voluminous data from structured data stores. It
specializes in connecting with RDBMS andmoves the structured data into the HDFS;
(ii) Apache Flume: Flume has a simple and flexible architecture which is used for
injecting unstructured and streaming flow of data into Hadoop distributed file system
(HDFS). The Hadoop distributed file system (HDFS) is a highly scalable and dis-
tributed file system for Hadoop. HDFS is able to store file big in size across multiple
nodes in a cluster [7]. It is reliable as it replicates the data across the nodes, and hence,
theoretically does not require redundant array of integrated devices (RAID) storage.
MapReduce is a programming paradigmwhich can do parallel processing on nodes in
a cluster. It takes input and gives the output in formof key–value pairs [8].MapReduce
is able to achieve all this by simply dividing each problem into two broad phases: the
map phase and the reduce phase. After collecting the data, it has to be processed so that
meaningful information can be extracted out of it which can serve as decision support
system. Therefore, the analysts need to come up with a good technique for the same.
One way of achieving this is MapReduce; it permits filtering and aggregation of data
stored in the HDFS so as to gain knowledge from the data. However, writing
MapReduce requires basic knowledge of Java along with sound programming skills

Fig. 1 Research methodology
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[9]. Assuming one does possess these skills, even after writing the code, which is itself
a labor-intensive task, an additional time is required for the review of code and its
quality assessment. But now, analysts have additional options of using the Pig Latin or
Hive QL. These are the respective scripting languages to construct MapReduce
programs for two Apache projects which run on Hadoop, Pig and Hive [10]. The
benefit of using these is that there is a need to write much fewer lines of code which
reduces overall development and testing time. These scripts take just about 5% time
compared to writing MR programs.

3 Experimental Analysis

In this paper, we analyzed and evaluated the market of 14 countries through
optimized MapReduce program to find out the total percentage of products pro-
duced by different market of different countries. Based on the probability, the
products are categorized on the basis of high, medium, and low and then for each
country we found out the total count of the market that is producing widely. The
objective of this analysis was to evaluate the market of each country on the basis of
various goods produced by different market. Production of some goods is highly
concentrated while others are widely produced. Market experts have to come up
with new and innovative idea and technologies in order to increase the production
of the concentrated products. So that even distribution of production can be seen in
the country.

The data set was in .csv format which was first cleaned by removing the missing
values and other inconsistent values. Fully distributed Hadoop cluster was used to
store and process the voluminous data

N = number of records
Percentage [i][j] = percentage of products produced by jth market of ith country
Sort records according to country such that markets belonging to same country

are consecutive in list

Mapper Algo

{

i = 1

while( i <=N)

{

j = 1;

Country = r[i].country

while(j <=N && r[j].country = country)

{

C = count of product marked as ‘y’ by market

percentage[i][j] = (C/15) *100

j ++

}
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i = j;

}

c[24]: count of markets producing ith product

for ( i = 1 to N)

{

for all products p produced by ith market, c[p] ++

}

category[i] = category of ith product (high/med/low)

for ( i = 1 to 15)

{

if (c[i]/24) > 0.6

{

category[i] = high

}

elseif( (c[i]/24) < 0.6 && (c[i]/24) > 0.4)

{

category[i] = med

}

else

(

category[i] = low

}

count_high = count of market that comes under high category for all prod-

ucts ‘p’ that are marked as high

{

for( i = 1 to N)

{

if ith market produce product p,

count.high ++;

}

}

Reducer Algo

{

percentage[][]: percentage of products produced by different mar-

ket by different countries

category[] = category of all 15 products [high/med/low]

count_ = count of markets that come under category high

}
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4 Results Interpretations

(1) Through the first graph, we can conclude that some of the goods are widely
produced by the markets of different countries while production of some goods
is highly concentrated. Market experts have to come up with new and inno-
vative idea and technologies in order to increase the production of the con-
centrated products. So that evenly distribution of production can be seen in the
country (Fig. 2).

(2) Through second table, we conclude that production of some products is high in
some country while low in others. Market experts have to come up with
powerful ways to increase the output in order to meet the growing demands of
the customers (Fig. 3).

(3) Through third graph, it could be outlined that Germany is the major
product-producing country. Experts may take the ideas by analyzing the pro-
duction trends of Germany in order to uniformly distribute the production of
each product in their own countries (Fig. 4).

5 Limitation

The various limitations of this analysis include:

1. There could be more techniques through which aadhaar data set could be
analyzed.

Fig. 2 Total percentage of products produced by different countries
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2. Fully distributed Hadoop cluster mode is used.
3. The main limitation includes few publications and non-English publications

which were excluded; therefore as authors, we could not claim that the work has
not been printed in other languages.

6 Conclusion

In this paper, we analyzed and evaluated the market of 14 countries through
optimized MapReduce program to find out the total percentage of products pro-
duced by different market of different countries. Based on the probability, the
products are categorized on the basis of high, medium, and low and then for each
country we found out the total count of the market that is producing widely. The
objective of this analysis was to evaluate the market of each country on the basis of
various goods produced by different market. Production of some goods is highly
concentrated while others are widely produced. Market experts have to come up
with new and innovative idea and technologies in order to increase the production
of the concentrated products. So that even distribution of production can be seen in
the country.
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Fig. 4 Count of market coming under high category
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Ultra-Wideband Slotted Microstrip Patch
Antenna for Cognitive Radio

M. Abirami and K.R. Kashwan

Abstract In this chapter, an ultra-wideband (UWB) slotted E-shaped microstrip
patch antenna is designed, and simulation tests are carried out for the applications of
cognitive radio and navigation system. The antenna is designed in such a way that it
suits for cognitive radio networks. Normally, a bandwidth remains underutilized in
cognitive radio network. To utilize the bandwidth efficiently, two different types of
antennas, ultra-wide bandwidth antenna and reconfigurable antenna, are used. FR4
substrate is used with inset feeding technique employment. The simulation tests are
carried out on ADS toolbox. It has reduced both the fabrication complexity and
cost. E-shaped microstrip patch antenna is tested for functional performance with
the frequency range 2–4 GHz. A return loss is observed in the range from −12 to
−35 dB. Gain is about 9 dB, and efficiency varies from 72 to 100%.

Keywords Cognitive radio networks � UWB slotted microstrip patch antenna
ADS tool � FR4 substrate � Inset feed

1 Introduction

Cognitive radio is an intelligent radio which allows changing the system parameters
according to the environment. It can adapt to a new situation easily to keep up the
quality of service. Cognitive radio networks provide solutions for spectrum con-
gestion issues and uncertainty in occupancy of spectrum. The case can be that of
continuous use of one spectrum band while other frequency spectrum is unused most
of the time. This problem can be minimized by using one frequency band by other
user who faces congestion. System and antenna flexibility can improve the cognitive
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radio performance. Cognitive radio is operated in two modes, sensing mode and
operating mode. UWB antenna is used for sensing mode, and narrowband antenna is
used for operating mode. Sensing antenna senses the radio environment.
Subsequently, the system can analyze the environment to reach on prediction and
decision. Then, the system is reconfigured or adapted, depending upon the envi-
ronment. The process of sensing and reconfiguration improves the system perfor-
mance. There are two types of users in cognitive radio network, primary users and
secondary users. Primary users are licensed user, and secondary users are unlicensed
user. Operation of cognitive radio system helps the secondary user to use the
spectrum of licensed band while the primary user is not using spectrum. If the
primary user needs spectrum, then secondary user has to vacate the licensed band.
Operation of cognitive radio system is shown in Fig. 1, as a flow diagram.

Microstrip patch antenna is a low profile and a low volume antenna. The
microstrip patch antenna is also called as a printed or patch antenna. It is used in
spacecraft, aircraft, satellite, and missile applications. It is of small size, light
weight, and inexpensive. It has high performance, can be easily installed, and has
low profile. These requirements are suitable for commercial applications such as
mobile radio and wireless applications that have related specifications.

For design and implementation, an UWB antenna is used for cognitive radio
networks. E-shaped antenna is integrated with slots to improve the performance for
cognitive radio communication. Inset feed is also selected based on suitability and
better performance. It provides superior gain and is easy to implement the archi-
tecture. The FR4 substrate is selected, since it is inexpensive and easily available.
The substrate has reasonably high dielectric consent and performs with high sta-
bility even in extreme environment. The substrate sheets are also easily available
with various thicknesses.

2 Literature Review

E-shaped antenna with frequency reconfigurable property is used to solve the
challenging cognitive radio problems. Reconfigurable antenna has the ability to
switch over the frequency, polarization, and patterns. Reconfiguration is achieved

Radio Environment

Adaptation Sensing

Reasoning Analysis

Fig. 1 General block diagram showing operation of cognitive radio system
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with help of RF MEMS switches and two algorithms such as nature-inspired
optimization and particle swarm optimization technique. Operating frequency range
of this design is from 2 to 3.2 GHz. Slot dimensions are varied to achieve wide
bandwidth which is double the times of original E-shaped patch bandwidth [1].

Wideband E-shaped microstrip patch antenna with two slots is introduced in
order to increase bandwidth. The slot length, width, positions, etc., are optimized to
achieve wide bandwidth, and an operating frequency range varies from 1.9 to
2.4 GHz. This design has features such as small size and simplicity which are
applicable to modern time wireless communications standards. An array of antenna
is used to optimize and to maximize the performance for WiMAX applications,
especially for the transceiver system [2].

Frequency reconfigurable steering wheel-shaped antenna along with four
RFMEMS switches was used to improve performance of cognitive radio systems at a
frequency range from 6.25 to 8.25 GHz. Rectangular–circular patch antenna design
was used by research work reported in [3]. The antenna structure is rectangular patch
at the center, and a ring-shaped circular patch antenna is placed around the rectan-
gular patch. The reconfiguration of antenna is obtained by placing four RF MEMS
switches in between encircled patch and driven patch. Frequency reconfiguration is
done by altering the shape of the antenna. It operates at seven different frequencies. It
provides sufficient radiation characteristics, directivity, bandwidth, and minimum
return loss without any extra impedance matching device [3].

Frequency reconfigurable wideband E-shaped patch antenna using particle
swarm optimization is reported by [4]. Reconfigurability is achieved through ideal
switches. This design has frequency range from 2 to 3.25 GHz. Particle swarm
optimization technique is proposed in this design. Frequency reconfigurable con-
cept is done by turning ON and OFF the switches to short and open the bridges [4].
The satellite downlink applications have found newer designs to suit the specific
requirements [5].

E-shaped microstrip patch antenna is used for wideband application. It provides
broad bandwidth in various applications such as remote sensing, biomedical
application, satellite communication, and mobile radio applications. Simulations are
performed using high-frequency structure simulator (HFSS). Coaxial or probe feed
technique is used for this design. Operating frequency range of this design is from
8.80 to 13.49 GHZ. Improved VSWR is obtained in this system [6].

A selective frequency reconfigurable antenna is used for cognitive radio appli-
cation. Reconfiguration is achieved with help of inserting PIN diode switches into
‘T’ slot filter. This proposed antenna design operates at 3–10 GHz of wideband and
six narrowband of 3–5 GHz. Antenna patch is a combination of two semicircular
patches. UWB antenna is used for sensing the entire band and then switch its
bandwidth to selective suitable sub-band. Pre-filter is used to communicate without
any interference. It has low distortion which increases the gain more than 70% [7].

PSO and FDTD algorithms are combined together and implemented in rectan-
gular patch antenna and E-shaped patch antenna to verify the results from these two
antennas. These techniques are mainly used to reduce the computational time.
PSO/FDTD algorithm is like bees searching for food. This algorithm is used to find
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the best space for users in wireless communication. PSO kernel is used for this
algorithm. Particle swarm, iterations, and particle position are allocated randomly.
Personal best is defined as the particle achieves its best fitness value. Global best is
perfect fitness value conquered by any particle. RPC scheme regenerates the record
for fitness value. Non-repeated position is updated each time. Repeated position is
assigned directly from the previous iteration value. Processing time is further
reduced by employing parallel processor. This technique is implemented in rect-
angular and E-shaped patch antenna to improve the performances of the antenna
with these algorithms [8]. A design for cognitive radio networks consists of two
structures. First, structure is an ultra-wideband antenna used for channel sensing.
Second, structure is triangular-shaped antenna for frequency reconfiguration pur-
pose. Frequency reconfiguration is done by rotating triangular-shaped antenna.
Both structures are implanted into the same substrate. A coupling loss is less than -
10 dB. FPGA can be used in future to control the rotating motion of antenna and to
cover wider bandwidth from 700 MHz to 11 GHz [9].

An UWB sensing antenna and a frequency reconfigurable antenna are integrated
into the same antenna substrate. The UWB antenna searches for vacant spectra,
whereas the reconfigurable antenna concurrently tunes its operating frequency to
the equivalent frequency found out by the sensing antenna. Frequency reconfig-
urability is implemented via a rotational motion of antenna patches [9]. This
eliminates the use of any bias lines as with the case of RF MEMS, PIN diodes, and
lumped elements. A sample patch antenna is fabricated to check the proposed
method. In the fabricated model, a stepper motor is incorporated which is controlled
by computer [10].

A wideband E-shaped patch antenna is designed for high speed wireless com-
munication systems. This design is operated at 5.15–5.825 GHz frequency. In a
rectangular patch, two parallel slots are introduced which forms the E-shape
antenna. Low dielectric constant is used for the substrate to get a compacted
radiating structure which meets the demanding bandwidth necessity. It achieves the
return loss less than −10 dB. The other general reference on patch antenna theory
and specific applications can be referred from [11–15].

3 Methodology

3.1 Antenna Design Layout

E-shaped UWB antenna is designed with the ADS tool. FR4 substrate with
dielectric constant of 3.5 and inset feed techniques is introduced with this design.
Ground plane is designed with the dimensions of 100 mm � 120 mm. Layout
design of UWB patch antenna is done with the dimensions as shown in Fig. 2a, b
with architectural view as illustrated therein.
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Here, L is the length of patch antenna, W is width of the antenna, Ws is width of
the slot, Ls is length of the slot, and PS is slot position. Figure 2b shows the
dimensions of UWB antenna design.

3.2 Analysis for Different Designs

Different substrate and different feeding techniques are used with the E-shaped
patch antenna, and the results are compared to analyze that which type of technique
is suitable for the proposed system of antenna. Four different analyses are sum-
marized as follows.

(i) E-shaped patch antenna with Roger substrate and inset feed
(ii) E-shaped patch antenna with Roger substrate and coaxial feed
(iii) E-shaped patch antenna with FR4 substrate and inset feed
(iv) E-shaped patch antenna with FR4 substrate and coaxial feed

3.3 Layout Work

Layout design of (i) and (iii) is similar. Likewise, layout (ii) and (iv) are similar.
These are illustrated, respectively in Fig. 3a, b.

Dimensions of Patch Antenna

1. W = 95.9 mm

2. L = 44.3 mm

3. Ls = 28.6 mm

4. Ws = 11.4 mm

5. Ps = 13.1 mm

(a) (b)

Fig. 2 a Design architecture and b dimensions of E-shaped patch antenna
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For UWB slotted patch antenna, inset feed design is chosen. Layout design of
E-shaped patch antenna. Rectangular slot is introduced in the patch antenna. Return
loss is improved which in turn improves overall performance of the antenna.
Figure 4a shows general view of design of antenna. The slot is illustrated in Fig. 4b.

3.4 Different Substrates in Design

Substrate is designed with Roger with dielectric constant of 2.2, and FR4 which has
3.5 as a dielectric constant. Both are designed with thickness of 1.6 mm. These are
shown in Fig. 5a–d, respectively.

3.5 Substrate Layout Design

FR4 substrate is used for this antenna design with the thickness of 1.6 mm. Ground
plane is designed with Roger_RO4350 material with 10 mm thickness. Frequency
is set as 2–4 GHz. Simulation is done with this design. These are shown in Fig. 6.

Fig. 3 Layout design for a first and third analyses b second and forth analyses

Fig. 4 Layout design of E-shaped patch antenna a without slot and b with slot, respectively
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4 Results and Discussions

Coaxial feed provides better return loss and radiation efficiency, but it is difficult to
fabricate. Inset feed provides superior gain with ease of fabrication. FR4 substrate is
less expensive compared to Roger substrate. Based on the analysis, antenna is
designed with FR4 substrate and inset feed. Then, finally, the slots are set up in
patch antenna. Return loss is obtained with less than −10 dB. While the slots
increased, better return loss is obtained. Feed and substrate design are chosen based
on the results analyses. Table 1 shows the antenna parameters.

4.1 Results of Patch Antenna

Results obtained for UWB patch antennas without slot are shown in Fig. 7a, b. The
return loss is at about −20 dB. Gain is about 9 dB. These are −30 and 9 dB,
respectively, for slotted design, as shown in Fig. 7c, d. Performances of the antenna
are improved for the cognitive radio application. FR4 substrate and inset feed

Fig. 5 Substrate layers layout with feedback types and conductor planes layout a roger substrate
with coaxial type feed b FR4 substrate with inset type feed c FR4 substrate with coaxial feed
d roger substrate with inset feed

Fig. 6 FR4 substrate design of UWB antenna for both slotted and unslotted
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reduce the cost and complexity. Antenna parameters are shown for both UWB
antennas with and without slots in Table 2.

4.2 Results for Slotted Patch Antenna

Figure 7 shows the results of UWB patch antenna design with and without slots. It
provides better return loss at −30 dB. Antenna parameters are analyzed which also
provide better performance with the UWB antenna which is designed without slots.
Figure 7c, d shows antenna parameters of slotted UWB antenna.

Table 1 Results of analysis work

Patch designs Return
loss (dB)

Directivity
(dB)

Gain
(dB)

Efficiency
(%)

E-shaped antenna with roger substrate
and inset feed

−24 9.55 9.55 100

E-shaped antenna with roger substrate
and coaxial feed

−23 8.28 6.85 72

E-shaped antenna with FR4 substrate
and inset feed

−12 9.65 9.65 100

E-shaped antenna with FR4 substrate
and coaxial feed

−35 8.14 8.14 100

Fig. 7 FR4 substrate design of UWB antenna with inset feed, a return loss and b phase margins
without slots, c return loss and d phase margin with slots, respectively
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5 Conclusion

UWB slotted microstrip patch antenna is used for solving cognitive radio network
problems. It can also be used as a navigation system for navigating and guiding
visually challenged persons. In this case, two antennas are required to communicate
from bus to blind people and vice versa. Slots reduce return loss which in turn
improve overall antenna performance. UWB slotted microstrip patch antenna is
designed with frequency range from 2 to 4 GHz. The antenna design is simulated
and validated using ADS software. The performance of an antenna is analyzed by
varying the substrate and properly selecting the dimensions of the slots. Finally, if
the appropriate characteristics of an antenna are obtained, then it is fabricated. In
future, slots and patch dimensions are varied to obtain better results. The wider
applications can be applied for the design of patch antennas.
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A Robust Framework for the Recognition
of Human Action and Activity Using
Spatial Distribution Gradients and Gabor
Wavelet

Dinesh Kumar Vishwakarma, Jaya Gautam and Kuldeep Singh

Abstract The objective of this paper is to propose a new approach for video-based
human action and activity recognition using effective feature extraction and clas-
sification methodology. Initially, the video sequence containing human action and
activity is segmented to extract the human silhouette. The extraction of the human
silhouette is done using texture-based segmentation approach, and subsequently,
the average energy images (AEI) of human activities are formed. To represent these
images, the shape-based spatial distribution of gradients and view independent
features are computed. The robustness of the spatial distribution of gradients feature
is strengthened by incorporating the additional features at various views and scale
which is computed using Gabor wavelet. Finally, these features are fused and result
a robust descriptor. The performance of the descriptor is evaluated on publicly
available datasets. The highest recognition accuracy achieved using SVM classifier
is compared with similar state-of-the-art and demonstrated the superior
performance.

Keywords Human action and activity recognition � Spatial distribution of
gradients � Gabor wavelet � Support vector machine
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1 Introduction

In recent years, human action recognition (HAR) has been of great interest in
computer vision due to its various applications and need in surveillance, assistive
health care, ambient intelligence and human–computer Interaction systems [1–4].
Since HAR system has become a recent field of research, human action classifi-
cation has come out with much advancement [5, 6]. The changing shape and size of
a person moving in different directions with respect to a single camera affects HAR
system. The other challenging factors include illumination condition, body postures
variations, occlusion, cluttered background and performance rate [7]. The system
which can adapt to these changes and perform classification accurately is consid-
ered as a sober HAR system. The task is challenging due to the environmental
conditions and human body taxonomy. In this paper, a novel approach is proposed
in the feature extraction part of recognition system for accurate activity recognition
like running, jogging, skipping, boxing. There are two types of feature descriptors,
namely shape- and motion-based descriptors [8].

The philanthropy given by this paper for efficient representation of human
actions is in feature extraction. Firstly, entropy-based texture segmentation is used
for foreground detection in which human activity silhouettes are extracted from the
video sequences [9]. The various silhouettes from the activity are used to get the
average energy image (AEI) features for each activity. The average energy image is
a unique feature for an activity in such a way that the actions performed by the same
person, i.e. intra-class variations are reduced and the actions performed by different
persons are maximized, such that more discriminative information can be extracted
for classification. The spatial distribution of gradients (SDGs)-based descriptor is
applied on average energy images for computation of feature vector in [9–11].
The SDGs are computed for three levels and instead of going to the fourth level, the
previously computed three level parameters are concatenated for reducing the
dimension of feature vector. SDGs have a disadvantage of finding features in single
orientation. To overcome this problem, Gabor filters are applied to the SDGs fea-
ture vector for effective representation of human activity as used in [12]. Gabor
filters extract information by changing scale and orientation. These SDGs-Gabor
features are exploited for each human activity category of dataset, on which support
vector machine is applied for classifying the activity performed in a video.

The rest of the paper is organized as follows: Sect. 2 presents the proposed
framework in which the methods used for feature extraction are described. The
experimental work, the details of the dataset used and discussion of the result are
given in Sect. 2.
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2 Proposed Framework

The basic framework of our proposed approach is depicted in Fig. 1 and each block
is described in following subsections. Our method is based on the silhouette
extraction of the human body by segmentation for each video of various activities.
Then, average energy image (AEI) features are computed from segmented sil-
houettes and region of interest (ROI) is obtained for each activity. Thereafter,
SDGs-Gabor feature extraction and classification are used.

3 Extraction of Human Silhouette

In human activity recognition, silhouette extraction by segmentation is considered
as a challenging task due to illumination changes, background variation, noise,
occlusion, shadows, etc. In silhouette extraction, the fundamental step is to detect
the foreground by using textural property differences of human body from the

Input Video Sequences

Texture based Segmentation

Formation AEI & ROI 
Selection

Computation SDGs Computation of Scale and 
Orientation

Classification

Activity Recognized

Fig. 1 Flow diagram of proposed framework
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whole scene. In the past, Gaussian mixture model (GMM) and local binary pattern
(LBP)-based methods have been widely used. A textural-based segmentation
technique using gray level co-occurrence matrix (GLCM) is proposed in [13]. After
that, various textural feature-based segmentation methods have been proposed [14].
Different techniques describing the texture properties were originally proposed in
[13] in which a matrix called gray level co-occurrence matrix is presented that
describes the texture features on the basis of intensity variations in different
directions.

There are different features for textures in which entropy is the most widely used
parameter for describing the textural properties. Entropy measures the randomness
of the gray level distribution of an image and can be computed using Eq. 1.

Entropy ¼ �
X

i

X

j

q i; jð Þlogq i; jð Þ; ð1Þ

where q i; jð Þ represents the i; jð Þth entry in normalized gray level co-occurrence
matrix. A high value of entropy means a random distribution. For representing
different textures present in an image, an entropy filter is made in an image. For
each pixel, a filter matrix is generated and the entropy value is determined in its
9� 9 neighbourhood [15]. This filter matrix is converted to binary form by
applying thresholding which gives image with white spots.

In our database, the frames of videos are two textured, therefore after thresh-
olding, one of the parts in image contains one type of texture and another part
contains different type of texture. One such texture part is used as a mask for getting
a human blob. Segmented image is formed by applying this mask on the raw image
and silhouette is extracted.

4 Formation of AEIs

There are various methods which are used for representing human activities. Some
of them are feature descriptors, bag of features representations, local features,
feature detectors, etc. [1]. In this paper, average energy image features are
exploited. The human body silhouettes are extracted for each video sequence of
various activities. Let S ¼ S1; S2; ; . . .::Snf g be a set of the human silhouettes from a
video clip, where Si is the ith binary human silhouette and n represents number of
frames.

Having obtained silhouette image set, each video sequence is represented by an
average energy image (AEI) [10] as a feature vector which is a gait energy image
extension [16]. The average energy image is evaluated using Eq. 2.
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AEI p; qð Þ ¼ 1
n

Xn

i¼1

Si p; qð Þ; ð2Þ

where p and q are coordinates of Si. The average energy images are cropped to
determine the region of interest (ROI) to reduce the dimension of the image. The
ROIs are resized to 64� 38 for better representation of the average energy images.
Average energy features are exploited such that it minimizes the intra-class varia-
tions. Figure 2 depicts the ROIs and AEIs of various video clips of an activity.

5 SDGs Computation

In this section, an image is represented by its distribution among edge orientations,
i.e. local shape and its spatial arrangement which is dividing the image into blocks
at multiple resolutions. SDGs descriptor is a spatial pyramid representation of HOG
descriptor The SDGs descriptor is evaluated by computing histogram of orientation
gradients in each image sub-region at multiple resolution level and past study shows
that it reached good performance [17]. The quantization of edge orientations into
K-bins over an image sub-region describes the local shape. Each of the bins rep-
resents the number of edges having a particular range of angular orientation. The
weight of each edge is calculated by its magnitude and contributes accordingly.

A
V
E
R
A
G
E

AEI

ROI

Fig. 2 Process of AEI formation and ROI extraction
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The image is divided at several pyramid level to form cells. Along each
dimension, resolution level l grid has 2l cells The HOG descriptors are computed
for each grid cell at each pyramid level and are concatenated to give SDGs image
descriptor [18, 19]. Accordingly, 0 level is depicted by K vector in analogous to the
K-bins of the histogram, level 1 represented by a 4 K-bin histogram, etc., and for
the complete image, SDGs descriptor is a vector with dimensionality K

P
l2L 41.

For example, L = 1 level and K = 8 bins has 40 dimension SDGs vector. In our
method, the levels are constrained up to L = 3. To assure that images having more
edges are not weighted strongly than others, SDGs is normalized to unity. The
vectors at each level are concatenated such that the loss of spatial information is
minimized. Figure 3 shows the SDGs descriptor at each level.

6 Computation of Scale and View

The Gabor filter is widely used in numerous applications, and it has come out as a
robust method under view point and illumination changes [20]. The most prominent
characteristic of the Gabor filter is that it captures the spatial location, orientation
and frequency characteristic features [21]. In addition to that, Gabor function gives
the best time-frequency resolution for signal analysis. Gabor filters extract the edge
information by changing the scale and orientation. A 2D Gabor filter defined as a
complex sinusoidal plane of certain frequency and orientation modulated by a
Gaussian envelope [22]. A two-dimensional Gabor filter in the spatial domain [23]
is given as:

G x; y; h; u; rð Þ ¼ 1
2pr2

e�
x2 þ y2

2r2 � e 2pi ux cos hþ uy sin hð Þf g; ð3Þ

where u denotes the frequency of the sinusoidal wave, orientation of the function is
controlled by h and r is the standard deviation of the Gaussian envelope [24]. In

Fig. 3 Gabor filter banks: a real parts of Gabor filter banks at three scales and eight orientations,
b corresponding magnitude part
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this work, Gabor Filter banks of five scales and eight orientations are implemented
with a total of 40 filters. Gabor filters are applied on the average energy images to
give Gabor features. These features are concatenated with SDGs features to give
SDGs-Gabor feature vector. Figure 4 shows the Gabor filter banks for three scales
and eight orientations. One part is showing the real part of Gabor filter, whereas
another is showing the imaginary part of Gabor filter bank.

7 Experimental Result

To demonstrate the effectiveness of the proposed method, we implemented our
approach on two public datasets, the KTH dataset [25] and the Weizmann dataset
[26]. In this work, for each activity video, the video frames are segmented to give
silhouettes which are then averaged to evaluate average energy image features. The
region of interest (ROI) containing only the human body is extracted, i.e. frame of
size 64 � 48 is used to represent the average energy image of an activity sequence.

The SDGs features are evaluated at level 0 to give 8 dimension long vector, level
1 has 40 dimension vector, level 2 has 168 long vector. The concatenated SDGs
vector of all three levels has a 216 dimension feature vector. In addition to this,
Gabor features are also exploited. Gabor filters of five scales and eight orientations
are generated and are applied to the average energy image to have 40 images. The
mean and variance values of each image are computed and are arranged to give 80
dimensions Gabor feature vector.

The final feature vector in our method comprises of both the SDGs and Gabor
features to give 296 dimension feature vector. In training of the classifier, 60 videos
are used while testing is done using 20 video sequences for KTH dataset. For
Weizmann dataset, six are used for training purpose, whereas three are used for
testing of classifier. For each dataset, recognition accuracy is calculated as a
parameter to show the efficiency of our method. The average accuracy is evaluated
using Eq. 4 and expressed as:

Fig. 4 Classification results a KTH dataset. b Weizmann dataset
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Accuracy ¼ TPþTN
TPþTNþ FPþ FN

� 100%; ð4Þ

where TP is true positive, TN is true negative, FP is false positive and FN is false
negative.

8 Classification Accuracy

The classification results of the proposed approach are depicted in Table 1 and
Table 2 on two different datasets. The proposed method is compared with earlier
works. The purpose of the comparison is to show the efficiency of the proposed
feature descriptor with the existing methods. The comparison is made by analysing
the highest ARA achieved on each dataset. The highest ARA is achieved using our
method comprises of SDGs-Gabor-based feature description.

The confusion matrix for KTH dataset by giving 20 sequences for validation
purpose is shown in Fig. 4a. It can be seen that the classification accuracy of 94.5%
is achieved which is a satisfactory result as compared to other methods. Figure 4b
shows the cross validation test results of Weizmann dataset without the skip action.

Table 1 Comparison of recognition accuracy with similar state-of-the-art techniques on
Weizmann dataset

Method Parameters

Classifiers Test scheme ARA (%)

Gorelick et al. [26] KNN LOSO 97.5

Chaaraoui et al. [27] KNN LOSO 92.8

Wu and Shao [28] SVM LOSO 97.78

Goudelis et al. [29] SVM LOPO 95.42

Touati and Mignotte [30] KNN LOO 92.3

Proposed method SVM LOO 97.8

Table 2 Comparison of recognition accuracy with similar state-of-the-art techniques on KTH
dataset

Method Parameters

Classifiers Test scheme ARA (%)

Sadek et al. [31] SVM – 93.30

Saghafi and Rajan [32] KNN LOO 92.6

Goudelis et al. [29] SVM LOPO 93.14

Rahman et al. [33] KNN LOO 94.49

Conde and Olivieri [34] KNN – 91.3

Proposed method SVM – 94.5
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The success rate of 97.8% is achieved in our work which is better in comparison to
the state-of-the-art methods.

The highest recognition accuracy achieved on these datasets are compared with
the other similar techniques and as given in Tables 1 and 2. Table 1 presents the
comparison on Weizmann dataset, and Table 2 presents the comparison on KTH
human action datasets. The test methodology used in these approaches are
leave-one out (LOO), leave-one-sequence-out (LOSO). Leave-one-person-out
(LOPO) and classifier is SVM. Therefore, the comparison is fair enough as the
experimental set-up used in our approaches is similar to that in other methods. The
high accuracy is achieved due to the use of spatial and multiview information
exploited using SDGs-Gabor-based feature description. Hence, it can be said that
the proposed framework is robust to handle the view problems.

9 Conclusion

In this work, a human activity recognition system is made robust by exploiting the
SDGs-Gabor-based features on average energy images. The recognition rate is
increased by employing this technique of feature extraction. Firstly, the silhouettes
are extracted accurately using texture segmentation, and then the average energy
image features are computed. Secondly, the SDGs vectors are evaluated which are
exploiting the spatial properties. The last step is to make the feature descriptor
invariant to rotations and scales by computing the Gabor-based features. In
regardless to the satisfactory performance, this approach is still less effective under
object occlusion and can be further optimized. For future work, one can optimize
the method further to achieve good performance even with the challenges of
occlusion.
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Design of a Cloud-Based Framework
(SaaS) for Providing Updates
on Agricultural Products

Kuldeep Sambrekar, Vijay S. Rajpurohit
and S. Bhagyashri Deyannavar

Abstract Nowadays cloud computing is providing a step which brings technology
into all the fields to make them convenient and more useful. Here this technology is
used in agriculture field to design a cloud-based framework which provides the
updates on mobile phone that would be helpful to the user to get required infor-
mation anytime and anywhere. The cloud computing technology is provided with a
knowledge base expert system and automatic updates, which gives an establishment
and recognition to the farmers and their products. In this proposed system, the data
will be provided to the cloud. The framework is designed, which may vary from
pricing, availability, storage, weather, need of various products on the market and
receiving some cropping advices. Here a cloud-based framework gives a great
recognition to farmers and the agriculture. It helps to know the best prices for
products and varies exact demand in the market. This proposal is the initial step to
induce a new green revolution in our nation.

Keywords Cloud computing � Agriculture � Knowledge base � SMS updates

1 Introduction

Farmers are the backbone of our nation; our whole world population depends on
farmer’s cultivation. Agriculture contributes a major role of the economical value in
India. Growth and wealth of the Indian economy depends on the path of agricultural
production. This meets the complete demands of some individuals. In the field of
agriculture, marketing is deciding the value of the agricultural products in terms of
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money. Most of the farmers promote their products through village-level
marketers/vendors to the local market without knowing their actual price in
Indian market. So this brings an economical loss for the farmers and also to the
customers. This proposed work discusses everything about providing updates on
various agricultural products as per the user requirements on user’s mobile phone.
Basically, this will be expected to be helpful for farmers around the country. The
Internet and mobile networks have the potential to provide agricultural information
services that are at affordable, relevant (timely and customized), searchable and up
to date. The mobile phone technology benefits the customers to get information
anytime/anywhere, with physical contact-less services. Keeping these factors and
needs of Indian farmers in mind, various applications and services are provided for
agricultural information. The impact of used technology in this project is on cloud
computing which is provided with the knowledge base expert system for automatic
updating which matches the requirements of the particular farmers. This work is
specifically concerned to our farmer that provides a convenient support to them.
Here farmer can get the all available information about the marketing transactions
on agricultural products on his mobile phone, by which the farmer owns the direct
control of the price. In this way, they would be able to establish a relationship of
trust and exchange of information without intermediaries. This relationship would
be established between producers and consumers that would induce in marginal
development of rural areas.

As today’s generation, all are moving towards the technology, where it making
things with ease of access. This is really trying to help and build a well-formatted
environment by which everyone can afford the services through this technology. So
somewhere a thought may arise how if the farmer who really supporting our nation’s
population can get some accessibility with this upcoming technology by which they
can get updates on their field-related information which will provide such service to
them. That provides anywhere and anytime access based on cloud-based work.

In this proposed system, the application and the computation are moved into
Cloud Server. The cloud technology is chosen, because it is a ready to serve high
business segment, which is our area of concern. Cloud computing makes it possible
to configure general-purpose, online data by giving command to support any
software application quickly. These services are commercially used and viable as
the costs, which are related to the data centre that can be shared among many users.
The leading forecasting institutions are expecting that India will play a bigger role
in world markets in future.

2 Literature Survey

The work aimed [1] is to provide the characteristics of supply chain, here it
focussing on the particular food short chain and highlighted what are the weakness
and strengths of the agricultural organizations and industries, in which these
analyses are proceeded by the management of the agricultural organizations using
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latest IT innovations by specially focusing on the cloud. It is providing the role of
improving processes and also market information. The concept is induced for
supply and demand of short chain. The essential advantages are economically
benefited by direct sales of food, and reduction of energy consumed in packing and
transporting process. So the overall applications and services require only gov-
erning them to check the business needs in terms of availability, cost and perfor-
mance agility. Cloud provides the supportive role by giving flexibility, security and
scalability to data management and its applications.

The major challenges in agriculture sector bring certain difficulties in green
revolution and evergreen revolution which is introduced in supply chains with
overregulated of increased cost, risk and uncertainty, slow progress in imple-
menting land reforms and inefficient finance and marketing services, government
policy in which taxes often changes without any notice, no storage facility for food
which yields to the wastage of agricultural products which tends to a huge amount
of loss to the Indian economy with a lack of knowledge and information. So the
easy-to-use interface [2] is provided using mobile phones to both the farmers and
agencies concern and updates on market status of various products as per the user
demand on daily or weekly bases on farmers mobile phones via SMS-based format,
where using the Frontline SMS controller design and maintenance of a Backend
Database of all the products whose control is given for the dealers.

Green commerce [3] will open farmer’s products to a wide market. From earliest
times to the till date, the retailers depend on a third party to get their demands.
Green commerce has proposed in such a way that it gives an establishment and
recognition to farmers and their products, where it provides a direct marketing
phase between farmers and retailers which make a good relationship between them.
In the current scenario, the farmer fails to get the exact price value of a product
which is completely not entertained in Green commerce.

The development of agriculture is still under development from the past few
years due to lack of knowledge and environmental changes. Here, the motto [4] is
to reach farmers to provide awareness, usage and perception in e-agriculture. The
agriculture field in India is currently facing with problems due to inadequate
investments, lack of attention, non-given fair prices for farmers crops. The study
used in this statistical survey design technique is to collect data from farmers for
their awareness in e-commerce. The results obtained indicated that the level of
awareness is less such that there is a need for e-agriculture for their support, so this
e-agriculture is a platform for supporting marketing of agricultural products and an
emerging field in connection of information, development and entrepreneurs related
to agriculture. This system uses data mining method of clustering techniques for
group of farmer’s data. It verifies in terms of clustering efficiency to compare the
parameters such as time and accuracy. Clustering technique will be provided to
group the data of farmers to make a comparison with a similar substance.

Nowadays, the latest area of ICT is cloud computing, which is providing IT as a
service to the cloud user’s on-demand basis with greater flexibility, scalability,
reliability and availability with utility computing model. The use of IoT [5] para-
digm provides advantages of ubiquitous interconnection of billion embedded
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devices that can be uniquely identified, localized and communicated. Supply chains
are increasingly building as synchronizing supply with demand on competitive
infrastructure and measuring the performance. So this concept enhances the vir-
tualization of supply chains in agricultural sector with a propagation technique
where farmer can also track up-to-date farming and check the whole process of
production and distribution to consumption.

Cloud computing [6] for government in any other organization needs consider-
ations about who the service users will be and who the providers will be, what
control and ownership of the services which are made technically possible. Also
deals with the implementations across various organizations elaborated on the the-
oretical framework in which essentially the work has been done by building cloud
computing data centres for load balancing and computing virtulization. It brought
the great opportunities in China’s agriculture [7], presented the framework appli-
cations and promotion of cloud technology, which also provides the tracking and
monitoring the quality of the products based on supply chain technology. Need of
awareness [8] and promotion among the prime stakeholders is required to acquire the
correct and massive information about the agro-sector which gives the awareness to
the farmers and have a well-established information base for the nation. This will in
return lead to a well-connected world.

3 Proposed System

Figure 1, in this proposed system, we are designing a cloud-based framework
which can be helpful to the farmer/user to get the information about the monsoonal
rainfall, market price, stock availability, and also they can get query processing.
Here, we are proposing such system which is merely providing the future prediction

IaaS

PaaS

SaaS

Cloud Layers

FARMERS

Fig. 1 Proposed architecture

118 K. Sambrekar et al.



on the particular data by depending on its previous value which are available and
already trained as a data set. Forecast model system is used to provide the predicted
value based on the data it has been trained and the user requirements. So here, user
can login to the system on cloud from anywhere and anytime and get access to it.
Where farmer/user can get the values as per there requirements for what they have
registered, it may be price, rainfall, so on. And as well user can search the query by
giving a query to the system and can get the relevant information by knowledge
base system which has been provided with open natural language process (NLP).
So with respect to these functions, the proposed system works with aspects of the
user requirements.

Following are some of the possible solutions which can be offered by cloud
service providers to the farmers.

• Store and maintain a database for the information generated in daily activities
• Database for crop-related information
• Database for market-related information
• Database for production-related data

The following are the implementation of different modules that can be used to
implement or propose this project.

Naive Forecasting
Naive forecasting model is a constraint-based algorithm in which dependency value
between two variables will not consider the effect of other variable on their
relationship. Forecasting based on this naive function is easily based on the history
of weather condition data sets after discretization. It can be vision in cloudy, sunny,
windy, raining and so on form. So here in this, we have described this naïve
function for predicting the future values provided for monsoonal rainfall which will
be helpful for the farmers to plant their crops. This naive algorithm is effective
and efficient for machine learning views to solve the problems by predicting the
future views on weather.

For weather, it can be assumed as:

Every00Ti ¼ ai þ aiþ 1=2;00

DataSet observations ¼ new DataSetðÞ;
ForecastingModel model ¼ new NaiveForecastingModelðÞ;

Polynomial Regression Forecasting
Once the polynomial regression function is initialized with a value, then it can be
applied to another data set using the forecasting method to forecast the values of the
dependent variable. So once it get trained and initialized with the form of dependent
variables, it can be helpful for the polynomial method to predict the number of
different period sample values, respectively. Here, this function can give up to 10
coefficients of variables. This polynomial regression model is a highly dynamic
method. It implements such interface, which can be used for prediction of the
market price values for different crops according to the user choice. This method is
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effective and efficient, motivated for machine learning views to solve the
problems by predicting the future views on market price predictions.

DataSetobservations ¼ new DataSetðÞ;
ForecastingModelmodel ¼ new PolynomialRegressionModel 00powerconsumption00; 4ð Þ;

ARIMA Forecasting
Seasonal and Non-Seasonal ARIMA Forecasting

“Seasonal ARIMA” Forecasting model is formed by including the additional
seasonal terms in the ARIMA models. It can be used to predict the future values
depending on the seasonal terms. And similarly for “Non-Seasonal ARIMA”, it
will predict the values as per non-seasonal terms depending on the availed data
on the particular, respectively.

DataSet observations ¼ new DataSetðÞ;
ForecastingModel model ¼ new MovingAverageModel 4ð Þ;

Query Answering/Processing
Query answering or processing is to be done on the knowledge base system which
is basically carrying with machine language views. In this, query processing can be
done in the format of natural language processing (NLP) which is provided by the
word match score with the comparison of trained database.

String searchpath;

searchpath ¼ folder;

TestOpenNLP:loadðÞ;
Knowledge Base
In this module, it will specify the knowledge base provided to this framework,
where it can be designed with the NLP, neural networks, fuzzy logic, etc., which
basically provides understanding between the machine and human beings. So by
this, it will be helpful by giving a word like adjective as a search to the machine and
as it searches for the particular word with the trained dataset and will find the word
score for the input which user has given. With the help of that, it can recognize the
word containing with the similarity in the data set, and by this, it will be helpful for
the user to find his required information from the particular file with collected data
score as per his input to the system. In this way, it will find the values for the
queries related to it and process it to the user. Knowledge base can be trained with
the regular query information; with this, it can be automatically process the query
which has given to it and will proceed.
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Advantages and Limitations
Advantages

• Economic Benefits: It provides the direct sales prices of the products which are
more profitable for the producers which intercept a greater share of added value.

• Social Benefits: The farmer owns the direct control of the price, in this way; they
would be able to establish a relationship of trust and exchange of information
without any intermediaries. By this, it will form social bonding between pro-
ducer and consumers.

Limitations

• With applications moving to the cloud, there is a real risk of the network
becoming the single point of failure.

• It should have the existing “ICT” structure to provide such cloud framework on
it.

• Because of a large number of connections to the “cloud”, the bandwidth may
need to be upgraded to provide a continuous network connection.

4 Conclusion

This proposed model, if implemented, reduces the gap between farmers and the
retailers, and thereby making a good profit to the farmer’s community. With this
proposed model, farmers can get all updates related to agriculture and also the crops
that can be cultivated in future.

The service provided by the proposed model will be product- and
market-specific. A farmer can choose his products and will get the related infor-
mation of which he is in need of. Also, this model will create a social bonding
between the farmers that are associated with the Agriculture Product Market
Community.
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A Novel Approach for Pomegranate Image
Preprocessing Using Wavelet Denoising

R. Arun Kumar and Vijay S. Rajpurohit

Abstract Image preprocessing is the first and foremost unit in any image
processing/machine vision application, because preprocessing inspirits the accuracy
of the other imaging processes such as morphological processing, segmentation,
feature extraction. The major difficulty in preprocessing is the variation in the levels
of intensity values of the image and the presence of noise. Therefore, histogram
equalization needs to be performed prior to any further processing of the image.
This paper reports on the development of a novel approach for enhancement of the
pomegranate images. The major contribution of the present paper is to perform
histogram equalization of pomegranate images in combination with wavelet
denoising. The proposed method not only enhances contrast through histogram
equalization but also has advantage of compensating for the loss of information of
the images. The paper compares experimentally the informational entropy of the
images. Different alternatives of preprocessing were applied, and informational
entropy was computed. To evaluate the robustness and accuracy of the proposed
method, tests were conducted for 166 sample images. The results showed an
accuracy of 90% success rate in retaining informational entropy of the images when
wavelet processing was applied in combination with histogram equalization. The
results illustrate that the proposed method can be easily extended to other image
processing-based agricultural applications.
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1 Introduction

“The Histogram of a digital image with intensity levels in the range [0, L − 1] is a
discrete function h(rk) = nk, where rk is the kth intensity value and nk is the number
of pixels in the image with intensity rk” [1]. In general, the image histogram
represents the tonal distribution of the gray level values in a digital image [2].
Histogram modeling is a powerful tool for real time image processing with various
advantages such as (1) histograms are the foundation for various spatial domain
processing techniques (2) used for image enhancement (3) information inherent in
histograms is useful for allied image processing tasks such as segmentation,
compression. (4) histograms are simple to calculate in software (5) offer themselves
for economic hardware implementations.

Improving the quality of the image plays a crucial role in any image processing
application. In the present paper, image enhancement is done by applying histogram
equalization as the spatial domain technique and wavelet denoising as the frequency
domain technique.

Histogram equalization achieves the contrast improvement of the image by
uniformly distributing the intensity across the histogram. But, it has the disadvantage
that it decreases the informational entropy of the image. Histogram equalization may
over-enhance the contrast and may produce enhancements which are unnatural [3].
This drawback can be overcome by further enhancing the image based on wavelet
denoising. Hence, goal of the present work is to enhance the image quality through
histogram equalization not compensating for loss of informational entropy [4].

Pomegranate has been chosen as the object of interest, and experiments were
conducted. The rest of the paper is organized as follow: general information on
pomegranate fruit has been outlined in Sect. 2. Section 3 describes the literature
review. The materials, methods, and tools used to carry out the experimentation are
outlined in Sect. 4. Results are outlined in Sect. 5. Finally, the paper is concluded.

2 Pomegranate

Fruits are the foremost sources of vitamins and minerals. Pomegranate (Punica
granatum), the so-called fruit of paradise is one of the major fruit crops of arid
region. It is popular in Eastern and Western parts of the world. The fruit is grown
for its attractive, juicy, sweet–acidic, and fully succulent grains called “Arils.”
Magical therapeutic values and increasing demand for table and processed products
as well as high export potential have made pomegranate a popular fruit of tropical
and subtropical regions in recent times. Important commercial cultivars grown in
India are Bhagwa, Ruby Dholka, Ganesh, Kandhari, Jyoti, Arakta, Mridula G-137,
Jalore seedless, Jodhpur red. Figure 1 shows few cultivars of pomegranate.

India is the world’s leading country in pomegranate production. Estimated global
cultivated area under pomegranate is around 3 lakh ha and production
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3.0 million tonnes. As per recent advance estimates for the year 2014, available at
the National Horticulture Board of India, total production in India is 822.80 thousand
MT. Export of pomegranate is 31.33 thousand MT (Rs. 2985 million) in 2013–14.
There is scope for exporting Indian pomegranates to Bangladesh, Bahrain, Canada,
Germany, U.K, Japan, Kuwait, Sri Lanka, Omen, Pakistan, Qatar, Saudi Arabia,
Singapore, Switzerland, U.A.E., and U.S.A. Unfortunately, there are no organized
marketing systems for pomegranate. Farmers normally dispose their produce to
contractors who take the responsibility of transport to far off markets [6, 7].

3 Literature Review

Fu et al. conducted a research [8] where in histogram equalization (HE) was applied
on gastric sonogram images and found that there was a reduction in the information
in the image after HE. Hence, the authors proposed a new algorithm to enhance the
image based on wavelets to recompense for the loss of information. Authors found
that drawbacks of an algorithm based solely on wavelets or histogram equalization
can be eradicated by wavelet post-processing of the histogram equalization output.
The results showed that wavelet-based equalization not only increased the infor-
mational entropy but also reduced the variance in informational entropy among
gastric wall images for different cases.

Fuzeng et al. used the method of wavelet transform [9] on agricultural image
enhancement. Xiankelai flower, sectional view of orange and Chinese date were the
objects of interest. Wavelet transform was applied to low contrast images, and
results of image enhancement were satisfactory when compared against the tradi-
tional histogram equalization, log transform, and LoG filters. The results gave rise
to a well-defined detection and classification of dates.

Yin et al. proposed new algorithm [10] is coalescing with histogram equalization
and wavelet transforms to enhance the infrared images. The drawbacks of low
contrast, low resolution, bad visual effects were overcome using histogram equal-
ization. But, at the same time, image details were lost in the process of enhance-
ment. Hence, the authors proposed a new algorithm that applies a wavelet transform
for the histogram equalized images. Results demonstrated that the algorithm was
effective for the infrared images.

Fig. 1 Few cultivars of pomegranate (courtesy: [5])
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Yi-qiang et al. proposed a new wavelet-based nonlinear threshold function to
denoise the image [11]. Best effects of thresholding were obtained due to the
deliberation of two important denoising factors of the optimal threshold and
threshold function. Proposed method was applied for the process of picking veg-
etables and fruits in the field. The proposed method was outperformed the tradi-
tional soft threshold and hard threshold with improved peak signal-to-noise ratio
(PSNR) and visual appeal.

Zhang et al. proposed a method for texture analysis of ultrasonic liver images
[12]. Images were initially applied with wavelet denoising and histogram equal-
ization. The preprocessed images were conductive to extract quantitative feature
parameters from gray level difference statistics (GLDS). The features are fed to a
neural network classifier to distinguish between fatty liver and normal liver. Results
proved to be satisfactory for clinical diagnosis.

4 Materials and Method

4.1 Overall Methodology

Figure 2 depicts the overall methodology. Altogether, 6 methods are applied for the
input image, viz. (1) original image, (2) histogram equalization, (3) wavelet pro-
cessing, (4) histogram equalization followed by wavelet processing, (5) spatial fil-
tering followed by histogram equalization followed by wavelet processing, and

Fig. 2 Overall methodology of the proposed work
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(6) histogram equalization followed by wavelet denoising. The value of informa-
tional entropy extracted for every method, and finally, an optimal method is decided
based on the highest value of the entropy.

4.2 Sample Collection

The sample images of pomegranate are collected from a local fruit market at
Belagavi, Karnataka, India. The varieties considered are mix of Bhagwa, Ganesh
and Arakta. Altogether, 126 samples are collected and used for experimentation.

4.3 Image Acquisition

Image acquisition is the first and foremost step before we begin to process the
image. In the present work, images of pomegranate fruit samples are captured using
a closed metal compartment with provision for light source and cameras placed
inside, mimicking the packing lines in industries. Figure 3 shows the image
acquisition compartment. The camera used for image acquisition is Logitech
Webcam C905 with 2MP sensor and 8MP photos. All the acquired images are
stored in jpg format.

4.4 Histogram Equalization

The images are captured with a light source. Therefore, the light has effect on
results after image processing. In order to neutralize the effect, we need to equalize
the spread of intensity values. The equivalent digital image processing method is
histogram equalization.

Fig. 3 Image acquisition
compartment
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Histogram equalization is a technique for adjusting image intensities to enhance
contrast. Histogram equalization can be applied for single channel image. Since the
original image is a RGB image, we first need to convert to other color model. The
suitable model is Y, Cb, and Cr. Then, split the image into 3 images of different
channels: Y, Cb, and Cr. Histogram equalizes Y component and finally merge into
3 channel image and revert to RGB image.

But histogram equalization would reduce the information of the image. This can
be analyzed by comparing entropy value of original image and histogram equalized
image. In order to improve the information of the image, we can apply wavelet
processing followed by denoising. This will drastically increase the informational
entropy of the image.

4.5 Spatial Filtering

Filtering is a technique for modifying or enhancing an image. Filtering is a
neighborhood operation, in which the value of any given pixel in the output image
is determined by applying some algorithm to the values of the pixels in the
neighborhood of the corresponding input pixel. A pixel’s neighborhood is some set
of pixels, defined by their locations relative to that pixel. Linear filtering of an
image is accomplished through an operation called convolution. Convolution is a
neighborhood operation in which each output pixel is the weighted sum of

Fig. 4 Basic decomposition steps
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neighboring input pixels. The matrix of weights is called the convolution kernel,
also known as the filter.

In the present work, Gaussian low pass filter (GLPF) has been used to perform
spatial filtering.

4.6 Wavelet Denoising

To compensate for the loss of information after histogram equalization, wavelet
denoising has been applied as a post-processing technique. Denoising is one of the
most important applications of wavelets [13]. Wavelet transform can be performed
efficiently using discrete wavelet transform (DWT). Two-dimensional DWT leads
to a decomposition of approximation coefficients at level j in four components: the
approximation at level j + 1, and the details in three orientations (horizontal, ver-
tical, and diagonal). Figure 4 describes the basic decomposition steps.

5 Results and Analysis

As mentioned in the block diagram, totally 6 methods are applied, and informa-
tional entropy of the image was extracted. Pomegranate images are segregated as
diseased and healthy for the purpose of analysis. Tables 1 and 2 show the results
obtained for each method for both diseased and healthy images of pomegranate.
Figures 5 and 6 show the respective plots of comparisons. For the presentation of
results, only 10 image samples are considered comprising both healthy and diseased
ones.

From the table of results, following observations can be made:

Observation 1: There was a reduction in the informational entropy of the images
after applying histogram equalization to the original images. Figure 7 illustrates the
same.
Observation 2: The informational entropy was almost same or slightly reduced
even after applying wavelet processing to the original images.
Observation 3: There is a reduction in the informational entropy, compared to the
observation 2, after histogram equalization and wavelet processing on the original
image.
Observation 4: There is no further improvement on the result even after applying
spatial filtering to the original image.
Observation 5: There is a better contrast and improved informational entropy after
applying wavelet denoising.
Observation 6: There is a better improvement with respect to noise reduction when
spatial filtering is compared with wavelet denoising.
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Inference: Histogram equalization improves the contrast of the image but
reduces the informational entropy, which can be compensated with wavelet
denoising processing which also yields a better denoised image.

Fig. 5 Comparing informational entropy for samples with different methods (diseased images)

Fig. 6 Comparing informational entropy for samples with different methods (healthy images)

Fig. 7 Comparing informational entropy for samples before and after histogram equalization
(diseased images and healthy images)
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6 Conclusion

In the present paper, an optimal method has been presented to effectively preprocess
the images of pomegranate. There are 6 methods applied for each of the sample
image. The problem with captured images was that there is an influence of the light
source and noise. Hence, to reduce such effects, usually, histogram equalization is
the method which enhances the contrast of the image. And spatial filtering can be
applied to reduce the noise. But there is a loss of information in the image after
histogram equalization. Hence, to compensate for the loss of information, a wavelet
processing has been applied followed by denoising application which can effec-
tively denoise the input image. The accuracy of the method is 90% which is a
promising result to apply wavelet denoising in image processing applications for
agricultural products.
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Analysis and Exploitation of Twitter Data
Using Machine Learning Techniques

Ganeshayya Shidaganti, Rameshwari Gopal Hulkund and S. Prakash

Abstract In the present era, Internet is a well-developed technology that supports
most of the social media analysis for various businesses such as marketing of a
product, analysis of opinions of different customers, and advertising most of the
brands. This gathered huge popularity among different users with a fresh way of
interaction and sharing the thoughts about the things and materials. Hence, social
media comprises of huge data that categorizes the attributes of Big Data, namely
volume, velocity, and variety. This leads to the research work of this huge data
related to different organizations and enterprise firms. To analyze the demands,
customer’s efficient data mining techniques are required. Nowadays, twitter is the
one among the social networks which is dealing with millions of people posting
millions of tweets. This paper exemplifies the data mining with machine learning
techniques such as TF-TDF and clustering algorithms such as hierarchical clus-
tering, k-means clustering, k-medoid clustering, and consensus clustering along
with their efficiencies.

Keywords Twitter data � Machine learning technique � Consensus clustering
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1 Introduction

Social medias [1] such as twitter, Facebook, MySpace, LinkedIn, and many more
are being popular in this era of Internet of everything. These microblogging sites are
very advantageous to business firms, service providers, and customers. The service
providers give the opportunity to enterprises to advertise their applications and
products to customers through these sites. The interested customers can easily get
the information about these things. This saves their valuable time. Even multiple
jobs and requirements can also be posted in these sites. These social media has
attracted data scientists to study the relational, social, and behavioral aspects
between social sites and their implications on society. Social network analysis [2]
provides opportunity to understand the interaction between individuals and group of
people and communities of different networks.

Twitter is the microblogging site which is acquiring more and more popularity
and growing faster. The users post their messages as tweets, and hence, per day
millions of tweets are being posted. Users use this site to update what is there in
their mind as status and discuss about the products and services with their relatives
and friends who are staying far. This is an example for real-world scenarios like
reviewing about the electronic goods, clothing, automobiles, movies to be watched,
hotels, and restaurants. This site has become very useful to marketers as they will
easily get to know about the customers’ satisfaction related to their products and
services.

Twitter sentiment analysis [3] is done to analyze the sentiments of users.
Sentiments mean thoughts in positive, negative, or neutral forms. The emotion-rich
data are gathered from twitter. This work includes the analysis of effectiveness of
machine learning techniques on twitter corpus. This dataset is continuous. Dataset
on movie reviews is discrete one. It is simple to implement machine leaning
techniques on discrete datasets compared to continuous datasets. Due to limited
number of characters posting, people end up with short form of words and use
emoticons which give different perspective for word context.

In this paper, we have considered different clustering algorithms and other
machine learning techniques. The organization of paper is as follows: Sect. 2 gives
information about data preprocessing, and Sect. 3 represents experimental results.

2 Data Preprocessing

Since analysis of microblogging sites has got more importance during crises, the
analysis of data is very important. Hence, data preprocessing [4] is very necessary
in data mining. Therefore, the phrase “garbage in and garbage out” is specially
meant for machine learning and data mining processes. During the collection of
huge data, data get jumbled in different impossible forms which give informal
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meaning. These kinds of things are needed to be clarified to produce meaningful
and tactic results from the corpus. It also improves the quality of the data.

The prediction of knowledge during initial phases of data training becomes
difficult when redundant and irrelevant data or noise is present as a part of collected
data. In this paper, the noisy data are referred to URLs and stop words of English
literature. This leads to maximal wastage of time during data preparation and
filtering. Data preparation phase is the second phase of Big Data life cycle which
includes cleaning, normalization, transformation, feature extraction, and selection
of data processing techniques. The final set of the process is the processed data
ready for further actions without any inconsistency. The preprocessing follows:

A. Special characters removal: The emoticons in the text file appear like the set of
special characters. In certain applications or tasks, emoticons are not needed,
and hence, these characters are removed from the datasets.

B. Identifying uppercases: Slang words such as BTW which is meant as “by the
way,” tomorrow as 2MRW, LOL, ROFL have to be either replaced or removed
forever from the datasets.

C. Alphabet lower casing: In the twitter [5] dataset, most of the words are written
in capital letters to highlight those words. For example, instead of writing
“hello,” it could be represented as “HELLO.” Therefore, it is very important
part of the data preparation phase of life cycle. Before removing the cases,
capital letters are identified. In microblogging, even irregular casing exists as
“TwInLkIIngofSTARS.”

D. Compression of word: Sometimes, few words are simply exaggerated. For an
instance, happy is exaggerated as “hhhaaappyyyyyy.” This word contains
irrelevant letters which are absolutely not needed. To increase the accuracy, the
identification of the sense of a sentence is essential.

E. Identifying pointers: Pointers refer to usernames and Hash tags. In twitter,
character “@” is being used to point out a particular person in their posts. To
differentiate words, “#” is used instead of white spaces like
“#Happy#Journey#Ishan.”

F. Synset [6] detection: Synset finding is done on the words such as “create,”
“creation,” “created,” “creating” which are relevant to the word “create.”
Therefore, these words when appear are considered as the word “create,” which
is the base word. This reduces the feature vector size while preserving the
worthy key terms.

G. Link removal: The URLs that are downloaded as a part of dataset are not useful
for sentiment analysis and applying machine learning [7] techniques. These do
not contribute anything to data mining. Hence, links are considered as garbage.

H. Stop word removal: In any natural language processing tool, the most important
task is identifying the stop words and removing them.

I. Spell checking [8]: Usage of acronyms has become the trend, and in most of the
microblogging sites, the number of characters is limited to 140 words. Hence,
the shortened words have to be modified to the original words with the help of
English dictionary.
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J. Stemming of words: The term stemming is used in identifying the morphology
of structure of given language’s morphemes. It is also used to do information
retrieval for the infected words to their word stems. In R programming,
tm-package is used for stemming of words. For example, “engineer” is the root
or stem word for “engineered,” “engineering,” and “engineers.”

The data preprocessing steps are clearly shown in Fig. 1.

3 Machine Learning Techniques

As twitter data are unstructured data, to make it structured and apply some rules for
further processing, machine learning comes into picture. Data refer to recorded data,
whereas information refers to patterns underlying the data. To obtain the structural
description of the data, the following techniques are used.

Fig. 1 Data preparation phase
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i. TF-IDF: Its elongated form is term frequency-inverse document frequency.
This is used to check the number of times a word is repeated in a set of data.
Based on the frequency of the word occurred in the different groups, catego-
rization is done for an article. TF refers to how many times the word has
occurred in an article. The term frequency for a word in an article means the
ratio of the word count to the total number of words in the article. IDF describes
the existence of a word in different documents as a common word between the
documents. It is helpful in analyzing the different documents or article based on
a single or multiple common words. For this paper, it is very helpful to analyze
the tweets which share the same information based on the IDF terms.

ii. Clustering: Clustering is the technique used for statistical data analysis. It is
needed in grouping the elements which are more similar to each other com-
pared to other groups. In this paper, two clustering techniques are used.

A. Hierarchical clustering: To build the hierarchy of a statistical data, hierar-
chical clustering is used. The strategies for this are as follows:

• Agglomerative: It follows “bottom up” approach. Each element starts from its
own cluster and pairs with other clusters which share near characters.

• Divisive: It follows “top down” approach. In this type, each element starts in
one cluster are splits up as it moves further down the line.

In most of the information retrieval projects, agglomerative algorithms [4] are
used rather than divisive algorithm. To do split and merge, greedy algorithm is
applied. This paper work has used agglomerative algorithm. Metrics refers to the
measurement of distance between the points. Some of the metrics are listed in
Table 1.

In this paper, we are dealing with the Manhattan distance between the points.

A. k-medoid clustering: It is partition-based clustering algorithm. This clustering
algorithm aims to distribute n observations into k clusters, in which each ele-
ment belongs to the cluster of nearest mean. Euclidean distance is used as the
metric. It uses PAM (Partitioning around Medoid) algorithm. PAM is faster
than the exhaustive search because it uses greedy search. This algorithm fol-
lows the following procedure:

Table 1 Metrics for
hierarchical clustering

Names Formula

Euclidean distance a� bj jj j :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

i a i� b ið Þ½ �½ �^2
q

Manhattan distance a� bj jj j :¼ P

i
jai � bij

Maximum distance a� bk k ¼:¼ max ai � bij j
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1. Initialize or randomly select the value of k.
2. Find association of each data point to its nearest neighboring clusters.
3. While the cost of configurations of data decreases,
4. For each medoid (m) data point and non-medoid data point (o),

(i) Swap m and o and recalculate the cost.
(ii) In the previous step, if the cost increases, then undo the swap that has

happened in the previous step.

B. Consensus clustering: This clustering type is recommended for huge datasets.
The main advantage of this approach is that these provide a final partition of
data that is comparable to the best existing approaches, yet scale to extremely
large datasets. Consensus clustering combines the advantages of many clus-
tering algorithms.

4 Implantation with Results

Now, the preprocessed data can be used to interpret the results. Word cloud is used
to show the importance of the words. The word cloud is formed from the
term-document matrix. The representation of word cloud is shown in Fig. 2.

Fig. 2 Word cloud
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The analysis of hierarchical clustering shows that smaller clusters are generated.
It also arranges the objects in certain orders. This is illustrated in Fig. 3.

TF-IDF [5] result gives the plot of number of counts versus terms in the dataset,
as shown in Fig. 4, and Fig. 4b shows the bar plot of top few words which have
occurred frequently.

Fig. 3 Ordering of objects by hierarchical clustering, a with method as complete, b with method
as “ward.D”
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Fig. 4 a TF-IDF, and b bar plot of the terms which have occurred maximum no. of times
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k-means and fuzzy [9] c-means(c-means centroid) minimize the squared error
criteria and are computationally efficient. These algorithms do not require the user
to specify the parameters.

There is no much difference between k-means and k-medoid clustering algo-
rithms. K-medoid choose data points as centers (medoids). This algorithm is more
robust to noise and outliers compared to k-means algorithm. It minimizes the sum of
dissimilarities instead of sum of squared Euclidean distances. The common real-
ization of k-medoid clustering is Partitioning around Medoid (PAM). The result for
k-medoid algorithm is shown in Fig. 5.

The three disadvantages of these above-mentioned algorithms are as follows:

• Entities must be represented as points in n-dimensional Euclidean space.
• Objects have to be assigned to their respective clusters.
• Clusters must have same coordinates and must be of same shape.

To overcome these disadvantages, consensus clustering is implemented in this
paper. The below graphs show the results of the same in Fig. 6.

The cumulative distribution function for the whole dataset is shown in Fig. 7.
The overall consensus clustering algorithm’s cluster consensus is given in

Fig. 8.
Figure 9 shows scatter plots of confidence and lift with respect to support.

Fig. 5 k-medoid clustering
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Fig. 6 Consensus matrix, a k = 2, b k = 3, c k = 4, d k = 5, and e k = 6
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Fig. 8 Cluster consensus

Fig. 9 Scatter plots of confidence and lift w.r.t support

Fig. 7 CDF of consensus matrixes
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5 Conclusion

This study has shown that the twitter data analysis with the use of different clus-
tering techniques is beneficial. The same techniques can also be used in companies’
stock market prediction and analysis and wherever Big Data analysis is required. In
the analysis of social media datasets, we have concluded that TF-IDF finds its
necessity in counting the important terms of a document. This analysis on twitter
dataset gives the most efficient algorithm among the different algorithms mentioned
in this work. The results depict that the consistency and efficiency of consensus
clustering were better. K-means and k-medoid (PAM) produced almost same
results. Hierarchical clustering is helpful only for short data, and it fails for large
datasets. Overall, consensus results are satisfying. Hence, consensus clustering
technique is best suited for any large dataset. The plot of consensus CDF graph, the
probability of clustering of continuous data with respect to different clusters,
esteems the accuracy in the clusters formed.

References

1. Bing, L.I., C.C.K. Chan, and, O.U. Carol. 2014. Public Sentiment Analysis in Twitter Data for
Prediction of a Company’s Stock Price Movements. In 2014 IEEE 11th International
Conference on e-Business Engineering.

2. Danyllo, W.A., V.B. Alisson, N.D. Alexandre, L.M.J. Moacir, B.P. Jansepetrus, and Roberto
Felício Oliveira. 2013. Identifying Relevant Users and Groups in the Context of Credit
Analysis Based on Data from Twitter. In 2013 IEEE Third International Conference on Cloud
and Green Computing.

3. Bahrainian, Seyed-Ali, and Andreas Dengel. 2013. Sentiment Analysis and Summarization of
Twitter Data. In 2013 IEEE 16th International Conference on Computational Science and
Engineering.

4. Gokulakrishnan, Balakrishnan, Pavalanathan Priyanthan, Thiruchittampalam Ragavan,
Nadarajah Prasath, and AShehan Perera. 2012. Opinion Mining and Sentiment Analysis on
a Twitter Data Stream. In The International Conference on Advances in ICT for Emerging
Regions—ICTer 2012, 182–188.

5. Bhuta, Sagar, Avit Doshi, Uehit Doshi, and Meera Narvekar. 2014. A Review of Techniques
for Sentiment Analysis of Twitter Data. In 2014 International Conference on Issues and
Challenges in Intelligent Computing Techniques (ICICT).

6. Kanakaraj, Monisha, and Ram Mohana Reddy Guddeti. 2015. NLP Based Sentiment Analysis
on Twitter Data Using Ensemble Classifiers. In 2015 3rd International Conference on Signal
Processing, Communication and Networking (ICSCN).

7. Gautam, Geetika, and Divakar Yadav. 2015. Sentiment Analysis of Twitter Data Using
Machine Learning Approaches and Semantic Analysis. In 2015 IEEE International
Conference.

8. Venugopalan, Manju, and Deepa Gupta. 2015. Exploring Sentiment Analysis on Twitter Data.
In 2015 IEEE International Conference.

9. Liu, C.-L., T.-H. Chang, and H.-H. Li. 2013. Clustering Documents with Labeled and
Unlabeled Documents Using Fuzzy Semi-K-Means. Fuzzy Sets and Systems 221: 48–64.

146 G. Shidaganti et al.



Real-Time Prototype of Driver Assistance
System for Indian Road Signs

Karattupalayam Chidambaram Saranya and Vutsal Singhal

Abstract The paper presents a system for the detection and recognition of road
signs in real time (tested for Indian road signs). The detection and recognition
algorithm used is invariant to scale, angle, blur extent, and variation in lighting
condition. Shape classification of road signs using Hu moments is done in order to
categorize signs as either warning, mandatory, prohibitory or informational.
Classified road signs are then matched to ideal road signs using feature extraction,
and the matching is done with the help of Oriented FAST and Rotated BRIEF
(ORB) descriptors. After recognition, the driver is given a feedback.

Keywords Driver assistance system � Traffic sign detection � ORB
Feature extraction � Feature matching � Road signs

1 Introduction

Road sign detection and recognition is an integral part of unmanned vehicular
navigation. It can also be of great assistance to differently abled people. Even in
manned vehicles, in situations where a driver unknowingly missing a road sign
might lead to accidents, an efficient driver assistance system would be of great
importance. Hence, the development of robust real-time road sign detection and
recognition system is crucial.

Road signs are usually of regular shape, size, and color for clear identification.
Road signs in India can be classified as either warning, mandatory, prohibitory or
informational. In informational signs, alphanumeric signs are separately considered.
The road signs can be categorized into three different categories with respect to
shape: circle (mandatory), triangle (warning), and octagonal (stop). All the circular
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and triangular signs have red border with any background color (usually white).
There is only one octagonal sign which is “stop.”

2 Background

In past few years, many techniques have been developed to detect and recognize
road signs. Most researchers have segmented the signs on basis of color, shape, or
edge information to detect the road signs.

Siti et al. in [1] have used Hough Transform for road sign detection. In recog-
nition phase, the ratio of areas of shape and symbol is used which fails when road
signs having same symbols but different directions give ambiguous result (like left
turn and right turn), and false results in case multiple signs are put together;
algorithm is variant to rotation of road sign.

Chen et al. in [2] have used color-based segmentation method to establish ROI
and then Harr wavelet transform for sign candidates. In recognition phase, SURF is
used to find local invariant features. The recognition is performed by finding out the
template image that gives the maximum number of matches.

Malik et al. in [3] have used color segmentation of road signs with red boundary
after converting from RGB to HSV color space. Fuzzy Shape Descriptor, which
uses area and center of mass, has been used to categorize images as circular or
triangular shapes. In recognition phase, template matching has been used which is
not scale and rotation invariant.

3 Implementation

Input from the camera is taken as video and processed frame by frame. As the
frames per second is high (around 30), processing of consecutive frames can be
neglected. Sequential flow (Fig. 1) implemented on development environment
comprises Linux operating system with 4 GB of RAM and AMD A8-6410 APU
2.4 GHz quad-core processor.

3.1 Noise Removal

Noise can be amplified by the digital corrections of the camera. [4, 5] provide method
of noise removal using non-local (NL) means. In this method, a pixel is taken, small
window around it is considered, and the average value of similar windows in the
entire image replaces the chosen pixel. NL means algorithm is defined by:
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NL½u�ðxÞ ¼ 1
C xð Þ

Z

X

e
� G�a u xþ :ð Þ�u yþ :ð Þj j2ð Þð0Þ

h2 u yð Þdy; where x e X; ð1Þ

CðxÞ ¼ Z

X

e
� G�a u xþ :ð Þ�u yþ :ð Þj j2ð Þð0Þ

h2 dz ð2Þ

where C is the normalizing constant, Ga is the Gaussian kernel, and h acts as a
filtering parameter.

3.2 Blur Detection and De-blurring

The extent of blur or focus measure of an acquired image is done before further
processing. A straightforward method to detect blurriness is implemented here by
taking into account the number of edges in the image.

Fig. 1 Sequential flow
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When blur occurs, both the edge type and the sharpness of edge will change. By
examining the absence of alternating component coefficients which indicate the
edge sharpness, Marichal et al. [6] characterize blur extent using Discrete Cosine
Transformation (DCT) information. However, efficiency is lost in case of
over-illuminated or dark images and those with uniform background. So, Haar
Wavelet based method [7] which is effective for both out-of-focus blur and linear
motion blur has been used for the deteremination of blur extent in edge sharpness
analysis.

For every pair n, k of integers in Z, the Haar function Wn;k is defined on the real
line R by the formula:

Wn;kðtÞ ¼ 2
n
2W 2nt � kð Þ; t eR ð3Þ

The blur-extent detection algorithm acts as a feedback to the de-blurring func-
tion. Blurring is convolution (Eq. 4) of an image with a linear or circular kernel of a
definite magnitude and direction (vector) which implies de-convolution of blurry
image with the same kernel will give us the de-blurred or original image. In the
most practical scenarios, kernel (vector) is unknown and blind de-convolution is
implemented (Fig. 2).

hðzÞ ¼ Z

R

f ðxÞgðz� xÞdx ð4Þ

3.3 Shape Detection

Shape detection is performed using Hu moments [8], [9] in order to classify whether
the road sign is circular, triangular, or octagonal. Hu moments are rotational and
translational invariant. They consist of group of nonlinear centralized moment

Fig. 2 a Blurred input image, b de-blurred output image
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expressions. The result is a set of absolute orthogonal moment invariants, which can
be used for scale, position, and rotation-invariant pattern identification. Once the
shape is detected (Fig. 3), it can then be matched with particular shaped ideal signs
in the dataset.

3.4 Region of Interest

In this block, the RGB image is first converted to HSV color space; then, using
color segmentation, a mask for red-colored border is created Now, contours are
extracted for the given mask and sorted in descending order with respect to area
enclosed. Certain number of such contours is plotted and extracted from the original
image to obtain ROI with only the road sign present (Fig. 4).

Fig. 3 Ideal shapes—
a circle, b triangle, c octagon

Fig. 4 Mask and ROI for various inputs. a Input image 1, b mask of input image 1, c ROI of
input image 1, d input image 2, e mask of input image 2, f ROI of input image 2, g input image 3,
h mask of input image 3, i ROI of input image 3
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3.5 Deciphering Alphanumeric Signs (Optical Character
Recognition)

In alphanumeric road sign, (Fig. 5) which are usually characterized by
alphabet/number enclosed within a circular-shaped road sign, an optical character
recognition (OCR) algorithm is used. The OCR algorithm is based on Hu moments
[11].

3.6 Feature Extraction and Matching ORB

The first feature extraction (or key points) is done, and then, feature matching of
those key points with the key points of ideal road signs in the database is per-
formed. Oriented FAST and Rotated BRIEF (ORB) [12] is used for feature
extraction. ORB outperforms previously proposed schemes, such as SIFT [13],
SURF [14] with respect to repeatability, distinctiveness, and robustness, and can be
computed much faster.

3.6.1 ORB Descriptors

ORB uses an orientation compensation mechanism, which makes it rotation
invariant, and it acquires the optimal sampling pairs to make it robust.

• Orientation Compensation

Use of measure of corner orientation using intensity centroid is done.

mpq ¼
X
x;y

xpyqIðx; yÞ ð5Þ

Fig. 5 Some alphanumeric
signs [10]—a maximum
speed 60 kmph, b prohibit
entry for vehicles having
overall width exceeding the
specified limit, c no loading
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With these moments, center of mass of the patch is calculated:

C ¼ m10

m00
;
m01

m00
ð6Þ

Now, a vector is constructed from the center to the centroid. The orientation of
patch is given by:

h ¼ a tan 2 m01;m10ð Þ: ð7Þ

• Learning Sampling Pairs

The sampling pair should possess high dissimilarity and high variance. High dis-
similarity should be there so that each pair will have new information to add to the
descriptor, thereby maximizing the amount of information the descriptor carries.
High variance so as to make the features more distinguishable, as it responds
differently to inputs.

3.6.2 Feature Matching

The extracted descriptors are now to be matched. A Fast Library for Approximate
Nearest Neighbor (FLANN) [15] matcher object is used instead of usual brute force
matcher. It takes two parameters. The first parameter specifies the distance to be
used. The second parameter, if set true, returns only those matches with value (m,
n) such that mth descriptor in set X has nth descriptor in set Y as the best match and
vice versa, which implies the two features in both sets should match each other. It
provides consistent result and is a good replacement of ratio test proposed in [13]. If
enough good matches are found, then percentage matching is computed (Fig. 6)
and the result is displayed.

Fig. 6 Matched images. a No entry sign, b turnabout sign, c no right turn sign, d no U turn sign
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4 Result and Discussion

To evaluate the performance of the proposed system ,various videos of real time
roads of 720x480 resolution were considered and processed using OpenCV library.
The proposed algorithm is efficient and robust (Fig. 7). There were but some cases
of failure in adverse conditions such as extreme fog or deteriorated sign. The
algorithm is based on line-of-sight method. So direct visibility of sign is essential to
yield desired output.

5 Conclusion

The prototype has proven itself to be capable of and robust for real-time purposes
even in complex scenarios. In de-blurring phase, there is a scope for faster pro-
cessing if consecutive frames are not considered as variation among consecutive
frame can be assumed to be very less. In feature extraction and recognition phase,
ORB [16] gives very robust output coupled with FLANN-based matcher.
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Application of Multivariate Statistical
Techniques to Predict Process Quality

H.N. Navya and B.P. Vijaya Kumar

Abstract Almost all of the industrial processes are automated to collect large
volumes of data that are produced during the manufacturing phase, and it is stored
in the database as a backup. But, now the current trend is to understand the archived
data and to obtain important information that is hidden among vast amounts of data.
Such useful information obtained will further provide a detailed and better process
knowledge that helps in improving the quality of the end product as per the standard
specifications, and thereby, an increase in the profit can be expected. This paper
focuses on two multivariate statistical techniques, principal component analysis
(PCA) and partial least square (PLS), to predict the quality of an industrial process.
A predictive model is built by extracting the important predictors that has a greater
influence on the response quality. A case study is considered to evaluate the per-
formance of the proposed techniques with respect to the specified quality and found
that the parameters that influence the quality of product can be analyzed and pre-
dicted to better accuracy.

Keywords Multivariate statistical analysis � Principal component analysis
Partial least squares � Industrial process

1 Introduction

An industrial process consists of series of operations that help in the manufacturing
of effective and quality end product on a large scale, and operations can be
chemical, mechanical, or electrical. The complexity involved in an industrial pro-
cess is usually high as it contains several tedious operations during the process of
manufacturing. In today’s competitive market place, predicting the quality of the
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product is an added advantage for the product to remain viable. Any tool that
measures the performance of a process is a welcome addition and an integral to any
manufacturing company.

Univariate statistical analysis explores one variable at a time; it basically
describes the data and does not provide the relationship between variables. To
predict the process quality, the different relationships between the variables should
be explored. Hence, multivariate statistical analysis is the prime focus in this paper.
Multivariate statistical techniques analyze more than one variable at a time and find
the pattern simultaneously [1]. Applying multivariate techniques to an industrial
process has several advantages such as improved process understanding, early fault
detection, process optimization, online monitoring of quality [2]. This paper focuses
on two multivariate statistical techniques PCA and PLS to analyze and explore the
industrial process data set and build a model to identify the relationship between the
predictors and response variables.

The rest of the paper is organized as follows. Section 2 discusses related work
and their findings. Section 3 briefly explains the existing multivariate techniques
used in our work. Our proposed model to predict process quality is described in
Sect. 4. Section 5 consists of a case study on industrial process to evaluate the
performance of the proposed technique, along with results. Finally, the concluding
points are given in Sect. 6.

2 Related Work

Some of the related work pertaining to multivariate analysis, principal component
analysis and partial least squares, are discussed in this section. In [3], multivariate
statistical process control is applied to a high-speed continuous film manufacturing
line. Here, the quality is improved by providing early warning of deviations in film
quality. By monitoring the principal components, certain previously unidentified
events were isolated and cause was identified. The capabilities of PCA that is fault
detection and online monitoring were applied at Dofasco to detect the onset and to
prevent the occurrence of mold breakouts in [4]. Multivariate analysis was used to
analyze and interpret data from a large chemical process. PCA and PLS were used
to identify correct correlations between the predictors and the output, to reduce the
dimensionality of process data to build a model to predict output from known
measurements in [5]. In online batch monitoring, PLS is applied to extract the
variables that are more relevant to the quality of final product [6]. Multiway PLS
was applied to an industrial fermentation process to identify the abnormal batches
and hence improve the quality [7].
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3 Multivariate Analysis Techniques

Multivariate statistical analysis is useful in the case where data is of high dimen-
sion. Since human vision is limited to 3 dimensions, all application above 2 or 3
dimensions is an ideal case for data to be analyzed through multivariate statistical
analysis (MVA). This analysis provides joint analysis and easy visualization of the
relationship between involved variables. As a result, knowledge that was unre-
vealed and hidden among vast amounts of data can be obtained.

A. Principal Component Analysis (PCA)

PCA is a powerful multivariate technique in reducing the dimension of data set and
revealing the hidden relationship among the different variables without losing much
of information [8]. The steps involved are:

1. Calculate the covariance matrix

Covariance is the measure of how one variable varies with respect to other variable.
If the variables are more than two, then the covariance matrix needs to be calcu-
lated. The covariance matrix can be obtained by calculating the covariance values
for different dimensions. The formula for obtaining the covariance matrix is

Cn�n ¼ ci;j; ci;j ¼ cov Dimi;Dimj
� �� �

where

Cn � n is a matrix with n rows and n columns
i, j is the row and column indices, and covariance is calculated using below

formula

covðX; YÞ ¼
Xn

i¼1

ðXi � XÞðYi � YÞ� �
=ðn� 1Þ

where

Xi is the value of X at ith position
Yi is the value of Y at ith position
X, Y indicates the mean values of X and Y, respectively.

2. Find eigenvectors for covariance matrix

Eigenvectors can be calculated only for square matrix, and not all square matrix has
eigenvectors. In case n � n matrix contains eigenvectors, then total number of
eigenvectors is equal to n. Another important property is that the eigenvectors are
always perpendicular to each other. Eigenvalues are associated with eigenvector
and describe the strength of the transformation.
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3. Sort eigenvectors in decreasing order of eigenvalues

The highest eigenvalue corresponds to be the principal component which explains
the maximum variance among the data points with minimum error. The first few
principal components explain most of the variance, and eigenvalues with lesser
values can be neglected with very little loss of information.

4. Derive the new data set

The original data will be retained back but will be in terms of the selected eigen-
vectors without loss of data.

B. Partial Least Square (PLS)

Partial least square is a method used to build the model and to predict the response
variables from the large set of input predictors or factors. If the factors are few in
number and not redundant, the multiple linear regressions can be a good approach.
But, PLS is applied when the factors are many compared to the observations, and
there is high collinearity between them. The general idea of PLS is to identify a set
of orthogonal factors called latent variables which account for the maximum
variance and have the best predictive power.

Let X be n � m matrix of predictors, where n is set of observations and m be the
predictor variables. Let Y be n � p matrix of responses, where n is observations and
p is response variables. The general model of PLS is

X ¼ TPT þE

Y ¼ UQT þF

where

T and U are the projections (scores) of X and Y, respectively
P and Q are the loadings of X and Y, respectively
E and F are the errors associated with X and Y

The criterion is that the scores in X and scores in Y should have maximum
variance. PLS determines the best subspace in X that explains Y.

4 Proposed Work

In order to build an accurate model, the samples should be collected from the
production line over a considerate period of time. Once the data is collected, it
should be preprocessed to increase the quality of the data. Then, multivariate sta-
tistical techniques are applied to build a prediction model. The next step is to
validate the model offline by passing the training data set. If the model is not
accurate enough, the model should be rebuilt. The final step is to feed the real-time
process data to predict the process and the product quality. Figure 1 depicts the
general steps in building a predictive model.
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5 Case Study

The industrial process used for demonstration was an electrochemical machining
process (ECM). ECM is used to produce workpiece by dissolving the metal in an
electrolytic solution. This process is used in areas such as aerospace engineering,
medical equipment, power supply industries, microsystem, and automotive industry
[9]. Almost all metals, even nickel or titanium, can be electrochemically machined.

The data set consists of 105 predictor variables and 5 response variables. The
response variables determine the quality of the end product. As the number of
independent variables is more, multivariate statistical techniques are applied to
explore the relationship between variables. Before the application of PCA, the data
was prepared for analysis by identifying the duplicates, removal of outliers, and
data conversion, and the number of predictors was reduced to 94.

5.1 PCA Application

A model for prediction is built by first applying PCA to the X matrix. PCA reduces
the dimension and explores the hidden information. The first few principal com-
ponents explain most of the variance. Table 1 indicates the summary of principal
component analysis which explains the standard deviation between the principal
components, proportion of variance, and cumulative proportion. It can be observed
from Table 1 that 94 principal components were obtained, and as the number of
components increases, the proportion of variance explained reaches 0.

Figure 2 indicates the number of components along X axis and cumulative
variance along Y axis. The blue dot indicates the principal components, and value is
the variance it explains. During experimentation, a variance of 80% was fixed, and

Fig. 1 General steps in building a predictive model
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this was explained by the first 7 principal components. Also, it can be observed
from the graph that the variance explained remains 100% after few components and
hence not much data will be lost by selecting first few components.

5.2 PLS Application

Next, the partial least square technique was applied, and the number of components
used to fit the model was the 7 principal components. Using the coefficient plot for
PLS, the number of important predictors was reduced to 44 variables which best
explains the output quality variables. A new set of data with same parameters was
passed as test set to validate the model. The response values were predicted by the
model and were similar to the training set.

The measured versus predicted plots were obtained for all the response quality
variables. Figure 3 indicates that the predicted values are almost in line with the
observed values for response variable 3.

5.3 Goodness Fit of Model

Goodness fit explains the variation between observed values and the values
obtained from the model. A model fits in well only when there is a low discrepancy
between measured and predicted. R2 is a goodness fit measure for regression model

Fig. 2 Number of components required to explain variance
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which indicates how well the data fits the model. R2 value of 1 indicates that the
model perfectly fits, and value of 0 indicates the regression line does not fit the data.
Figure 4 indicates the R2 values for the response variables and the results are
satisfactory for the ECM process.

Another test conducted to measure goodness fit is the root-mean-squared error of
prediction which indicates the standard error obtained while predicting Y. Figure 5
indicates the RMSEP plot for all the 5 response variables, and the error decreases
considerably for the first few components.

Fig. 3 Graph depicting actual values versus predicted values

Fig. 4 R-squared plot for the model built
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Every second when a product is manufactured, its quality can be assessed based
on certain standard values that have been set by the industry for the quality vari-
ables. The predicted plot depicts the normal, low, high, too low, and too high. If the
predicted Y values lie within the normal line, it implies that the quality of the
outcoming product has met the set standards. If the values are outside the mean, it
indicates the product quality has been deviated, and immediate measures need to be
taken. Figure 6 indicates the predicted plot with standard values, and blue dot
indicates the product manufactured.

Fig. 5 Root-mean-squared error of prediction graph for the quality variables

Fig. 6 Predicted plot depicting the quality of product against time of manufacturing
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6 Conclusion

Multivariate analysis can be applied to large data sets to identify the relationship
between the different variables and helps in obtaining useful hidden information.
The advantages in predicting quality of process are immediate feedback, reduces
amount of scrap, and also reduces the measuring frequency. This paper demon-
strates the application of multivariate statistical techniques to predict the process
quality of an industrial process in general. This work has a huge economic impact,
as quality plays a major role for a product to sustain in today’s market place. The
two techniques applied are principal component analysis (PCA) and partial least
square (PLS). A model was built to predict the quality, it was validated against live
process data, and the predicted values were similar to the actual input data. Also,
the model was tested for goodness fit, and the results were satisfactory.
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An Image Enhancement Technique
for Poor Illumination Face Images

A. Thamizharasi and J.S. Jayasudha

Abstract Face recognition is used to identify one or more persons from still
images or a video image sequence of a scene by comparing input images with faces
stored in a database. The face images used for matching the image in the database
has to be of good quality with normal lighting condition and contrast. However,
face images of poor illumination or low contrast could not be recognized properly.
The objective of the work is to enhance the facial features eyes, nose, and mouth for
poor contrast facial images for face recognition. The image enhancement is done by
first detecting the face part, then applying contrast-limited adaptive histogram
equalization technique and thresholding to enhance the facial features. The
brightness of the facial features is enhanced by using logarithm transformation. The
proposed image enhancement method is implemented on AR database, and the face
images appear visually good when compared to original image. The effectiveness of
the enhancement method is compared by analyzing the histogram.

Keywords Image enhancement � Facial features � Illumination
Face images � Histogram

1 Introduction

Image processing techniques are used in various fields such as automated inspection
of industrial parts and security systems, automated biometrics, i.e., iris recognition,
fingerprint features and authentication, face recognition. There is a growing interest
in biometric authentication, for use in application areas such as National ID cards,
airport security, surveillance, site access. A wide variety of biometrics, such as
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automated recognition of fingerprints, hand shape, hand written signature, and
voice, has been used. However, all of these systems need some cooperation from
the operator. Face recognition and iris recognition are some of the noninvasive
methods of identification of people.

Faces are the most common way people recognize each other. According to
many researchers, it is not very convenient for computers to recognize individuals
using faces. This is because human beings and computers possess different talents.
The computers look at the face as a map of pixels of different gray (or color) levels.

In machine-based face recognition, a gallery of faces is first enrolled in the
system and coded for subsequent searching. A probe face is then obtained and
compared with each coded face in the gallery; recognition is noted when a suitable
match occurs. The challenge of such a system is to perform recognition of the face
despite transformations: changes in angle of presentation and lighting, common
problems of machine vision, and changes also of expression and age, which are
more special to faces. Computerized human face recognition has many practical
applications. This includes face recognition in cluttered background like airport,
bank ATM card identification, access control and security monitoring. The popular
methods used for face recognition are Eigen faces [1], fisher faces [2], ICA [3], 2D
PCA, and 2D LDA [4].

2 Related Works

The image enhancement techniques in spatial domain are logarithm transform,
gamma transformation, contrast stretching, and histogram equalization (HE) [5].
The image enhancement technique in frequency domain is homomorphic filter [5].
It applies Fourier transform to the logarithm-transformed image.

The log transformations can be defined by the formula s ¼ c log rþ 1; where
s and r are the pixel values of the output and the input image and c is a constant.
During log transformation, the dark pixels in an image are expanded as compared to
the higher pixel values. The power law transformations are nth power and nth root
transformation. These transformations can be given by the expression: s ¼ cr^c:
This symbol c is called gamma, due to which this transformation is also known as
gamma transformation. Variation in the value of c varies the enhancement of the
images. Different display devices or monitors have their own gamma correction,
that is why they display their image at different intensity.

The histogram equalization is an approach to enhance a given image. The
approach is to design a transformation ‘T’ such that the gray value in the output is
uniformly distributed in [0, 1]. It is also called histogram flattening. Histogram
equalization can be described as method in which histogram is modified by
spreading the gray level areas. It enhances the contrast of images by transforming
the values in an intensity image or the values in the color map of an indexed image,
so that the histogram of the output image approximately matches a specified his-
togram. This method usually increases the global contrast of images. Histogram
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equalization often produces unrealistic effects in photographs; however, it is very
useful for scientific images like thermal, satellite, or X-ray image. Also histogram
equalization can produce undesirable effects (like visible image gradient) when
applied to images with low color depth.

The image enhancement technique in this work is based on the concepts of
contrast-limited adaptive histogram equalization (CLAHE) and thresholding. These
concepts are described below.

2.1 Contrast-Limited Adaptive Histogram Equalization
(CLAHE)

In contrast-limited histogram equalization (CLHE), the histogram is cut at some
threshold and then equalization is applied. It improves the local contrast of image.
Contrast-limited adaptive histogram equalization (CLAHE) is an adaptive contrast
histogram equalization method [6], where the contrast of an image is enhanced by
applying CLHE on small data regions called tiles rather than the entire image. Each
tile’s contrast is enhanced, so that the histogram of the output region approximately
matches the specified histogram [7]. The resulting neighboring tiles are then stit-
ched back seamlessly using bilinear interpolation. The contrast in the homogeneous
region can be limited so that noise amplification can be avoided.

2.2 Thresholding

Thresholding is the one of the simplest, computationally faster method which is
used in image processing for image segmentation [5]. Given image ‘f’, the object
can be extracted from its background with threshold ‘T’ and create image ‘g’ using
Eq. 1.

g ðx; yÞ ¼ 1 if f ðx; yÞ[ T
0 if f ðx; yÞ� T

�
ð1Þ

The above method is called as global threshold. However, if image has noise or
illumination, global threshold would not give good results and variable thresholding
has to be applied [5]. An optimal global thresholding is proposed by Otsu [5].
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3 Proposed Method

The image enhancement is done by following steps: The input color image is first
converted into gray scale image. The gray scale image is then converted into black
and white image (binary image) using Otsu’s global threshold method. The isolated
black pixels are the noise pixels, and they are removed from binary image. The first
white pixel from the top row is the object pixel that shows the starting of the face
image and the last white pixel is the end of the face image. The distance between
first white pixel from top and last white pixel is face length. The distance from the
first white pixel from left-hand side of the image and last white pixel is face width.
The face length is the major axis of ellipse and face width is the minor axis of the
ellipse. The center pixels ‘x0’ and ‘y0’ are calculated from face length and face
width. A translation invariant elliptical mask is created over the binary mask ‘BM’
using the center pixels ‘x0’ and ‘y0’, major axis, and minor axis. The equation of
ellipse is given in Eq. 2. The ‘x’ intercept ‘a’ is half of face length and ‘y’ intercept
‘b’ is half of face width.

x� x0ð Þ2
a2

þ y� y0ð Þ2
b2

¼ 1 ð2Þ

An elliptical color and gray face image will be created by adding elliptical binary
mask and original image ‘I’.

The proposed method is implemented in AR database. The experimental work is
done using AR database. The details of AR database are given below. The AR
database [8] contains images of 100 persons taken in two different sessions. 50 are
men and 50 are women [8]. In each session, photographs were taken in 13 different
conditions. They are neutral expressions (anger, scream, and smile), illumination
(right, left, and both sides) and occlusions (eye occlusion, eye occlusion with left
illumination, eye occlusion with right illumination, mouth occlusion, mouth
occlusion with left illumination, and mouth occlusion with right illumination). All
the images are cropped to an image size of 160 � 120 pixels.

The image enhancement method is implemented using MATLAB R2013a [9].
Figure 1 shows the original image, and Fig. 2 shows the elliptical face image. The
elliptical color face image is converted into gray scale image. Figure 3 shows the
elliptical gray scale image. These steps give the detected face image as an ellipse.
The next step is to highlight the facial features eyes, nose, and mouth.

The contrast-limited adaptive histogram equalization (CLAHE) is applied on the
elliptical gray scale image to adjust the contrast variations in the image. The image
obtained is ‘f’. This image is then converted into binary image using threshold
technique. The mean of the image ‘f’ is ‘GT’. Image ‘g’ is obtained using Eq. 3
with image ‘f’ and threshold ‘GT’.
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Fig. 1 Original color image

Fig. 2 Elliptical color face
image
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g x; yð Þ ¼ 1 if f ðx; yÞ[GT
0 if f ðx; yÞ�GT

�
ð3Þ

The binary image ‘g’, thus, created contains salt and pepper noise. The median
filter is applied to remove the noise, and the output image ‘G’ is obtained. Figure 4
shows the elliptical binary image. The facial features eyebrows, eyes, nose, and
mouth are highlighted clearly.

In Fig. 4, both the background pixels and facial features pixels are black pixels.
The next step is to differentiate the black pixels in the face area and non-face area.
The black pixels till the first white pixel from top, left, right, and bottom are filled
with gray pixel intensity value 128. Figure 5 shows the output image obtained by
the above step. The original gray scale image is shown in Fig. 6. The original gray
scale image is now processed to obtain the enhanced image using the following
steps.

The gamma transformation g ¼ f :^c with c equal to 1.1 is applied. The
brightness of the gray scale image is adjusted by darkening the pixel intensities at
facial features eyebrows, eyes, nose and mouth. The brightness in the non-facial
features like foreground and chin are increased. The salt and pepper noise if any is
removed by applying median filter. The logarithm transformation c � logðf þ 0:8Þ is
applied to compress the dark pixels and lighten the light pixels. The final step is to
apply the average filter to smoothen the image. The image obtained is the enhanced
image. Figure 7 shows the enhanced image. The original gray scale image has low
contrast and the output image’s facial features are enhanced.

Fig. 3 Elliptical gray scale
image
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Fig. 4 Elliptical binary
image

Fig. 5 Face segmentation
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Fig. 6 Original gray scale
image

Fig. 7 Enhanced image
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4 Results and Discussion

The result of the proposed method in Fig. 7 is compared with the results of his-
togram equalization image, CLAHE image, log transformation image, and gamma
transformation image. The histogram-equalized image, CLAHE image, log trans-
formation image, and gamma transformation image for the same image are shown
in Figs. 8, 9, 10, and 11, respectively. The histogram equalization method is useful
in images with backgrounds and foregrounds that are both bright or both dark. The
enhanced image shown in Fig. 7 is visually good with good contrast when com-
pared to images in Figs. 8, 9, 10, and 11.

However, the histogram analysis of the enhanced image and the existing
methods are done here to compare the effectiveness of enhancement. Figure 12
shows the histogram of original gray scale image, Fig. 13 shows the histogram of
the enhanced image, Fig. 14 shows the histogram of histogram-equalized image,
and Fig. 15 shows the histogram of CLAHE image.

From the histogram analysis, it is found that in Fig. 12, the gray levels are at
various levels. In Fig. 14, the histogram is equally spread and brightness is adjusted
globally. The non-facial features are also enhanced here. From Fig. 15, it is found
that in CLAHE method contrast is high. The histogram of enhanced image in
Fig. 13 shows that the image contrast is good. The facial features and non-facial
features are visually separable and the histogram also proves the same.

Fig. 8 Histogram equalized
image
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Fig. 9 CLAHE image

Fig. 10 Log transform image
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5 Conclusion

There are lots of image enhancement techniques available in the literature. The
human face images under poor illumination could not be recognized effectively. An
image enhancement particularly suitable for face images with poor illumination or
contrast is proposed here. The facial features eyebrows, eyes, nose, and mouth are

Fig. 11 Gamma
transformation image

Fig. 12 Histogram of gray
scale image
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highlighted from non-facial features, and this method could also be employed to
extract these components individually. The extracted features could be compared
for face part recognition. The brightness of facial features is darkened and the
non-facial features are lightened. This process enhances the face image. The pro-
posed method is compared with histogram equalization, CLAHE, logarithm, and
gamma transformation methods using histogram. The enhanced method is visually
good than other methods, and the histogram shows the image is of good contrast
than the original gray scale image and other enhancement methods.

Fig. 13 Histogram of
enhanced image

Fig. 14 Histogram of
histogram-equalized image
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FPGA Implementation of Anti-theft
Intelligent Traffic Management System

R. Suganya and K.R. Kashwan

Abstract The present-day traffic system in our nation provides an immobile traffic
control plan, which is based on prior traffic counts. Besides increased crowd of
vehicles on road, the theft of vehicles is also increased over the years. Due to this,
emergency service vehicles may not achieve the target of being in time. This leads
to the loss of human lives. To avoid the overcrowding issues, many systems have
progressed using embedded systems. These, however, have a few problems for
efficient controlling. To provide the solution for the conventional system,
FPGA-based intelligent traffic system and vehicle theft detection system is pro-
posed in this paper. It uses both software and hardware in combination with each
other. FPGA are reconfigurable, and the program can be modified anytime
according to the user requirements. The system functions faster than existing
microcontroller systems already implemented. Extended memory option is the main
option to store large database management. CAN protocol is used to connect a
number of traffic junctions. XILINX software is used to carry out tests for simu-
lations, and the results show that the system is efficient and practically usable.

Keywords FPGA � GSM � GPS � RFID � ZIGBEE

1 Introduction

Traffic management on the road has become a severe problem in today’s time due
ever-increasing traffic. There is a tremendous increase in the traffic density on the
roads. When the number of vehicle increases, the traffic capacity is also increased.
The more traffic results in many problems. Some of the problems are traffic jams
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and accidents. Traffic signals control the traffic at each junction. Traffic norms and
rules are followed to avoid accidents and to save the human life.

Traffic lights play a key role in traffic management. Traffic lights are the sig-
naling devices that are placed on the intersecting points and are used to manage the
flow of traffic on the road. Until the green light is enabled, the vehicle on red signal
has to wait, if there is a little crowd or no traffic. This shows the dropping of a
valuable time. Traffic control is a scheduled management of traffic on the roads in
general and at intersecting points in specific. It is a matter of greater concern in
larger cities. Several attempts are made to make traffic lights to operate in a
chronological sequence. These traffic lights operate according to the accepted and
legally valid rules of the traffic. Most of them use the sensor to calculate the density
of traffic. This method has the limitations at the time of the peak hours of traffic on
the road. However, the valuable time of the emergency vehicle is wasted at a traffic
signal.

Thus, an advanced design for automatic control of traffic signals with routing
taking place on vehicle density basis is preferred to achieve the objectives of
efficient management of traffic. The traffic is regulated without any difficulty in a
certain period of a time. Every traffic junction consists of controller to control the
traffic process. Traffic junction is referred as a node. The nodes are controlled by the
main server. Each node has GSM modem connected to the controller. The signal
changes to green if there is traffic on any side of the road. It is not based on the
round robin technique but it is controlled by nodes depending upon traffic density.
The ambulance is allowed to pass through the road without waiting for the signal
and it is said to be in ON state. For each node, the server supports a database. Every
node has a different ID for addressing it. Whenever the ambulance passes through
the traffic junctions or cross points, the similar action is executed and the ambulance
is moved on a right path without any delay.

2 Literature Survey

The system allows the emergency vehicle by indicating a green signal to permit
traffic and simultaneously indicating a red signal to the others sides. The drawback
of this system may be interference due to traffic congestions. It provides the syn-
chronization of green path of traffic indication. This system can find out the stolen
vehicle through the green path traffic light [1]. This system does not need extra
power to activate GPS. The length of vehicles in a green wave expands in size.
Some of the vehicles cannot reach the green lights in time and must stop which is
known as over-saturation [2]. The system uses the image processing techniques and
beam interruption methods to avoid problems in RFID-controlled traffic. The
drawback of this work is that it does not discuss what methods are used for
communication between the emergency vehicle and the traffic signal controller.
The RFID techniques work with more number of vehicles and lanes [3]. The main
aim is to reduce the arrival time of ambulance. When the ambulance reaches the
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traffic signal or junction, the signal automatically changes to green even if it is
currently red. The RFID is used to differ the emergency and non-emergency cases.
The GPS and transceivers are used to communicate among the ambulance and
traffic signal. It does not need of human power. The problem of this system is it
needs all the information, such as beginning point and end point of the traveling [4].
This system provides the medical facilities as soon as possible without further
delay. It is fully automated with the help of GPS. This system saves the human life
[5]. From the literature, it is clear that conventional technologies are inadequate to
solve the problems of congestion control, emergency vehicle clearance, and stolen
vehicle detection. To implement this in real time, it is achieved by implementing on
high-end FPGA. Other general references related to the literature are referred in
[5–10]. The literature survey is mainly focused on the relevant topics of recent
research interests in the area.

3 Design and Implementation Methodology

This section explains about working concept of the system, explanation of block
diagram, and the stages of operation. The proposed system is split into three stages
which are as follows. These three sections are interconnected for smooth working
and achieving objectives.

• Automatic light signal changer
• Emergency congestion clearance
• Stolen vehicle detection system

3.1 Automatic Light Signal Changer

This is a control section which is developed with the help of an RFID tag and
ZIGBEE. Whenever TAG comes into the range, the RFID reader reads the RF
signal. The received RF signal is counted, and the network tracks the number of
vehicles that has passed through for a specified time period. It then finalizes the
congestion density. Consequently, it sets the consent duration time for particular
path. Memory is established to store the counting value. From the above count,
duration of the time signal is extended automatically further.

3.2 Emergency Congestion Clearance

Congestion clearance is managed by ZIGBEE transmitter and receiver. The
transmitter side is concentrated for emergency vehicles and receiver side is used for
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establishing and managing connection points. In each instant of transmitter receiver
meeting point, the buzzer is switched ON which helps the people in providing the
path for emergency vehicles. Simultaneously, traffic light signal is changed to green
until the ZIGBEE transmitter receiver signal is switched off at reaching the limit
setup. Then traffic light signal is turned to normal green or red signals to restore
normal procedure of traffic management. The transmitter side and receiver sides
block diagrams are illustrated in Fig. 1a, b, respectively.

3.2.1 Stolen Vehicle Detection System

In this section, different RFID tags are explained that how these can be read by the
RFID reader. The stolen RFIDs number is stored in the system. If a match is found
in the toll booth, then the information is sent immediately to the control station or
any other statutory authority through SMS using services of GPS networks. In
addition, GPS tracker is placed in the vehicle to notice the exact point, if they
missed the vehicle in traffic. This helps in tracking and relocating the lost vehicles.
The architecture of block diagram for stolen vehicles is illustrated in Fig. 2 with
transmitter and receiver sections.

Buzzer 
FPGA   ZIGBEE 

Power 
Supply 

(a) 

ZIGBEE FPGA 
Light 
Signal 

Indicator 

Power 
Supply 

(b) 

Fig. 1 a Transmitter block diagram, b receiver block diagram

RFID 
Tag 

Vehicle GPS 

Light 
Signal 

Indicator 
RFID Reader 

F 
P 
G
A 

Power 
Supply 

GSM 

(a) Transmitter Unit 

(b) Receiver Unit

Fig. 2 Block diagram of detecting stolen vehicles. a Transmitter unit, b receiver unit
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4 Results and Discussion

Three sections of coding are performed. The first section undergoes the baud rate
setting case where it is set to a required range by the help of count value. The count
value is defined by the ratio of input frequency to that of the required frequency.
With the help of the count value for on and off, the system is conditioned
accordingly. The transmitter section is used to obtain digital values from FPGA and
then it presents further as an input to the GSM device where the signal is processed
and send to phone in the form of a message. The next block is the receiver section,
in which the RFID serial bits are converted to parallel bits for the processing of
FPGA. These are processed to obtain the vehicle that is being stolen. The Xilinx
simulation results are shown in Fig. 3, 4, 5, and 6.

Fig. 3 Results of transmitter section block

Fig. 4 Results of receiver section block
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4.1 Transmitter Section

In UART transmitter, the data that are stored in parallel registers are shifted as serial
data for every clock cycle. For 8-bit data transfer, for each and every 8 clock cycles,
the data is being received into the registers. Parallel to serial conversion takes place
for compatibility usage.

4.2 Receiver Section

The UART receiver is a serial-to-parallel converter and hence the function of
conversion from serial to parallel happens here. The receiver receives the serial data
for every clock cycle and stores in the register. Once a specific group of data is
accepted, it is transmitted in parallel mode to the array.

Fig. 5 Results of RFID receiver block

Fig. 6 Database storage block
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4.3 RFID Detection

At each road side signal, the RFID of the ambulance is saved in the memory.
Whenever the receiver receives the corresponding ambulance RFID signal trans-
mitted by the RF transmitter, the corresponding road signal is switched from red to
green. This allows the ambulance to pass easily and without any delay at the road
signals.

4.4 The Results of ROM Block

The ROM, a memory block with four-bit data storage facility, is used to store and
supply data as and when required. For each clock cycle, the address of corre-
sponding data is read. It is used only for storing data for future and further pro-
cessing whenever is required. It neither modifies the data nor does any computation
on its own. It supports database and supplies data for decision-making and
computation.

5 Conclusion

An effective traffic congestion control and vehicle robbery detection system is
implemented with the aid of wireless communication and FPGA boards. The
algorithm is simulated on a system to verify the results. Further, it can easily be
adopted for finding the quickest path with priority order. The emergency vehicles
can reach their destination point within least possible time. It also reduces the
complexity of computing environments. In common mode, the system is operated
in such a way that the process is executed continuously for every two minutes time
duration. Thus, the traffic jamming is eliminated even in the presence of multiple
junctions on the path of course. The stolen vehicle is recovered from the thief by
using a combination of RFID, GSM/GPS network, and FPGA. Previously reported
research works are implemented using the embedded system which is not simple,
and it takes long time. The entire database of such a system is complex. To locate a
particular vehicle in large traffic is challenging. To manage such challenges, GPS
tracker is employed to track the vehicle continuously. Every time RFID/TAG
verifies the vehicle identification with the information in database. Once it analyzes
the database, the report can be sent through SMS to the control room or to an
authorized person to take suitable action. It helps us to seize the stolen vehicle if it
comes in the reading range of any of the toll gates. The newly developed system
operates much fast. It doesn’t need human interventions for tracking and control-
ling. The system is experimentally verified for its functioning.
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6 Future Improvement

Further improvement can be achieved for long-range RFID reader communication
devices for field applications. The same concept can be easily adopted for health
monitoring and management system in hospitals for timely and efficient treatment
of patients.
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Gradation of Diabetic Retinopathy
Using KNN Classifier by Morphological
Segmentation of Retinal Vessels

Shreyasi Bandyopadhyay, Sabarna Choudhury, S.K. Latib,
Dipak Kumar Kole and Chandan Giri

Abstract The extraction of blood vessels by morphological segmentation and the
detection of the severity of diabetic retinopathy are proposed in this paper. The
proposed algorithm extracts the finest vessels in the retina within a remarkably
reduced computational time. The extracted blood vessel features being fed to KNN
classifier determine the stage of Diabetic Retinopathy. The performance analysis is
carried out which comes out to be of 94% along with the sensitivity (81.45%),
specificity (96.25%), and accuracy (95.3%) defines the efficiency of the proposed
system.

Keywords Morphological segmentation � Diabetic retinopathy � KNN classifier
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1 Introduction

The appearance and structure of blood vessels in an eye are important indicators for
diagnoses of diseases such as diabetes, hypertension, and arteriosclerosis. People
with diabetes are prone to be affected by diabetic retinopathy, a retinal disease
causing serious loss of vision or damage to the retina in diabetic patients. Diabetic
retinopathy resulting from high blood sugar affects blood vessels in the
light-sensitive tissue called the retina that lines the back of the eye changing the
configuration of retinal blood vessels. Diabetic retinopathy can be detected by
analyzing the features of the retinal images. Vessels and arteries have many
observable features, including diameter, color, tortuosity, and opacity.
Microaneurysms, hemorrhages, cotton wool spots, and exudates are the various
types of retinal abnormalities caused due to the damage of blood vessels in diabetic
retinopathy. The retinal blood vessels are damaged due to the aging of the people
and other factors. In its early stage, nonproliferative diabetic retinopathy, new
abnormal blood vessels exponentially proliferate on the surface of the retina. These
blood vessels which normally nourish the retina may swell and distort, thus losing
their ability to transport blood. At the severe stage, proliferative diabetic
retinopathy, growth factors secreted by the retina lead to formation of new blood
vessels which are generally termed as abnormal, grow along the inside surface of
the retina into the vitreous gel of the eye. These abnormal blood vessels are fragile,
which makes them more likely to leak and bleed, ultimately leading to retinal
detachment. Thus, the retinal blood vessel detection and segmentation [1] are one of
the critical steps to detect and diagnose these abnormal vasculature structures.
Ignoring these lesion symptoms can cause loss of vision because these symptoms
are not exposed easily at an earlier stage and require diagnosis immediately. Early
check-up and treatment of diabetic retinopathy in diabetes patients reduce the risk
of damaging or losing the eyesight by 50%.

Palomera-Pérez et al. [2] have used feature extraction-based region growing
algorithm to extract the blood vessels in the eye. Martinex-Perez et al. [3] proposed a
semi-automatic method to identify the topological properties of retinal blood vessel.
Chanwimaluang and Fan [4] and Gao et al. [5] identified efficient methods for
automatic detection and extraction of blood vessels. Fraz et al. [6] used ensemble
classifier to segment the vessels. The gradient vector field and Gabor transform were
used as the feature vectors in ensemble classifier. Mendonça and Campilho [7] have
proposed the algorithm of segmentation of blood vessels using vessel centerlines
followed by the vessel filtering process. Numerous techniques [10, 11, 13] were used
for the improvisation of the blood vessel contrasts. Vessel detection is also done by
classification-based techniques [8], by Snake technique [9].

In this paper, we have presented a novel approach for the detection of retinal
vessels and determination of the severity of the diabetic retinopathy by extracting
features of the vessel (vessel pixel density). The methodology is adapted so as to
decrease the computational time of vessel extraction, and the sensitivity, specificity,
and accuracy of vessel detection are quite improved with a good correct rate
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percentage obtained by KNN classification. Section 2 deals with the methodology
of the system. Section 3 describes our proposed work. The results and analysis and
the performance evaluation have been discussed in Sects. 4 and 5, respectively.

2 Methodology

2.1 Preprocessing

A nonlinear median filtering is applied on an extracted green channel image, which
has the highest contrast in an RGB image, to reduce salt and pepper noise and to
preserve the soft edges as well. Contrast limited adaptive histogram equalization
(CLAHE) is obtained twice to obtain a more enhanced image. CLAHE differs from
ordinary adaptive histogram equalization in its technique to limit the contrasts
which has to be applied for each neighborhood, and a transformation function is
derived from the neighborhood to prevent the over amplification of noise con-
tributed by only adaptive histogram equalization. The contrast amplification in the
vicinity of a given pixel value is given by the slope of the function which is
proportional to the slope of the neighborhood cumulative distribution function and
therefore to the value of the histogram at that pixel value.

2.2 Morphological Segmentation

A morphologically flat structuring element was extracted from the twice histogram
image. Top hat filtering is performed upon the gray scale image. Top hat filtering
performs the morphological opening on the image and then subtracts the image
from original image. Further, all the connected components below a certain
threshold were removed to obtain the desired output. The mask of the original
image was also with the mask image to remove the outer boundary of the retina and
to give the resultant image a compact shape. Further morphological operations were
performed to obtain the desired output of retinal vessels as explained in algorithm
step 7 and 8.

2.3 KNN Classifier

The K-nearest neighbor (KNN) classifier [12] is a supervised method which
requires feature vectors for each pixel and manually labeled images for training to
classify image pixels as blood vessel or nonblood vessel pixels. The trained sets are
feature vectors, each possessing a class label. The training phase of KNN classifier
consists of only storing the feature vectors while labeling each of their classes.
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While in the classification phase, the constant k is defined by the user, and the label
which is most frequent among the k training samples nearest to that query point is
assigned to the unlabeled vector. The best k can be selected by various heuristic
techniques. In this algorithm, a vector is classified by majority votes polled by its
neighbors, with the class being assigned to the most among its K-nearest neighbors
measured by a distance function given by

EuclideanDistance Function ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXk
i¼1

ðxi � yiÞ2
vuut ð1Þ

3 Proposed Work

The proposed work initiates with the acquisition of the retina pictures from the
databases such as DRIVE, MESSIDOR. Before the preprocessing, the image
(584 � 565) pixels’ database may be resized if necessary to make the computation
time faster. The preprocessing deals with green channel extraction, image
enhancement, and de-noising. The morphological segmentation deals with different
morphological operations to obtain the desired retinal vessels. Features of the vessels
were obtained to obtain the stage of diabetic retinopathy. Here, we obtained the pixel
density of the retinal vessels. These features are fed to the KNN classifier. The class

DRIVE 
database 

Retinal Vessel 
Extraction 

Vessel Feature 
Extraction 

Pre-Processing Morphological 
Segmentation 

Comparison 
of  
Pixel 
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Retina 

Fig. 1 Work flow process
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obtained from the KNN classifier is used to determine the severity of diabetic
retinopathy. Other factors such as exudates, hemorrhages are also responsible for the
diabetic retinopathy. Here, by the observation of the growth of the vessels in the
retina, it can be inferred whether the condition of the retina is good or unhealthy.
Besides this, the stage of diabetic retinopathy will also be detected by Fig. 1 that
illustrates the proposed work, which is followed by the algorithm.

3.1 Algorithm

1. Extracting the green channel image from original rgb image.
2. Resizing the image to limit the computational time.
3. Non-linear median filtering is performed.
4. Contrast Limited Adaptive Histogram Equalization is exercised twice to

enhance the image.
5. Flat structuring element was extracted and top hat filtering was performed.
6. Thresholding and Morphological segmentation is done.
7. Multiplication of the binary converted image of this obtained image with the

mask of original image is done.

a. Find the rows and columns of the gray scale image of the original input image.
b. for i is from 1 to no of rows

for j is from 1 to no of columns
when mask image pixel(i, j)=0
morphologically segmented image(i, j) = 1;

end operation
end operation.

8. Vessel extraction is obtained by further morphological operations on masked
image by (a) and (b) operations.

(a) It sets a pixel to 1 if it is found that five or more pixels in its 3-by-3
neighborhood are 1s; otherwise, it sets the pixel to 0. Now, the isolated
pixels to be removed to get a more accurate retinal vessel ending. Isolated
pixels (individual 1s that are surrounded by 0s) are removed.

(b) In the first subiteration, delete pixel p if and only if the conditions H1, H2,
and H3 are all satisfied. In the second subiteration, delete pixel p if and only
if the conditions H1, H2, and H3′ are all satisfied.

Condition H1:

XHðpÞ ¼ 1

Gradation of Diabetic Retinopathy Using KNN … 193



where

XHðpÞ ¼
X4
i¼1

bi

bi ¼
1 if x2i�1 ¼ 0

0 otherwise

�

x1, x2, …, x8 are the values of the eight neighbors of p, starting with the east
neighbor and numbered in counter-clockwise order.

Condition H2:

2�min n1 pð Þ; n2 pð Þf g� 3 ð2Þ

where

n2ðpÞ ¼
X4
k¼1

x2k _ x2kþ 1 ð3Þ

n1ðpÞ ¼
X4
k¼1

x2k�1 _ x2k ð4Þ

Condition H3:

x2 _ x3 _ x8ð Þ ^ x1 ¼ 0 ð5Þ

Condition H3′:

x6 _ x7 _ x4ð Þ ^ x5 ¼ 0 ð6Þ

These two subiterations together make up one iteration of the algorithm by
which fine retinal vessels detected are made smooth. Finally, desired retinal vessels
are obtained.

9. Features (vessel pixel density) are obtained from the extracted image to classify
the type of diabetic retinopathy.

Vessel Pixel Count ¼No: of Nonzero pixels in the final output image
of retina vessel extraction:

Vessel Pixel Density ¼ðVessel Pixel CountÞ=Total no: of non-zero pixels

in the original binary image:
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4 Results and Analysis

The processed algorithm produces the desired output of retinal vessel. The stepwise
processed pictures are shown in Fig. 2.

Further morphological operations (described in the algorithm step 8) were per-
formed to smoothen the image and get a better output as shown in Fig. 3. The

Fig. 2 Starting from top left, moving clockwise a original image, b mask of the image,
c extracted green channel, d filtered image, e subtracted image, f adaptive histogram equalized
image, f blood vessel extracted image, g image after being multiplied with masked image

Fig. 3 Final retinal vessel
detection
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extraction of vessels was obtained with 81.45% sensitivity, 96.27% specificity, and
95.3% accuracy within a very reduced computational time. We have trained KNN
classifier by using 25 normal and 50 abnormal images. These images are classified
by KNN classifier as normal or abnormal. After feature extraction, KNN classifier is
applied to determine the stage of diabetic retinopathy whose performance is of 94%.

5 Performance Evaluation

In this paper, we have analyzed the performance of our image segmentation with
the help of sensitivity, specificity, and accuracy. These analyzers are the indicators
of the number of properly classified pixels. Sensitivity, also known as true positive
rate (TPR), gives us how much perfect are the vessel points that is given by:

TPR ¼ True Positivesð Þ= True Positivesþ False Negativesð Þ ð7Þ

Specificity refers to the true negative rate (TNR), which stands for the fraction of
pixels erroneously classified as vessel points. Specificity stands out as:

TNR ¼ True Negativesð Þ= True Negativesþ False Positivesð Þ ð8Þ

Accuracy is the measurement of the tiniest details in the obtained segmented
image when compared to the original input image. It basically depends on how
good is the signal-to-noise ratio.

Accuracy ¼ TNþTPð Þ= TNþTPþ FNþ FPð Þ ð9Þ

Table 1 gives us the results of the stage declaration of diabetic retinopathy.
Three cases are shown here. Both normal and diabetic retinopathy affected retinal
images were given as inputs. The proposed system attains efficacy in finding the
stage of diabetic retinopathy by attaining the class by KNN classifier. The per-
formance parameters are shown in Tables 2 and 3.

Table 1 Results

Input image type Pixel density Stage of diabetic retinopathy

Healthy 12.69 Normal

Unhealthy 16.08 Mild diabetic retinopathy

Unhealthy 33.78 Severe diabetic retinopathy

Table 2 Performance parameters

Database Average performance parameters

Accuracy (average) (%) Computational time (average) (s)

DRIVE 95.3 12.07

196 S. Bandyopadhyay et al.



6 Conclusion

The extraction of vessels is important for further investigation of diabetic
retinopathy. Moreover, the growth of vessels can determine the stage and severity
of diabetic retinopathy.

Acknowledgements Thanks to DRIVE database for making the retina vessels publicly available.
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Design of F-Shape Fractal Microstrip
Patch Antenna for C- and X-Band
Applications

Dilveen Kaur and Jagtar Singh Sivia

Abstract In this paper, F-shape fractal microstrip patch antenna is designed using
roger RT/duroid and FR4 glass epoxy substrate materials. Proposed antenna is fed
by microstrip line feed. Simulations of proposed antenna are done up to third
iteration using Ansoft HFSS software. F-shape fractal notation in antenna design
makes the patch antenna flexible in terms of generating resonant frequency and
bandwidth, as an iteration number of fractal increases. Performance parameters of
the antenna such as bandwidth, radiation pattern, return loss, and VSWR are
compared for both the substrate materials. It is found that rogers RT/duroid as a
substrate provides less return loss and more gain. Vector Network Analyzer (VNA)
is used for the measurement of return loss and VSWR of the antenna. Simulated and
measured results show good agreement with each other. The measured results of
proposed antenna with rogers RT/duroid substrate exhibit a gain of 7.2261, 5.0946,
2.9631, 8.3167, and 1.2998 dB at resonant frequencies 5.6, 7.72, 9.34, 11.26, and
13.58 GHz, respectively.

Keywords F-shape fractal � Patch antenna � Return loss � Gain
VSWR � Microstrip line feed

1 Introduction

A fractal is an antenna which uses the fractals. Fractals are self-similar shapes so as
to increase the length and perimeter of the material. Fractal is basically an irregular
shape. To reduce the size of patch, fractal geometries are used. Fractal geometries
have the properties of space filling and self-similarity. For the design of
multiband fractal microstrip patch antenna, the self-similarity property is used [1].
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The self-similarity property means that the design is subdivided into parts and the
part is a reduced size or the smallest portion of the whole shape [2]. There are many
different shapes of fractal antennas like Sierpinski Gasket, Minkowski Hilbert
Curve, and Koch Curve [1]. For the antenna to radiate effectively and to increase
the bandwidth of antenna, fractal geometry is used. The fractal geometry can be
designed using Iterative Function System (IFS). In IFS, there are a number of affine
transformations. The starting part of the fractal geometry is called initiator, which
can be divided into equal parts [3]. This is the first iteration [4]. The size of a
radiating patch increases as the number of iterations increases but the resonant
frequency diminishes [2]. Fractal antennas are inspired by nature [5]. Fractals are
widely used to design complex natural objects like cloud boundaries, galaxies,
mountain ranges, and many more [6]. Fractals have jagged shapes. So these dis-
continuities help to improve the bandwidth and effective radiation of antennas [7].
Broadband operation, gain, space filling, multiple scale properties, self-similar
pattern, mechanical simplicity, and robustness are the special properties of fractal
antennas [2 ,8]. Microstrip patch antennas have radiating elements on one side of a
dielectric substrate, and these are fed using different feeding techniques: the
microstrip line, coaxial probe, aperture coupling, and proximity coupling [1, 9]. The
feed line and the antenna input impedance should be properly matched. For good
impedance matching between line and patch, different feeding techniques are used
[4, 9]. In this paper, proposed antenna is fed with microstrip line feed as this feed
makes impedance matching simple to achieve and easy to fabricate.

2 Antenna Design

The design of F-shape fractal antenna starts with rectangular patch geometry whose
dimensions are calculated using Eqs. (1)–(3).

The width of microstrip patch is calculated as [4, 9, 10]:

w ¼ c

2f0
ffiffiffiffiffiffiffiffi

er þ 1
2

q ð1Þ

The effective dielectric constant is determined using the following equation [4, 9,
10, 11]:

ereff ¼ er þ 1
2

þ er � 1
2

1þ 12
h
w

� �1=2

ð2Þ
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The effective length (Leff) of the patch is calculated using the following equation
[4, 9]:

Leff ¼ c
2f0

ffiffiffiffiffiffiffiffi

ereff
p ð3Þ

Following are the steps for the design of proposed antenna:

Step 1: For rogers RT/duroid substrate with dielectric constant 2.2, thickness
1.6 mm, and resonant frequency 7.5 GHz, the length and width of a
patch are found to be 12.45 and 16 mm, respectively. This iteration is
known as the zeroth iteration which is shown in Fig. 1a.

Step 2: Two F-shapes along the horizontal length of patch are obtained by
applying the concept of fractal geometry. The dimensions of various cuts
to form F-shapes are shown in Fig. 1a. This geometry is known as first
iteration geometry.

Step 3: Two more small F-shapes in a patch are obtained using similar concept,
and various cut dimensions are shown in Fig. 1a. The geometry thus
obtained is known as second iteration geometry.

The fabricated geometries of proposed antennas with rogers RT/duroid and glass
epoxy as substrate materials are shown in Fig. 1a, b, respectively.

Fig. 1 Fractal iterations of the proposed antenna. a Antennas fabricated with rogers RT/duroid
substrate material. b Antennas fabricated with FR4 epoxy substrate material
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3 Results and Discussions

Results of the proposed antennas with rogers RT/duroid and FR4 glass epoxy
substrates are given below.

3.1 Rogers RT/Duroid as a Substrate

Figure 2 shows the simulated and measured return loss versus frequency plots of
the proposed antenna using rogers RT/duroid substrate for all iterations.
Comparison of simulated and measured results of proposed antenna in terms of
performance parameters such as resonant frequency, return loss, gain, and VSWR
are shown in Table 1. From this table, it is clear that for zeroth iteration, antenna
has a return loss less than −10 dB at resonant frequencies 7.22 and 9.44 GHz.
Thus, zeroth iteration works at these two frequencies, and gains of antenna at these
frequencies are 7.1410 and 5.0810 dBi, respectively.

Likewise, first iteration works at three frequencies 5.70, 7.72, and 9.44 GHz
having gains of 7.2639, 4.9289, and 2.5940 dBi, respectively. In the second iter-
ation of F-shape patch, the antenna resonates at 5.60, 7.72, 9.34, 11.26, and
13.58 GHz with a return loss of −13.9944, −14.0891, −13.7137, −12.6360, and
−15.0583 dB and having gains of 7.2261, 5.0946, 2.9631, 8.3167, and 1.2998 dBi,
respectively. Figure 2 shows the simulated and measured return loss versus fre-
quency plots for different iterations of proposed fractal antenna.

Figure 3 shows the variation of VSWR versus frequency for the proposed fractal
F-shaped antenna for different iterations. This antenna has VSWRs 1.498, 1.492,
1.519, 1.609, and 1.429 at resonant frequencies 5.6, 7.72, 9.3, 11.2, and 13.5 GHz,
respectively.

0th Simulated
1st Simulated
2nd Simulated
0th Measured
1st Measured
2nd MeasuredR
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Fig. 2 Simulated and measured return loss versus frequency for different fractal iterations with
rogers RT/duroid substrate
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3.2 FR4 Epoxy as a Substrate

The comparison of simulated and measured results of the proposed antenna with
FR4 epoxy substrate in terms of the performance parameters such as return loss,
gain, and VSWR are shown in Table 2.

Zeroth iteration of this antenna resonates at 5.20 and 13.68 GHz with a return
loss of −14.0525 and −28.5633 dB and having gains of −1.3273 and −2.5234 dBi,
respectively. First iteration of antenna resonates at 5.70, 8.23, 11.36, 12.47, and
13.98 GHz having return losses −17.22, −15.10, −12.76, −23.71, and −19.15 dB
and gain of −2.9338, 1.6307, −2.9680, −4.3053, and −5.6425 dBi, respectively.

Table 1 Simulated and measured results of antenna designed with rogers RT/duroid substrate

Iteration
number

Simulated results Measured results

Resonant
frequency
(GHz)

Return
loss (dB)

Gain
(dBi)

VSWR Resonant
frequency
(GHz)

Return
loss (dB)

VSWR

0th
iteration

7.2222 −16.2533 7.1401 1.3639 7.65 −11.4297 1.73

9.4444 −15.4561 5.0810 1.4060 9.5 −30.9716 1.06

1st
iteration

5.7071 −10.7073 7.2639 1.9084 5.65 −18.6651 1.26

7.7273 −14.4979 4.9289 1.4643 7.6 −11.1444 1.77

9.4444 −16.6403 2.5940 1.3453 9.5 −28.7114 1.08

2nd
iteration

5.6061 −13.9944 7.2261 1.4989 5.55 −18.0052 1.29

7.7273 −14.0891 5.0946 1.4922 7.7 −13.8834 1.51

9.3434 −13.7137 2.9631 1.5196 9.35 −25.8371 1.11

11.2626 −12.6360 8.3167 1.6091 11.15 −44.5149 1.01

13.3859 −15.0583 1.2998 1.4291 13.5 −12.5791 1.61

2nd Simulated
1st Simulated
0th Simulated

2nd Measured
1st Measured
0th measuredV

SW
R

 

Fig. 3 Simulated and measured VSWR versus frequency for different iterations of proposed
fractal antenna with rogers RT/duroid substrate
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Likewise, in the second iteration, the F-shape fractal antenna resonates at 5.7,
8.43, 11.36, 12.67, and 13.88 GHz having return losses −17.78, −22.32, −10.39,
−25.16, and −30.76 dB and a gain of −6.4414, −1.8962, −3.1483, −4.4004, and
−5.6525, respectively. Figure 4 shows the measured and simulated return loss
versus frequency plots for zeroth, first, and second iterations.

The variation of VSWR versus frequency for the proposed fractal F-shape
antenna for different iterations is shown in Fig. 5. This antenna resonates at 5.7071,
8.4343, 11.3636, 12.6768, and 13.8889 GHz and provides VSWRs 1.2965, 1.1656,
1.8660, 1.1167, and 1.0596, respectively.

Table 2 Simulated and measured results of antenna designed with FR4 epoxy substrate

Simulated results Measured results

Iteration
number

Resonant
frequency
(GHz)

Return
loss (dB)

Gain
(dBi)

VSWR Resonant
frequency
(GHz)

Return
loss (dB)

VSWR

0th
iteration

5.2020 −14.0525 −1.3273 1.4948 5.5 −8.5295 2.20

13.6869 −28.5633 −2.5234 1.0775 14.3 −7.4438 2.20

1st
iteration

5.7071 −17.2224 −2.9338 1.3193 5.85 −8.8502 2.13

8.2323 −15.1043 1.6307 1.4263 8.4 −13.6191 1.53

11.3636 −12.7608 −2.9680 1.5978 11.5 −10.7243 1.82

12.4747 −23.7120 −4.3053 1.1395 12.65 −37.8358 1.03

13.9899 −19.1541 −5.6425 1.2478 14.45 −9.1747 2.07

2nd
iteration

5.7071 −17.7820 −6.4414 1.2965 5.9 −9.9256 1.94

8.4343 −22.3280 −1.8962 1.1656 8.45 −23.9585 1.14

11.3636 −10.3950 −3.1483 1.8660 11 −11.7587 1.70

12.6768 −25.1688 −4.4004 1.1167 12.85 −19.5771 1.23

13.8889 −30.7651 −5.6525 1.0596 14.15 −11.3359 1.74
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1st Measured
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Fig. 4 Simulated and measured return loss versus frequency for different fractal iterations with
FR4 epoxy substrate
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4 Comparison of Simulated Results with Rogers
RT/Duroid and FR4 Epoxy Substrate Materials

The comparison of simulated results with rogers RT/duroid and FR4 epoxy sub-
strate materials for different iterations and at different frequencies is shown in
Table 3. The simulated return loss, gain, and VSWR of the designed antenna with
different substrates are compared. From the table, it is clear that the antenna

V
SW

R

2nd Simulated
1st Simulated
0th Simulated

2nd Measured
1st Measured
0th measured

Fig. 5 Simulated and measured VSWR versus frequency for different fractal iterations with FR4
epoxy substrate

Table 3 Comparison of simulated results with rogers RT/duroid and FR4 epoxy substrate
materials

Iteration
number

Rogers RT/duroid FR4 epoxy

Resonant
frequency
(GHz)

Return
loss (dB)

Gain
(dBi)

VSWR Resonant
frequency
(GHz)

Return
loss (dB)

Gain VSWR

0th
iteration

7.2222 −16.2533 7.1401 1.3639 5.2020 −14.0525 −1.3273 1.4948

9.4444 −15.4561 5.0810 1.4060 13.6869 −28.5633 −2.5234 1.0775

1st
iteration

5.7071 −10.7073 7.2639 1.9084 5.7071 −17.2224 −2.9338 1.3193

7.7273 −14.4979 4.9289 1.4643 8.2323 −15.1043 1.6307 1.4263

9.4444 −16.6403 2.5940 1.3453 11.3636 −12.7608 −2.9680 1.5978

– – – – 12.4747 −23.7120 −4.3053 1.1395

– – – – 13.9899 −19.1541 −5.6425 1.2478

2nd
iteration

5.6061 −13.9944 7.2261 1.4989 5.7071 −17.7820 −6.4414 1.2965

7.7273 −14.0891 5.0946 1.4922 8.4343 −22.3280 −1.8962 1.1656

9.3434 −13.7137 2.9631 1.5196 11.3636 −10.3950 −3.1483 1.8660

11.2626 −12.6360 8.3167 1.6091 12.6768 −25.1688 −4.4004 1.1167

13.3859 −15.0583 1.2998 1.4291 13.8889 −30.7651 −5.6525 1.0596
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designed with rogers RT/duroid resonates at frequencies 5.6061, 7.7273, 9.3434,
11.2626, and 13.5859 GHz with gain of 7.2261, 5.0946, 2.9631, 8.3167, and
1.2998 dBi, respectively.

Likewise, the antenna designed with FR4 epoxy substrate material resonates at
5.7071, 8.4343, 11.3636, 12.6768, and 13.8889 GHz having gains of −6.4414,
−1.8962, −3.1483, −4.4004, and −5.6525 dBi, respectively.

5 Comparison of Measured Results with Rogers
RT/Duroid and FR4 Epoxy Substrate Materials

The comparison of measured results of the designed antenna with both the substrate
materials are shown in Table 4. The measured return loss and VSWR are compared.
The antenna proposed with rogers RT/duroid substrate material resonates at 5.55,
7.7, 9.35, 11.15, and 13.5 GHz with return losses −18.0052, −13.8834, −25.8371,
−44.5149, and −12.5791 respectively.

Likewise, the antenna designed with FR4 epoxy substrate material resonates at
5.9, 8.45, 11, 12.85, and 14.15 GHz with return losses −9.9256, −23.9585,
−11.7587, −19.5771, and −11.3359 dB, respectively.

Table 4 Measured results of the designed antenna with rogers RT/duroid and FR4 epoxy
substrate materials

Rogers RT/Duroid FR4 epoxy

Iteration
number

Resonant
frequency
(GHz)

Return
loss (dB)

VSWR Resonant
frequency
(GHz)

Return
loss (dB)

VSWR

0th
iteration

7.65 −11.4297 1.73 5.5 −8.5295 2.20

9.5 −30.9716 1.06 14.3 −7.4438 2.20

1st
iteration

5.65 −18.6651 1.26 5.85 −8.8502 2.13

7.6 −11.1444 1.77 8.4 −13.6191 1.53

9.5 −28.7114 1.08 11.5 −10.7243 1.82

– – – 12.65 −37.8358 1.03

– – – 14.45 −9.1747 2.07

2nd
iteration

5.55 −18.0052 1.29 5.9 −9.9256 1.94

7.7 −13.8834 1.51 8.45 −23.9585 1.14

9.35 −25.8371 1.11 11.00 −11.7587 1.70

11.15 −44.5149 1.01 12.85 −19.5771 1.23

13.5 −12.5791 1.61 14.15 −11.3359 1.74
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6 Conclusion

F-shape fractal microstrip patch antenna using two different substrate materials is
designed in this paper. Simulated and measured results of the antenna are com-
pared. It is concluded that the antenna designed with rogers RT/duroid as a sub-
strate material provides better performance paramters as compared to FR4 epoxy
substrate as it provides high gain, low return loss, and VSWR. The designed
antennas can be used in C and X-band applications for satellite links, wireless
communication and microwave links.
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Face Image Detection Methods: A Survey

Varsha Kirdak and Sudhir Vegad

Abstract Face detection is an important part of face recognition systems. In this
paper, we presented various methods of face detection, which are commonly used.
These methods are local binary pattern (LBP), Adaboost, support vector machine
(SVM), principal component analysis (PCA), hidden Markov model (HMM),
neural network-based face detection, Haar classifier, and skin color models. Each
method is summarized along with their advantages and disadvantages.

Keywords Face detection � Adaboost method � Local binary pattern (LBP)
Principal component analysis (PCB) � Hidden Markov model (HMM)
Support vector machine (SVM) � Skin segmentation

1 Introduction

The face detection simply means to determine that the given input is a face image or
not, regardless of the size, position, background, etc. The current evolution of
computer technologies has boosted in this era; for example, computer vision
contributes in face recognition and video coding techniques. Face detection in
computer vision involves segmentation, extraction, and verification of faces. Face
detection is considered as primary steps toward face recognition. In recent years
with the development of artificial intelligence, Internet of Things, e-commerce, and
other computer applications, face detection and recognition gain much more
importance [1].

Applications of face detection include as follows: Surveillance: Surveillance in
the form of CCTVs can be proved effective in gathering evidences, e.g., criminal
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evidences or during exams. Face detection is the best biometric for video data too.
General identity verification: Smart cards are most often used in today’s world for
maintaining high security, e.g., employee id, driving license, e-registration, voter id
card. Criminal justice systems: For gathering criminal evidences, forensic analysis
and postevent investigation can be surely benefitted by face detection even if the
culprit is wearing mask or cloth for distraction. Image database investigations:
Searching in large number of image databases for any kind of identification pur-
poses like missing children, licence holders, account holders. Multimedia envi-
ronments with adaptive human–computer interfaces; i.e., it is a robust way as well
as proved beneficial in various domain areas.

Computational powers and availability of recent sensing is increasing results in
human–computer interactive applications such as face detection, which gradually
includes authentication, verification, tracking of facial images. Face detection goal
is to determine the input contains any face images and provides results regardless of
expressions, occlusions, or lighting conditions [2]. Face detection is a first step in
human interaction systems which include expression recognition, cognitive state,
tracking, surveillance systems, automatic target recognition (ATR), or generic
object detection/recognition. Face detection challenges include as follows: out-of-
plane rotation: frontal, 45°, profile, upside down, presence of beard, mustache,
glasses, etc. Facial expressions occlusions by long hair, hand, in-plane rotation
image conditions include as follows: size, lighting condition, distortion, noise, and
compression.

Face detection applications in areas such as content-based image retrieval (CBIR),
video coding, video conferencing, crowd surveillance, and intelligent human–com-
puter interfaces are gaining popularity. Basically, face detection falls under two
categories that are local feature-based ones and global methods. Approaches based
on features include: geometrical method, color-based or texture-based method,
motion-based method [3].

Figure 1 shows face detection approaches in graphical representation, and detail
description is as follows [4].

2 Face Detection Techniques

Generally, prior to basics include following methods:
Knowledge-Based Methods: It encodes what constitutes typical face, e.g., the

relationship between facial features. It includes knowledge about some features that
could fall into face localization like distance of eyes and mouth or mouth is below
nose, etc., thus reducing computational time for detection. It includes top-down
approaches and bottom-up approaches.

Feature Invariant Approaches: This approach aims to find structural features
of a face that exist even when pose, viewpoint, or lighting conditions vary.
Therefore useful in locating face faster, and correct identification of faces is possible
even in adverse conditions and include skin color and texture.
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Template Matching: Here, several standard patterns are stored in databases to
describe the face as a whole or the facial features separately. So after comparing the
input images and stored images, output is provided as match result considering the
template of facial images. This technique is used for localization as well as detection
of facial images and includes predefined templates.

Appearance-Based Methods: The models are learned from a set of training
images that capture the representative variability of faces. Basically, templates are
from trained databases and are used for detection purposes, and it includes
distribution-based methods, support vector machine (SVM), hidden Markov model.

3 Face Detection Methods

Adaboost: AdaBoost is abbreviated for “Adaptive boosting.” It is a machine
learning meta-algorithm by Yoav Freund and Robert Schapire who won the global
prize in 2003 for their work. It can be used in combination with learning algorithms
to improve their performance and accuracy. The output of the other learning
algorithms (“weak learners”) is combined into a weighted sum that represents the
final output of the boosted classifier. Blob filtering results identify ROI region, and

Fig. 1 Face detection approaches
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then output is given by adaboost [5]. Also, accurate prediction rule uses visual
features to produce classifiers and uses multiple iterations to generate a single
strong learner [6]. AdaBoost algorithm includes training samples having weight
which is the considered probability for selecting regions and helpful in detecting
face and non-face regions. MIT-CBCL database is used for training [7]. Adaboost
could be combined with haar-like features and thus optimizing the results by
researching weak classifiers by putting threshold parameter [8].

This method could be used as a combination of color segmentation algorithms
for accurate detection of facial images, edge lines, and central surrounded features
which are used for segmentation, and then color region is detected with adaboost
providing robust solution [9].

Principal Component Analysis: Principal component analysis (PCA) is a sta-
tistical procedure that uses an orthogonal transformation to convert a set of
observations of possibly correlated variables into a set of values of linearly
uncorrelated variables called principal components those result in dimensional
reduction. PCA is widely used in data analysis and for making models of predic-
tions. Principal component analysis (PCA), also known as Karhunen–Loeve
expansion, is a classical feature extraction and data representation technique widely
used in the areas of pattern recognition and computer vision. Two-dimensional
PCA based on 2D matrices is used for reconstruction of image along with support
vector machine (SVM) method [10]. The PCA algorithm is applied to check for a
face at each pixel in the input image. This search is realized using crosscorrelation
in the frequency domain between the entire input image and eigenvectors. A few
low-frequency discrete cosine transform (DCT) coefficients are used and then
perform PCA on the enhanced training images set, and ORL database is used [11].
Initially, the eigen space is created with eigenvalues and eigenvectors then the input
images are classified based on Euclidian distance. Classifier is used for
decision-making based on feature vectors; ORL face database is used [12].

Hidden Markov Model: A hidden Markov model (HMM) is a statistical
Markov model in which the system being modeled is assumed to be a Markov
process with unobserved (hidden) states. Direct states are not visible, but the output
is clearly shown. These models are especially known for their application in tem-
poral pattern recognition such as speech, handwriting, gesture recognition, for
example, Gaussian distribution. The observation vectors used to classify the states
of the HMM are obtained using the coefficients of the Karhunen–Loeve transform
(KLT). This method is useful in detecting gray scale images as well. MIT database
is used, and both face detection and face recognition are using HMM model [13]. It
consists of Markov chain of hidden, invisible, and limited states and a probability
density function. Markov chain includes probability distribution function of initial
state and probability matrix of transferred state. Probability density function is
related to those states [14, 15]. HMM could be used as an expression classifier also.
First relative features are extracted based on relative displacement of face muscles
[16].

Support Vector Machine (SVM): SVM is a learning model in machine
learning that is used for analysis of data and can perform nonlinear classifications.
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SVM classifier includes sub-gradient descent and coordinates descent. The SVM
algorithm maps the test images into higher-dimension transform space where a
hyper-plane decision function is made based on kernel function. Three kernel
functions are polynomial, Gaussian radial basis function (RBF), and sigmoidal.
ORL database is used [17]. Integration of feature analysis, class modeling, and
SVM are used for detection of faces. Input images are represented using 1-D Haar
wavelet representation, and its amplitude projections, and then using classification
rules face and non-face images are classified. Distribution-based distance and SVM
give a novel approach in detection [18].

Skin color segmentation: As name indicates, this method uses skin color
detection and segmentation methods for fast retrieval of image detection. Lighting
compression is carried out followed by noise removal on YCbCr model then euler
computations then put bounding box ratio and eccentricity ratio, thus separating
facial and non-facial regions [19]. Color image threshold is provided based on
centroid segmentation. Three-dimensional color space is transformed to 2D, and
then hexagonal distribution is done, and threshold value is fixed based on centroid
segmentation for detection of faces [20]. A robust detector is used which combines
skin color, heuristic rules, and geometric features. Pixel-based detection strategy is
used and localization of regions of eyes and lips are performed that results in a
robust way of detecting faces [21]. Skin segmentation includes locating objects of
facial components like eyes, lips. Skin representation is carried out in the
chrominance plane and based on rotation of Cg and Cr axis, and boundary box is
used for face segmentation. YCgCr model is used, and threshold maximum and
minimum is based on Gaussian distribution, thus reducing the processing time [22].

Local binary pattern: Local binary pattern (LBP) is a feature used for classi-
fication in computer vision, especially for texture classification. Image texture
features extraction is used in fields of image retrieval, texture examination, face
recognition, image segmentation, etc. Every pixel has texture value that is useful in
finding the key points of the image and then forming a color-texture feature
selection [23]. Gradient local binary pattern feature is more discriminative and
effective than histogram of orientated gradient (HOG), histogram of template
(HOT), and semantic local binary patterns (S-LBP). Combining gradient informa-
tion and texture information together could result in gradient local binary pattern.
INRIA dataset is used [24]. A feature-centric cascade method detector makes use of
local binary pattern along with the combination of Haar features. After that,
feature-centric detection method is used. Multi-view face detection is possible using
this particular method [25].

Neural Network: Firstly, face detection is carried out using a polynomial neural
network (PNN) and face recognition using pseudo-2D hidden Markov models; thus,
detection of images is even possible in clustered images [26]. Eigen-face algorithm
is combined with neural network. Training sets are prepared by eigen algorithm,
and then matched blocks are used for detecting the facial image constitute in
template-based face detection method [27]. Neural network when combined with
adaboost algorithm provides faster processing speed and less computation time.
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Adaboost cascade classifier uses Haar-like features; thus, detection rates are
increased drastically [28]. The advantages and disadvantages of above discussed
methods are shown in Table 1.

4 Conclusion

The purpose of this paper is to identify face detection issues and challenges and
compare various methods for face detection. There is a significant advancement in
this area as it is beneficial in real-world application products. Various face detection
techniques are summarized, and finally methods are discussed for face detection,
their features, advantages, and disadvantages.

There is still a good scope for work to get efficient results by combining or
improving the selection of features for detection of face images regardless of
intensity of background color or any occlusion.
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Recommendation Engine to Improvise
Curriculum of OBE by Using
Comparative Analysis of Institutional
Curriculum with Industrial Requirements

S. Likitha Korad and A. Parkavi

Abstract Nowadays, industries require people with better job skills compared to
earlier. Institutions are moving towards OBE in order to improve the knowledge
skills of the students and to meet the industrial expectations. In this paper, authors
have devised a recommendation system to perform the comparative analysis of the
institutional curriculum data with industrial requirement data. Based on the com-
parative analysis, recommendations to improve the curriculum can be made to the
institutions, so that the industry requirements are met.

Keywords OBE � Recommendations � Token matching

1 Introduction

The major challenge in education is to elevate skill set required in an educational
course. This skill set will change with trends and technology. The recent trends in
industry have impacted the education system. This is because the industry always
seeks out for relevant skill set in the students. The educational course is directly
dependent on the curriculum provided by the institutions.

The complexity of curriculum decision-making includes planning, applying and
evaluating the curricular courses in the education. The courses that match the
trending skill sets need to be identified by the institutions and be included in the
curriculum. By doing so, students can enhance their skill sets and the job place-
ments in the institute will increase as well. After graduation, gaining a job is the
most important thing. This, however, depends on the student’s skills gained during
their graduation. The job profile gained by them depends less on their graduation
grade but more on the skills gained. There is a clear difference between the needs of
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the industry and the education garnered by the student. This paper primarily stresses
on the skills required by the industry and considers the data collected from over 500
companies all over the world, in the order of their turnover.

The application is designed for the institutions, who can check the skills present
in the curriculum of the college and also the industries that are majorly aligned with
these companies. The curriculum can be refined according to the industry skills
specified by the companies in their websites.

These companies prefer candidates who possess the skills that are required by
the company. The students who have acquired these skills in their courses will be
placed in the industry. For institutions, this provides scalable data which can be
used to tally the percentage of industry requirement that will match. This matched
percentage will gloss over the recommendations for the change in the curriculum.

2 Related Works on Educational Data Analysis

2.1 Social Network Model for Educational Data Analysis

Social networking along with the Web 2.0 technologies has brought significant
changes to the manner in which people interact with each other, by sharing personal
information like pictures, videos and opinions. However, this constitutes informal
learning where people learn various aspects of life. Extending this power to the
formal learning enhances the present educational methodologies. Social networking
model in education can be used to describe the roles of the students, and the
analysis of the students’ work can be based on this model. Social network model
can be used powerfully to perform the educational data analysis. The activity
consisted of seven people, and the Flickr photographs of the participants were
posted and the corresponding comments were also given as per the activity. At the
end of the activity in the five phases, the most used phases were sharing/comparing
and negotiation/co-construction. This concluded that the network-based technolo-
gies can be used for educational purposes and can be collaborated to exchange the
information [1].

Due to the advent of Web 2.0 technology, the development of digital games is
changing and heading to the functions of multi-player social interaction, such as
MMORPG games. Few relevant researches have investigated the cognitive issues
of interaction in this kind of games. Currently, many researches are investigating
the learning performances of educational games, motivation of learners and the
design issues of these interactive games [2]. The calculation of these included the
lag sequential calculation and social network analysis to detect the players. The
calculations are in four procedural types like frequency transition matrix, condi-
tional probability matrix, expected-value matrix and adjusted residuals table, for the
behavioural patterns of the players. This frequency transition matrix will infer the
behavioural patterns of the players or an individual for certain period of time. Using
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these calculations of many matrices, we can also infer the player’s interaction with
the other players. This will give the social network analysis of the individual with
the society. Using this analysis, the framework that is proposed will help the
students to do the work using the social network and also the teachers can assign the
problem tasks that are related to the educational scenarios [3].

Evolution of the Web to Web 2.0, where now people are producers and con-
sumers of information, has allowed the Web to become a huge database which is in
the state of constant expansion. In this social world, vast amount of information is
shared using the social media networks such as Facebook, Twitter. This information
may be of multiple kinds. Other contributions of social media network are the
explicit relationship that exists between participants and implicit relationship
through different characteristics of each media network. These relationships can be
used to find relevant information to extend the analysis of networks beyond simple
statistics [4, 5]. Many social media networks provide the APIs which help in
sharing the information, query the information to extract the essential, out of
interest. The combination of the technologies between the SNA and the Web
technologies was used by the OER’s discovery process. There are three types of
graphs. A Hashtag graph gives the updated overview of the project as the end result.
Two networks were taken in the network of users: The first condition is the directed
network where the network involves the retweet and the second is similar, but the
name of the user is the name of the destination node recovery of OER [6].

2.2 Microblog for Educational Data Analysis

Microblog is a miniature blog which is originated from Twitter. It is a new type of
social network platform which uses the broadcast system of sharing real-time
message by concerned mechanism. Microblog has 4 aspects, the study of both
network structure of microblog and its features, the study of microblog users, hot
spot mining of microblog and the trending analysis, and also its application study in
the fields such as business and scientific research. Social network analysis is a
research technique which involves the social relations, and current hot research
technique, which is concerned about network structure of virtual learning com-
munity. Microblog is kind of a potential informal social organization. The
knowledge is communicated and dynamically shared in the microblog circle
enormously. This has formed microblog network concerned to knowledge which is
centred on microblog user. Microblog knowledge network about educational
technique is dependent on opinion leaders, and these leaders are spread amongst
famous people and experts in the industry. Interaction of this microblog knowledge
network [7] is less optimistic than what is expected through social network analysis.
There is frequent communication between famous people, leaders and the expertise
in the circle of microblog about ‘education technique’ and also between expertises
in the industries through research findings. Communication status in the circle of
microblog about ‘educational technique’ would improve to some extent and will
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help the people struck in that issue, and also if it is done with strengthening
subjective wishes of communication and activity guidance, it will emerge globally
[8].

2.3 Recommendation System Using Social Networks

The syllabus of the curriculum can be modified by giving it to the website that
includes both teaching professors of an organization and industry people who will
tell the present required tools or knowledge-based subjects. They have teachers
group, and the semi-structured information is converted to structure by giving the
outcomes of the course and plotting it on the graph. Using LinkedIn Alumni’s skills
set, profiles can be collected and put into the recommendation system [9].
Educational videos can be identified using the Facebook and meet expertise. An
Android app is developed to get such types of educational videos. The Android app
is extracting the information from the Facebook [10].

The syllabus of the curriculum can be modified by giving it to the website that
includes both teaching professors of an organization and industry people who will
tell the present required tools, or knowledge-based subjects. They have teachers
group, and the semi-structured information is converted to structure by giving the
outcomes of the course and plotting it on the graph. Using LinkedIn Alumni’s skills
set, profiles can be collected and put into the recommendation system. The
Alumni’s profiles in the LinkedIn, where the skills are specified in profiles. These
skills are extracted and are compared with the subject skills that are present in the
institutional curriculum. If any of the skills that are not present in the syllabus of the
institution are recommended for the institute by the recommendation systems. [11].

3 Recommendation Engine Designed to Improve
Curriculum Contents Using Comparative Analysis

In this paper, the authors have attempted giving recommendations for modifying
the curriculum. To facilitate this, the authors have designed a system using Java that
scans the contents of courses from educational institutions’ Web pages and com-
pares it with the skill requirement Web pages of the industry. Then, recommen-
dations will be made by the system to convey the modifications required in the
curriculum [12–14] (Fig. 1).
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3.1 Methodology

(i) Retrieval of course content of a department in an institute

At the start, it is required to extract the data from a particular institute along with the
branch details. For that, the authors have decided to aggregate the data from the
institute of interest to know about the skills required for the students of the current
generation.

(ii) Creation of static data set of companies

In this paper, the authors have considered about 500 companies, using one website.
That website has listed the companies from all around the world, in ascending order
of its ranking.

Fig. 1 Recommendation
system to improve course
content
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(iii) Performing search on department and institution of interest

The data regarding the institute is collected. The syllabus for a particular institute is
automatically searched on the search engine. It is navigated to the Web page of the
first link obtained from the search. Later, content from the whole page is extracted
to the text format.

(iv) Performing search on subject skills required for respective companies

The data regarding the subject skills required for the institute is to be collected. The
subject skills required for a particular industry is automatically searched on the
search engine. It is navigated to the Web page of the first link obtained from the
search. Later, content from the whole page is extracted to the text format.

(v) Tokenization of extracted page

The content obtained from both the curriculum of the institutes and the skills from
industry are tokenized individually to obtain the unique words amongst the text
contents.

(vi) Matching the course content with the skills required for industry

The unique tokens from both institute and industry are merged. These merged
tokens are again mapped to the obtained word frequency.

(vii) Finding out unmatched skill requirements of industries

This module finds out the tokens which are unmatched (i.e. unique) and then groups
them.

(viii) Formulating recommendations to institutions to modify curriculum contents

For the skills which are specified by the company as requirements and are not
matched with institutions’ course contents, the authors have designed their system
to provide recommendations. The unmatched skill set of the industry with insti-
tutions will be given as recommendations to institutions, so the course contents can
be changed to improve the OBE of institutions.

4 Implementation Results

The authors have developed recommendation engine using Java programming.
First, they have developed a code which accepts the input from the user in the form
of the institution and department name for which the comparative analysis is done,
for industry requirement.

The input from the user is taken as shown in Fig. 2, and the syllabus for the
department is retrieved using search engine through the system developed by the
authors.
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From the institute’s Web page which has the departmental courses, contents are
tokenized and the repeated tokens are eliminated as shown in Fig. 3. Then, the
names of the industries are to be entered by the user, with which the institution data
has to be compared.

The system developed by the authors will retrieve the job requirements men-
tioned in the Web page of the companies. The system will tokenize the job
requirement skills specified in the Web page as shown in Fig. 4.

Then, the system will compare the tokenized contents of institute data with
industry data. Tokens of the institute that match with the industry are displayed as
shown in Fig. 5.

The unmatched tokens of the industry with institutions are shown in Fig. 6.
Based on this, the recommendations to improve course content can be made to the
institutions.

Fig. 3 Tokenized form of the
course contents of specific
department

Fig. 2 Input from the user to
search for institution
curriculum contents
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Fig. 4 Tokenized industry
requirement

Fig. 5 Mapped tokens of
institute with the industry
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5 Conclusion

In this paper, the authors have designed a recommendation engine through which
the outcome of education can be improved by comparing curriculum content with
industry requirements. After comparing the curriculum content with industry
requirements, the ones which are not matched are suggested to be included in the
curriculum course content of the institution.

Fig. 6 Unmatched tokens of
institute and industry
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A Survey of Optimization
of Rate-Distortion Techniques
for H.264 Scalable Video Coding

G.S. Sandeep, B.S. Sunil Kumar, G.S. Mamatha and D.J. Deepak

Abstract Rate-Distortion optimization is a process of improving a video quality
during video compression. This will mainly concentrate on amount called rate and
is a measure of distortion against data required to encode the video. The main usage
of video encoders is to improve quality in encoding image, video, audio, and others
to decrease the file size and to improve the quality. The classical method of making
encoding decisions for the video encoder is to choose the result that yields highest
quality output. Scalable video coding (SVC) is a process in which encoding and
decoding can be done on a bit stream. The resulting video has lower temporal or
spatial resolution or a reduced fidelity, while retaining reconstruction quality that is
close to the original. SVC reduces bit rate necessarily required to represent a given
level of perceptual quality and also improves coding efficiency. The main advantage
of this Rate-Distortion is applied to measure the quality obtained from the video
signals. Some of the rate-distortion models are prediction, approximation,
Lagrangian multiplier, empirical, and parametric. Among these Lagrangian multi-
plier provides good rate-distortion optimization. The MSE- or PSNR-based quality
metrics are usually used to assess the visual quality in the cases that the spatial
resolution and frame rate are fixed. Our main aim is to demonstrate gain in PSNR
with optimized value of bit rates. Finally, we conclude by presenting the efficient
techniques to achieve improved quality of video.
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1 Introduction

Rate-Distortion is a quality metric for measuring both deviation of source and cost
of each bit stream in a possible set of decision outcomes. These bits are measured
mathematically by multiplying the cost of each bit with Lagrangian value and are a
set of values representing relationship between bit cost and quality level. To
minimize true Rate-Distortion cost in hybrid coding, a proper designing of
framework is required that jointly designs motion compensation, quantization, and
entropy in H.264. Some of the rate-distortion algorithms are available and are
named as: firstly, graph-based algorithm for soft decision quantization requires
motion compensation and step sizes. Secondly, iterative algorithm uses residual
coding in H.264 with only motion compensation. Some of the innovative features
of H.264/SVC combine temporal, spatial, and quality scalabilities into a single
multilayer stream. The provision of scalability in terms of picture size and recon-
struction quality in these standards comes with a considerable growth in decoder
complexity and a significant reduction in coding efficiency. The spatial and tem-
poral scalabilities have bit stream to represent content of the source with reduced
picture size and frame rate, respectively. The usage of SVC in spatial scalability
with arbitrary resolution ratios gives a value and is a ratio of picture size for
complete bit stream to the included sub-stream.

In the year 2007, the scalable extension of the H.264 codec was invented named
as SVC. In the year 2010, a joint collaboration by ITU-T VCEG and ISO MPEG
derives a new model for SVC. To increase flexibility of video encoder at appli-
cation layer for packet level, we need to use bit rate adaptation. Compression
efficiency has been improved by applying inter-layer estimation for the video
frames.

In recent years, the video traffic in Internet forms a significant increase of
information. In 2011, this share of internet video was 51% of all consumer Internet
traffic and is expected to rise to 55% in 2016. These high numbers do not include
video exchanged through peer-to-peer sharing. Finally, the sharing of video on the
overall Internet traffic is expected to reach 86% in 2016. The important aspect
related to video quality is a measure of bit rate of the video carried over the
network. When this measure is too low, means the visual quality of the decoded
video may be degraded. On the other hand, when this is too high, it may lead to
video freezes or longer waiting times or loss of data.

The aim of this paper is to survey the different papers to identify the different
scalability measure and that uses prediction parameters and list out the peak
signal-to-noise ratio values that are related with the rate-distortion parameters. In
this work, we are focus on the measures of Rate-Distortion and statistical values are
obtained from different authors and finally concluded that by using Lagrangian
rate-distortion optimization, we get good Rate-Distortion results and is measured
with PSNR values. From the analysis, we can identify that Rate-Distortion mainly
depends on CGS and MGS scalability parameters, and it will produce an acceptable
value of PSNR with lesser bit rates.
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2 Overview of SVC

Figure 1 shows the architecture of the SVC encoder. The architecture proposes a
more flexible design to improve the functional efficiency of encoder. Basically, the
prediction of blocks using motion-compensated and intra prediction within the
same layer are introduced. However, dependency between layers is carried out by
inter prediction section, which again utilize the motion vector, similar structures in a
frame, so as to improve the ratio of compression in the encoding process.

The base layer is designed with coarse grain scalability to code it as first. The
enhancement layer uses fine grain scalability to improve the resolution which may
increase the complexity of hardware design.

There are three types of scalability in SVC: (a) Temporal scalability, (b) Spatial
scalability, and (c) SNR scalability.

2.1 Temporal Scalability

By using frame rates and bit-stream subsets, we can be able to represent video.
Encoded video streams have three distinct types of frames: I (intra), P (predictive)
or B (bi-predictive). I frames only explore the spatial coding within the picture,
whereas both P and B frames do have interrelation with different pictures. While in
P frames inter-picture predictive coding is performed based on one preceding ref-
erence and B frames consist of a combination of inter-picture and bi-predictive
coding.

Input Sequence    Layer 1 Encoder 
Output Bit-Stream

Intra/motion/residual 

  Layer 0 Encoder

SNR Coding

H.264/AVC 
like encoder

Multiplex 

Spatial 
Decimatio SNR Coding

H.264/AVC 
Compatible encoder 

Fig. 1 Simplified SVC encoding structure with two spatial layers
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2.2 Spatial Scalability

It represents layered structure videos with distinct resolutions; i.e., each enhance-
ment layer is responsible for improving the resolution of lower layers.

The three prediction techniques supported by this module are

• Inter-Layer Motion Prediction: The motion vectors and their attached infor-
mation must be rescaled.

• Inter-Layer Intra Texture Prediction: Supports texture prediction for internal
blocks within the same reference layer (intra). The intra block predicted in the
reference layer can be used for other blocks in superior layers.

• Inter-Layer Residual Prediction: In SVC, the inter-layer residual prediction
method can be used after the motion compensation process to explore redun-
dancies in the spatial residual domain.

2.3 SNR Scalability

We legitimize transporting the complementary data in different layers in order to
produce videos with distinct quality levels. In SVC, SNR scalability is implemented
in the frequency domain.

The H.264/SVC standard supports three distinct SNR scalability modes;

(a) Coarse Grain Scalability: Each layer has an independent prediction procedure,
and consecutive layers have the same resolution.

(b) Medium Grain Scalability: It increases efficiency by using a more flexible
prediction module, whereas both base and enhancement layers can be
referenced.

(c) Fine Grain Scalability: It employs an advanced bit-plane technique where
different layers are responsible for transporting distinct subset of bits corre-
sponding to data information.

3 Rate Distortion Done by Different Authors

By calculating peak signal-to-noise ratio (PSNR) values of the frames of a video
sequence as objective video quality measure. Here we consider a frame with pixels
(8bit per pixel), and now Calculating PSNR from mean squared error (MSE).

MSE ¼ 1
Nx � Ny

XNx�1

x¼0

XNy�1

y¼0

F x; yð Þ � R x; yð Þ½ �2 ð1Þ
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PSNR ¼ 10 � log10
2552

MSE
ð2Þ

In Sun et al. [1], authors have analyzed sub-bit-plane technique of scalable video
coding for fine granular SNR and also checks that MSE-based distortion rate (D-R)
function should be linear within a FGS layer and finally achieve good coding
efficiency with reduced complexity by using model-based quality layer assignment
algorithm.

In Mansour et al. [2], authors have analyzed rate-distortion prediction model for
medium grain scalable, and it allows for video encoder to predict size and distortion
of video frame. Here, cross-layer optimization capabilities are used to achieve best
picture quality.

In Thomas et al. [3], authors describe secure scaling for bit streams at inter-
mediate nodes, and it mainly supports medium grain scalability and coarse grain
Scalability and finally incorporates FGS packets and produces more robust pictures.

In Sun et al. [4], authors analyzed the rate-distortion function of SVC FG coding
and provide a solution using approximation model of the rate-distortion function.
This solution consists of integer transform coefficients and extracts properties of
Rate-Distortion using Gaussian model and apply approximation to obtain good
quality picture.

In Li et al. [5], authors describe Lagrangian multiplier for rate-distortion opti-
mization. It directly supports multilayer scenario, but is not efficient because cor-
relation between the layers is not considered. To overcome this, finally a new
selection algorithm for rate-distortion optimization was proposed.

In [6], authors have made an assumption for fixed display scenario at constant
rate of the frame, and it consists of one CGS and another MGS for creating quality
layers for bit stream. Author proposed hierarchical coding which yields dyadic
decomposition of temporal layers.

In [7], authors proposed a scheme named rate-distortion optimization with ROI
slices to improve coding efficiency. It discards background slices, and it uses base
layer information to generate prediction signal of EL. And lastly, author derives
Lagrange multiplier for performance improvement.

In [8], authors have proposed new rate control scheme for principle component
analysis of scalable video coding. An improvement has made and create a new
model named TMN8 for rate control on all the frames like P, B, I. This scheme is
more accurate in case of bit rate and gains much peak signal-to-noise ratio.

In [9], authors also proposed updated rate control scheme for spatial scalability
for scalable video coding. The adaptive approach is used to decide a quantization
parameter and by applying transform coefficients on spatial scalability. A new
model called Cauchy Density is used to derive natural logarithm domain
Rate-Distortion model this matches spatial scalability characteristics this in turn will
provide an excellent performance over the earlier rate control schemes.

In [10], authors have analyzed empirical model for Rate-Distortion, and it checks
for channel rates and capacity. By utilizing optical rate prediction architecture with
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cross-layer design side information, a new empirical model has been created to get
good video distortion method. Finally, author uses low-density parity-check
approach to estimate the performance of video Rate-Distortion.

In [11], authors have analyzed that medium grain scalability is more superior
than coarse grain scalability in case of rate-distortion complexity, and it also
improves error resilience. By applying inter-layer prediction; it improves
rate-distortion complexity of the scalable video coding. On usage of low-delay
group of picture-structure, mainly in handheld devices, reduces decoding com-
plexity also the structural delay.

In [12], authors have described adaptive pre-filtering system for SVC compu-
tational complexity-rate-distortion analysis; as a result the visual presentation
quality at decoder side is improved with using limited resources. SVC prepro-
cessing will provide efficient coding for desired region of interest.

In [13], authors have analyzed large-scale Rate-Distortion and rate variability
distortion characteristics of CGS and MGS approach and found that CGS achieves
low bit rate compared to single-layer encoding. From the analysis, the traffic
variability of CGS is lower compared to single-layer streams. Similarly, MGS can
achieve slightly higher Rate-Distortion efficiency than single-layer encoding. By
using hierarchical B frame structure of MGS layer, a high Rate-Distortion perfor-
mance is achieved.

In [14], authors have developed a model named as parametric Rate-Distortion
for medium grain scalability and that uses spatial and temporal complexity of video
sequences with variable bandwidth that will improves the quality of video
sequences.

In [15], authors have analyzed optimal bit-stream extraction scheme for SVC,
and it produces scalable layer representation for multicasting network with varying
bandwidth. This scheme also extracts the optimal path for multicast nodes and also
helps in reducing optimal path extraction for less capable devices through path
truncation. Finally, it gives good PSNR and MSE.

In [16], authors have analyzed rate-distortion function of SVC FGS pictures by
using Gaussian model, and it proves distortion-rate curve will be concave. By using
sub-bit-plane technology, distortion rate is inferred to be linear under MSE. To find
drift error, author uses effective distortion model in SVC. A new virtual group of
picture concept and new priority setting algorithm is designed to achieve good
optimal Rate-Distortion performance.

In [17], authors have proposed rate-distortion model in scalable wavelet video
coding to find efficiency. Generally, Lagrangian multiplier provides optimized
solution for mode decision and rate-constrained motion estimation. This operates on
multiple bit rates and open loop structure. Finally, proposing motion prediction gain
metric to measure efficiency and always improved.

In [18], authors have analyzed rate-distortion optimization scheme to utilize
transform coefficients in spatial SVC for solving l1-regularized least squares
problems and produce larger PSNR in reducing bit rate. Finally, this will improve
the coding efficiency.
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4 Results and Analysis

An exhaustive survey is made over 12 papers published in international conferences
or in journals of Scopus index. The very purpose of this survey is to identify the
best technique to produce highest bit rate of transmission; at the same time it should
ensure an appreciable quality (PSNR) of video. Table 1 enlists the different tech-
niques and their performance parameters. The observation indicates all the tech-
niques proposed over the timeline are not efficient. This can be observed in Fig. 2.
However, few papers showed an aggressive performance in bit rate results retaining
a video quality near to the original. Such techniques are identified and are listed in
Table 2. The graph of the results in these techniques clearly shows an improvisation

Table 1 Comparison of PSNR versus bit rate for different rate-distortion techniques

Ref. paper no. Rate-distortion techniques PSNR (dB) Bit rate (kbps)

10 Empirical model 29.87 379

11 Inter-layer prediction 30.45 320

15 Bit-stream extraction scheme 31.05 135

14 Parametric Rate-Distortion 31.60 246

18 Inter-layer residual prediction 31.80 190

09 Rate control scheme 32.38 132

13 Large-scale Rate-Distortion and rate
variability distortion

35.00 200

05 Lagrangian multiplier 35.10 300

01 Sub-bit-plane technique 35.35 192

17 Motion prediction gain metric 36.50 253

16 Bit-stream extraction scheme 37.53 384

12 Adaptive pre-filtering system 40.40 183

Fig. 2 Comparison of PSNR
versus bit rate for different
rate-distortion techniques
(color figure online)
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in the bit rate with slight reduction in the PSNR value. In Fig. 3 the techniques with
highest bit rate have reduced PSNR and vice versa. But the values of extreme, i.e.,
PSNR and bit rate are not the region of interest to us. The techniques which produce
a better bit rate for the moderate PSNR values give us a better Rate-Distortion with
highest bit rate.

5 Conclusion and Future Work

The main goal of measuring distortion is to use the different models to achieve good
quality video sequences and at the same time it should yield a better bit rate of
transmission. On this view, the results show that the inter-layer prediction and
parametric Rate-Distortion with Lagrangian multiplier perform the best. These
methods produce the results with higher complexity. This can be an objective to
reduce complexity in the future work and able to derive a successful technique in
obtaining lower Rate-Distortion with higher bit rates.

Table 2 Values of optimized
PSNR versus bit rate in
different techniques

PSNR (dB) Bit rate (kbps)

29.87 379

30.45 320

31.60 246

35.00 200

35.35 192

40.40 183

Fig. 3 Values of optimized
PSNR versus bit rate in
different techniques (color
figure online)
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A New Fibonacci Backoff Method
for Congestion Control in Wireless
Sensor Network

Elamathy Selvaraju and Ravi Sundaram

Abstract Congestion control is one of the predominant challenges in wireless
sensor network. It has a great impact on the parameters of quality of service such as
end-to-end transmission delay, packet delivery ratio (PDR), and energy consump-
tion in wireless sensor networks. Typical congestion control schemes include binary
exponential backoff (BEB) or truncated binary exponential backoff (TBEB). This
involves retransmission of frames in carrier sense multiple access with collision
avoidance (CSMA/CA) and carrier sense multiple access with collision detection
(CSMA/CD) networks. In this work, a new backoff strategy Fibonacci Backoff
Algorithm (FBA) for congestion control is proposed. Each node is allocated a wait
period as an incremental period. The simulated results show its better performance
by decreasing the possibility of two or more nodes choosing the same backoff
period, thereby decreasing the probability of collision and energy used for
retransmission.

Keywords Congestion control � Fibonacci backoff algorithm � Performance
analysis � Optimal scheduling

1 Introduction

In wireless sensor networks, nodes are deployed in large quantities where sensors
can organize themselves to an ad hoc multipath network environment for com-
munication between them. Each node is aware of its neighborhood nodes. Network
protocol holds a strict layered structure and implements congestion control,
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scheduling, and routing protocols. However, the time-varying nature with different
channel conditions proposes a significant challenge to accomplish the above goals.
Traffic engineering, end-to-end rate adaptation, and transport layer signaling have
been widely developed to prevent the network congestion.

Shashi Kiran et al. [1] proposed an algorithm to trade-off between the latency and
real-time capacity to adapt the transmission schedule in accordance with the addition,
removal, and changes in dynamic queries. For fixed transmission schedules, the
proposed method has the ability to overcome the changes in workload more effec-
tively than the time division multiple access. A fair end-to-end window-based con-
gestion control protocol for a packet-switched network is demonstrated in Shashi
Kiran et al. [2]. with first come-first served (FCFS) routers. Only the end host infor-
mation is used by the protocol. The network considered is a multiclass fluid model.
The convergence function of the protocol is proved using a Lyapunov function.

A joint optimal design of cross-layer congestion control (CCC) for wireless ad
hoc network is proposed in Chen et al. [3]. The rate and scheduling constraint is
formulated using multicommodity, flow variables fixed channels in networks. The
resource allocation problem is addressed through natural decomposition method.
Congestion control, routing, and scheduling are the subdivisions. The dual algo-
rithm is used to handle the time-varying channels and adaptive multirate devices.
The stability of the resulting system is established. The performance is character-
ized with respect to an ideal reference system.

The resource like time slots, frequency, power, etc., at a base station to the other
network node where each flow is intended for a different receiver. A combination of
queue-based scheduling at the base station and the congestion control is imple-
mented at the base station or at the end user node leading to the fair resource
allocation and provide queue-length stability [4]. A redesign framework for
fluid-flow models for network congestion control is proposed [5]. An extra
dynamics are introduced using augmented Lagrangian method to improve the
performance of the network.

2 Congestion in Wireless Sensor Networks

Among the various reasons for the congestion in a wireless sensor network,
overloading of data, coherent nature of traffic to the base station node in the net-
work due to many-to-one topology, ingestion of sensory data into the wireless
networks plays a key role for the predominant congestion. Congestion affects the
continuous flow of data, loss of information, delay in the arrival of data to the
destination node, unwanted consumption of energy at each node. Basically, there
are two types of congestion, node level and link level.
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Node level congestion
The node level congestion is found to be common in conventional network. The
common reason for its occurrence is the overflow of data at node. Its major effects
are packet loss and increased queuing delay.

Link level congestion
It occurs in wireless sensor network, where nodes transmit the data packets at the
same time. It significantly affects the link utilization and overall throughput with an
increase in delay time and energy utilization.

3 Fibonacci Backoff Algorithm

The nodes in the wireless sensor network are allowed to wait for a period which is
formulated from the mathematical Fibonacci series. The wait period formulated is
in incremental period. The subsequent numbers are generated directly adding the
previous two numbers according to the given formulation.

FðxÞ ¼ f x� 2ð Þþ f x� 1ð Þ; where x � 0:

Fð0Þ ¼ 0; f ð1Þ ¼ 1:

There are two methods used to prevent the congestion. The possibility of two or
more nodes in the network to transmit the data at the same time increases the
possibility of congestion among them.

3.1 Method I

Nodes are allowed to choose a random backoff period as the below mentioned
range.

0� 2n � 1;

where n—number of collisions.
For the first collision, each sender node has to wait for a 0 or 1 time slot. The

maximum backoff period for a node depends on the range of Fibonacci series which
is chosen for the Fibonacci Backoff Algorithm (Table 1).

From this method, the retransmission attempts can be analyzed as follows,

Number of retransmission
attempts

a exponential increase in the number of delay possibility
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Number of nodes considered in this work is 3, and the time slots considered is
10. The slotted time communication between the nodes and the station flow node is
shown in Table 2.

3.2 Method II

The second method is based on the Fibonacci Backoff Algorithm (FBA), and a
random Fibonacci number is generated based on the number of times the trans-
mission failure has occurred. This method has two sections as node flow and code
flow. There are three basic steps in transmission of data as follows,

1. The serial port is open,
2. Method of algorithm is selected either as ‘exponential’ or ‘fibonacci backoff’

algorithm, and
3. Data is sent.

Table 1 Slot time generation Number of collision Slot time

1 0 or 1

2 0–3

3 0–7

4 0–256

Table 2 Transmission status
for nodes 1, 2, 3

Time slot Node1 Node2 Node3

T1 X Txd X

T2 X Txd Txd

T3 Txd X Txd

T4 Txd Txd Txd

T5 Txd Txd Txd

T6 Txd Txd Txd

T7 Txd Txd Txd

T8 Txd Txd Txd

T9 Txd Txd Txd

T10 Txd X x
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Algorithm for node code flow
Algorithm for slot time communication between the nodes is as follows,

Step 1: if index < TOTAL SLOTS.
Step 2: wait for slots on serial port.
Step 3: if received slot1 = ‘S’, go to step1.
Step 4: data I MSG(n) is transmitted to the serial port, and node waits for

acknowledgment or NACK.
Step 5: data is sent successfully, once ACK msg is received.
Step 6: if not, data is transmitted either into exponential or Fibonacci code as

NACK is received.
Step 7: random number is generated, and control is transmitted to the program.
Step 8: the value returned represents the number of times, and the slot has to be

skipped to avoid collision.
Step 9: if index == TOTAL SLOTS, return.

Step 10: else go to step 1.

Station flow algorithm
Algorithm for slot time communication for the station node is as follows,

Step 1: serial port is initialized for communication with node1, node2, and
hyper-terminal.

Step 2: slot signal is sent to node1 and node2.
Step 3: wait period is set, until the data is received from node1 and node2.
Step 4: if node1 and node2 send data at the same time, ACK message is sent to

both the nodes to signal the collision between them and discard of data.
Step 5: if anyone of the node sends data during the slot time, ACK message is

send to the node and received data is displaced.
Step 6: if end of transmission is received from node1 and node2, station node is

terminated else control is transferred to step2.
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                If I < S

          If IRS=S

         wait for slots
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            No

            No
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Flow chart for node flow
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4 New Slot Allocation Table for Retransmission

4.1 First New Slot Generation for Retransmission
for Node1, Node2, Node3

See Table 3.

4.2 First New Slot Generation for Retransmission
for Node2, Node3

See Table 4.

4.3 New Slot Generation for Retransmission
for Station Node

See Table 5.

Table 3 First new slot allocation

Node Collision occurred time slot Newly allocated time slot

Node1 Slot 1
Slot 2

Slot 6
Slot 3

Node2 Slot 1
Slot 2
Slot 3
Slot 6

Slot 4
Slot 9
Slot 8
Slot 6

Node3 Slot 3
Slot 10

Slot 5
Slot 8

Table 4 Second new slot allocation

Node Collision occurred time slot Newly allocated time slot

Node2 Slot 5
Slot 8

Slot 4
Slot 9

Node3 Slot 5
Slot 8

Slot 5
Slot 8
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5 Comparative Analysis Between BEB and FBA

In a wireless sensor network, distributed coordination function (DCF) is used for
this best performance. When nodes want to access the channels, the backoff
algorithm is executed while its backoff time greatly depends on the random number.
Hence, it is difficult to predict exactly the backoff duration. In BEB, when data is
sent and if acknowledgment (ACK) message is not received represents the occur-
rence of collision in the transmitted channel. The nodes involved increases its
contention window size, and in case of successful transmission, the slot time is
reduced by one. In this work, we have proposed Fibonacci Backoff Algorithm
(FBA) which makes significant changes in the channel access mechanism. Two
different scenarios have been introduced for the existing protocol.

In an actual BEB, when the number of collision is 3, the backoff time slot
generated is obtained from 2n.

23 ¼ 8 0 to 7ð Þ
Generated time slots ¼ 0; 1; 2; 3; 4; 5; 6; 7:

Whereas in Fibonacci Backoff Algorithm, the waiting time slot is generated
using the formula,

FðxÞ ¼ f x� 2ð Þþ f ðxÞ

For the considered condition of number of collision 3,

Fð3Þ ¼ f ð3� 2Þþ f ð3� 1Þ:
¼ 1þ 2 ¼ 3:

Table 5 New slot allocation
for station node

Time slot Network status Slot Network status

1 Tx 1 Tx

2 Tx 2 Tx

3 X 3 Tx

4 Tx 4 Tx

5 Tx 5 X

6 Tx 6 Tx

7 Tx 7 Tx

8 Tx 8 X

9 Tx 9 Tx

10 Tx 10 Tx
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When n = 3, with the mathematical Fibonacci series generation, the waiting time
slots generated are,

Time slots ¼ ð0; 1; 1; 2Þ

Number of time slots or the backoff/waiting period generated is 4, whereas in
binary exponential backoff algorithm, the number of waiting slot generated is 8.
Hence, the comparative study of BEB and FBA can be expressed as,

Backoff period in BEB ¼ 2 waiting time slot generated in FBAð Þ

6 Hardware Setup

See Fig. 1.

Fig. 1 Connection of nodes through Aurdino board
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7 Results

Output Screen Shots

Node - 1 output: Node – 2 Output: Station output

8 Conclusion

In this paper, a new Fibonacci Backoff Algorithm is proposed and implemented.
A comparative analysis is done between the already existing binary exponential
backoff (BEB) algorithm. The incremental nature of the Fibonacci Backoff
Algorithm decreases the probability of occurrence of congestion by allocating the
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waiting time slots based on the number of transmission failure occurrences. The
newly proposed Fibonacci Backoff Algorithm (FBA) and the results obtained prove
the effectiveness of by reducing the number of waiting time slots, and the waiting
period is reduced to half than the BEB algorithm. Hence, the network throughput
increases by congestion prevention and decreased energy utilization.
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Wireless Biometric Attendance
Management System Using Raspberry Pi
in IaaS Environment

Chirag Sharma, Karan Shah, Shriya Patel and Swapnil Gharat

Abstract Attendance management is one of the most important processes in an
educational institute, since it is a way of evaluating the performance of the students,
staff, and departments in it. Current attendance marking methods are monotonous
and time-consuming. Manually recorded attendance can be easily manipulated.
Maintaining attendance records integrity and security, and reducing the valuable
amount of time and hassle spent in the overall process is a real challenge. We
propose a system to tackle all these issues. Being one of the most successful
applications of biometric verification, face recognition and fingerprint scanning
have played an important role in the field of security, authorization, and authenti-
cation. Such forms of biometric verification can prove useful in case of student’s
attendance collection. Infrastructure as a Service (IaaS) is a form of cloud com-
puting that can be used to provide virtualized computing resources over the Internet
to thin clients like a Raspberry Pi, which is a credit card-sized computing device
with respectable performance. Combining the best of all three technologies, we
propose an automated, wireless, biometric attendance management system that will
run in an IaaS environment that will help to implement attendance marking process
in a more efficient, simple, and time-saving fashion and also provide additional
services which will be discussed ahead.
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1 Introduction

The traditional method of taking student’s attendance manually is by using atten-
dance sheet, given by the faculty member in class. The current attendance marking
methods are monotonous and time-consuming [1]. Manually recorded attendance
can be easily manipulated. Moreover, it is very difficult to verify each student in a
large educational institute having various branches. Biometric attendance systems
used today are either manual, wired, or wireless. Such systems store attendance
records locally and do not support live update of records [2]. The records are stored
locally on a removable storage or on the device storage itself and need to be
monitored and managed by an authorized person periodically [3]. Such systems are
vulnerable to loss of data due to memory corruption, data manipulation, and
damage to device or human error. Also, the installation cost of these systems is high
since individual devices need to be installed for every department or classroom.
Hence, this paper is proposed to tackle all these issues.

The proposed system uses a Raspberry Pi-based wireless device with a finger-
print scanner which can be used to take attendance automatically and avoids the
manipulation of data as it is directly stored on a central server (based on IaaS
service model) in real time.

A. Biometric Identification

As we advance in the digital age, biometric technologies are being used to fulfill
the increasing security needs. Identity verification through characteristics such as
fingerprints, iris [1], face [2], palm print, voice, hand-written signatures is made
possible by biometric technologies. These techniques are more secure, faster, and
convenient than conventional methods such as RFID cards [3], passwords, captcha
verification, or physical identity-based verification.

Biometric personal authentications such as iris recognition, facial recognition,
voice recognition, fingerprint matching use data taken from measurements of the
corresponding features of an individual. This data is unique to the individual and
remain consistent for the individual’s lifetime. This technique is used at facilities
requiring authorization and high level of confidentiality, but due to its evolution and
easy accessibility its use in other systems such as networks, e-commerce, online
banking, cellular devices is also growing rapidly. Biometric recognition becomes
the most mature and popular biometrics technology used in automated personal
identification. Hence, the proposed system will adopt facial recognition [2] and
fingerprint scanning [4] for identification of students and automated marking of
attendance (Fig. 1).

B. Infrastructure as a Service

Infrastructure as a Service (IaaS) is one of the most basic cloud computing
architectures based on the client–server model which is capable of providing cloud
computing services. IaaS can be used to provide physical or virtual (most often)
computers and various other resources. IaaS is capable of providing various online
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services, abstracting the critical information of the infrastructure like physical
computing resources, location, data partitioning, scaling, security, backup from the
user. Hypervisors can be used to run the virtual machines as guests. Some hyper-
visors available in the market currently are VMware ESX/ESXi or Hyper-V. A pool
of hypervisors can be created within a cloud computing system which can support a
large number of virtual machines and scalability as per the customers’ varying
requirements. Additional resources such as a virtual-machine disk-image library,
raw block storage, file or object storage, firewalls, load balancers, IP addresses,
virtual local area networks (VLANs), and software bundles are offered by IaaS
clouds. IaaS cloud providers supply these resources on-demand from their large
pools of equipment installed in data centers. For wide-area connectivity, customers
can use either the Internet or carrier clouds (dedicated virtual private networks).
IaaS users pay on a per-use basis, which eliminates the capital expense of deploying
in-house hardware and software.

C. Raspberry Pi

The Raspberry Pi is a small, compact, credit card-sized computer, developed in
UK by the Raspberry Pi Foundation. It is a single board computer with decent
specifications which makes it an excellent tool for learning and research and

Fig. 1 General architecture of biometric authentication systems
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development in the field of computer science. Due to its low cost, it can be made
easily available in schools, colleges, and developing countries.

2 Architecture and Working Principle

Based on the survey and study of existing systems, papers related to attendance
management systems and general observation of their shortcomings and drawbacks,
the proposed system uses biometric authentication using Raspberry Pi operating in
an Infrastructure as a Service environment for attendance management. This system
is expected to overcome the drawbacks of the existing systems, at the same time,
providing reliability, flexibility, and hassle-free attendance management. This
system is based on client–server architecture in an IaaS environment. The server
will be used to provide virtualized services to the thin clients.

An IaaS environment will be a cost-effective solution for attendance manage-
ment, and simultaneously it will be able to demonstrate the power of Infrastructure
as a Service platform which is an upcoming and rapidly developing environment for
cloud services. Raspberry Pi is a cheap yet a considerably powerful computing
device. This system will be using Raspberry Pi-based thin clients, which will be
equipped with the biometric authentication devices—fingerprint scanner and/or
camera (Fig. 2).

Fig. 2 Basic system architecture
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These individual thin clients are expected to be in possession of every lecturer or
whosoever concerned. The thin clients will be provided with an instance of an OS
from the server that contains the program logic for attendance management. The
device is intended to be passed to the students; they can authenticate themselves
easily while the lecture is in progress, thereby saving the time and hassle involved
in the conventional processes. All the updates to the attendance records will be
made live on the server in the infrastructure.

On the server side, the system is expected to have been a powerful server
running VMware ESXi for virtualization of operating systems. Using ESXi as the
kernel, the system will have a Windows Server running on top of it. The Windows
Server will be used as the centralized data store. ESXi will be used to install as
many virtual machines as needed, the instances of which will be provided to the
thin clients.

This demonstrates the power of IaaS. This system requires only a single licensed
copy of any OS of choice, since they are technically being installed on the same
machine. The cost involved in setting up such a system will also be just onetime.
This system can further be enhanced for various uses in the infrastructure like report
generation, notifications.

It can also be used for providing private cloud services to the entire organization
or whosoever might be entitles to the same. The flowchart for attendance reporting
and marking is as shown in Fig. 4.

3 Implementation

Implementation of this system requires hardware-level implementation as well as
software implementation.

A. Hardware Implementation

Hardware consists of a central server with 16 GB RAM and a quad core pro-
cessor (for testing purposes, and will need to be upgraded as the load and demand
on the system increases) which will be used to load and run a hypervisor and
database server. On the client side, we have n Raspberry Pi clients, each of which
consists of a power source, a fingerprint scanner attached to it, and a display for
viewing the GUI. For the communication to take place between the server and the
Raspberry Pi clients, it is necessary that they should be within the same network,
i.e., within the infrastructure’s network.

B. Software Implementation

On the main server, we have VMware workstation loaded on which we have
ESXi hypervisor and Windows Server loaded as virtual machines. Multiple oper-
ating systems are installed on ESXi which contains the biometric attendance pro-
gram which deals with extraction, matching, and retrieval of records from the
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database. VMware vSphere client is used for managing the virtual machines on
ESXi hypervisor. The Windows Server has MySQL database server installed,
which is used for storing and managing the attendance records and databases.
Initially, the database has to be loaded with the details of the students, professors,
and lectures conducted.

The main application runs on each of the OSs running on the hypervisor, dis-
tinguished by their IP addresses.

Flow of the attendance marking procedure in the main application will be as
follows (Fig. 3):

(i) Upon initialization, the main form will be loaded which will request the
lecturer’s fingerprint for initialization of any attendance marking procedures,
as shown in Fig. 4.

(ii) Once the lecturer authenticates using his fingerprint, he will be taken to
lecturer’s zone, where he displayed the current lecture details and will be
given the option to either automatically or manually mark up the attendance
or to end the session, as shown in Fig. 5.

(iii) As soon as the lecturer initiates the auto-attendance markup procedure, the
program will connect to the database and wait for a candidate to scan his
fingerprint, as shown in Fig. 6.
The scanned fingerprint will be matched using 1: N matching with the
records stored in the database; if match is found, that candidate’s attendance
will be marked and updated and a success message will be displayed, else, a
failure message will be displayed asking the candidate to contact the lecturer
for manual attendance markup. The success or failure message will be dis-
played for a few seconds, and then the program will get back to its former
state of waiting for a candidate to scan his fingerprint for attendance markup.

(iv) Once all candidates have given their attendance, the lecture can go to back to
the lecturer’s zone after reauthenticating himself. From here, he can opt to
manually mark the attendance of those candidates who might have not been
able to successfully mark their attendance using biometric authentication due
to any error. The lecturer will need to manually enter the candidates roll

Fig. 3 Main page GUI
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Fig. 4 Attendance reporting and marking flowchart

Wireless Biometric Attendance Management System Using Raspberry … 255



number or ID, and the attendance will be updated in the database. The GUI
for manual attendance markup is as shown in Fig. 7.
Once the attendance procedure is complete, the connection to the database
will be closed. In order to ensure that the same candidate cannot mark the
attendance twice, authentication will be time-stamp-protected.

Fig. 5 Lecturer’s zone GUI

Fig. 6 Automated attendance
markup GUI

Fig. 7 Manual attendance
markup GUI
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4 Applications and Future Scope

The main application of this system is attendance management and tracking. It can
generate reports on a timely basis and can mail the reports if needed. Since it uses
fingerprint for identity verification, it is a step toward ensuring security. It is far
superior and reliable technology and an ultimate solution to the problem of proxy
punching. Because it is flexible enough, it can be easily integrated with any other
systems and scaled up if the requirement increases.

This system can be scaled for use in maintaining the records of the employees,
students, or professors as per the needs of the organization. It can also be used for
generating the payroll for the employers or the professors. This system can be
implemented in schools, colleges, or any other organization which requires main-
taining records for the same.
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Ionospheric Time Delay Estimation
Algorithm for GPS Applications

Bharati Bidikar, G. Sasibhushana Rao and Ganesh Laveti

Abstract The global positioning system (GPS) signal transit time delay in iono-
sphere comprised of ionized plasma is a major error source in GPS range mea-
surements. As the density of the ionized plasma varies, the velocity of the radio
waves differs from the velocity of light. Due to this, the GPS signals experience
group delay or phase advance. Hence, the GPS signal transit time measurement is
affected, and this time delay directly propagates into pseudorange measurements
when scaled by the velocity of light. The delay depends on elevation angle of the
satellite since the signal takes the longer propagation path when transmitted by the
satellites tracked at lower elevation angle. The delay also depends on the solar
activity conditions since the ionized plasma is a result of solar radiation. To achieve
the precise navigation solution, the delay in ionosphere is estimated using con-
ventional method where the total electron content (TEC) is modeled and pseudo-
range measurements of Link1 (L1) and Link2 (L2) frequencies are used. In this
method, the TEC is an additional parameter to be calculated and the accurate range
measurements determine the accuracy of the TEC. To overcome this, an eigen-
vector algorithm is proposed in this paper. The algorithm decomposes the pseu-
dorange and carrier phase measurement coefficient matrix. The ionospheric time
delay estimates of the proposed algorithm and conventional method are presented in
this paper. The delays are estimated for the typical data collected on April 7, 2015,
from dual frequency (DF) GPS receiver located in a typical geographic location
over Bay of Bengal (Lat: 17.73° N/Long: 83.319° E). The proposed algorithm can
be implemented for military and civil aircraft navigation and also in precise sur-
veying applications.
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1 Introduction

The time delay of GPS Link1 (L1) and Link2 (L2) signals in ionosphere is one of the
propagation path delays which depend on the total electron content (TEC) of the
atmospheric layer [1]. This layer is part of the earth’s atmosphere where ions and
electrons are present in quantities sufficient to affect the propagation of radio frequency
(RF) signals [2]. This plasma of free electrons will be dense during high solar activity
conditions resulting in higher refraction of the GPS signal and time delay [3]. This
delay constitutes a potential source of error in time measurements and tens of meters of
range error [4]. Typical magnitudes of the range delay error are a few meters to tens of
meters [5] and vary according to several factors such as the user’s location, elevation
angle, the time of the day, the time of the year, and solar cycle [5]. Hence, error
estimation and correction are of prime concern in precise navigation applications.

The conventional method of calculating the ionospheric delay is by estimating
the TEC along the signal propagation path since the delay is proportion to the TEC
[6]. In precise positioning applications, time delay caused by an ionosphere is a
major error which needs to be estimated and corrected. In this paper, an eigenvector
algorithm is proposed which avoids the calculation of TEC. The paper also brings
out the comparative analysis of the delay estimates of the algorithm and the con-
ventional method involving TEC. The delays are estimated for the data obtained
from the dual frequency GPS (DFGPS) receiver located in the Department of
Electronics and Communications Engineering, Andhra University College of
Engineering, Visakhapatnam (Lat: 17.73° N/Long: 83.319° E), for typical ephe-
merides collected on April 7, 2015.

2 Modeling Total Electron Content

The refraction of GPS Link1 (f1 = 1575.42 MHz) and Link2 (f2 = 1227.60 MHz)
carrier frequencies [7] from ionospheric plasma is related to TEC and geomagnetic
field. For these L1 and L2 electromagnetic waves, the phase index of refraction (np)
is derived from Appleton–Hartree formula [8].

np ¼ 1� x2
p

2x2 �
x2

pxg cos h

2x3 � x2
p

4x4

x2
p

2
þx2

g 1þ cos2 h
� �" #

ð1Þ

x2
p ¼ Ne2

�
meo; xg ¼ Be=m ð2Þ
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Here, x is angular frequency of L1 or L2 signal, eo is free space permittivity, B is
geomagnetic induction, xp and xg are electron plasma and cyclotron frequencies;
these frequencies describe electron oscillations in the presence of perturbation
electric field and ambient magnetic field; N, e, and m are electron density (el/m2),
charge (c), and mass (kg) respectively; the angle between geomagnetic field and
direction of signal propagation is represented by h. During high solar activity, the
higher-order terms in Appleton–Hartree formula will contribute only 1–2 m of
range error [9]. Hence, approximating these terms, we get

np � 1� x2
p

2x2 np ¼ 1� 1
2

2pð Þ2 Ne2
�
meo

� �2
2pð Þ2f 2 ð3Þ

For N = 1012 el/m2 and B = 32,000 nT, the expression for phase refractive index
can be simplified to

np ¼ 1� 40:3
N
f 2

ð4Þ

The group index of refraction ng
� �

can be deduced from phase index of
refraction as

ng ¼ np þ f
d
df

np
� � ) ng ¼ 1þ 40:3

N
f 2

ð5Þ

The group index of refraction given by (5) indicates it to be greater than unity,
which means that the group velocity is less than the velocity of light. The inte-
gration of group refractive index given by (5) along the signal propagation path
gives delay experienced by the signal (IL) while propagating through ionosphere.

IL ¼ 40:3
f 2L

Z
path

ng ) IL ¼ 40:3
f 2L

TEC ð6Þ

where

TEC ¼ 1
40:3

1
f 21

� 1
f 22

� ��1

P1 � P2ð Þ ð7Þ

Subscript L ¼ 1 for link 1 frequency

¼ 2 for link 2 frequency

Equations (5) and (6) show that GPS signal transit time through ionosphere is
longer than the through vacuum, and the pseudorange is farther than the geo-
magnetic range between the satellite and the receiver [10]. Since the ionosphere is
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dispersive in nature, the absolute TEC is calculated using the L1 and L2 GPS carrier
frequencies. In this paper, the ionospheric group delay (I1) on L1 carrier frequency
is calculated using Eq. (6) for ephemerides data collected from DFGPS receiver
located at latitude 17.73°N and longitude 83.319°E.

3 Eigenvector Algorithm

The proposed eigenvector algorithm for ionospheric delay estimation is derived
from the linear combination of carrier phase and pseudorange measurements,
observed on Link1 (f1 = 1575.42 MHz) and Link2 (f2 = 1227.60 MHz) carrier
frequencies.

P1 ¼ qþ I1 þ ep1
P2 ¼ qþ a� I1 þ ep2
/1 ¼ q� I1 þ k1N1 þ e/1
/2 ¼ q� a� I1 þ k2N2 þ e/2

ð8Þ

where the subscripts 1 and 2 represent the measurements on the L1 and L2 fre-
quencies, respectively, e represents the effects of multipath and receiver noise [m],
P1 and P2 are the pseudoranges on L1 and L2 frequencies [m], respectively, q is the
geometric range [m], I1 is ionospheric delay on L1 frequency [m], a is ðf1=f2Þ2, /1
and /2 are carrier phase measurements [m], N1 and N2 are integer ambiguities, and
k1 and k2 are wavelengths [m] on respective frequencies. Equation (8) is framed
into a matrix form as given by (9), and here, it is assumed that multipath effect and
the receiver noise are corrected.

Ax ¼ B ð9Þ

where

A ¼
1 1 0 0
1 �1 kL1 0
1 a 0 0
1 �a 0 kL2

2
664

3
775 x ¼

q
I1
N1

N2

2
664

3
775 and B ¼

P1

/1
P2

/2

2
664

3
775

Equation (9) can be simplified, and the solution for ‘x’ can be obtained as

ATAx ¼ ATB

x ¼ ATAð Þ�1ATB
ð10Þ

Computation of x from (10) involves calculation of inverse coefficient matrix.
This solution is numerically unstable which leads to round-off errors, or the minor
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errors in initial data leads to large deviation of estimated solution from the exact
solution [11]. To overcome this problem, the solution for x is obtained using the
eigenvector [12] decomposition. In this, the coefficient matrix A is decomposed into
orthogonal matrices U and V and singular value diagonal matrix D such that [11]

A ¼ UDVT ð11Þ

where the diagonal matrix entries are nonnegative, and the magnitudes are in
descending order, which are known as singular values or eigenvalues of matrix A.
Similarly, the column vectors of U and V are left and right singular values of matrix
A [12]. Entries of U and V are eigenvectors of AAT and ATA, respectively. In
general, the eigenvector decomposition of a coefficient matrix A of the order
m � n is expressed as eigenvalues and eigenvector matrices.

ð12Þ

where r is singular values, and k is the rank of the matrix A. These matrices on
simplification give

A ¼ u1 u2 . . . uk½ �
r1

. .
.

rk

2
64

3
75

vT1
vT2
..
.

vTk

2
6664

3
7775þ ukþ 1 ukþ 2 . . .um½ � 0½ �

vTkþ 1
vTkþ 2

..

.

vTn

2
6664

3
7775

The above equation shows only k eigenvectors that contribute to matrix A.
Hence, matrix A can be simplified as

A ¼ u1 � � � uk½ �
r1

. .
.

rk

2
64

3
75

vT1
..
.

vTk

2
64

3
75 ð13Þ

The above equation can be expressed as (11). Using these eigenvectors and the
singular values, the solution for (10) is calculates as

x ¼ VD2VT
� ��1

VDUTB ð14Þ
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On further simplification the unknown vector x can be obtained as,

x ¼ VD�1UT
� �

B ð15Þ

As seen from the above equation, the derived equation for x is much simpler in
computation compared to (10). On solving the above equation, the unknown
ionospheric delay on L1 frequency is obtained from x and it is compared with delay
obtained by modeling total electron content. The performance analysis of proposed
eigenvector algorithm and the conventional method is presented in this paper.

4 Results and Discussion

Statistical analysis of the results shows that the ionospheric delay ranges from
�5 m to �19 m. This error is estimated for geographical location (xu:
706970.90 m yu: 6035941.02 m zu: 1930009.51 m) in the Indian subcontinent
over a Bay of Bengal for typical ephemerides collected on April 7, 2015, from the
DFGPS receiver located in Department of Electronics and Communication
Engineering, Andhra University College of Engineering, Visakhapatnam (Lat:
17.73° N/Long: 83.319° E), India.

Throughout the observation period of about 24 h, out of 32 satellites, a mini-
mum of 9 satellites were visible in each epoch. Though the error is computed and
analyzed for all the visible satellites, in this paper, the ionospheric delay for SV
PRN31 is presented and the satellite was visible and was tracked for about 6 h.
Table 1 details the elevation angle and the TEC for the respective time of obser-
vation, and Table 2 details the ionospheric delay estimated using eigenvector
algorithm and using TEC. The change in elevation angle and the TEC is shown in
Figs. 1 and 2. The delays and the electron contents are calculated for every 15 s.

Table 1 Pseudorange multipath error for satellite signal on L1 frequency

C/A code multipath error on L1 frequency (m) Error in receiver position
distance (m)SV PRN07 SV PRN23 SV PRN28 SV PRN31

Min 7.362 14.11 40.21 9.136 −25.8

Max 14.32 18.79 52.88 13.52 31.49

Standard
deviation

1.816 1.439 1.984 1.019 10.78

Table 2 Ionospheric delay estimation of SV PRN31

Eigenvector algorithm Code Range technique

Time delay (ns) Range error (m) Time delay (ns) Range error (m)

Min 16.95 5.084 16.95 5.084

Max 65.97 19.78 65.97 19.78

Mean 31.21 9.357 31.21 9.357

Standard deviation 11.03 3.309 11.03 3.309
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These delays with respect to change in elevation angle are plotted in Figs. 3 and 4.
From the figures, it is observed that for the elevation angle of �5°, the delay is as
high as �19 m and the delay is �5 m when the satellite approaches zenith.

Fig. 1 Elevation angle of SV
PRN31

Fig. 2 TEC along the signal
propagation path of SV
PRN31

Fig. 3 Ionospheric delay of
SV PRN31 using eigenvector
algorithm
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5 Conclusion

Implementation of the proposed eigenvector algorithm to estimate the time delay of
SV PRN31 shows that when the satellite is acquired at low elevation angle, the GPS
signal is subjected to higher delay. When the delays calculated using the proposed
algorithm and the conventional method involving TEC are compared, it is found
that the delays calculated using the proposed eigenvector algorithm are same as
those of the delays calculated using TEC. Hence, the proposed algorithm can
estimate the delay accurately, and it also minimizes the complex calculation of total
electron content. Apart from this, the delay estimates using TEC consider either
pseudorange or carrier phase measurements, whereas the proposed algorithm
considers both the pseudorange and the carrier phase measurements. This algorithm
can be implemented in precise navigation and surveying applications to get accurate
solution with minimum computation complexity.
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A Modified Variance Kalman Filter
for GPS Applications

Ganesh Laveti and G. Sasibhushana Rao

Abstract The advancements in technology have made global positioning system
(GPS) part and parcel of human daily life. Apart from its domestic applications,
GPS is used as a position determination system in the field of defence for guiding
missiles, navigation of ships, landing aircrafts, etc. These systems require precise
position estimate and is only possible with the reduced measurement uncertainty
and efficient navigation solution. Due to its robustness to noisy measurements and
exceptional performance in wide range of real-time applications, Kalman filter
(KF) is used often in defence applications. In order to meet the increase in demands
of defence systems for high precise estimates, the KF needs upgradation, and this
paper proposes a new covariance update method for conventional Kalman filter that
improves its performance accuracy. To evaluate the performance of this developed
algorithm called modified variance Kalman filter (MVKF), real-time data collected
from GPS receiver located at Andhra University College of Engineering (AUCE),
Visakhapatnam (Lat/Lon: 17.72°N/83.32°E) is used. GPS statistical accuracy
measures (SAM) such as distance root mean square (DRMS), circular error prob-
ability (CEP), and spherical error probability (SEP) are used for performance
evaluation.
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1 Introduction

Most of today’s defence operations such as rescue in dense forest, landing of
aircrafts on ships, tracking of unidentified radio source depend on three main
functions, navigation, tracking and Guiding, and it is unimaginable to find a system
that does not have any relation with these functions. These systems require to
determine the two- or three-dimensional position information of an object of
interest, and they use GPS receivers for this purpose. GPS is the constellation of
space bodies called satellites which revolve round the earth and provide position
information based on range measurements. With a sufficient number of range
measurements, GPS can provide position estimates to high degree accuracy [1]. The
accuracy in turn is the function of type of equipment, geographic area, uncertainty
in measurements, navigation algorithm, etc. In practice, the measurement uncer-
tainty can never reach zero even though the system noise parameters and biases are
modelled effectively and hence need a high accuracy navigation algorithm that
makes out an optimal estimate from these uncertain measurements.

The various algorithms used for GPS receiver position estimate include least
squares (LS), weighted least squares (WLS), evolutionary optimizers, Kalman filter
(KF). The task of tracking and guiding involves estimation of objects’ future
course, and this could be only possible when the system dynamics are modelled
into the estimator. Out of the available navigation algorithms, the only filter that
makes use of the dynamics in estimation is Kalman filter [2]. In addition, KF also
provides the uncertainty in its estimation whose performance varies with parameters
such as process noise matrix, measurement noise matrix, geometry matrix. So this
paper concentrates in improving KFE accuracy with a new geometry matrix that
replaces the conventional matrix in Kalman filter’s covariance update equation. The
modelling of KF as GPS receiver position estimator and the details about new
designed geometry matrix lead to the development of MVKF are discussed in
subsequent sections.

2 Modified Variance Kalman Filter for GPS Applications

As depicted in Fig. 1, GPS uses time of arrival (TOA) measurements observed
between satellite, Sati, and GPS receiver, RX, to compute the receiver position. GPS
TOASati;Rx measurement is the travel time of a radio signal between the receiver, RX,
and ith satellite, Sati, and with known signal velocity, it provides the range infor-
mation. The range equation formulated in Eq. 1 is nonlinear [3] and requires
minimum four such equations to be solved to get precise GPS position.

Hence, extended Kalman filter estimator (EKFE) or Kalman filter estimator
(KFE) with linearized measurement equations is used to estimate the unknown
receiver position. The first-order approximated linear form Taylor’s series [4] of
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Eq. 1, computed at R̂X , is given in Eq. 2 which is used in framing the geometry
matrix, w in KFE.

TOASati;Rx ¼ f Sati;Rxð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxSati � xRxÞ2 þðySati � yRxÞ2 þðzSati � zRxÞ2

q

i ¼ 1; 2. . .; no: of: satellites
ð1Þ

f ðSat;RxÞ ffi f ðSat; R̂xÞþ f 0ðSat; R̂xÞðRx � R̂xÞ ð2Þ

Here, TOASati;Rx is the time of arrival between ith satellite, Sati and GPS
receiver, Rx, Sat ¼ xSati ; ySati ; zSatið Þ is the three-dimensional position coordinates of
ith satellite, Rx ¼ xRx ; yRx ; zRxð Þ; R̂x ¼ x̂Rx ; ŷRx ; ẑRxð Þ, is the three-dimensional posi-
tion coordinates of receiver, and its estimate, respectively, and f′ represents the
first-order derivative of nonlinear function, f(Sat, Rx) w.r.t, R̂X .

The other form Eq. 2 can be represented is

f ðSat;RxÞ � f ðSat; R̂xÞ ffi f 0ðSat; R̂xÞðRx � R̂xÞ)dTOASat;Rx ffi
@f ðSat;RxÞ

@R̂x
dRx

) dTOASat;Rx ffi wðSat; R̂xÞdRx

where

@f ðSat;RxÞ
@R̂x

¼ X̂Rx � XSat
� �
TOASat;R̂x

dX̂Rx þ
ŷRx � YSatð Þ
TOASat;R̂x

dŶRx þ
ẐRx � ZSat
� �
TOASat;R̂x

dẐRx ð3Þ

Here, dTOASat;Rx is the error or change in range measurements, dRx is the error
or change in receiver position and the term @f Sat; R̂x

� �
=@R̂x represents geometry

matrix, w or Jacobian matrix, J, given in Eq. 3.

SAT1

SAT2

SAT3
SAT4

SAT5

Moving GPS Rx 

Stationary GPS Rx 
on the roof of a building

TOF

Fig. 1 Positioning with
GPS TOA measurements
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As mentioned previously in order to provide the position estimates and the
uncertainty in estimation, KFE uses the geometry matrix, w in two stages [5], time
updation and measurement updation which are formulated as below.

Time Updation:

Rxt=t�1 ¼ URxt�1=t�1 þPRx ð4Þ

Ct=t�1 ¼ URxt=t�1U
T þ n ð5Þ

GK ¼ Ct=t�1w
T
t=t�1 wt=t�1Ct=t�1w

T
t=t�1 þ b

� ��1
ð6Þ

Measurement Updation:

Rxt=t ¼ Rxt=t�1 þGKðTOAt � wt=t�1Rxt=t�1Þ ð7Þ

Ct=t ¼ I � GKwt=t�1

� �
Ct=t�1 ð8Þ

where Rxt=t�1 is the receiver position estimate at time (t) prior collection of mea-
surements, Rxt=t is the estimate of receiver position at time (t) on post reception of
measurements; TOA at time (t), Ct/t-1 represents the uncertainty in the estimated
receiver position at time (t) prior measurements, Ct/t-1 represents the uncertainty in
estimated receiver position at time (t) post the measurements, GK is the Kalman
Gain, U represents receiver position state transition matrix, w is geometry matrix,
I is the identity matrix, b the measurement error covariance matrix, PRx and n are
the process noise and its uncertainty, respectively.

It is observed from Eq. 3 that the geometry matrix, w is the resultant of
first-order approximation from Taylor’s series and as defined in [6] a nonlinear
function like f(Sat, Rx) is modifiable if there exist a linear structure which is the
function of the predicted state, R̂x and the actual measurement, TOASat;Rx , i.e. if f
(Sat, Rx) is modifiable than Eq. 3 can be rewritten as Eq. 9.

dTOASat;Rx ¼ C TOASat;Rx ; R̂x
� �� dRx ð9Þ

In practice, the range measurements, TOA, are noisy, and hence, TOA�
Sat;Rx

is
used in Eq. 9 instead of TOASat;Rx . The developed MVKF makes use of the new
observation matrix, C instead of w in Eq. 8, while retaining the other KFE equa-
tions as same [7]. Kalman gain, GK in Eq. 6, is the function of w, Ct/t − 1 and b,
which decides the amount of weight to be imposed on current measurements while
updating the receiver position and hence making this equation the function of
current measurements, TOA�

Sat;Rx
results in poor performance [6]. This is the reason
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the new observation matrix C is used in Eq. 8, and the resultant new updated
covariance matrix for MVKE is given in Eq. 10

Ct=t�1 ¼ I � GKCt=t�1
� �

Ct=t�1 ð10Þ

3 Results and Discussion

The GPS receiver located at AUCE, Visakhapatnam, is used for the collection of
real-time data, which is used in the performance evaluation of KFE and the
developed MVKF estimator. The three-dimensional position of the receiver is
estimated over a period of 23 h 56 min (2872 epochs) with a randomly chosen
initial position estimate of X: 785 m, Y: 746 m and Z: 3459 m. The data is collected
at a sampling interval of 30 s, and the position error of epochs the estimator took to
reach convergence (i.e. position error in three dimensions <100 m) is plotted in
Figs. 2 and 3. The details pertaining to the convergence epochs are also given in
Table 1. It is observed from the figures and Table 1 that the developed algorithm,
MVKF, converges at faster rate compared to conventional KFE.

Also the GPS statistical accuracy measures (SAM) for both the algorithms are
calculated for the entire range of data and tabulated in Table 2. Various SAM [8]
such as 1(r) sigma error, circular error probability (CEP), spherical error probability
(SEP), spherical accuracy standard (SAS), mean radial spherical error (MRSE),
distance root mean square (DRMS) are used in the evaluation of the algorithms
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Fig. 2 Position error versus epochs. a Position error in X-coordinate with KFE and MVKF for
AUCE, Visakhapatnam GPS receiver. b Position error in Y-coordinate with KFE and MVKF for
AUCE, Visakhapatnam GPS receiver
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Fig. 3 Position error in Z-
Coordinate with KFE and
MVKF for AUCE,
Visakhapatnam GPS receiver

Table 1 Estimator convergence performance

GPS receiver KFE MVKF

AUCE, Visakhapatnam 92 52

Table 2 SAM of KFE and the developed MVKF for AUCE, Visakhapatnam GPS receiver

AUCE, GPS receiver

Statistical accuracy measures Kalman filter
estimator (m)

Modified Kalman filter
estimator (m)

Mean X-Coordinate 46.99 46.53

Y-Coordinate 83.73 82.68

Z-Coordinate 28.20 27.47

Deviation X-Coordinate 6.7 5.68

Y-Coordinate 21.78 19.10

Z-Coordinate 24.94 7.20

(1D) 1(r) sigma
(68%)

X-Coordinate 46.99 ± 6.7 46.53 ± 5.68

Y-Coordinate 83.73 ± 21.78 82.68 ± 19.10

Z-Coordinate 28.20 ± 24.94 27.47 ± 7.20

(2D) Horizontal DRMS (65%) 22.81 19.92

CEP (50%) 17.30 15.02

2DRMS (95%) 45.63 39.85

(3D) Horizontal and
vertical

SEP (50%) 27.29 16.31

MRSE (61%) 33.80 21.19

SAS (99%) 44.57 26.64
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accuracy performance. Table 2 depicts the SAM of both the algorithms on AUCE
and Visakhapatnam GPS receiver and is given below.

It is obvious from the accuracy measures that for AUCE, Visakhapatnam
receiver the position estimated by the MVKF will be within 26.64 m from its true
position with a probability of 0.99, where KFE estimates the position within
44.57 m. This shows the efficiency of developed algorithm over conventional KFE.

4 Conclusion

A new algorithm for the GPS receiver position estimation was developed based on
predict and update concept of KFE. The geometry matrix designed out of first-order
Taylor’s approximation of nonlinear measurement function is modified. The
designed new geometry matrix is then used for modification of covariance update
equation in KFE. The developed algorithm, MVKF performance, is evaluated with
the collected real-time GPS data over a period of 23 h 56 min. The GPS receiver
position located at AUCE, Visakhapatnam, is estimated with the collected data, and
the algorithms’ performance is evaluated with various SAM. Results demonstrated
that MVKF converges in less time (with an epoch difference of 40 for AUCE,
Visakhapatnam) and has an accuracy difference of 2 m CEP when compared to
conventional KFE. This also showed that the MVKF has faster convergence rate
with high accuracy and is suitable for real-time defence applications such as nav-
igation of ships, landing of CAT I and II aircrafts.
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Genetic Algorithm Designed for Solving
Linear or Nonlinear Mixed-Integer
Constrained Optimization Problems

Hemant Jalota and Manoj Thakur

Abstract Genetic algorithms (GA) initially were not developed to handle the
integer restriction or discrete values to the design variables. In the recent years,
researchers has focused their work on developing/modifying GAs for handling
integer/discrete variables. We have modified the BEX-PM algorithm developed by
Thakur et al. [1] to solve the nonlinear constrained mixed-integer optimization
problems. Twenty test problems have been used to conduct a comparative study to
test the effectiveness of proposed algorithm (MI-BEXPM) with other similar
algorithms (viz. MILXPM, RST2ANU, and AXNUM) in this class available in the
literature. The efficacy of the results acquired through MI-BEXPM is compared
with other algorithms on two well-known criteria. The performance of MI-BEXPM
is also analysed and compared for solving real-life mixed-integer optimization
problems with other methods available in the literature. It is found that MI-BEXPM
is significantly superior to the algorithms considered in this work.

Keywords Real-coded genetic algorithms � Bounded exponential crossover
Power mutation � Mixed-integer optimization � Constraint optimization

1 Introduction

Mixed-integer nonlinear programming problem (MINLP) is the important class of
nonlinear optimization problems. A MINLP is an optimization problem where the
objective functions and constraints are nonlinear functions of the decision variables
with some of the decision variables having integer restriction. If objective functions
as well as constraints are linear function, then the corresponding problem is called a
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mixed-integer linear programming problem (MILP). A MINLP having the all the
variable as integer is called integer nonlinear programming problem (INLP).

In last few decades, several population-based heuristic algorithms have been
designed. These algorithms try to search the global optimal solution of general
nonconvex optimization problems. Several variants of these algorithms have been
suggested to handle constraints and for solving mixed-integer optimization prob-
lems. Two of the major classes of algorithms where the research had been focused
are evolutionary algorithms and swarm-based algorithms. Evolutionary algorithms
try to mimic the process of natural evolution. Some of the algorithms which belong
to the class of evolutionary algorithms are genetic algorithms, genetic program-
ming, evolutionary strategies, evolutionary programming.

Swarm intelligence is based on group behaviour of simple individuals (swarms)
in which individuals independently may not show intelligence but as group they
show intelligent behaviour. Swarm intelligence is intelligent behaviour shown by a
system which emerges due to cooperative interaction of components of the system
to achieve a goal which may not be achievable by individual efforts. Ant colony
optimization, particle swarm optimization, and artificial bee colony algorithm are
among some of the most popular swarm intelligence-based techniques used to solve
optimization problems.

Evolutionary algorithms and swarm intelligence have been quite successful in
solving many engineering applications having highly nonlinear, nonconvex, non-
differentiable, and multimodal models, and a variety of modifications have been
proposed to tackle MINLPs. Many algorithms based on EAs have been effectively
used to find the solution of MINLP problem [2, 3].

Lin [4] designed a mimetic algorithm combined with an evolutionary Lagrange
method for solving MINLPs. Lin et al. [5] proposed a hybrid differential evolution
method to solve MINLPs. The method works with two phases called accelerated
phase and migrating phase used to maintain exploration and exploitation. Later a
modified coevolutionary hybrid differential evolution for MINLPs was suggested
by Lin et al. [6]. Yan et al. [7] introduce a memory-based lineup competition
algorithm having cooperation and bi-level competition mechanism for exploration
and exploitation. Xiong et al. [8] introduced a hybrid genetic algorithm for finding a
globally compromise solution of a mixed-discrete fuzzy nonlinear programming.
Cheung et al. [9] developed a hybrid algorithm which combines genetic algorithm
and grid search to solve MINLP.

Cardoso et al. [10] presented a modified simulated annealing (M-SIMPSA). This
method uses combination of simulate annealing and Nelder and Mead simplex
method in the inner loop and Metropolis algorithm ([11–13]) in the outer
loop. Some of the other population-based algorithms used to solve MINLP are
simulated annealing technique [10, 14], tabu search method [15], multistart scatter
search [16], and particle swarm optimization [17].

Among the above-discussed methods, genetic algorithms (GAs) [3, 9, 18, 19] are
the most successful. GA is an iterative process that works with a set of the solutions
(population) which are modified by genetic operators to guide the solution towards
the optimum solution in the search space. Crossover and mutation are one of the
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essential operators of GA. Crossover helps in exploring the promising zones of the
search space, using the information from chromosomes (solutions), and mutation
assists in avoiding premature convergence by preserving sufficient disparity within
the population. This work extends the recently developed RCGA, BEXPM by
Thakur et al. [1], named as “MI-BEXPM”. The performance of MI-BEXPM is
analysed and compared with other algorithms on the basis of twenty test problems
as well as real-life problems.

The rest of paper is organized as the following: Sect. 2 proposed the algorithm to
find the solution of the mixed-integer optimization problem. The experimental setup
used in current study is detailed in Sect. 3. Analysis of the results for twenty test
problems and discussion is given in Sect. 4. The efficiency of MI-BEXPM for
solving real-life mixed-integer optimization problems is analysed and compared
with other algorithms in Sect. 5. Finally, conclusions from the comparative study
are drawn in Sect. 6.

2 Proposed GA

GA belongs to a class of population-based iterative algorithms, which tries to find
the near global optimal solution of an optimization problem. The search in GA is
governed by three main genetic operators, viz. selection, crossover, and mutation.
These operators are applied iteratively to direct the search during the evolution of
the population during the search process. We will discuss about the operators used
in this study in the following subsections.

2.1 Selection

Selection operator works on the principle of the survival of fittest. It is used to
discard the inferior individuals from the population and filter relatively better fit
individuals to participate in the biological evolution process. After applying
selection operator, an intermediate pool of the population (mating pool) is con-
structed. Lot of selection techniques have been proposed in the literature. Some of
the popular selection operators are ranking [20], roulette wheel [21], stochastic
uniform sampling (SUS) [22], and tournament [20] which are widely used selection
operators. We have employed tournament selection operator in this work.
Tournament selection selects a subset of the population randomly and conducts a
fitness-based competition among the chosen solutions. The cardinality of this subset
is called tournament size. The winner of the tournament becomes a part of mating
pool. The process is repeated until the cardinality of this mating pool becomes equal
to the population size.
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2.2 Crossover

Crossover operator in GA mimics the process of chromosomal crossover in biology
to produce the recombinant chromosomes. Individuals from mating pool are ran-
domly chosen to participate in the crossover process with certain probability called
crossover probability (pc). Here, we used BEX crossover [1] to produce a pair of
offspring solutions within the variable bounds from a pair of parent solutions lying
within the variable bounds. BEX crossover is a parent-centric operator and has one
scale parameter k. For small (large) values of k, offspring produced are spread near
(away) from the parents. Also for a fixed value of k, the spread of child chromo-
some is proportional to the that of the parent solutions. Steps to generate child
chromosomes C1 and C2 using parent chromosomes P1 and P2 via BEX crossover
operator are as follows:

1. Randomly choose two parent chromosomes P1 and P2 from the mating pool
(population after employing GA operator).

2. Randomly generate a uniform number rc 2 0; 1ð Þ. If rc is less than prescribed
crossover rate pc, then crossover is applied to P1 and P2, otherwise it will pass as
such for mutation.

3. If rc\pc, then C1 and C2 is produced using Eqs. (1) and (2)

C1 ¼ P1 þ c1 P2 � P1j j ð1Þ

C2 ¼ P2 þ c2 P2 � P1j j ð2Þ

where

cj ¼
k ln exp Bl�Pj

k P2�P1j j
� �

þ u 1� exp Bl�Pj

k P2�P1j j
� �� �n o

if p � 0:5

�k ln 1� u 1� exp Bu�Pj

k P2�P1j j
� �� �n o

if p [ 0:5

8<
:

for j2 1; 2f g, u; p 2 0; 1ð Þ are random numbers following uniform distribution,
k[ 0 is a scaling parameter, Bl ¼ fB1

l ;B
2
l ; . . .;B

n
l g and Bu ¼ fB1

u;B
2
u; . . .;B

n
ug are

lower and upper bound of the decision variable.

2.3 Mutation

It is inspired from the biological mutation in which changes in a DNA sequence
occurs by altering one or more gene values of the chromosome. Mutation operator
in GA is applied for minimizing the possibility to stick into the local or suboptimal
solution. It gives a small random perturbation to explore the neighbourhood of the
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current solution. Not all the individuals go through the mutation phase. It is applied
with a relatively small probability (pm) called probability of mutation and tries to
give a random drift to solution to be in a promising zones of the search space. Here,
power mutation [23] is being used for this purpose. The search power of mutation is
controlled by index parameter (p). Larger (smaller) the value of p has higher
(smaller) possibility to introduce perturbation in the muted solution. The probability
of generating mutated solution on either side is proportional to its relative position
from the variable bounds of the decision variable. The muted solution ðxkþ 1

i Þ from
the current solution ðxki Þ is produced as follows:

xkþ 1
j ¼

xkj � tj xkj � Lj
� �

if
xkj � Lj
Uj � Li

� s

xkj þ tj Uj � xkj
� �

Otherwise

8<
:

Here, k refers to the current generation, s 2 0; 1ð Þ, tj (j2 1; 2; . . .; nvf g; nv ¼ #
of decision variables) are random numbers which follow uniform distribution and
power distribution, respectively.

2.4 Truncation Technique

In this work, truncation technique based on floor and ceiling function is applied to
each xi 2 I (here, I refer to the set of variables having integer restrictions). It helps
in maintaining the randomness within the newly generated population and reduces
the chance of producing similar integer value for same real values that lies within
two similar successive integer values [18, 24].

xkþ 1
i ¼ xki

� �
if p � 0:5

xki
� �

Otherwise

�

where p 2 ð0; 1Þ is a uniform random number.

2.5 Constraint Handling Technique

Due to non-requirement of penalty parameter unlike other penalty constraint han-
dling techniques, parameter-free penalty (PFP) method suggested by Deb [25] is
applied to handling constraints. This approach can be easily embedded and exe-
cuted while evaluating the fitness function during the search process. The fitness
function using PFP is evaluated as follows
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H zð Þ ¼
G zð Þ; if z is feasible

Gmax zð Þþ Pr1
k¼1

CkðzÞð Þþ Pr2
k¼1

jfjj; otherwise

8<
:

where GmaxðzÞ, Ck , r1, fj, and r2 are the worst feasible value, inequality constraint,
# of inequality constraints, equality constraint, and # of equality constraints,
respectively.

3 Experimental Setup

The test bed selected for the comparative study consists of a number of real and/or
integer decision variables having linear and/or nonlinear inequality constraints. The
best/optimum solutions reported in the literature are summarized in Table 1.

Table 1 Problems considered for study

Problem Variables Objective
function

Inequality
constant

Global
optimum value

References

1 2(1+1+0) Linear 2(1+1) 2 [3, 10, 18, 26]

2 2(1+1+0) Nonlinear 1(0+1) 2.124 [3, 10, 18]

3 3(2+1+0) Quadratic 3(2+1) 1.07654 [3, 10, 18, 26]

4 2(2+0+0) Cubic 2(0+2) −6961.81 [18]

5 3(0+3+0) Quadratic 2(1+1) −68 [18]

6 4(0+4+0) Quadratic 1(1+0) −6 [10, 18]

7 3(2+1+0) Nonlinear 4(2+2) 99.24521 [3, 10, 18]

8 7(3+4+0) Nonlinear 9(5+4) 3.557463 [3, 10, 18, 26]

9 5(3+2+0) Quadratic 3(0+3) 32217.4 [3, 10, 18]

10 8(0+8+0) Nonlinear 3(3+0) 0.94347 [10, 18]

11 5(0+5+0) Quadratic 6(6+0) 8 [18]

12 7(0+7+0) Nonlinear 6(3+3) 14 [18]

13 2(0+2+0) Nonlinear 2(2+0) −42.632 [18]

14 3(1+2+0) Nonlinear 0(0+0) 0 [18, 24]

15 5(0+5+0) Quadratic 8(8+0) 807 [18, 24]

16 40(0+40+0) Linear 3(3+0) 1030361 [18, 24]

17 40(20+20+0) Linear 3(3+0) 1030361 [18, 24]

18 100(0+100+0) Nonlinear 2(2+0) 3.03E+08 [18, 24]

19 100(50+50+0) Nonlinear 2(2+0) 3.03E+08 [18, 24]

20 8(4+4+0) Nonlinear 3(0+3) 0.999955 [18]

Gear train 4(0+4+0) Nonlinear 0 – [27]

Reinforced
concrete beam

3(1+1+1) Nonlinear 0 – [28]

Speed reducer 7(6+1) Nonlinear 0 – [29]

Welded beam (A) 4(3+0+1) Nonlinear 0 – [30]

Welded beam (B) 6(1+1+4) Nonlinear 0 – [31]
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As discussed in [18], each problem is run 100 times with distinct initial popu-
lation. Here, successful run is that run whose objective function value lies within
1% range of the reported best/optimal solution. For each problem percentage of
successful runs (ps), average function evaluations of successful runs (avg) are
measured.

ps ¼ Ts � 100
Tr

ð3Þ

avg ¼ Tf
Ts

ð4Þ

Here, Ts ¼ total # of successful runs, Tr ¼ total runs, and Tf ¼ sum of function
evaluations of successful runs.

The parameter settings of MI-BEXPM algorithm used to conduct this experi-
ment are shown in Table 2. Population size = 10 times the total number of decision
variable for each considered problem except 16, 17, and 18 problems (chosen to be
three times).

4 Results and Discussions

Results observed using MI-BEXPM are compared with MILXPM, RST2ANU, and
AXNUM on the basis of ps and avg for twenty problems. Table 3 demonstrates
successful runs for each problem corresponding to each algorithm for twenty test
problems. MI-BEXPM shows 100% success rate in twelve problems, whereas
MILXPM, RST2ANU, and AXNUM show 100% success rate only in ten, eleven,
and eight problems, respectively. Moreover, the minimum success rate of
MI-BEXPM to solve problem is greater than 50% for each problem, while
MILXPM, RST2ANU (unsuccessful to obtain optimal solution within 100 runs for
4th problem), and AXNUM have two, seven, and six problems, respectively, which
have less than 50% success rate.

Table 2 Parameter settings
of MI-BEXPM

Parameter Values

Crossover rate 0.9

Mutation rate 0.009

Crossover index for real variables 0.35

Mutation index for real variables 10.0

Crossover index for integer variables 0.65

Mutation index for integer variables 4.0

Elitism size 1

Tournament size 2
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MI-BEXPM, MILXPM, and AXNUM show equivalent success rate for Problem
1, but MI-BEXPM has lesser average number of function execution (shown in
Table 3), while in problem-4 and problem-7 MILXPM outperforms better in terms
of success rate but MI-BEXPM performs better in average number of function
evaluation than other algorithms. And for problem-11, MILXPM performs better
than other algorithms in terms of both ps and avg.

For overall performance comparison of MI-BEXPM for the chosen test suite,
performance index (PI) is applied, suggested by Bharti [32] and used by several to
compare the performance of the algorithm [18, 23, 24, 33]. It is based on successful
run, average number of function evaluations, and average time of execution of
successful runs. In the current study, all the algorithms considered to be compared
are not run on same machine so it is absurd to consider time. Consequently

PI ¼ 1
Pn

XPn

i¼1

ðk1si1 þ k2s
i
2Þ ð5Þ

where si1 and si2 is the ratio of Ts to Tr and minimum of average function evaluation
among algorithm to the average function evaluation of each algorithm, respectively,
for the ith problem. kj is the weight correspond to each sj; j ¼ f1; 2g such thatP2

j¼1 kj ¼ 1. Assume fk1 ¼ kg, then k2 ¼ f1� kg. From Fig. 1, it can be observed
that MI-BEXPM is superior than MILXPM, RST2ANU, and AXNUM in terms of
PI.

Fig. 1 Performance index
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5 Application of MI-BEXPM

In previous section, we have demonstrated the effectiveness of MI-BEXPM for
solving benchmark test problems. In this section, we further analyse the perfor-
mance of MI-BEXPM on a set of mixed-integer real-life problems. The problems
considered for this purpose are some of the popular problems available in the
literature (stated in Table 1). The parameter setting of MI-BEXPM while solving
these problems is kept same as discussed in Sect. 3.

The best results obtained by MI-BEXPM and those reported in the literature are
shown in Table 4. From these results, it is observed that result obtained by
MI-BEXPM is better than that reported in [27, 34, 35]. Cases where the results are
similar to [31, 36–39], it is uses lesser function calls.

Table 5 refers to the results obtained by MI-BEXPM and reported in the liter-
ature. From these results, it can be easily observed that solution obtained by
MI-BEXPM and reported by Gandomi et al. [30] are superior to rest of the algo-
rithms considered. It is to be noted that the best solution obtained by MI-BEXPM
and stated in Gandomi et al. [30] are same, but MI-BEXPM is able to solve this
problem with lesser number of function evaluation than Gandomi et al. [30].

Table 4 Results of designing of gear train

Author(s) b1 b2 b3 b4 Gear Minimum Function
evaluation

Sandgren [27] 18 22 45 60 0.146667 5.70E−06 –

Kannan and Kramer [34] 13 15 33 41 0.144124 2.20E−08 –

Zhang and Wang [35] 30 15 52 60 0.14423 2.40E−09 –

Deb and Goyal [31] 19 16 49 43 0.144281 2.70E−12 –

Gandomi et al. [36] 19 16 43 49 0.144281 2.70E−12 5,000

Parsopoulos and Vrahatis [37] 19 16 43 49 0.144281 2.70E−12 100,000

Gandomi et al. [38] 16 19 49 43 0.144281 2.70E−12 2,000

Ali et al. [39] 16 19 43 49 0.144281 2.70E−12 1,500

MI-BEXPM 16 19 43 49 0.144281 2.70E-12 1,273

Table 5 Results of designing of reinforced concrete beam

Attributes Amir
[28]

Yun (GA) [40] Yun (GA-FL)
[40]

Montes and
Ocaña [41]

Gandomi
et al. [30]

MI-BEXPM

Best 374.200 366.146 364.854 376.298 359.208 359.208

Aðb1Þ 7.800 7.200 6.160 – 6.320 6.320

b2 31 32 35 – 34 34

a1 7.790 8.045 8.750 – 8.500 8.500

C1 −4.201 −2.878 −3.617 – −0.224 −0.224

C2 −0.021 −0.022 0 – 0 0

Function
evaluation

396 100,000 100,000 30,000 25,000 9,457
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Tables 6, 7 and 8 demonstrates the best results obtained by MI-BEXPM and
available in the literature. The solution obtained by MI-BEXPM for these problems
is better among the feasible solutions considered in this study.

Table 6 Results of designing of speed reducer

Attributes Ray and
Saini [42]

Kuang
et al. [29]

Mollinetti
et al. [43]

MI-BEXPM Gandomi
et al. [36]

Akhtar
et al.
[44]

Montes
et al.
[45]

Best 2732.901† 2876.118† 2894.901† 2996.36 3000.981 3008.08 3025.005

b 17 17 17 17 17 17 17

a1 3.514185 3.6 3.5 3.50001 3.5015 3.506122 3.506163

a2 0.700005 0.7 0.7 0.7 0.7 0.700006 0.700831

a3 7.497343 7.3 7.3 7.30006 7.605 7.549126 7.460181

a4 7.8346 7.8 7.8 7.8 7.8181 7.85933 7.962143

a5 2.9018 3.4 2.9 3.35024 3.352 3.365576 3.3629

a6 5.0022 5 5.286683 5.28669 5.2875 5.289773 5.309

C1 −0.0777 −0.0996 −0.07392 −0.07392 −0.0743 −0.0755 −0.0777

C2 −0.2012 −0.2203 −0.198 −0.198 −0.1983 −0.1994 −0.2013

C3 −0.036 −0.5279 −0.10795 −0.49918 −0.4349 −0.4562 −0.4741

C4 −0.8754 −0.8769 −0.90147 −0.90147 −0.9008 −0.8994 −0.8971

C5 0.5395 −0.0433 0.541785 −2.26E−05 −0.0011 −0.0132 −0.011

C6 0.1805 0.1821 1.30E−07 −3.84E−06 −0.0004 −0.0017 −0.0125

C7 −0.7025 −0.7025 −0.7025 −0.7025 −0.7025 −0.7025 −0.7022

C8 −0.004 −0.0278 0 −2.86E−06 −0.0004 −0.0017 −0.0006

C9 −0.5816 −0.5714 −0.79583 −0.79583 −0.5832 −0.5826 −0.5831

C10 −0.166 −0.0411 −0.14384 −0.05133 −0.089 −0.0796 −0.0691

C11 −0.0552 −0.0513 −0.198 −0.01085 −0.013 −0.0179 −0.0279

Mean 2758.888 – 2894.901 2996.38 3007.2 3012.12 3088.778

Worst 2780.307 – – 2996.43 3009.0 3028.28 3078.592

SD – – 0.00E+00 0.01586 4.9634 – –
†Values refer to the infeasible constraints

Table 7 Results of designing of welded beam (A)

Method a1 a2 a3 a4 C1 C1 C3 C4 C5 Best

MI-BEXPM 0.240 6.356 8.294 0.2443 0.2070 16.351 0.0038 0.0312 0.2342 2.390

Gandomi et al.
[30]

0.201 3.562 9.041 0.2057 9800 −27.368 −0.0042 2210 −0.2355 1.73†

†Values refer to the infeasible constraints
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6 Conclusions

In the present study, BEX-PM GA developed for continuous variable constrained
optimization problems is modified to solve mixed-integer variables constraint
optimization problems. The new variant of BEX-PM GA is named as MI-BEXPM.
The results obtained are compared on a set of twenty mixed-integer constrained
optimization benchmark problems mentioned in the literature. It is observed that
MI-BEXPM outperforms other algorithms MILXPM, RST2ANU, and AXNUM
individually in several problems. The overall performance is found to be better than
these algorithms on the basis of performance index used extensively in the literature
for such type of comparative studies.

Moreover, the performance of MI-BEXPM has been analysed for solving
real-life mixed-integer optimization problems in comparison with other existed
methods from the literature. Analysing the obtained results, MI-BEXPM not only
performs well for test benchmark problems, also performs well for real-life
problems.

From the above study, it can be concluded that MI-BEXPM is a promising
algorithm among the class of algorithms considered in this study for solving test
problems as well as real-life problems.
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Smart Healthcare Management
Framework

D. Vidyadhara Reddy and Divakar Harekal

Abstract Healthcare IT has emerged as one of the basic necessities of life.
Information technology could provide the solutions for various health ailments. It is
done by processing numerous health parameters of the individual. These parameters
could be measured using different electronics devices to keep up the health record
and notify the individual and the doctor about any aberrations. Due to growing
population and urbanization, various life style health problems are on the rise.
Majority of the healthcare devices work in silos. Hence health vitals recorded
remain locally stored and enhance the chances of data getting loss. By intercon-
necting these devices, we could maintain the health records centrally and derive
insights. This could be incorporated with the advanced wireless technology.
Smartphones could be leveraged for smart functionalities like voice recognition and
Google services available. In this project, we are integrating the glucose meter
monitors with the wireless communication to take advantage of the IoT technology
and collect the blood sugar readings from the different individual, store them and
provide the insights based on the health of the individual.

Keywords Healthcare � Communication system � Insights

1 Introduction

Healthcare systems, that measure, monitor and provide solutions for various types
of health issues. With the help of these healthcare systems there has been a greater
improvement in the quality of our life of each individual. Due to the advancement
in electronics from past several years, various healthcare devices that help in
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monitoring and tracking our health parameters are developed, used, and have found
considerable success.

Even though these devices help up in maintaining our health vitals they are
independent in providing their support. Due to the aging of population, more and
more of such devices are being used and they generate the huge health data that is
stored individually and possibility of loss of this health data is high, which is
critical.

The idea is to primarily integrate and maintain the health data obtained from the
various heterogeneous healthcare devices centrally which are inter dependent to
each other. Second, by integrating these devices and collecting all the health data
we can provide the valuable insights to make it useful and easy for the doctors,
caretakers or any health personals to monitor and manage the health of each
individual.

With the advances in the networking technologies, the primary task can be easily
fulfilled by the new and rigorous growing technology called Internet of Things.
Internet of Things (IoT), as the name suggests, is the idea to connect various things
(technically devices) to form a network where they can share their individual
information. This Internet of Things reflecting its use cases in various fields of the
technology can also step into the health care to provide the significant support in the
integrating the healthcare devices. As the architecture of the Internet of Things
varies with the scenario of the application in which it is implemented, health care
can have its own framework to maintain the health data from the different health
care devices.

As the data from the various sources grew to be called as a “big” data, also the
various analytical methods were developed and implemented to process this
structured and unstructured, unused data. The analytical tools integrate, select, and
apply the various techniques such as predictive analysis, text analysis, and so on, to
process the data into certain form which aid us in proper decision making. This data
analysis can be applied on the big health data, which reflects the various health
parameters of the individual, to process the health parameters at different times and
provide the insights on the health vitals that support the doctors, caretakers, and
other family persons to decide on future steps to be taken to maintain the indi-
vidual’s health.

2 Literature Survey

Nowadays people prefer to stay in homely comfort and expect their medications in
their homely environment. This healthcare service provided by the organization
maybe in the form of prescription, medications, or insights. Maintaining long-term
healthcare treatment for the growing elderly population and escalating healthcare
expenditure pose a challenge to the current healthcare system.

Due to advancement in the healthcare systems there are different ways to provide
healthcare services to the people. In the healthcare information systems using agent
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technology [1], they have proposed the architecture that has many agents and these
agents are used for obtaining the expertise results. The interface agent will filter the
unwanted information provided in the report and will communicate the essential
information the user. Doctor agent will receive test result report, receive unread test
results alerts, informs about the available test results, query, and receive diagnosis
suggestions. Prescription agent will electronically generate the prescription and will
search for the availability of medications and will monitor the patient’s medication
and will eliminate patient’s waiting time. Mobile agent will search, retrieve, and
deliver data to the other agents or to the user. Lab agent will interface with the
equipments and will provide real-time report on the examined. Diagnostic agent
will select the method of treating the patient according to the data collected. Mobile
device agent will provide an application where the patient’s essential data can be
entered. Home patient agent is a mediator who will do routine medications and will
send the abnormal situations and receive emergency medications to the patient.
Schedule agent will schedule the doctor’s appointment for the patient and also will
reschedule the time according to the emergencies. Electronic Health Record
(HER) agent is an integrated database holding patient’s relevant digital information.

The advancement in communication, data analysis, and information storage has
decreased the mortality rate of the people. The health care is the challenging section
for every country, in its social and economic state. The health care is the section
where there will be more spiraling of cost for medications. Using IoT there are
many devices that are connected, where the devices that connected to internet will
exceed the number of people present on earth. The healthcare devices that are
connected to the internet can be used by the people who are willing to require the
homely comfort and also the doctor’s assistance [2].

For the regular monitoring of the patient, these healthcare devices need to be
connected to the internet. The IoT is revolutionizing networking in exponential rate
over applications, including sensing, enhanced learning, e-health, and automatic
applications. The architecture of H3 IoT is used because it is more convenient for
e-health, where the homely environment for monitoring health status of the patients
is easier [3, 4].

The H3 IoT architecture is confined to very small area where all the healthcare
devices are connected to the centrally microcontroller, using Bluetooth or zigbee
technology which has the communication range of only few meters and the devices
out of this range cannot communicate.

Nowadays we find many patients who are bedridden, paralyzed, suffering from
Alzheimer’s disease, and they don’t have anyone to look after them. They require
assistance of any other people and even if they have someone to take care of them
they need assistance for home health care. When the patient is in critical condition
the people who are with the patient may not know what is actually happening with
the patient, for example, high BP, low BP, extremes of sugar level, etc. These
cannot be known by the assisting people. The healthcare devices need to be con-
nected to the internet.
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One of the approaches to monitor patient’s health is by devices connected to
android smartphone where there is an application which will monitor the health of
the patients and that application will provide the caretaker the daily status of the
patient through android smartphone. It has few liabilities like the user should have
the android smartphone and the application to which the devices communicate with,
and also the android smartphone or the healthcare devices may go out of range of
communication [5].

There is much of the raw data related to the health care in today’s world. This
healthcare data originates from the various sources such as healthcare devices,
institutions, and various agencies. They need to be processed with various ana-
lytical tools such as Mahout, Pig, and Hive, which can help in the better analysis.
The health data should be carried through the analytical phases such as data
standardization, data integration, data selection, data analysis, and data visualiza-
tion. Standardization of the big health data is achieved with the help of standard
terminology system such as SONMED, MESH, which yield the consistent inter-
pretable data. Integration and selection can be done by achieved by the various
approaches such as the data warehousing approach, virtual data integration, so on.
Finally, the system needs to handle various algorithms for data analysis and provide
various kinds of graphical data visualization to users [6].

3 Smart Healthcare Management Framework

Healthcare devices that measure and monitor various health vitals are helping the
doctors, caretakers, and the individual himself to keep up health. But these devices
are in silo and can manage the health vitals locally. On the other hand, the
advancement in the wireless communication systems is making the significant
progress with a goal to connect each and every thing or person through the evolving
IoT. Healthcare can make use of these advances and make the healthcare devices
remotely maintain the health data. Various architectures are proposed to connect the
healthcare devices which are either dependent on the fixed control system to
transmit data or data feeding is done manually. This framework makes the
healthcare devices smart by enhancing their independent functionality to commu-
nicate with the central system. The central system may be specific to the health vital
or to all of the health vitals of the individual. This overcomes the dependency of the
healthcare devices on the external device for communication across the internet.
The block diagram of the framework is shown in Fig. 2. The overview of the
framework explains the different platforms on which the framework works and
services carried out on the client/server model (Fig. 1).

The framework aims at making all the healthcare devices individually remote by
equipping the devices with the separate communication system, which communi-
cates with the central server that maintains all the health parameters of the
individual person which help in maintaining their health in the far better way.
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This central system provides the easy access to the doctors and the caretakers with
the person’s health information and makes their task easy. The architecture pro-
posed in this framework is simple and has five layers of operations. Each of the
layers is independent of their platform on which they operate.

3.1 Physical Device Layer

All the healthcare devices that measure various health vitals are part of this layer.
Each healthcare device such as blood glucose meter, digital thermometer, weighing
scale, and so on, sense and measure different health parameters based on their
functionality. This health data is sent to the above layers.

3.2 Physical Processing Layer

This layer is responsible for processing the data that is retrieved from the lower
layer. Various microcontrollers with functionality to retrieve the data from the
healthcare devices via serial communication or any possible communication

Fig. 1 Overview of the framework
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paradigm are being interfaced with devices in lower layer. These microcontrollers
should also have the functionality to send the data to the central server through the
2G/3G using the GSM standard. This is the important layer in the framework which
acts as the interface between the hardware and the software.

3.3 Internet Layer

Internet of Things, as the name implies, uses the internet as the network to exchange
the data between the devices that are in various remote areas. This layer describes
the services that act as carrier of the health data obtained from the different
healthcare devices that are in the different networks. The health data obtained is
transferred to the central server to provide the services of the above layers.

Fig. 2 Layered architecture of the framework
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3.4 Data Storage and Analyze

Health data obtained to the server is to be refined and stored in a manner which can
be helpful for analyzing the data in the future. Various RDBMS systems such as
MySQL, Oracle database, and various cloud service providers such as Amazon S3,
Google Drive can be used to store the data. Data that is stored is analyzed by using
the various data analytical techniques, based on the requirement, and the insights on
the data are being generated. These insights convey the status of the person’s health
parameters and provide suggestions on further diagnosis to gone through so as to
keep up his health.

3.5 Mobile Application Layer

Various mobile application development platforms such as the Android, iOS,
Windows, so on can be used to develop the mobile applications to provide the user
with fast and easy access to his health status. These applications interact with the
user to collect certain basic information from the user and provide the insights on
his health. Web services are provided where the user can access his health status, in
case if the user is not exposed the mobile applications.

4 Conclusion

Integration of the healthcare devices can be achieved using the various trending
technologies like Internet of Things. By integrating, we can collect the health data
from all the devices, store, and make the data available to various heath personals
who are interested. Also we can provide the insights on the data using the analytics.
This framework provides the layered approach of integrating the healthcare devices
by making each of the devices to remotely communicate with the central server,
which provides the functionality of structured data storage and data analysis to
generate the insights on the health data.
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Hybrid Nature-Inspired Algorithms:
Methodologies, Architecture, and Reviews

Abhishek Dixit, Sushil Kumar, Millie Pant and Rohit Bansal

Abstract Evolutionary computation has turned into a significant problem-solving
approach among several researchers. As compared to other existing techniques of
global optimization, the population-based combined learning procedure, robustness,
and self-adaptation are some of the vital topographies of evolutionary algorithms. In
spite of evolutionary algorithms has been broadly acknowledged for resolving
numerous significant real applications in various areas; however in practice,
occasionally they carry only fringe performance. There is slight motivation to
assume that one can discover an unvaryingly finest optimization algorithm for
resolving all optimization problems. Evolutionary algorithm depiction is resolute by
the manipulation and survey liaison retained during the course. All this evidently
elucidates the necessity for fusion of evolutionary methodologies, and the aim is to
enhance the performance of direct evolutionary approach. Fusion of evolutionary
algorithms in recent times is gaining popularity owing to their proficiencies to
resolve numerous legitimate problems such as, boisterous environment, fuzziness,
vagueness, complexity, and uncertainty. In this paper, first we highlight the
necessity for fusion of evolutionary algorithms and then we explain the several
potentials of an evolutionary algorithm hybridization and also discuss the general
architecture of evolutionary algorithm’s fusion that has progressed all through the
recent years.
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Keywords Nature inspired computation (NIC) � Evolutionary computation (EC)
Genetic algorithm (GA) � Differential evolution (DE)

1 Introduction

A study in computation science to find the procedures for the ‘best’ solutions is
optimization. Optimization has been used widely in a various fields such as
transportation, manufacturing, physics, and medicine [1, 2]. Problems associated
with real-world optimization [3] are:

• Problems in differentiating between global optimal and local optimal solutions.
• Noise presence in evaluating the solutions.
• With the problem aspect, the ‘jinx of dimensionality’ roots the scope of the

search space to propagate exponentially.
• Issues related with specified limitations and compulsion.

Various orthodox patterns of optimization have been suggested and established,
and implementation/applications is also been observed, going from designing new
drug or prediction of protein structure or to scheduling power system. These
techniques are also facing problems in achieving the new emergent needs of current
industry, where the prevailing optimization problems lean toward to be constrained,
vigorous, multivariate, multi-objective and modalities [4, 5]. The existing and
conventional optimization methods when attempt to highly nonlinear optimization
task have been delimited by a frail global search capability, uncertainty, and
inadequacy. Additionally with practical large-scale systems, various conventional
optimization methodologies are not proficient to be implemented.

On the basis of qualities, we can divide optima into global or local optima.
Figure 1 explains a belittlement issue F�S in the viable search space. For mini-
mization problems, we can define global and local optima as:

• Global Minima: objective function f ðxÞ; solution x� 2 F is global optima, if

Fig. 1 Types of optima
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f ðx�Þ\f ðxÞ*8x 2 F ð1Þ

where F�S

• Local Optima: for the objective function f ðxÞ the solution x�N 2 N�F

f ðx�NÞ\f ðxÞ8x 2 N ð2Þ

where N�F.

2 Evolutionary Algorithm

The development of evolutionary algorithms in last few years is very important
amid all other search and optimization procedures. EAs [6] are a division of evo-
lutionary computation, are a set of meta heuristics, population based used effec-
tively in various applications having prodigious intricacy [7]. It success on solving
difficult problems has been the engine of a field known as evolutionary computation
(EC).

Evolutionary algorithms are based on the principles of adaptation and natural
evolution of Charles Darwin [8] in ‘On the Origin of Species’. Evolutionary
algorithms (EAs) are pertinent to handle a varied kind of complex problems
because of their ease, adequate tractability, and overall usability. There are few
important characteristics which this evolutionary algorithm owns, and those can
support them in belonging to the group of generated and test approaches:

• EAs are based on population, viz. these algorithms are a simultaneous collection
of candidate solutions.

• These algorithms typically use amalgamation of one of more candidate solutions
info into a current one.

• These algorithms are stochastic in nature.

A population to resolve for the optimization task is to be primed. Mutation
and/or crossover are applied to generate new and different solutions. On the basis of
resultant’s fitness, appropriate selection approach is enforced to decide whether the
selections of solutions are to be sustained into the subsequent generation. This
process is then repeated to get the best fitness solution.

Most of the existent implementation of EA originates from any one of these 3
basic types: genetic algorithm (GA) [9], evolutionary programming (EP), and
evolutionary strategies [10, 11]. In general, EAs is categorized by three facts:

• A set of solution candidate is sustained, which
• Goes through a selection procedure and
• Is operated by genetic operators typically recombination and mutation.
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3 Hybrid Modal

It may not be adequate to find the preferred resolution of the problem from a simple
and direct evolutionary algorithm for various problems. Previous studies suggest
that a straight evolutionary algorithm might be unsuccessful to obtain a desired
optimum solution for numerous types of problems which clearly demand the
necessity for fusion of evolutionary algorithms with other probing optimization
algorithms. Hybridization is usually done to mend:

• Performance of evolutionary algorithm
• Quality of the optimal results
• And as a part of higher structure, evolutionary algorithm can be integrated.

A number of studies in the past are being done on hybrid evolutionary opti-
mization, and it has been observed the prodigious attainment of these techniques
that can commendably conflict with their distinct shortcomings profiting from
individual’s strong points. The aims of developing fusion tactics are to handle very
specific types of optimization problems. For instance, to resolve one of the most
significant power system optimization glitches known as the unit commitment
(UC) scheduling, a fusion of genetic algorithm (GA) and differential evolution
(DE), termed hGADE has been proposed [12]. Fusion of the ACO, PSO, and 3-Opt
algorithms can result in a hybrid evolutionary algorithm for solving traveling
salesman problem [13]. Hybrid linkage crossover (HLX) is incorporated into dif-
ferential algorithm (DE) to alleviate the disadvantages of DE and improve its
performance [14]. To resolve multi-robot path planning, meta heuristic algorithms
such as ACO-GA [15] and tree structure encoding-based hybrid EA [16] are used.
Fusion of improved particle swarm optimization (IPSO) with an improved gravi-
tational search algorithm (IGSA) has been proposed to determine the optimum
route of the path for multi-robot in a muddle environment [17]. To precis; the
hybridization inspiration is to improve reliability, conjunction hastening, and
heftiness. Hybridization of evolutionary algorithm in general can be categorized
into various categories as per the techniques or procedures, for example,
hybridization motivation and hybridization design. To clarify, this can be divided
into ‘pre-processors and post-processors,’ ‘co-operators,’ and ‘implanted operators’
built on the affiliation between all the nature-inspired computation methods
involved. Essentially, a cautious and broad exploration of the taxonomy of
hybridization would not only benefit us in gaining a profound considerate for the
nature-inspired computation techniques but also elect the preeminent amalgama-
tions for the optimization problems targeted.

Evolutionary techniques stake many resemblances, like adaptation, learning, and
evolution. Alternatively, these techniques also have some distinctive dissimilarity,
and individually have their individual benefits and drawbacks [18]. Advantages and
disadvantages of evolutionary algorithms are summarized in Table 1. For example,
differential algorithm (DE) requires high computational effort but the search results
are effective.
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A. Motivation of Hybridization

Hybridization techniques are superior to standalone algorithm as these tech-
niques have the competency of overpowering the shortcomings of standalone
algorithms without losing their benefits. Hybridization of evolutionary algorithm
can be done by several ways, and few of them are summarized below:

• The solutions can be created by problem-specific heuristics for the initial
population.

• Obtained solutions from EAs can be enhanced by local improvement search
procedure.

• Genotype solutions are mapped to phenotype solution by the algorithm and
present the solution in indirect way.

• Problem knowledge is exploited by variation operator.

B. Hybridization Architecture

As represented in below diagram (Fig. 2), as per the nature of evolutionary
algorithms we can divide hybrid nature-inspired algorithms into three groups.

Table 1 Advantages and disadvantages of the evolutionary algorithm

Evolutionary algorithm Advantages Disadvantages

DE Active search High computational work

PSO Distribution of information Hasty

MEC Timely Sluggish

SA Heftiness Long computation time

ACO Pheromone-based exclusiveness Over similarity

CSA Multiplicity Sluggish convergence speed

HS Algorithm simplicity Obsolete information

Fig. 2 Architectures of the hybrid NIC algorithms
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• Pre-processors and post-processors: This type of hybridization NIC classifica-
tion is the utmost prevalent and common, and in this type the optimization
procedures are executed in sequence, i.e., results obtained by Algorithm 1
(pre-processor) are tweaked by Algorithm 2 (post-processor). For instance,
fusion of algorithm based on particle swarm optimization (PSO) algorithm and
ant colony optimization (ACO) algorithm called PSO-ACO is proposed to
inherit their advantages and overcome their drawbacks [19].

• Co-operators (Fig. 2): This is the type of hybrid association where two algo-
rithms are involved in simultaneous to adjust each other output as shown in
Fig. 2. Both the algorithms share the common information during the process of
search. As an example, fusion of fuzzy inference and the evolutionary compu-
tation technique is done for the approximation of nonlinear function. Parameter
of both the algorithms can be enhanced, tweaked, and controlled by them [20,
21].

• Embedded operators (Fig. 2): These types of technique are categorized by their
design and architectures, where one algorithm is entrenched inside another
algorithm. Usually in this type of approach from different optimization tech-
niques, the local search and global search are combined together so as to
enhance the hybridization convergence. As an example, in [22–24], to detect
premature detection of high quality solutions, the heuristic local search strate-
gies are engaged in the algorithm and then to further refine the pheromone
concentration or to generate the new solution, the given solution by local search
strategy can be applied.

To enhance the generic efficiency of evolutionary algorithms, several different
heuristics/meta heuristic procedures have been used. Following are the few of the
common hybrid design architectures used:

• One evolutionary algorithm is hybridized with another.
• Evolutionary algorithm assisted by neural network.
• Evolutionary algorithm assisted by fuzzy logic.
• Evolutionary algorithm abetted by particle swarm optimization (PSO).
• Evolutionary algorithm abetted by ant colony optimization (ACO).
• Evolutionary algorithm abetted by bacterial foraging optimization.
• Fusion between evolutionary algorithm and other heuristics.

4 Conclusion

From the scientific literature/databases, it is evident that the hybridization of evo-
lutionary algorithms is popular. In this paper, we discussed the numerous
hybridization options for an evolutionary algorithm, and basic hybrid evolutionary
design/architecture is presented that has evolved during the last years. Some of the
popular and important hybrid architectures are also reviewed as reported in
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literature. In future the above discussed framework and architecture can be effi-
ciently applied to develop hybrid NIC algorithm that will provide a various other
ways of resolving the real-world problems more efficiently and quickly with
accuracy.
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Hybrid Computational Intelligent
Attribute Reduction System, Based
on Fuzzy Entropy and Ant Colony
Optimization

P. Ravi Kiran Varma, V. Valli Kumari and S. Srinivas Kumar

Abstract Attribute reduction plays a crucial role in reducing the computational
complexity and therefore the resource consumptions in the area of artificial intel-
ligence, machine learning and computing applications. Rough sets are a very
promising technique in attribute reduction or feature selection. Fuzzy and rough set
hybrids have been proven to be more effective in selecting important features from
the available data, particularly in the case of real-time data. There is a need for
global searching strategies to find the best possible, minimal combination of fea-
tures, and at the same time to maintain the originality of information. This paper
proposes a hybrid computational intelligent attribute reduction system based on
fuzzy entropy, fuzzy rough sets, and ant colony optimization, which do not depend
on fuzzy dependency degree. Experimentation conducted on several UCI universal
benchmark data sets proves this method to be feasible in obtaining minimal feature
set with undisturbed or improved classification accuracy when compared to fuzzy
entropy and dependency degree-based fuzzy rough quick reduct.
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1 Introduction

Computational intelligent systems often require a preprocessing stage called feature
selection or attribute reduction. Feature reduction will help to optimize the com-
putational complexity of the knowledge processing task; sometimes it also comes
with additional benefit of improved accuracy, and also the volume of data features
to be collected reduces. There is a continuous research in the area of feature
selection [1] or attribute reduction; the main goal of which is to optimize the
features at the same time retain the quality and originality of data objects. Rough
sets [2, 3] are introduced by Pawlak and became very popular as a tool which
mathematically deals with vagueness, lack of preciseness, and uncertainness in the
knowledge extraction, and analysis of data. The advantage of rough sets is that it
does not depend on any external inputs and also do not transform the existing data.
It is best suitable for dimensionality reduction. Other applications of rough sets
include rule generation and prediction [4]. Traditional rough sets [5] can be applied
directly for discrete data, where there is a need for additional step of discretization
for real-valued data. To deal with real-time data a combination of fuzzy systems and
rough sets were utilized in several works [6–9] for the purpose of attribute
reduction. While performing rough set reduction for real-time data, the process of
discretization may incur loss of information for some applications [10]. To avoid
such a loss, fuzzy–rough approach can be employed. The fuzzy–rough technique
mandates fuzzification of data, which does not require any further information
except the number of membership functions to be used for each attribute.

Fuzzy approximation is the basis of most of the literature in fuzzy–rough
reduction [11]. Dependence degree-based reduct algorithm was employed in [6]
applied to Web categorization. Fuzzy entropy was used in the fuzzy–rough
reduction process in [10, 12] using a greedy approach. The work of Eric et al. [8]
has used discernibility matrix-based approach for fuzzy–rough reduction. Jensen
and Shen proposed fuzzy similarity-based approaches, which use fuzzy boundary
region, fuzzy lower approximation, and fuzzy discernibility matrix-based approa-
ches [7]. In [13], the authors have utilized principal component analysis as an
algorithm for attribute reduction. Fuzzy–rough reduction aims at finding optimal set
of attributes from the available list; however, finding the best combination is always
a NP-hard problem. There is a need for some metaheuristic search techniques in
order to find the best possible combination among the given attribute list [14]. Few
examples of metaheuristic searching techniques are genetic algorithms [15], sim-
ulated annealing [16], cuckoo search [17], tabu search [18], etc. Ant colony opti-
mization (ACO), bee colony optimization [19], particle swarm optimization [20],
social cognitive optimization [21] fall under the category of swarm intelligence-
based techniques [22]. ACO is a metaheuristic global search algorithm acquainted
by Dorigo [23]. Jensen and Shen [24] have proposed ACO search for attribute
reduction using fuzzy dependency degree, which in turn was derived from
fuzzy-positive region, fuzzy lower approximation. Liangjun et al. [25] proposed
ACOAR which is a rough set-based ACO and makes use of rough set dependency
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degree in the algorithm; however, it is mostly suitable for discrete data sets. In [14],
Ravi Kiran Varma et al. proposed mutual information-based attribute reduction
using ACO. ACO was proven to be fruitful in attribute reduction in these papers
[26–28]. Hulian and Zong have done a similar work of attribute reduction using
rough sets with swarm optimization [29]. Ant colony optimization was also used in
the area of vehicular traffic control systems [30].

This paper aims at demonstrating the ability of fuzzy entropy-based fuzzy rough
attribute selection using ant colony optimization as the global minima search
technique, and the results were compared with similar works in this area [7, 10, 12].
A quick reduct algorithm was developed using fuzzy entropy without the need for
fuzzy dependency degree, and also to avoid the disadvantage of local search, ACO
was further employed to obtain a best reduct. A similar work is proposed by Varma
et al. [31] where the authors applied fuzzy rough sets and ACO for eliminating
unimportant features of real-time intrusion detection system (IDS) data set.

2 Back Ground

2.1 Fuzzy Rough Sets and Attribute Selection

In rough sets [2, 12], the approximations done to the original object set is crisp. In
the case of fuzzy rough sets, the lower and upper approximations are fuzzy. For
real-time data, discretization has to be performed on the original data before
applying rough set reduction, and in this process, there may be loss of information
in some cases. In fuzzy rough sets, the attributes are converted to fuzzy data where
each attribute is divided into membership groups, thereby avoiding the information
loss for real-time data [32]. Rough sets can be treated as a special case of fuzzy
rough sets where the elements of the set generated by lower approximation have a
membership of 1. However, in fuzzy rough sets, the elements of lower approxi-
mation contain a membership of [0, 1] and therefore can handle uncertainty in a
flexible way than the crisp counterpart [10].

An information system Z can be represented as a set of finite objects O and a set
of finite attributes T, Z ¼ O; Tð Þ. The actual attributes T of the table consist of
conditional as well as decision attributes, T ¼ TC [ TDf g [33]. Like the crisp
equivalence class for rough set, fuzzy equivalence class is the important thing in the
fuzzy rough set. In fuzzy rough set, the conditional and the decision features are
fuzzy in nature. The definitions of fuzzy equivalence and fuzzy similarity relation,
fuzzy lower and upper approximations can be found in [10].

Typically in fuzzy rough attribute selection procedures, the lower approximation
or the positive region is widely used; the upper approximation is not employed. For
any attribute , the fuzzy equivalence is denoted by . Say, an attribute has
two fuzzy sets based on two membership functions, then the partition

In calculating the dependency degree for fuzzy rough reduction,
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O=IND Wð Þ or in short form O=W has to be obtained. O=W in the case of rough
set is nothing but the set which contains objects that are indiscernible between the
attribute t1; t2 given W ¼ t1; t2f g. In the case of fuzzy rough reduction, the set
O=W is based on the Cartesian product as shown below:

ð1Þ

If ¼ l;mf g and O=IND lð Þ ¼ l1; l2f g andO=IND mð Þ ¼ m1;m2f g then

O=W ¼ l1 \m1; l1 \m2; l2 \m1; l2 \m2f g ð2Þ

lE1
\ lE2

\ � � � \ lEn
oð Þ ¼ min lE1

; lE2
; . . .; lEn

� �
: ð3Þ

3 Fuzzy Entropy-Based Quick Reduct

The information entropy, for an event E which consists of n outcomes, was pro-
posed by Shannon [34] and is given as:

H Eð Þ ¼ �
Xn

j¼0

pjlog2pj: ð4Þ

Information system Z can be represented as a set of finite objects O and a set of
finite attributes T, Z ¼ O;Tð Þ. The actual attributes T of the table consist of
conditional as well as decision attributes, T ¼ TC [ TDf g. Let F1;F2; . . .;Fn be the
fuzzy membership subsets of an attribute, then the fuzzy entropy of a given
membership function Fj is given by:

H Fj
� � ¼ �

Xn

Q2O=TD

pðQjFjÞlog2pðQjFjÞ; ð5Þ

where the decision relative probability is given by

pðQjFjÞ ¼
Q\Fj

�� ��

Fj

�� �� ð6Þ

The fuzzy entropy given an attribute subset W is given by Parthalain et al. [12]:

n Wð Þ ¼
X

Fj2O=W

Fj

�� ��
P

Xj2O=W Xj

�� ��H Fj
� �

: ð7Þ
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This fuzzy entropy can be used to bubble out the best contributing attributes,
similar to the fuzzy dependency degree. But, in the case of fuzzy entropy, the
smaller the better, whereas in the case of fuzzy dependency degree, the larger the
better. The earlier fuzzy entropy-based algorithms [10] used both dependency
degree as well as fuzzy entropy; however, we propose a fuzzy entropy-based quick
attribute reduction which does not need to calculate the fuzzy dependency degree
and hence takes shorter time to compute the reduct and also with comparable or
improved classification accuracy. The hill climbing approach-based fuzzy entropy
quick reduction algorithm is as shown in Fig. 1.

3.1 Fuzzy Entropy-Based Quick Reduct Algorithm (FEQR)

See Fig. 1.

4 Attribute Reduction Using Fuzzy Entropy and Ant
Colony Optimization

To overcome the disadvantage of hill climbing-based attribute reduction where
there is no guarantee of global best solution, we propose a hybrid intelligent
attribute reduction system which makes use of ACO to search the global best
attribute reduction set. ACO is an evolutionary swarm-based computational intel-
ligent algorithm proposed by Dorigo et al. [35, 36]. Here a colony of ants work
together for a common goal of searching the global best solution. ‘n’ no of ants will
be released for ‘m’ no of iterations, and for each iteration one ants solution will be
marked as best solution and the path searched by the iteration best ant will be

Fig. 1 Fuzzy entropy-based quick reduct algorithm
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updated with pheromone trail similar to the biological ants. There is another
parameter called the heuristic information, which will guide the ants to take a
decision of selecting next node from the current node in the path toward a solution
construction, with a probability calculation [37]. Therefore, there are two important
values that are considered in the ACO solution construction, the pheromone and the
heuristic information. In this work, we propose a relative fuzzy entropy-based
heuristic information, in ant colony optimization in search of global best attribute
set. Relative fuzzy entropy is used as heuristic information. An ant has to select next
attribute y from present attribute x using the formula:

g x; yð Þ ¼ n S�að Þ � n S�a [ yð Þ ð8Þ

p�ax;y ITRnð Þ is the probability of selecting the next attribute y by the ant ā from
current attribute position x, at nth iteration. sx;y is the pheromone concentration and
gx;y is the heuristic information at the branch x, y. a and b are the tuning factors for
pheromone and heuristic information, respectively.

p�ax;y ITRnð Þ ¼ sax;yg
b
x;y ITRnð Þ

P
z2 TC�S�að Þ sax;zg

b
x;z ITRnð Þ

; y 2 TC � S�að Þ ð9Þ

The proposed algorithm of ant colony optimization of fuzzy entropy-based fuzzy
rough feature reduction is shown in Fig. 2.

Fig. 2 Ant colony optimization of fuzzy entropy-based fuzzy rough reduction algorithm
(ACOFEFR)
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4.1 Ant Colony Optimization of Fuzzy Entropy-Based Fuzzy
Rough Reduction Algorithm (ACOFEFR)

In this algorithm, a group of ants are released whose duty is to traverse the nodes
(attributes) in search of best possible attribute set based on the pheromone and
heuristic values. The same process is repeated for few iterations, which can be
decided on trial and error basis. In each iteration, all the ants will find a solution, but
the global best solution will be considered. In the algorithm, it can be observed that
an ant will start with a node randomly in the first iteration, and select the next
attribute by calculating the selection probability which in turn depends on heuristic
and pheromone values, but there is no randomness from the second iteration
onwards, instead they depend on selection probability function even for the first
node. It was also observed from trial and error basis that the updating of pheromone
for every ants solution produced better result than updating of pheromone per
iteration. The evaporation of pheromone, however, is done only per iteration.
Relative fuzzy entropy is used as heuristic information in this algorithm, which was
shown in Eq. (8). The probability selection formula is shown in Eq. (9). The fuzzy
entropy value plays a crucial role in the convergence of the solution by the ants.

5 Result Analysis and Discussion

Several experiments were conducted to provide support for the proposed algorithm,
the UCI machine learning data sets are used as the standard benchmark data. All the
experiments were conducted over a Windows 7-based i3 machine with 4 GB RAM,
and Java program environment. C4.5 decision tree classifier [38] is used for
evaluating the performance of proposed algorithms. The parameters used for the
ACO algorithm are as shown in Table 1. Triangular membership functions were
used here in fuzzification process. The solution provided by the algorithm depends
on number of ants released and number of iterations the process of releasing ants
will be carried. Initially the program was started with 10 ants and 10 iterations, later
on trial and error basis, it was observed that optimal consistent solution was attained
for three ants and five iterations for all the above data sets. The advantage of fuzzy
entropy-based reduction is with real-valued data sets, and hence, the experiments
were conducted on real valued or combination of real and discrete valued data sets
are taken. Table 2 presents the experimentation results over 15 UCI data sets [39],
column 2, is the name of the data set, the third column is the number of attributes of
that data set, the fourth column contains the number of samples of that data set, the
fifth column is the reduced attribute set obtained by the greedy hill climbing-based
fuzzy entropy quick reduct (FEQR) algorithm, the sixth column gives the size of
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reduced attributes obtained by the proposed ACOFEFR algorithm, the seventh and
eighth columns are the list of attributes obtained by the FEQR and ACOFEFR
algorithms, respectively, the ninth column is the classification accuracy obtained by
J48 decision tree algorithm for the full attribute data sets, the tenth and eleventh
columns are the classification accuracies obtained with the reduced attribute sets of
the FEQR and ACOFEFR algorithms, respectively. It was very clear from the table
that the ACO-based global searching strategy has a great deal of advantage over the
greedy hill climbing fuzzy entropy-based quick reduct method (FEQR), which can
be seen from the reduct sizes found by both the algorithms. Except for the case of
Iris, Wine, yeast, and diabetes, the ACOFEFR has produced reduced attribute set
compared to FEQR. The ACOFEFR for the case of Olitos data set has produced
five attributes, whereas the FEQR has produced 15 attributes out of the total 25
attributes, at the same time keeping the classification accuracy unchanged. It can be
observed that for most of the datasets, the classification accuracies with the reduced
attribute sets generated by ACOFEFR are very close or even better when compared
to the full attribute accuracies. The process of solution construction by one ant is
shown in Fig. 3 as a sample, for the data set diabetes. The ant has started with
attribute number three and is selecting the next attribute based on the selection
probability, which indirectly depends on fuzzy entropy, and it can be seen that the
ant has constructed a solution 3, 2, 6, which is nothing but the reduced attribute set.

Table 3 shows a comparison with similar works in this area, which have used
fuzzy entropy-based algorithms for reduction. The proposed approach has produced
better results in the case of Cleveland, Iris, Olitos, and Wine data sets with shorter
attribute size and near classification accuracies. The ‘—’ in the table 3 for Iris data
set indicates that the result is not available. In the case of Iris data set our algorithm
selected the best two attributes and yet maintaining the accuracy mark. In the case
of wine data also, our approach has outperformed by selecting only four attributes
out of 13. In the case of Olitos data, comparable accuracy was retained and also the
attributes are reduced to five which is the best among others. For Cleveland data
also the best attribute set was attained.

Table 1 ACO parameters Parameter Value

a (heuristic tuning parameter) 1

b (pheromone tuning parameter) 0.01

q (evaporation constant) 0.9

q (updating constant) 0.1

x (heuristic limiting constant) 0.001

Initial pheromone 0.5
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6 Conclusion

This paper proposed an ant colony optimization-based fuzzy entropy attribute
reduction algorithm, which produces global best solution when compared to greedy
hill climbing-based approaches. The proposed algorithm was proven to be feasible
and attaining comparable and sometimes better results for real-valued data sets in
terms of both, number of attributes reduced and classification accuracies. This
approach is suitable for real-valued data sets, since the fuzzification process pre-
serves the originality of data in a much better way compared to discretization.
Another feature of our algorithm is that it does not need to calculate fuzzy
dependency degree. However, fuzzy-based attribute reduction suffers from high
computational complexity when compared to non-fuzzy techniques like rough set
reduction using discretized data.
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Fig. 3 Process of solution construction by one ant

Table 3 Comparison of proposed algorithm

S.
No
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Design and Development of ASL
Recognition by Kinect Using Bag
of Features

B.P. Pradeep Kumar and M.B. Manjunatha

Abstract In this paper, we proposed a methodology to recognize communication
using gestures with Kinect sensor. The real issues are the tracker, and it is extremely
touchy to light intensity variations since the measurement model is based on a
color-based point search. The present system design faces the problems like a
non-homogeneous background; the cloth color should not match with the skin color
and having poor segmentation, single user. Proposed systems use aligning of depth
map and RGB image and extract the features using bag of features. The system
utilizes strong features using surf and classified by k means clustering for creating
bag of features. To evaluate our system, we collected an American Sign Language
(ASL) untrained data set which included approximately 1950 samples, while each
samples were taken by Kinect sensor, and hence, included color, depth, and
skeleton information. Analysis for various scenarios on our samples shows effec-
tiveness of the proposed method for recognition at different distance using SVM.

Keywords American Sign Language � Bag of features � Surf � Kinect sensor

1 Introduction

As of late, the hand signal acknowledgment has turned into a noteworthy explo-
ration challenge because of its huge use in human–computer interaction (HCI). As
opposed to signals, a common segment of talked dialects and the gesture-based
communications show the characteristic route for correspondence with hard of
hearing individuals. In communication through signing, every motion as of now has
relegated meaning, and solid guidelines of connection and language structure might
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be connected to make acknowledgment tractable. American Sign Language
(ASL) is the dialect of decision for most hard of hearing in the United States. ASL
utilizes roughly 6,000 motions for normal words and finger spelling for imparting
dark words or formal people, places or things. Correspondence in American Sign
Language (ASL) regularly depends on available shapes put in or moved crosswise
over specific areas in respect to the endorser’s body, notwithstanding developments
of the head and arm, and outward appearance. In any case, appropriate names and
words with no unitary sign are spelled, letter by letter, in English, and understudies
of ASL regularly start their studies by taking in the 26 hand shapes that constitute
the manual letter set. Gesture-based communications, i.e., dialects that basically
pass on data by means of visual examples, regularly serve as an option or reciprocal
method of human correspondence. Visual examples, rather than the sound ones
utilized as a part of the oral dialects, are framed by hand shapes and manual or
general body movement, lip developments, and outward appearances. Their
expressiveness encourages human association and trade of data not just in the
presence of listening to hindered individuals additionally in circumstances where
discourse is unrealistic, e.g., in boisterous workspaces. Three issues ought to be
settled to perceive gesture-based communication. The principal test is the
dependable following of the hands trailed by powerful component extraction as the
second issue. At long last, the third undertaking concerns the understanding of
the fleeting component succession. The execution of the gesture-based communi-
cation can be partitioned into manual (hand introduction, area, and direction) and
non-manual (head, mouth, and outward appearance) parameters. Once in a while,
the utilization of manual parameters is sufficient to recognize a few signs; however,
there are ambiguities in different signs which require non-manual data to distinguish
them. Nianjun et al. [1] proposed a technique to observe every one of the 26 letters
from start to finish by utilizing distinct HMMs topologies with various states.
Nguyen et al. [2] proposed a continuous structure to perceive 36 hand vocabularies
like American Sign Language (ASL) and digits in unrestricted situations. Their
frameworks are utilized to contemplate and dissect hand stances, not the hand
movement direction as in our framework. Yang et al. [3] presented an ASL
acknowledgment framework in view of a period delay neural system. The greater
part of the introduced works is exceptionally moving and has diverse fascinating
ways to deal with overcome distinctive issues of gesture-based communication
acknowledgment. A large portion of the presented frameworks is running in dis-
connected from the net mode, i.e., they gather the element arrangement and begin
acknowledgment when the motion has as of now been performed.

The main contribution of this paper is a hand gesture recognition system to
recognize American Sign Language has been proposed. In the proposed system, we
are mapping RGB hand image and depth image of corresponding frames in order to
analyze the shape of the particular signs, by getting the segmented hand of RGB
image and depth image, system will extract the features from bag of features. In
order to get strong features, surf algorithm is used, and system is quantizing the
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features for training and classification. Finally, all data samples of American Sign
Language are trained and classified using SVM algorithm, and different cases are
analyzed.

2 Proposed Methodology

The new version of Kinect with its software development kit (SDK) containing the
skeleton tracking tool. This tool gives us to gather the 20 joint data about the
skeleton. The joint data is gathered in edges. For every edge, the positions of 20
focuses are evaluated and gathered. The 20 joints which are taken as a reference,
and focuses are shown in (Fig. 1).

The primary data is the record of the joints. Every joint has a unique index value.
The second data is the positions of every joint in x, y, and z facilitates. These three
directions are communicated as far as meters. The x, y, and z axes are the body axes
of the profundity sensor or depth sensor [4] (Fig. 2).

The methodology of the proposed work is utilizing Kinect xbox-360 goes about
as a computerized eye which takes the shading data and in addition profundity data
through IR sensor. The data acquisition piece comprises shading data, profundity
data, and skeleton information. The fundamental point of this information handling
is to ideally set up the picture acquired from the past phase in order to extract the
features in the next phase (Figs. 3 and 4).

Fig. 1 Human skeleton joints as a reference points
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Fig. 2 Three coordinates of
the joint position

Depth image

RGB  image

H
and depth iform

ation

Hand alignment

Cloud point convertion

Feature extraction from bag of 
fatures

Recognition & validation

Kinect camera

Fig. 3 Block diagram of
proposed model
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Segmentation refers to the process of apportioning a picture into group of pixels
which are homogeneous regarding some measure [5]. Bag of features object pro-
vides an encode method for counting the visual word occurrences in an image. It

Convert the depth image to a 
point cloud.

Align the color image with the 
depth image

Render the point cloud with 
color. The axis is set to better 

visualize the point cloud

Depth image, returned as an 
M-by-N matrix. The Kinect 

system, designed for gaming 
applications, returns a mirror 

image of the scene. This 
function corrects the output 
depth image to match the 

actual scene.

Align color to depth

Fig. 4 Flowchart for aligning
depth image to RGB images
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produced a histogram that becomes a new and reduced representation of an image.
The bag of features extracts an equal number of strongest features from each image
set contained in the samples input array. The system will take the product minimum
number of features in each image sets and strongest fraction. Using bag of features
method, extraction refers to extracting the features from the segmented image, i.e.,
extract the feature of hand portions to recognize the signs of American language. In
the proposed system in order to extract the SURF features from the hand input
image. Surf algorithm will find the blob features in the input sample. It will take
some of the parameters like Vocabulary Size that is Number of visual words as a
500 words Fraction of strongest features as a 0.8. Features are extracted by applying
grid to the input image. The system has taken a grid step as 8 * 8 step size. The
proposed system taken the input image by aligning RGB and depth images. From
the analysis the system has given the improved rate of accuracy for database RGB
and depth aligned images. The existing methodologies facing the problems in loss
of resolution due to hand in different environmental condition as multiple user,
homogeneous background and user distance, cloth color. Proposed system first
identifies human skeleton in front of the camera afterwords it will identify the
human right hand portion by the BBOX operation. It will balance the number of
features across all image sets to improve clustering. Image set 19 has the least
number of strongest features: 1667. System uses the strongest 1667 features from
each of the other image sets. By using bag of features, words algorithm creates a
500 word visual vocabulary. System produces 43342 number of features and
clustered the samples into 500 clusters (Fig. 5).

3 Results and Discussion

See Table 1 and Fig. 6.
In Fig. 7, the proposed system identifies all the 20 coordinates with the depth

and RGB image information in millimeter, and it is recognizing the sign language
in multiple user environment, and it will take the input from the nearest user.

In Fig. 8a, b if multiple user is working with the same distance then it will
recognize the signs from the correctly recognized user. Sometimes occluded
coordinates will not recognize exactly, and some noise is added, but by the system
identified depth information of the exactly identified skeleton body by which we
can easily classify the signs [6].

Fig. 5 Visual words for an
input image

324 B.P. Pradeep Kumar and M.B. Manjunatha



In Fig. 9, if the body is moved very nearer to the system then the depth value
goes less than 850 mm and more than 3000 mm system will not identify the human
skeleton coordinates exactly.

Table 1 Recognition accuracy at different depth distances

Distances from
Kinect in mm

Number of times
checked

Number of times
recognized

Recognition
accuracy in %

850–1000 10 7 70

1000–1500 10 10 100

1500–2000 10 10 100

2000–2500 10 10 100

2500–3000 10 10 100

3000–3500 10 8 80

Depth

A
cc
ur
ac
y

Fig. 6 Graph of recognition of signs at different depths

Fig. 7 Single skeletal sign recognized by Kinect

Design and Development of ASL Recognition … 325



Figure 10a, b shows the result of multiple skeletal depth information proposed
system is checked under different scenarios with respect to viewing angle of
camera, and it will not identify side view of skeleton present in front of the camera.
The first detected human body is viewed in the yellow color coordinates, and
second body will identified by green color coordinates. If we move the position of
the body then the color coordinates of body will remain same. In complex envi-
ronment, also the system will recognize signs using RGB and depth image.

In Fig. 11, if the three users are place in front of system then two bodies are
identified by the system and occluded by each other, and then also it will recognize
the depth information. The system will not shows the exact position of the body
coordinates if it is occluded by other body then the system shows ambiguity in
identifying the coordinates of body.

Fig. 8 Multiple users giving input at same distance

Fig. 9 Recognised RGB and depth image of hand signs at same distance
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Fig. 10 Multiple skeletal depth recognized under different viewing angle

Fig. 11 Recognition of hand
sign even in the multiple user
environment by the skeletal
information

Fig. 12 Label index of sign
A by categorization
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Figure 12 shows the result for label index for alphabet A sign. After classified by
the SVM. In this step proposed system verifies the signs by giving different sign
input image. Figure 13 shows the data samples collected for RGB and depth images
while conducting the experiments. While collecting the database the system track
the hand from the skeleton view afterwards it will recognise the sign of an hand.

Fig. 14 The confusion matrix of proposed method for above samples

Fig. 15 Shows the visual
word occurrences for the
samples
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Figure 14 shows the confusion matrix obtained from recognition of samples from
an SVM classifier. Figure 15 shows the visual word of occurrences created while
making a bag of features for given database system considers 500 clusters.

4 Conclusion

The proposed system recognizes the signs of right hand by skeletal body depth
information at various lightning conditions. The system processes raw data and takes
metadepth information which contains depth mode, frame rate, camera elevation
angle, body posture. It is identifying depth at different distances and elevation angle.
The proposed system ranges from 50 to 400 cm when we are working very near and
then it will not recognizing the same thing if we go very far from the system. At
850 mm, the system gives 70% recognition rate from 1000 to 3000 mm 100%
recognition rate and from 3000 to 3500 mm 80% recognition rate. Bag of visual
words (500) are created by k means algorithm for the input samples. The proposed
system is having average accuracy of 0.96 while classifying the samples using SVM
algorithm. Proposed methodology takes approximately *0.29 s/iteration.
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Biometric Authentication of a Person
Using Mouse Gesture Dynamics:
An Innovative Approach

Parashuram Baraki and V. Ramaswamy

Abstract A unique method for biometric authentication is through the mouse
gesture of an individual, though this technique, the movement of mouse as a
pointing device is assessed, two types of authentication are recognized, static and
continual. The most prominently utilized system is continual. Static authentication
has been slow to develop, whereas continual systems have rapidly evolved. To
solidify effectiveness of authentication, we have introduced a new model which is
robust. In this approach, user draws a gesture using mouse. These gestures are
collected and evaluation through a cover markov model classifier, a remarkable
consistency in mouse gesture systems, in regards to False Rejection Ratio and False
Acceptance Ratio in comparison to conventional systems. From the results, one can
observe that there is improvement in terms of precision and authentication in
comparison with conventional systems. The report concludes, as we believe the first
time in history, that a mouse gesture system successfully recognized its purpose
accurately.

Keywords Component behavioural biometric � Mouse dynamics
Mouse dynamics analysis framework � Data acquisition � Data preprocessing
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1 Introduction

The primary point of developing biometric system is to convey precise and effective
authentication. During the past two decades the rapid development in online
banking, online trading etc. has lead to increase in the number of hacking theft
incidents etc. enormous. Mouse gesture dynamics is considered to be a new
behavioural biometric example, and this approach has gained considerable promi-
nence recently. A person’s featured regarding mouse usage as assessed as part of
dynamics deals with extracting the features related to the Mouse dynamics.
Evaluating these movements will help in the authentication of a valid user. Mouse
dynamics biometric technology is gaining importance given its capability of
monitoring consistently a computer’s usage. This text recognizes the user’s attri-
butes or fluctuations when a user utilizes the mouse. This leads to the creation of
mouse gestures. Whenever user enters into a session, his credentials are checked
and the user is authenticated. Mouse gesture is drawn by considering data points
with coordinate values. They primary characteristics of biometric identification are
behavioural attributes and physiological attributes. Physiological attributes incor-
porate finger prints, hang prints, DNA recognition, voice, etc. Behavioural attri-
butes incorporate a person’s behaviour, encompassing two phases: registration
phase and authentication phase. During the first phase, mouse gestures will be
conducted over the computer screen by the user multiple times. The movement is
registered and subsequently assessed through relevant systems. Later on, this col-
lected data is utilized for authentication of the user. During the authentication phase,
individuals will require to perform identical mouse gestures as they were performed
in the registration phase.

Recognizing the mouse patterns of an individual is associated with biometric
recognition. These systems utilize covert Markov model for interpretation. It is
unessential for a person to remember the specific patterns they create, rather the
systems utilize the biometric recognition of the user. Syurki has suggested uti-
lization of a signature, drawn by users as part of the recognition procedure, whereas
the suggestion of Revetter utilizes mouse locking for static recognition. The con-
stituents of suggested approach incorporate users showing their recognizable pat-
terns during the computer’s login. Each performed gesture is assessed for
recognition. Conventional gesture recognition platforms utilize input device, such
as the style; however, this research will utilize mouse as the primary input. Figure 1
depicts drawn gestures from individuals at computer login through time with 14
data points.
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Fig. 1 Gesture involving n = 14 data points

Fig. 2 Flow diagram for capture and analysis of mouse gestures

2 System Design

Figure 2 depicts authentic flow diagram of collection and evaluation of gestures.
This method incorporates individuals to perform multiple gestures in repetition.
Given that the new data stemmed from these gestures is a match with the saved
sample, which had been collected during registration phase.
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Information obtained through the drawing vicinity (gesture drawn in Fig. 1)
incorporates horizontal coordinate (x-axis) and vertical coordinate (y-axis) and
spanned period in milliseconds for every individual pixel. Data points are
sequenced for gesture or pattern replication, with each point being signified through
a triplet x; y; th i indicating X-coordinate, Y-coordinate and elapsed time, respec-
tively. Jth duplication of a gesture G is signified as a sequence Gj ¼

x1j þ y1j þ t1j
� �

; x2j þ y2j þ t2j
� �

; xnj þ ynj þ tnj
� �� �

; where n refers towards gesture
size (GS) and each xij; yij; tij

� �
where ð1� i� nÞ is recognized as data point. The

primary objective is to recognize variations between individuals on their beha-
vioural biometrics while drawing patterns.

Mouse pattern assessment systems incorporate the mentioned modules:

(a) Gesture creation module.
(b) Data acquisition and preparation module.
(c) Feature extraction module.
(d) Classification module.

a. Gesture Creation Module

The development module is basic drawing software which collects the users’
gestures as they use the mouse. The primary objective for this module to ensure that
gestures are drawn by users in their personal manner. There is no specific pattern of
language that the collected patterns are organized into, and neither do the gestures
have any particular meaning. There are three parameters to consider for each pat-
tern: horizontal, vertical and elapsed millisecond timing.

b. Data Acquisition and Preprocessing Module

Data Acquisition: Data acquisition module considers loads all gestures pin pointed
by the user during registration phase for the new user to duplicate. Human inter-
action to the computer is also assessed during this procedure.

Data Preprocessing: All possible affecting elements during the collection
procedures are ignored, so that accuracy in collection can be maintained.

Following the preprocessing phase, the data collection module executes two
types of data stabilization: centre and size. Centre normalization moves pattern
towards the drawing area’s centre as executed under the gesture development
module. Following such, the size is normalized in order to ensure that the final
pattern is identical in size to the one that is register, allowing for contrasts to be
made within either pattern that are created by users, whose sizes are bigger or
identical to the size of registered patterns. In case that gesture size is bigger than
registered sample, the k-denotes to the algorithm executed for clustering data points
into 64 respective nodes. Euclidean distance, the distance assessed amidst the data
points under three dimensions are executed. The centre of clusters is therefore
utilized for development of newer gestures.
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Outlier removal and data smoothing: The procedure for removing noise and
deriving precise pattern is called smoothing. It is used to smoothen the collection
information along the various processing spectrums. In essence, it is not possible
for humans to virtually replicate identical patterns, leading to fluctuations between
the inputs of the same user. The procedure of smoothing will ensure that such
occurrence is kept to them minimal, indirectly making the software simple for users.
The weighted least squares regression (WLSR) method is utilized for the smoothing
procedure. Peirce’s criterion is utilized for removing all outliers. Peirce’s criterion is
an effective statistics system that does not establish any assumptions regarding the
information. This system processes data values constituting multiple suspicious or
fluctuating values. Peirce’s criterion evaluates outliers through processing higher
possible deviation from the template average. M refers to template size, n refers to
volume of outliers while R refers to the ratio amidst the highest possible and
average deviation. The higher possible deviation is acquired through dmax ¼ R � r;
where r is template’s average deviation and xi is a data item that is considered to be
outlier given xi � xmj j[ dmax; where xm is the template average. Utilizing Peirce’s
criterion beginning from n = 1, outliers get eliminated successively through
increasing the volume of possible outliers, while sustaining the original average,
template size and template deviation. The procedure is continually executed to the
point that no other value requires removals. Data smoothing and outlier elimination
are implemented solely to horizontal and vertical data coordinates. The vector
established to sum the identical occurrence of initial data point from each individual
duplication. Peirce’s criterion is once again utilized. The implementation of WLSR
method to the data inside vector created smoothed and effective data. The procedure
is continuously executed until all pattern data points have been processed. The act
of smoothing is applied not to test data, but rather only training samples.

c. Feature Extraction Module

This module derives characteristics from unprocessed data. Feature choosing is
facilitated through assessing template data and recognizing features. Extracts from
vectors that are seized amidst two mouse clicks can be utilized. The finished list of
obtained features is detailed under Table 1. Figure 3 depicts the angels tangent
creates under x-axis and furthermore the span of origin path.

d. Classification Module

For the classification of patterns, principal component analysis is firstly executed. It
was noted that the method provided inefficient and unattractive results.
Subsequently, feed-forward back-propagation multilayer network was trailed; the
training measures of the network were tiresome and lengthy. It took a total of five
hours for the training procedure, encompassing two individuals to finish (using a
machine equipped with 2 GHz Core2 Duo CPU and 2 GB RAM).

A new procedure titled hidden Markov model (HMM) is implemented for
contrasting and recognizing of mouse patterns. HMM is the most efficient classi-
fication software for gesture, speech handwriting and language recognition. It
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appears to be the most time, resource and result efficient tool for easily establishing
and editing data. In order to ensure greater accuracy of the data, the HMM is
implemented on training data. Given that multiple hours are allocated to the
computer solely for processing, this system will certainly provide effective results in
regard to mouse pattern recognition.

3 Experimental Results

This section presents the experimental assessment of the suggested system.
The framework consists of two phases for authentication. Registration is the first

phase in which the user is asked to register his/her name by drawing gesture using
mouse. The user is allowed to draw any type of gesture which may include alphabet
type or numeric type or combination of both or any other type of symbols. The
gesture will be stored in the database for future reference. The gesture is then
trained to understand the input given by the user.

Figures 4, 5, 6, 7 and 8 show the process involved in registration phase. In this
phase, user is required to register along with their name by drawing their own
gesture in the given window. Soon after this system will be trained and it will
shown the display the gesture drawn by user on display window.

Fig. 3 Angle of curvature
and its rate of change for a
portion of a drawn gesture

Table 1 Feature extracted
from raw data

Feature description Notation

Horizontal coordinate x

Vertical coordinate y

Absolute time t

Horizontal velocity hv
Vertical velocity vv
Tangential velocity tv
Tangential acceleration ta
Tangential jerk tj
Path from the origin in pixels l

Slope angle of the tangent hi
Curvature c

Curvature rate of change dc
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Fig. 4 Mouse gesture main window

Fig. 5 Drawing window and display window in registration phase
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After registration phase, the system will determine whether the user is valid or
invalid user using verification phase. The steps involved in the verification phase
are as given in Figs. 9, 10 and 11.

Figure 9, 10, and 11 show the result of valid authentication. If the user is valid,
his/her name will be displayed on the window soon after the drawn gesture matches
with gesture stored in database. If gesture does not match, then “unknown user” will
be displayed. Following snapshot represents the failure case (Fig. 12).

Fig. 6 Method of adding gesture along with user name
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Fig. 7 After training, gesture will be displayed on display window
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Fig. 8 After training, system will come back to main window

Fig. 9 Drawing window and display window in verification phase
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Fig. 10 Gesture drawn by user for verification
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Fig. 12 When gesture does not match, then user will be considered as unknown user

Fig. 11 After selecting test, if gesture matches then it recognizes authenticated user and displays
name of user
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4 Conclusion

This text recognizes the challenges confronted by mouse dynamics biometric
technology whenever implemented to recognition. We have suggested a fresh and
effective mouse pattern assessment system for data testing. Our system provided
effective and efficient results. The suggested system utilizes hidden Markov model
for organizing and Peirce’s criterion collaborated under weighted least-square
regression procedure for smoothing outlier elimination.

Experimental results demonstrate that the proposed algorithm reliably recognizes
users with higher recognition rate when compared to existing methods. The result
obtained confirms the high security in mouse pattern-led biometric recognition
frameworks.
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Review of Neural Network Techniques
in the Verge of Image Processing

Manaswini Jena and Sashikala Mishra

Abstract Image processing is a vast area in the research field nowadays. This
paper is a fleeting review on various technologies implemented to satisfy different
image processing tasks like image segmentation, enhancement, restoration, acqui-
sition, compression, classification, and many more. Neural network is one of the
major techniques which is emphasized here. Different types of techniques using
neural networks and hybridizations of neural network are discussed here briefly
which are used for many image processing applications.

Keywords Image processing � Artificial neural network

1 Introduction

With the keen expansion and development of this computer era, a huge amount of
data have been assembled and stored in databases of various fields like biology,
medicine, industry, security, engineering, management sciences, humanities, and it
is increasing day by day. For expressing, sharing, and interpreting of information,
the use of digital images has been expanded a lot during this period of digital
communication. These images need to be analyzed properly to understand in a
better way so as to make it easy to use and to manage the upcoming new data
accordingly. Working with digital images looks easy when there are less images but
it becomes extremely complex when the number of images are more like millions.
Here data mining, image mining comes to place which extracts required knowledge
from a large database. A number of computational and mathematical approaches
have been discovered to precisely analyze the complexities of data, but those
models have a strict boundary which could not be applied to solve problems those
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are uncertain, unpredictable, or lies between 0 and 1. But soft computing can and
also it works fine on the problems having uncertainty and partial truth. The prin-
cipal component of soft computing techniques includes artificial neural network,
fuzzy logic, and genetic algorithms. Amid of these, artificial neural networks
(ANNs) have been used for the development of image processing algorithms for a
long time in different fields. Here, this neural network is considered for the study,
thus highlighting different techniques of it for different purposes of image
processing.

Artificial neural network (ANN) is a mathematical or computational model
developed by the basic concepts of biological nervous systems and is capable of
machine learning as well as pattern recognition. These are built by interconnection
of artificial neurons called as nodes or processing elements or units. These networks
are represented as systems of interconnected neurons that compute outputs from
inputs. The neuron in it is an abstraction of biological neurons and the basic unit in
an ANN. These neurons known as the processing units of the networks are taken to
form many layers and the interconnected layers to form a complete neural network.
It mainly has an input layer to take input, one or more hidden layers and an output
layer to produce the output. The inputs are fed simultaneously into the input units of
the input layer which pass through the input layer and then weighted and fed
simultaneously to the second layer known as hidden layer. The outputs calculated
from the hidden layer units are taken as input to other hidden layer and so on up to
the output layer. The number of hidden layer is inconsistent, usually only one is
used. The weighted outputs of the last hidden layer are the input to the output layer,
which finally produces the computational output. This is the basic computational
procedure followed for the network.

2 Literature Survey

Neural network has been used in varieties of image processing techniques for last
decades. Many hybridization techniques are also designed for the development in
performance and accuracy. A concise elucidation of few technical implementations
of neural network is done here.

A combinational approach of neural networks has been proposed to provide
image classification system with high performance. There is an approach proposed
by G. Giorgio and F. Roli in their work to design the ensemble of neural networks
automatically. From the study of previous works, it is concluded that to make an
effective ensemble of neural networks the networks should make different errors
which is considered as the principal factor for effectiveness of the neural network
ensemble. The error diversity must exist between the neural nets, i.e., the errors are
different for each network. So different approaches are available for the design of
ensemble of error-independent networks for the classification of multisensory
remote sensing images out of which the ‘overproduce and choose’ strategy proved
to be systematic and effective. It is difficult to create an error-independent network
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directly but by choosing this strategy the methods for the creation ensemble
members can be exploited effectively. A set of available methods is used in the
overproduction phase for the creation of a large set of candidate members and then
the choice phase selects the most error-independent networks as ensemble members
for the final combination. The system provides the optimal solution for the
design [1].

Graphical image representation needs a huge storage space and more trans-
mission time. Here comes the requirement of image compression and decompres-
sion. Fractal image compression/decompression gives high compression ratio and
low loss ratio, but due to more computations it has a limited application. The
parallel processing property of neural network can be considered as a helpful
strategy for this purpose. K.T. Sun et al. has taken two separate models of neural
network in their work for the fractal image compression and decompression having
same architecture but different transformation functions. The neural network
approach is applied in partitioned iterated function system (PIFS) for image
compression/decompression. This PFIS is functionally used in many fields to
determine the fractal code automatically [2, 3], which improves iterated function
system (IFS) used previously for this intention. The image pixels are represented as
a neuron, and the weights and thresholds are taken as fractal code to be generated.
The required fractal code (i.e. the weights and thresholds in the NN) is obtained
through training or compression, and the original image can be regained by
retrieving or decompression. This proposed technical system gives high-quality
decompressed images along with a good compression ratio compared to traditional
PIFS method. The image compression and decompression is faster due to the
parallel computing system. Here it shows that the better quality and smaller com-
pressed images are obtained with the learning rate of the neural network was 0.1 for
linear model and between 0.2 and 0.3 for nonlinear model of neural network [4].

To automatically locate or detect frontal view of human faces in scattered scenes,
image decomposition and neural network techniques are applied in a work by
Hazem M. Ei-Bakry. Comparing to other techniques [5], neural networks are
proved as efficient face detectors [6–8]. Image decomposition is done by applying
divide and conquer method, i.e., smaller sub-images are generated from the single
image. Each of these sub-images is tested using the fast neural network to identify
the availability/non-availability of human faces. Applying parallel processing of the
NN to simultaneously test the sub-images gives a faster result by decreasing the
running time and increasing the speed-up ratio. Compared to conventional neural
networks, the fast neural network gives reduced detection time. Further the
grouping of sub-images and testing them reduces the computational steps in order
to speed up the execution time [9].

Image processing task like image segmentation is one of the oldest techniques.
The segmentation generally depends upon the quality of image, contrast of region
of interest (ROI) in the image [10]. Dokur et al. [11] has taken hybrid network
structure called intersecting spheres (InS) neural network for the segmentation of
ultrasound images in their work. This is a dynamic structured network having
incremental learning whose synaptic weights and network arrangement are
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automatically determined during the training procedure. The feature vectors are
produced by using the discrete cosine transform of image pixel intensities in the
ROI. The dimension and the elements of the feature vectors are determined in view
of two parameters, i.e., the amount of ignored coefficients and the dimension of the
ROI. The proposed network is having three hidden layers, and the first hidden layer
is formed by using genetic algorithms (GA) and back propagation is used to train all
the layers. The nodes of the first layer network represent hyperspheres (HSs) in the
feature space whose location and radius are found by GA. The difference in the
proposed neural network and the previous studies is different in the sense of par-
titioning the feature space. Here the feature space is partitioned by intersecting HSs
to represent the distribution of classes. This network is compared to three other
networks out of which the Modified Restricted Coulomb energy (MoRCE) network
is one where intersection of the HS is not allowed. Restricted Coulomb energy
(RCE) network, modified RCE network, multilayer perceptron (MLP), and the
proposed hybrid neural network are comparatively experimented for the segmen-
tation of ultrasound images. The classification performances of the four neural
networks for the segmented images are analyzed, and the proposed InS neural
network is outstanding among them.

In another exertion by Coppini et al. [12] an architecture is proposed and tested
for lung nodule detection that narrates a neural network-based system which detects
lung nodules in chest radiograms with the help of computer. It is based on multi-
scale processing and artificial neural networks (ANNs). The computational scheme
is related to multiscale processing which is principally implemented by a
feed-forward artificial neural network (FFANN). For the development and testing
phases, various aspects are analyzed on the public JSRT database along with
additional cross validation with the images from UNIFI database. Different points
of view on image processing techniques like conventional pattern recognition
methods and artificial neural networks (ANNs) are archived. Here the first one
locates possible nodular patterns while the second, implemented by a convolutional
neural network, differentiates nodules from non-nodules [12]. The feed-forward
neural networks are also used in the system proposed by Penedo et al. There,
dubious regions are first detected in a low-resolution image, and at the same time
local image curvature is analyzed to locate nodules. Here the problem of nodule
detection is solved by using two-layer architecture. At first to locate possible
nodular regions securing high sensitivity, an attention-focusing subsystem that
processes whole radiography is applied and then at second a validation is done, i.e.,
a sub-system is followed which reduces false alarms and increase detection
specificity by evaluating the prospect of the presence of a nodule by processing
regions of interest. For the enhancement of image features, biologically inspired
filters are used. The FFANN allows an efficient use of the previous knowledge
about the shape of nodules and the background structure. Experimental results are
narrated by ROC/FROC analysis. The noted system performances support the
undertaking of system validation in clinical settings. The intense changeability of
chest radio graphs and the variation in nodular patterns are a prime concern in
designing CAD (computer-aided diagnostic scheme) systems. Though the extended
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representation of data sets is still a vital issue, the winning approach is to use
machine learning methods [13].

One more image processing technique using artificial neural network has been
developed by Kenji Suzuki et al. for the detection of lung nodules. Here by
repressing the contrast of ribs and clavicles in chest radio graphs, a technique is
developed for the lung nodule detection. The lung nodules and lung vessels are
made prominent or clear by suppressing the rib components to a large extent by
virtue of multiresolution massive training artificial neural network (MTANN).
Three MTANNs for three different resolution images are developed, each having
decomposition/composition techniques for the effective suppression of ribs having
different spatial frequencies. MTANN is a highly nonlinear filter and is trained by
using input chest radio graphs and the corresponding “teaching” images. The
“bone” images obtained by use of a dual-energy subtraction technique are
employed as the teaching images. After training with input chest radio graphs and
its corresponding dual-energy bone images, the multiresolution MTANN provides
“bone-image-like” images which were similar to the teaching bone images. By
subtracting the bone-image-like images from the corresponding chest radio graphs,
“soft-tissue-image-like” images are produced where ribs and clavicles were sub-
stantially suppressed. Thus this image processing technique for rib suppression with
the help of a multiresolution MTANN can be potentially useful for radiologists and
CAD schemes to detect the lung nodules on chest radio graphs [14].

Soo Beom Park et al. initiated a content-based image classification method using
artificial neural network in 2004. At first, a region segmentation technique is used.
Feature information is extracted from images by using the wavelet transform and
the sliding window-based feature extraction. A neural network classifier using
back-propagation learning algorithm is created using the texture features to reflect
shape of an object. The feature vectors are used as input values in the training
process to construct a classifier of the object unit. A higher classification rate is
achieved by this. It is applicable for raising the performance of content-based image
indexing or retrieval systems, and it can be used to classify various object images,
also it can automatically perform all processing for object image classification. It
shows the capacity to retrieve images more efficiently by an automatic classification
system and is suitable for many practical applications. A test with 300 training data
and 300 test data formulated of 10 images from each of 30 classes exhibits clas-
sification rates of 81.7 and 76.7% correct, respectively [15].

In image processing techniques like handwriting recognition, text recognition,
fingerprint classification, data compression, etc. binary image thinning is a primary
part. It represents the structural shape of original images by using less data. A good
thinning method produces skeletons including the shape information of original
object so that it can be suitably used. Gu et al. proposed a new approach for binary
image thinning by using the pulse-coupled neural network (PCNN). Pulse-coupled
neural network (PCNN) models are bio-inspired networks based on the experi-
mental analysis of synchronous pulse bursts in the cat visual cortex which is not
similar as traditional artificial neural networks. PCNN can be applied in many
fields, such as image processing, image recognition, and optimization. Here the
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pulse parallel transmission characteristic of PCNN is used for binary image thin-
ning. By using this algorithm, including PCNN noise-reducing process, thin binary
image can be generated and skeletons are produced with accuracy. The proposed
procedure is said to be faster compared to other methods [16]. Another approach
using PCNN is proposed by Xiaodong Gu et al. for the purpose of image shadow
removal. Image shadow is taken as the reduction of image intensity. Two steps are
followed to remove the image shadow. At first the shadowed image is segmented
using PCNN that results in a multivalued segmented image. In the second step, the
original shadowed image is divided by the multivalued segmented image where the
quotient image comes as a result. In the quotient image, the object is more obvious
and easy to find as it keeps the information of the original image. The results shows
that shadows are removed completely, and the shadow-removed images are almost
as the same as the original non-shadowed images. So this approach can be effi-
ciently used for removing shadows which does not have random noise [17].

Among different image compression methods applied for medical image com-
pression, Meyer-Bäse [18] has suggested a new method using topology-preserving
neural networks. It is quite advantageous in a way that it can be applied to larger
image blocks in order to obtain a low bit rate digital representation of the image
with reduced image data without any impelling loss of the image quality.
A combination of transformation-based linear neural network for PCA analysis and
a vector-quantization neural network or neural-gas network as data compressor is
applied. The linear neural network performs three types of PCA analysis by three
algorithms such as Generalized Hebbian Algorithm (GHA), Oja’s symmetric
algorithm (OJA), and nonlinear PCA (NLPCA). The image blocks are taken as data
vectors on which the PCA transformations are applied and projected on a low-dim
space. The compression ratio comparisons shows an improvement in the image
quality, and OJA algorithms turns out the best for it while nonlinear PCA turns out
as fastest among all. PCA combined with neural vector quantizer can be taken as
primary technique for image compression after studying the efficiency by blending
mathematical phantom features into clinically proved cancer free mammograms
[18]. Another hybrid neural model called direct classification model is proposed for
image compression by Soliman and Omari [19]. Here the model is developed as a
hybridization of two technique, i.e., Self-Organizing Kohonen (SOK) model and
Adaptive Resonance Theory (ART) model. The features like accuracy and fastness
of SOK model and ART model, respectively, generates an effective and efficient
hybrid neural model for the purpose of image compression so as to achieve high
image quality at high compression ratio. It provides better result than the traditional
peer techniques like JPEG2000 and DjVu wavelet technology specifically for the
colored images and immobile satellite images [19].

Artificial neural network is extensively applied in pattern recognition. Fadzilah
Siraj et al. have taken this technique for the emotion classification. For the purpose
of communication, emotion has become a prime interface between human and
machine to play a primary role in rational decision-making, perception, learning
along with various cognitive tasks. For emotion detection, the application of pattern
recognition technology has raised a lot. Based on the physiological mensuration,
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facial expression, and vocal recognition, emotions are detected in human being.
A human being shows the similar facial muscles while expressing a particular
emotion, from which the emotion can be quantified. There are six primary emotions
like anger, happiness, surprise, disgust, fear, and sadness, which were classified
using neural network. For neural network training and testing real dataset of facial
expression, images were captured and processed. By using multilayer perceptron
network with back-propagation learning algorithm and regression analysis, the data
are tested. The experimental result shows that neural network has a misclassifica-
tion rate of 2.5%, while regression analysis gains a misclassification rate of 33.33%.
The emotion classification model developed in by Fadzilah Siraj et al. can support
the development of intelligent tutoring system in particular, and E-learning system
in general [20].

To estimate the total suspended matter (TSM) concentration from remotely
sensed multispectral data in a particular area of the Portuguese coast, different
methodologies are applied by Ana C. Teodoro et al. in their work. These techniques
based on single-band models, multiple regressions, and artificial neural networks
(ANN) were evaluated by error estimation to find out the more accurate method-
ology. The root-mean-square errors by both the linear and nonlinear models are
analyzed and found out that they support the hypothesis that the relationship
between the seawater reflectance and TSM concentration is clearly nonlinear. For
estimating the TSM concentration estimation, the ANNs are found to be more
useful from reflectance of visible and bands of different sensors used. The ANN
which is implemented here is with ten units in the hidden layer and is able to model
the transfer function better than multiple regressions [21].

A large review says that artificial neural networks hold a huge role to amplify the
performance of classification or segmentation. Mehmet Nadir Kurnaz et al. has
proposed an unsupervised incremental neural network for segmentation of tissues in
ultrasound images and compared its performances with another unsupervised neural
network known as Kohonen neural network. Kohonen neural network is a
non-incremental unsupervised neural network for which the topology is defined
before while for incremental neural network is not essentially predefined. Trial and
error method is used to determine the number of output nodes in the KNN while in
incremental NN they are selected by analyzing histograms and the image to be
processed. To extract the feature from the images, 2D-DFT (Discrete Fourier
Transform) and 2D-DCT (Discrete Cosine Transform) are used. The incremental
neural network gives better result compared to Kohonen network in terms of both
result and time. Some works also describes that incremental neural network gives
enhanced performance in terms of quality of the reconstructed images along with
the compression rates. The proposed network takes less number of nodes so that
less time to perform and giver better performance. The neural network is a
two-layer incremental neural network which can be used further without any
modifications easily only by forming the training sets to resolve the topology of the
network accordingly [22, 23].

In the medical science and orthopedic community, the identification of the spinal
deformity classification is an important topic. The artificial neural network
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(ANN) can also be used to identify the classification patterns of the scoliosis spinal
deformity. Lin Hong in his paper has used a multilayer feed-forward neural network
with back propagation (MLFF/BP) for the classification. At first based on the
coronal and sagittal X-ray images, the simplified 3-D spine model was constructed
and the features of the central axis curve of the spinal deformity patterns were
extracted by the total curvature analysis. The discrete form of the total curvature,
including the curvature and the torsion of the central axis of the simplified 3-D
spine model, was derived from the difference quotients. The total curvature values
are taken as input to the MLFF/BP ANN and five neurons are at output layer
representing five King classification types. About 67% of the data is taken for
training and the rest for testing. Two types of network architecture are taken into
consideration: one with only one hidden layer and the other network having two
hidden layers. The result was found that the two-layer hidden neural network
performs better, which can be further improved by increasing the number of
training datasets or by participation of more experienced observers [24].

A fusion of neural network is taken as a classifier for image classification
problems here by Sanggil Kang et al. The input features such as color layout (CL),
edge histogram (EH), and region-based shape (RS) are extracted from different
MPEG-7 descriptors. The fusion of input features which are extracted from multiple
descriptors gives better performance than the features extracted from single
descriptor. The networking system has two parts: a feature extraction module and a
classification module. The conclusive result of the experiment says that this method
provides robust training performance compared to conventional neural network
classifier. It is useful in cases where fusion of different dimension features is used
for neural network classifier. The disadvantage of using this method is complexity,
i.e., the proposed classifier is more complicated than the conventional neural net-
work for its functionality [25].

In the field of remote sensing for complex retrieval tasks, artificial neural net-
works (ANNs) are proved to be very effective technique. For solving the unmixing
problem in hyperspectral data, Licciardi and Frate have used artificial neural net-
work. The neural network have two stages of processing: the first stage is used to
reduce the dimension of the input vector, and the second stage maps the reduced
input vector to the abundance percentages. For the dimensionality reduction,
auto-associative N’s is used. Both the dimensionality reduction procedure and the
final unfixing are performed by the developed neural network model. The final
scheme of the model is a single architecture of NN sequencing the two operations in
an automatic mode. Different sets of experimental data are taken for the perfor-
mance estimation. The unmixing results show that the reduced vector helps to yield
accurate pixel abundance estimation. The result shows that it is effective in terms of
dimensionality reduction as well as accuracy in the final estimation. The impact of
the applied technique is quite advantageous and could be more significant for future
use as the satellite multiconfiguration data is continuously increasing day by
day [26].

In recognition of handwritten digits or traffic signs, machine learning methods do
not perform well all times while the wide deep artificial neural network
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(DNN) gives satisfactory results many times. A large depth network is obtained by
minimal receptive fields of convolutional winner-take-all neurons, which results in
many sparsely connected neural layers and only winner neurons are need to be
trained. Dan Ciresan et al. have taken a DNN having two-dimensional layers of
winner-take-all neurons with overlapping receptive fields whose weights are shared.
DNN columns are combined to make multicolumn DNN (MCDNN) inspired by
microcolumns of neurons in the cerebral cortex and give a far better performance
compared to single DNN. The method is fully supervised and does not use any
additional unlabeled data source. This proposed method improves the state of the
art by 30–80% over many image classification datasets. Drastically improvement is
recognized on MNIST, NIST SD 19, Chinese characters, traffic signs, CIFAR10,
and NORB datasets [27].

Along with different usage, neural networks also show their applicability in the
agricultural field. A classification technique has been developed in Malaysia by Z.
Husin et al. to recognize and to classify the herbal plants. They developed a device
capable of recognizing herbs species by classification technique based on structural
characteristics of the leaves. Generally, these are done by human directly which is
time-consuming so turned to be ineffective and inefficient. So to identify the herbs
and agricultural plants, different image processing methods are used successfully.
The picture samples of leaves were collected from the Agricultural Department of
Malaysia Perlis University on which the image processing techniques are applied
and tested. The RGB image is converted to a gray scale image which is again
converted to a binary image from which features are extracted. These features are
gone through processing using morphological technique and SVD function to get
the input for the neural network. The neural network used here is back-propagation
neural network (BPNN). The inputs for the neural network are the individual pixels
of a leaf image developed through appropriate image processing steps. A two-layer
BPNN is used which has 20 hidden neurons, 4800 input neurons and 20 output
neurons and threshold value is set to be 0.5. Here each output neuron is a type of
plant species to be identified. Most outstandingly, the system is capable of iden-
tifying the herbs leaves species even though they are dried, wet, torn, or deformed.
The average correct recognition rate is found to be 98.9% which is quite
appreciable [28].

Dan Ciresan et al. from Switzerland have developed a system using multicolumn
deep neural network (MCDNN) for the traffic signal recognition. This is essential
for the automotive industry and for many traffic associated applications.
The MCDNN is developed by combining several deep neural networks (DNN),
which are training by several pre-processed data. The DNN contains a sequence of
convolutional and max-pooling layers and is of feed forward type. This creates
feature vectors from the pixel intensities and the adaptable parameters are optimized
through minimization of the misclassification error over the training set. Eventually,
the MCDNN is formed by averaging the output activations of several DNN col-
umns. Compared to single DNN, the combination of DNNs gives a better improved
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result robust to noise. This particular proposition has won the final phase of the
German traffic sign recognition benchmark and achieved a recognition rate of
99.46% which is far better than human recognition rate [29] (Table 1).

Table 1 Comparison of neural network-based image processing techniques

Year/author/publisher Type of image data
and data source

Applied
method/technique

Findings

2001, G. Giacinto, F.
Roli, Image and
vision computing
(Elsevier)

Multisensor remote
sensing image
(related to
agricultural area)

An ensemble of
neural network model
is applied. For
choosing the
networks,
‘overproduce and
choose’ strategy is
used

Provides better results
as compared to other
models and methods

2001, K.T. Sun, S.
J. Lee, and P.Y. Wu,
Neurocomputing
(Elsevier)

Lena or Lenna
images
Source: http://sipi.
usc.edu

Neural network in
partitioned iterated
function system
(PIFS) is used

Gives good
compression ratio
compared to
traditional PIFS
method

2002, Hazem M.
El-Bakry,
Neurocomputing
(Elsevier)

– Image decomposition
and fast neural
networks

Better result is
obtained with
decreasing running
time, thus increasing
speed-up ratio
compared to
conventional neural
network

2002, Zumray Dokur,
Tamer Olmez, Pattern
recognition Letter
(Elsevier)

Ultrasound images of
bladder and kidney
cyst are taken

Intersecting spheres
(InS) neural network

Classification
performance is better
than RCE, MoRCE,
and MLP

2003, G. Coppini
et al., IEEE
Transactions on
Information
Technology in
Biomedical

Chest radiograph
images (medical
image data)
Source: Japanese
Society of
Radiological
Technology (JSRT)
and Department of
Physiopathology of
University of
Florence

Feed-forward ANN
system is used based
on multiscale
processing, and a
convolutional NN is
used for
discrimination

Performs better than
other models

2004, Soo Beom Park
et al., Pattern
recognition Letter
(Elsevier)

Different object
images are taken
from Internet

Back-propagation
neural network

A higher
classification rate is
achieved

(continued)
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Table 1 (continued)

Year/author/publisher Type of image data
and data source

Applied
method/technique

Findings

2004, X.D. Gu, D.H.
Yu, L.M. Zang,
Pattern recognition
Letter (Elsevier)

Binary images
including English
words, Chinese
words, and other
images

Pulse-coupled neural
network (PCNN)

Performs better
compared to
traditional parallel
algorithm

2005, X.D. Gu, D.H.
Yu, L.M.Zang, IEEE
Transactions on
neural network

Gray images and a
color image are taken
with shadow

Pulse-coupled neural
network (PCNN)

PCNN can be used
for the shadow
removal technique

2005, A.M. Base
et al., Engineering
applications on
artificial intelligence
(Elsevier)

Mammogram images
Source: MIAS
database at http://
skye.icrac.uk/misdb/
miasdb.html

Topology-preserving
neural network

This neural network
approach provides
better probability
distribution
estimation method

2006, H.S. Soliman,
M. Omari, Applied
soft computing
(Elsevier)

Several satellite
images and Lena
images are used
Source: http://sipi.
usc.edu

A hybrid neural
network called direct
classification neural
network

DC model performed
well for image
compression
compared to the peer
state-of-the-art
models

2006, S. Kenji, H.
Abe, H. Mecmohan,
IEEE transactions on
medical imaging

Chest Radio graph
Images
Source: Digital
Image database
developed by
Japanese Society of
Radiological
Technology (JSRT)
and FCR 9501ES;
Fujifilm medical
Systems, Stanford,
CT

Nonlinear filter
MTANN is used for
suppressing the
contrast of ribs and
clavicles in chest
radio graphs

Proved to be a useful
technique for
radiologists and CAD
schemes in detection
of lung nodules

2006, F. Siraj, N.
Yusoff, L.C. Kee,
Computing and
informatics (IEEE
conference)

Image data
Captured by digital
camera

Multilayer perceptron
with
back-propagation
learning algorithm
and regression
analysis is used

Neural network gives
less error, i.e., NN
performs better than
regression analysis

2007, Ana.
C. Teodoro, F.V.
Gomes, H.
Goncalves, IEEE
Transactions on
Geo-science and
Remote sensing

Remote-sensed
multispectral data

Multiple regression
and artificial neural
network are used

ANN performs better
than multiple
regression

(continued)
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Table 1 (continued)

Year/author/publisher Type of image data
and data source

Applied
method/technique

Findings

2007, Mehmet Nadir
Kurnaz, Zu mray
Dokur, Tamer Olmez,
Computer methods
and programs in
biomedicine
(Elsevier)

Phantom ultrasound
bladder image and an
original bladder
image are taken
Source: www.
fantom.suite.dk
http://drgdiaz.com

An incremental
neural network is
used

Incremental neural
network performs
better than Kohonen
neural network

2008, Hong Lin,
IEEE Transactions on
biomedical
engineering

3-D spine models are
constructed based on
coronal and sagittal
spinal images

Total curvature
analysis is used for
feature extraction,
and multilayer
feed-forward neural
network with single
and double hidden
layers are used

Neural network with
two hidden layers
performs better

2009, S. Kang, S.
Park, Pattern
recognition Letter
(Elsevier)

Sports image data
collected from
Internet

Feature extraction
using two MPEG-7
descriptors EH and
RS. Neural network
and a fusion of neural
network is used

Proposed fusion
neural network is
better than
conventional neural
network

2011, G.A. Licciardi,
F.D. Frate, IEEE
Transactions on
Geo-science and
remote sensing

Airborne and
space-borne
hyperspectral
scanning images
Source: INTA-AHS
instrument dataset
from European Space
aging (ESA),
CHRIS-PROBA
images and AVIRIS
images from http://
avairis.jpe.nasa.gov

Auto-associative
neural network is
used

Though
auto-associative NN
is used for airborne
images before, it can
also be used for
space-borne images

2012, C. Dan et al.
Computer vision and
pattern recognition
(IEEE conferences)

MNIST, NIST SD
19, Chinese
characters, Traffic
Signs,
CIFARIO NORB
databases are used

Multicolumn deep
neural network
(MCDNN)

Improved
classification is
observed

2012, Z. Husin et al.,
Computers and
electronics in
agriculture (Elsevier)

Leaf of different
species are taken
Source: Agricultural
Department of
Malaysia Perlis
University

Back-propagation
neural network

Recognition rate of
98.9% is achieved

2012, Dan Cireşan
et al., Neural
networks (Elsevier)

Traffic sign imagers
are taken

Multicolumn deep
neural network
(MCDNN)

Recognition rate of
99.46% is achieved
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3 Different Type of Neural Networks

Neural networks have been applied for solving a large variety of tasks that are
generally not easy to resolve using ordinary rule-based or traditional programming.
Many types of neural network models are developed which has been used in many
fields for solving different problems, and some of the types are briefly discussed
below.

3.1 Feed-Forward Artificial Neural Network (FFANN)

The feed forward neural network is the simple artificial neural network. It is said to
be feed-forward type or acyclic in nature as they do not have any feedback loop or
self-feedback links between the layers, i.e., here the processing units, the neurons
are only connected forward. In this network, the information moves in a single
(forward) direction, i.e., from input units, through the hidden units to the output
units. It can be of single layered or multilayered called as multilayer feed-forward
neural network. Such a network is fully connected if each node in layer I is con-
nected to all nodes in layer i + l for all I.

When a training tuple is fed to the input layer of the network, the inputs pass
through the input units, unchanged in the input layer first. That is, for an input unit,
j, its output, Oj is equal to its input value, Ij. Then the net input and output of each
unit in the hidden and output layers are computed. The net input to a unit in the
hidden or output layers is computed as a linear combination of its inputs. Each
connection has a weight. To compute the net input to the unit, each input connected
to the unit is multiplied by its corresponding weight, and the summation is
calculated.

Given a unit j in a hidden or output layer, the net input, Ij, to unit j is

Ij ¼
X

wijOj þ hj ð1Þ

where wij is the weight of the connection from unit i in the previous layer to unit j,
Oj is the output of unit i from the previous layer, and hj is the bias of the unit.

Each unit in the hidden and output layers takes its net input and then applies an
activation function to it. The function symbolizes the activation of the neuron
represented by the unit. Given the net input Ij to unit j, then Oj, the output of unit j,
is computed as

Oj ¼ 1=1þ e�Ij ð2Þ

Thus, the output of the network is calculated and compared with the target
output for the training purpose.
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3.2 Multilayer Perceptron (MLP)

A multilayer perceptron is a feed-forward artificial neural network which maps the
sets of input data to a set of appropriate outputs. It has multiple layers of nodes in a
directed graph, where every layer is fully connected to the next layer. The calcu-
lations are similar to feed-forward neural networks as described above.

3.3 Massive Training Artificial Neural Network (MTANN)

The massive training artificial neural network (MTANN) is a modified multilayer
ANN, which can directly handle input gray levels and output gray levels. Here for
each layer, a different activation function is selected. The activation functions of the
input, hidden, and output layers are a linear, a sigmoid, and a linear function,
respectively. In this network, image processing or pattern recognition is performed
by scanning an image with the modified ANN. The MTANN consists of a
linear-output multilayer ANN model for which it is capable of operating on image
data directly. The MTANN uses a linear function as the activation function in the
output layer that significantly improves the characteristics of an ANN.

3.4 Deep Artificial Neural Network and Multicolumn Deep
Artificial Neural Network

A deep neural network (DNN) is an artificial neural network that contains many
hidden layers of units between the input and output layers. Generally, DNNs are
designed as feed-forward networks, but can be designed as recurrent neural network
recently for the applications such as language modeling. A DNN can be trained
with the standard back-propagation algorithm. Here the weight updating can be
done using the following equation:

wijðtþ 1Þ ¼ wijðtÞþ g
@C
@wij

ð3Þ

Here η is the learning rate and C is the cost function. The choice function
depends on the type of learning and activation function chosen.
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3.5 Pulse-Coupled Neural Network (PCNN)

PCNN is a single-layered, two-dimensional artificial neural network developed by
Johnson et al. In this network, each neuron corresponds to one pixel of the input
image. It has three parts mainly, i.e., input, linking, and the pulse generator. PCNN
receives the input stimulus through both feeding and linking connections that are
combined in an internal activation system and accumulates the stimuli until it
exceeds a dynamic threshold, resulting in a pulse output. It does not need any
pre-training. Through iterative computation, PCNN neurons produce temporal
series of pulse outputs that contain information of input images to be employed for
miscellaneous applications of image processing.

4 Conclusion and Future Direction

Here many applications of artificial neural network have been elaborately dis-
cussed. The discussion shows a wide usability of the network in various image
processing techniques. Its role in image processing can be primary or secondary, or
can be used as a part of different combination of techniques. Also it can be used in
supervised/unsupervised or parametric/nonparametric or linear/nonlinear regression
functions or feature extractions and many more. Every applications of neural net-
work are unique and no technique is better than another, each has its own strength
and weaknesses. Though it has been applied and proved to be very usable for a
wide range of applications, it has also been seen that the combination of different
models/techniques works more effectively. Therefore, it can lead to the develop-
ment of many hybrid models in future. The neural network performance depends on
different parameters of the models which need to be properly decided and optimized
so as to design some new helpful models.
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Ensemble Methods for Improving
Classifier Performance

Monalisa Panda, Debahuti Mishra and Sashikala Mishra

Abstract In this paper, ensemble methods for different base classifiers are pro-
posed. An ensemble technique is a supervised learning algorithm that combines a
group of classifiers in order to acquire an overall model with more exact decisions.
The classifiers that are support vector machine (SVM), naive Bayes (NB), and back
propagation neural network (BPNN) are trained and tested on different gene
expression datasets using both random selection method and k-fold cross-validation
method. Both binary-class and multi-class datasets are used for evaluation of
effectiveness of the ensemble method. Various publicly available gene expression
datasets have been used for experiments in order to find the accuracy and effec-
tiveness of the ensemble technique. Performance of the different classification
methods and ensemble methods has been compared by using the accuracy values.
The results have shown that the accuracy for the gene expression datasets has been
increased by using the ensemble methods.

Keywords Gene expression � Ensemble � SVM � NB � BPNN
K-fold cross-validation

1 Introduction

Micro-array data is now used in many fields of medical diagnosis that is used for
the detection of breast cancer, lymphoma, leukemia, etc. In order to measure the
changes in expression levels of huge number of genes, micro-array data is used.
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Classification is a supervised learning process used for predicting a class label to
any unseen data on the basis of training set of data, whose class label is already
known. Nowadays, many existing classifiers such as SVM, k-nearest neighbor,
ANN, Bayesian classifier, decision tree, linear regression are present. Commonly, a
single classification method is not sufficient enough to correctly identify the class
level. An ensemble technique is a supervised learning algorithm technique which
combines a group of models in order to obtain an overall model with more precise
decisions [1]. The models prediction, classification performance is usually
improved by using the ensemble techniques.

Hence instead of choosing just one model, if we combine the outputs of different
models, then the risk of selection of a badly performing classifier can be reduced.
Several ensemble methods are there like voting, bagging, boosting, Bayesian
merging, stacking, distribution summation, Dempster–Shafer, density-based
weighting [2, 3]. This work mainly contains various classification and ensemble
strategies, the set of laws for selecting the reduced data from large data sets, the act
of using different classification techniques, how the classification and ensemble
technique can be applied over different gene expression data sets. Here, stacking is
used as an ensemble technique; that is, it combines the decisions of the individual
classifier by using majority voting fusion rule. Stacking is concerned with com-
bining multiple classifiers obtained by using various learning algorithms on a
particular data set [4].

Finally, a comparison is done among different base classifiers and ensemble
methods, and it was found that the ensemble methods were demonstrated with
much better performance.

The rest of the paper is organized as follows: the basic definition of classifier
ensemble is described in Sect. 2. Section 3 depicts the model. Section 4 explains
the general methods, concepts, and approaches that are used to find out the result.
Section 5 describes the two different ensemble techniques that are used to improve
the result. Through simulation on variety of datasets, the result of the proposed
model is reported in Sect. 5.

2 Classifier Ensemble Analysis

Classification is prediction of a certain result based on a given input. A training set
containing a set of attributes and the result, usually called goal or prediction is being
processed in order to predict the result. Classification in other words is a data
mining function that assigns items in a group to mark categories or classes.
Generally Classification is a process of estimating to which of a set of examples a
new example belongs to, on the basis of a training dataset, whose class label is
already known [2]. The algorithm that implements this process is known as clas-
sifier, which is a mathematical function that maps a data to a category.

In general, the single classification technique is not sufficient enough to identify
the class level properly. An ensemble is itself a supervised learning algorithm which
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combines a set of models in order to obtain a global model with more accurate and
reliable decisions [1].Whenmore number of algorithms is used in a model it becomes
expensive. Therefore, nowadays, the researchers are emphasizing on the ensemble
techniques. These techniques use to reduce the error rate in classification tasks in
comparison with single classifiers. Also, the amalgamation of various techniques to
make a final conclusion makes the performance of the systemmore strong against the
difficulties that each individual classifier may have on each data set. Ensemble is
mainly done to improve the accuracy and efficiency of the classification system.

3 Proposed Model

As mentioned earlier, this work focuses on the second phase of the model, that is,
classifier ensemble techniques. In phase one, random selection method is used for
training and testing of data. Here, we have used three classifiers, namely naive
Bayes, backpropagation neural network, and support vector machine. In the second
phase, k-fold cross-validation technique is used to divide the data set into training
and testing. The value of k depends on the data set. Then training and testing is
done up to k times for all the classifiers iteratively and then classifier fusion
technique that is Stacking and Majority Voting are used to combine the outputs of
the individual classifiers (Fig. 1).

Fig. 1 Proposed model
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4 Concepts, Methods, and Approaches

Initially, datasets need to be normalized. Data transformation such as normalization
is a data preprocessing tool which is used in data mining system in order to remove
the noisy data. An attribute of a dataset is getting normalized by scaling its values
so that they fall within a specified range, such as 0.0–1.0 [5, 6]. Normalization is
mostly useful for classification algorithms and clustering technique. Here, Min–
Max normalization is used as a tool for preprocessing. Here, min A and max A are
the minimum and maximum values of an attribute A. This technique can be cal-
culated by using

V ¼ ðv�minAÞ=ðmaxA�minAÞ: ð1Þ

After normalization, data reduction is done using PCA. The presence of large data
sets can cause rigorous problems in an organization’s decision support systems and
database management systems. Micro-array data is high-dimensional data which can
cause significant problems such as irrelevant genes, difficulty in constructing clas-
sifiers, and multiple missing gene expression values. In this paper, we have
employed principal component analysis (PCA) as the feature reduction technique to
extract the needful features, which can be used to train the classifiers. This feature
reduced dataset is expected to provide a better classifier in terms of accuracy and
efficiency. PCA is defined as a feature extraction method that transforms the data to a
new coordinate system that is known as orthogonal linear transformation in such a
way that by any projection of the data, the maximum variance comes to lie on the
first coordinate that is known as the first principal component, then on the second
coordinate lies the second largest variance and so on [7].

After feature reduction, the reduced data set is used for training by applying
various classifiers like backpropagation neural network, support vector machine,
and naive Bayes.

Backpropagation is learning or training algorithm rather than the network itself.
A backpropagation learns by example. BPNN is a neural network learning algo-
rithm that performs learning on multilayered feed-forward neural network. The
training is completed by providing the input to the network, and the networks’
weights are changed so that it will give us the required output for a particular input.
In order to train the network we need to give the network examples of what we want
the output (known as the Target) for a particular input. The weights are modified for
each training data in order to reduce the error between the network’s prediction and
actual target value. Since the modifications are made in backward direction that is
from the output layer to the hidden layer, hence, it is called backpropagation [8].

A naive Bayes classifier is defined as a probabilistic classifier that is based on
applying Bayes theorem with some independence assumptions. In plain terms, a
naive Bayes classifier assumes that the value of an individual feature is unrelated to
the occurrence or lack of any other feature, provided with the class variable. An
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advantage of the naive Bayes classifier is that it only requires a small amount of
training data to guess the parameters, that is, mean and variance of the variables that
are necessary for the classification [9]. The Bayesian classification assumes a basic
probabilistic model, and it allows to capture uncertainty about the model in a
disciplined way by determining probabilities of the outcomes. It calculates explicit
probabilities for hypothesis, and it is robust to noise in input data. Bayes theorem
provides an approach to update the probability distribution of a variable based on
information newly available by calculating the conditional distribution of the
variable given the new information. The updated conditional probability distribu-
tion provides the new level of certainty about the variable. Posterior probability is
calculated by updating the prior probability by using Bayes theorem. It uses the
knowledge of prior events to predict the future events [10, 11]. Bayes theorem says:

P
h
Y

� �
¼ PðhÞ�PðY=hÞ=PðYÞ; ð2Þ

where P(h) and P(Y) are the unconditional distributions of h and Y. P h
Y

� �
is the

posterior distribution of h.
PðY=hÞ is the likelihood function, and it measures how closely Y is distributed

around h.
SVM is used as a mapping function that transforms data in input space to data in

feature space in a linearly separable manner [12, 13]. In machine learning, support
vector machines (SVMs) are supervised learning models with associated learning
algorithms, which analyze data and recognize patterns used for classification [14].
A support vector machine represents points in space, where the examples can be
separated into distinct categories by a clear wide gap. Based on their category, new
groups are being classified into one of those groups. In order to transform the
original training data into a higher dimension, a nonlinear mapping is used. Support
vector machines find a hyperplane which would be able to separate both the plane
by retrieving the support vectors. SVM separates the hyperplane of class levels +1,
−1 that is situated in maximum distance from both the positive and the negative
samples. From both the negative and the positive pair, feature vectors are being
extracted which are assigned with the class label of +1 and −1 to know whether the
pair is a interacting or a non-interacting pair.

5 Classifier Ensemble Methods

An ensemble is itself a supervised learning algorithm which combines a set of
models in order to obtain a global model with more accurate and reliable decisions
[2, 15]. Classifier combination is one of the most frequently explored methods in
data mining in the recent years. These techniques use to reduce the error rate in
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classification tasks in comparison with single classifiers. Therefore, nowadays, the
researchers are emphasizing on the ensemble techniques. In this paper, majority
voting and stacking are used on various gene expression datasets.

In majority voting, an unlabeled example is classified in accordance with the
class that obtains the highest number of votes. It can be represented as follows:

ClassðXÞ ¼ arg maxci2domðyÞ
X

8kci ¼ arg maxci2domðyÞPMk
y ¼ cj

x

� �
; ð3Þ

where Mk denotes the classifier k and PMk y ¼ cj
x

� �
denotes the probability of y ob-

taining the value of c at an instance x [16, 17].
Stacking is an ensemble method that is used for achieving the highest gener-

alization accuracy. The reliability of the classifiers is judged on the basis of the
meta-learner which learns from the outputs of the base learners. It uses the results of
the base classifiers to produce a new record on which we need to apply a second
learning algorithm [4]. This method allows us to maximize the utilization of the
information contained in the training dataset. Normally to form a meta-learner
training set, we divide the original training set into k disjoint subsets of equal size
that is known as k-fold cross-validation technique [4, 18]. k will affect the overall
accuracy boost and overall cost. The different base classifiers are trained and tested
on different partitions of the training data. In the second level, again the classifiers
are trained with the new class obtained from first level and the final accuracy is
obtained. The results provided by this method were very good. The algorithm says
as follows:

1. From the training set T, create k partitions from it and the cross-validation
technique is used for all the base classifiers.

2. Machine learning is used to obtain second-level classifier.
3. A new class label is created and again uses the base classifiers to test the data

and accuracy is found (Fig. 2).

Fig. 2 Stacking technique
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6 Results and Discussion

The set of experiments has been carried out using six datasets as shown in Table 1,
such as breast cancer, lung cancer, iris, E. coli, yeast from UCI repository.

The proposed model has been tested with all the individual classifiers SVM,
BPNN, NB, and the ensemble method that is stacking and majority voting for all
five bench mark data sets as illustrated in Tables 2, 3 and 4. The threefold
cross-validation test had been carried out, and the accuracy is measured. Entire
algorithm is written and tested in MATLAB R2010a (Figs. 3, 4, 5, 6 and 7).

Table 1 Different datasets used for experimental evaluation

S. No. Data set
name

No. of
instances

No. of
attributes

No. of
classes

References

1 Breast
cancer

569 32 2 [19]

2 Lung cancer 32 56 4 [20]

3 Iris 150 4 3 [21]

4 E. coli 1484 9 10 [22]

5 Yeast 336 8 8 [23]

Table 2 Accuracy of different datasets using different classifiers using random selection method

S. No. Data set
name

Accuracy using
BPNN

Accuracy using
NB

Accuracy using
SVM

1 Breast
cancer

84.21 86.84 81.81

2 Lung cancer 84.28 85.71 86.84

3 Iris 83.33 85 84.84

4 E. coli 83.87 83.87 83.87

5 Yeast 86.80 87.81 86.80

Table 3 Accuracy of different datasets using stacking ensemble method

S. No. Data set
name

Accuracy using
stacking BPNN

Accuracy using
stacking NB

Accuracy using
stacking SVM

1 Breast
cancer

92.10 94.73 94.73

2 Lung
cancer

97.14 100 94.28

3 Iris 93.33 95 95

4 E. coli 90.32 93.54 90.32

5 Yeast 95.17 93.44 95.86
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Table 4 Accuracy of different datasets using majority voting ensemble method

S. No. Data set name Accuracy using majority voting Execution time
in s

Memory occupied
in KB

1 Breast cancer 100 11.72 56.6

2 Lung cancer 98.57 12.70 28.6

3 Iris 100 11.86 11.7

4 E. coli 90.32 16.97 25.1

5 Yeast 98.62 93.43 92.6

Fig. 3 Accuracy of classifiers and ensemble methods on breast cancer dataset

Fig. 4 Accuracy of classifiers and ensemble methods on lung cancer dataset
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Fig. 5 Accuracy of classifiers and ensemble methods on iris dataset

Fig. 6 Accuracy of classifiers and ensemble methods on E. coli dataset
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7 Conclusion

A comparative study is done between different classifiers and ensemble technique
and are trained and tested on various publicly available gene expression datasets.
Performance of the different classification methods and ensemble methods has been
compared by using the accuracy values. The above ensemble methods that have
been used for gene expression data set show that it achieves higher accuracy than all
the other individual classifiers. The method also takes less computational time and
space than the others.

Further, the accuracy of the ensemble technique can be enhanced much more by
adding some optimization technique to the ensemble method.
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Analysis on Big Data Techniques

Harleen and Naveen Garg

Abstract Nowadays, digitization data is used and there are more and more data
that generates everyday about everything. Data sets whose size is complex or large
that commonly used today. Management of this data which ensures that the data
from varied sources is processed error free and is of good quality to perform
analysis processing and sharing of such a large data by traditional methods is
difficult by the use of traditional methods. So we need such systems that are more
flexible, scalable, fault tolerance, compatible, and cheap to process large amount of
data. Hadoop is designed to handle the extremely high volumes of data in any
structure. There are various ways for Hadoop to run the job. The three programming
approaches that are MapReduce, Hive, and Pig are used. In this paper, we present
the comparison of MapReduce, Hive, and Pig. These three techniques are useful
under different constraints.

Keywords Hadoop � MapReduce � Pig � Hive � Hadoop distributed file system
ReStore

1 Introduction

Regularly, each individual made quintillion bytes of information and has 320*
times information in their library. Data sets whose size is sufficiently huge that
regularly utilized today, which can’t be examined by traditional data processing
application devices, for example, social databases, within the time important to
make them useful. The difficulties incorporate the zones of capture, curation,
storage, search, sharing, exchange, examination, and representation of this data.
Large volume of structured and unstructured data is gathered by means of different
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sources. Any association or organizations are routinely keep up each byte of their
client’s information which is 51% of information is organized and rest 49% is
unstructured or semi structured. Different programs send differently formatted
information.

1.1 Big Data

Data sets whose size is beyond the capacity of regularly utilized tools to process it
with satisfactory time. Big data may be petabytes (1,024 TB) of information
comprising of billions to trillions of records of a large number of individuals all
from various sources. Importance of big data is adequately and productively caught,
prepared, and analyzed, and organizations can pick up a more complete under-
standing of their business, clients, items, contenders, and so on which can prompt
capability changes, expanded deals, lower costs, better customer organization,
and/or upgraded things and administrations.

The big data application will handle countless and unstructured information. The
information handling will include more than one information hub and finished in a
shorter time frame.

Specialists utilize big data analytics to straightforwardly make an interpretation
of data into knowledge, enhancing basic leadership and business execution.

1.2 Hadoop

Hadoop is not a type of database, but instead a software environment that takes into
account enormously parallel computing. A staple of the Hadoop environment is
MapReduce, a computational model that basically takes concentrated data strategies
and spreads the estimation over a potentially unending number of servers (by and
large alluded to as a Hadoop bunch). It has been a distinct point of preference in
supporting the huge get ready needs of big data; a substantial information
methodology which may take 20 h of preparing time on a concentrated social
database framework may just take 3 min when distributed over an extensive
Hadoop cluster of merchandise servers, all handling in parallel [1]. It has a several
different applications, yet one of the top use cases is for large volumes of always
showing signs of change information, for example, area-based information from
climate or traffic sensors, online or online networking information, or
machine-to-machine value-based information [2].
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1.3 MapReduce

MapReduce is a programming model and a related execution for taking care of and
making substantial data sets with a parallel, distributed calculation on a cluster [1].

A MapReduce system is made out of a two technique:

1. Map () technique that functions separating and sorting (for instance, sorting
students starting with name into lines, sole line for every single name) [3], where
an input data set is changed over onto an alternate arrangement of value/key
pairs, or tuples [1].

2. Reduce () strategy that performs a rundown operation (e.g., counting the number
of students in each queue, yielding name frequencies) [3], where a few of the
“Map” are combined task to form a reduced set of tuples [1].

This is a programming paradigm that takes into consideration enormous occu-
pations execution adaptability against thousand of servers [2] and accommodating
excess and adaptation to noncritical failure. The key commitments of the
MapReduce structure are not the genuine guide and reduce capacities, but rather the
scalability and adaptation to noncritical failure accomplished for an assortment of
uses by advancing the execution engine once [3].

1.4 Hive [1]

Hive is a “SQL-like” scaffold that permits ordinary BI applications to run queries
against a Hadoop group. It was developed initially by Facebook, and, however, has
been made open hot spot for quite a while, and it is a higher level abstraction of the
Hadoop structure that permits anybody to make queries against data put away in a
Hadoop group generally as though they were controlling an ordinary data store. It
increases the range of Hadoop, making it better known for BI clients.

1.5 Pig

Pig is another extension that tries to convey Hadoop closer to the substances of
designers and business clients, like Hive. Not at all like Hive, in any case, Pig
comprises of a “Perl-like” language that takes into consideration query execution
over information put away on a Hadoop cluster, rather than a “SQL-like” language.
Pig was implemented by Yahoo!, and, much the same as Hive has additionally been
made completely open source [2]. Pig comprises of a language and an execution
situation. Pig’s language, called as PigLatin, is an information stream dialect—this
is the sort of language in which you program by associating things together. Pig can
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work on complex information structures, even those that can have levels of nesting.
Not at all like SQL, Pig does not require that the information must have a pattern, so
it is appropriate to prepare the unstructured information [1].

2 Literature Survey

Jasmin Azemovic and Denis Music represent with theory that present technique for
putting away and recovering unstructured information is not proficient.
Unstructured information is routinely secured outside the database, separate from its
sorted out data. This partition can realize data organization complexities. On the
other hand, if the data is associated with sorted out capacity, the record streaming
limits and execution can be confined. Along these lines, they use the better
approach for record system under database consistency which was great opportu-
nity to test new advancement in various zones of putting away information.
Advantage is getting most extreme execution in light of equipment and program-
ming framework. Likewise frameworks where execution issue as of now exists, this
model can distinguish bottlenecks and figure out how to enhance it [4] (Fig. 1).

Fig. 1 Hybrid way of storing unstructured data
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Sherif Sakr, Anna Liu, Nicta, and Ayman G. Fayoumi represented a study of the
MapReduce group of methodologies for creating adaptable information handling
frameworks and arrangements. When all is said in done they saw that in spite of the
fact that the MapReduce structure, and its open source execution of Hadoop, they
assume that it is fantastical that MapReduce will substitute database structures
despite for data warehousing applications and expect that they will dependably exist
together and supplement every others in various circumstances. They are, more-
over, impacted that there is still space for further alter and movement in various
courses on the extent of the MapReduce structure that is required to demonstrate the
vision of giving immense scale information examination as a thing for learner
end-clients [5].

Jyoti Nandimath, Ekata Banerjee, Ankur Patil, Pratima Kakade, Saumitra
Vaidya, and Divyansh Chaturvedi, 2013, confronted issues of get-together sub-
stantial pieces of information, and they found that the information cannot be pre-
pared utilizing any of the current concentrated design arrangements. Aside from
time imperatives, the undertakings confronted issues of proficiency, execution, and
elevated base expense with the information preparing in the incorporated envi-
ronment. With the assistance of dispersed design, these substantial associations
could conquer the issues of removing significant data from a gigantic information
dump. One of the best open source apparatuses utilized as a part of the business
sector to saddle the conveyed design with a specific end goal to take care of the
information preparing issues is Apache Hadoop. Utilizing Apache Hadoop’s dif-
ferent parts, for example, data clusters, map-reduce calculations, and distributed
preparing, we will resolve different area-based complex information issues and give
the applicable data again into the framework, along this it expanding the client
experience [6].

Michael Frampton delineated that Hadoop MapReduce is a system for parallel
treatment of huge data sets using disseminated fault tolerant limit over large
clusters. The information set is isolated into pieces, which are the inputs to the Map
capacities. The Map capacities then filter and sort these information lumps (whose
size is configurable) on the Hadoop cluster information hubs. The yield of the Map
systems is passed on to the Reduce forms, which adjust and consolidate the
information to convey the subsequent output [7].

Zhanquan Sun illustrated feature selection which is an important research topic
in machine learning and pattern recognition. It is useful in lessening dimensionality,
removing unessential information, expanding learning accuracy, and upgrading
result probability. Set up segment determination technique is out of work in dealing
with significant scale data set as a result of absurd computational expense. For
enhancing computational rate, parallel part choice is taken as the practical tech-
nique. MapReduce is a proficient distributional figuring model to plan wide scale
data mining problems [8].

E. Sivaraman and Dr. R. Manickachezian illustrated that Hadoop is a rapidly
growing biological system of taking into record Google’s MapReduce calculation
and record system work for realizing MapReduce calculations in an adaptable way
and scattered on thing equipment. Hadoop engages customers to store and process
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considerable volumes of data and separate it in ways not already conceivable with
SQL-based philosophies or less versatile courses of action. Surprising upgrades in
standard procedure and limit resources make Hadoop clusters achievable for the
most part affiliations. They discussed the Big Data progression and the inevitable
destiny of Big Data in perspective of Gartner’s Hype Cycle [6] (Fig. 2).

Mohammed Muddasir N., Ranjitha H.C., and Meghana S. illustrated that
data-preparing procedures are turning out to be more creative when the amount of
data develops. They investigate such strategies like one is the conventional
RDBMS approach and the other conveyed approach which handles the enormous
data. Then, they found some favorable circumstances and weaknesses of these
methodologies. Exceedingly utilized innovation for information handling by dif-
ferent associations is RDBMS, and it is replaced with new innovation because it has
lot of difficulties. Hadoop, MapReduce, and so forth technology are the distributed
processing techniques which are being utilized for preparing Big Data [9].

Robert J. Stewart, Phil W. Trinder, Hans-Wolfgang Loidl illustrated Hadoop
MapReduce certification which contains diverse high-level query language (HLQL)
like Pig, JAQL, and Hive on the top of it. They talked about a methodical execution
associations and dialect examination of these three HLQLs based on different
measurements like runtime, scale up, scale out, conciseness, and computational
force. The development groups of HLQLs are occupied with the study and
uncovered the restrictions that are affecting their development, and are depicted in
this document.

Marissa Rae Hollingsworth, Amit jain illustrated that any association can give
any product tools for client data administration and record the investigation for BI.
With the goal that they can foresee the future installment design through past

Fig. 2 Emerging technologies 2013 shows in Gartner’s hype cycle
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patterns, they found that in above situation the issue explanations are all infor-
mation which is put away in one single machine and database access time incre-
ments as complexity of data increments. They check the correlation of MapReduce,
Hive, and MYSQL. The fundamental objective is to decide when MapReduce and
HIVE would beat MYSQL [10, 11] (Fig. 3).

Iman Elghandour and Ashraf Aboulnaga outline to investigating that large-scale
data has ascended as a basic movement for a few relationship in the past couple of
years. This huge scale information examination is energized by the MapReduce
programming and execution model and its use, most strikingly Hadoop, and they
use high-level inquiry dialects, for instance, Pig, Hive, or Jaql to express their
complex assignments. The compilers of these dialects make an interpretation of
queries into workflows of MapReduce organizations. Every job in these workflows
examines its information from the coursed file structure utilized by the MapReduce
framework and produces yield that is secured in this appropriated file structure and
read as data by the accompanying job in the workflow. The present practice is to
erase these broadly engaging results from the appropriated file framework toward
the end of executing the workflow. One approach to manage enhance the execution
of workflows of MapReduce program is to keep these moderate results and reuse
them for future workflows submitted to the structure. They show ReStore, a system
that arrangements with the limit and reuse of such in-termediate results. ReStore can
reuse the yield of whole MapReduce occupations that are a bit of a workflow, and it
can in like manner make extra reuse opportunities by creating and securing the yield
of request execution regulators that are executed inside a MapReduce work [12]
(Fig. 4).

Fig. 3 Adaptability of MapReduce runtime (s) execution for a differed number of map
assignments per data node
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3 Analysis of Related Work

This section gives an insight into the working style, implementation, scalability
criteria, access time, efficiency, and other parameters of the different systems under
different case studies and shows the performance of each component of Hadoop.

S. No. Title Author Year and
publication

Major contribution

1 Comparative analysis
of efficient methods
for storing
unstructured data into
database with accent
on performance

Jasmin Azemovic,
Denis Music

2010, ICETC In this paper, author
began with theory
that presents strategy
for putting away and
recovering
unstructured
information that is
not efficient.
Better approach for
utilizing file system
under database
consistency was great
chance to test new
innovation in various
zones of putting away
data. Advantage is
getting greatest
execution taking into

(continued)

Fig. 4 ReStore system architecture

382 Harleen and N. Garg



(continued)

S. No. Title Author Year and
publication

Major contribution

account of hardware
and software
foundation.
Additionally,
frameworks where
execution issue as of
now exist, this model
can recognize
bottlenecks and find
an approach to
enhance it. Their
research produces
model for testing and
benchmarking system
for storing the
unstructured data in
hybrid way

2 Comparing high-level
MapReduce query
languages

Robert J. Stewart,
Phil W. Trinder,
Hans Wolfgang
Loidl

2011,
Springer
Berlin
Heidelberg

In this paper, they
talked about a
methodical execution
associations and
dialect examination
of these three HLQLs
based on different
measurements like
runtime, scale up,
scale out,
conciseness, and
computational force.
The development
groups of HLQLs are
occupied with the
study and uncovered
the restrictions which
are affecting their
development that are
depicted in this
document

3 Hadoop and Hive as
scalable alternatives
to RDBMS: a case
study

Marissa Rae
Hollingsworth Amit
Jain, Jyh-haw Yeh

2012, Boise
State
University

Payment historical
analysis. Problem
statements are all data
stored in one single
machine, and
database access time
increases as

(continued)
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(continued)

S. No. Title Author Year and
publication

Major contribution

complexity of data
increases.
RESULT is Map
reduce is the best
candidate for this
study

4 ReStore: reusing
results of MapReduce
jobs in Pig

Iman Elghandour,
Ashraf Aboulnaga

2012, ACM
(ICMD)

They show ReStore,
a system that
arrangements with
the limit and reuse of
such intermediate
results. ReStore can
reuse the yield of
whole MapReduce
occupations that are a
bit of a workflow,
and it can in like
manner make
additional reuse
opportunities by
developing and
securing the yield of
request execution
oversees that are
executed inside a
MapReduce work

5 The family of
MapReduce and
large-scale data
processing systems

Sherif Sakr, Anna
Liu, Nicta,
Ayman G. Fayoumi

2013, ACM
Computing
Surveys

They give an outline
of the MapReduce
gathering of
methodology for
making flexible data
get prepared systems
and strategies. They
in addition saw that
the over
straightforwardness
of the MapReduce
programming model
has raised some key
troubles on managing
complex information
models (e.g., settled
models, XML and
various leveled
model, RDF, and
graphs) capably. This
constraint has

(continued)
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(continued)

S. No. Title Author Year and
publication

Major contribution

required the need of
best in class time of
tremendous data
diagrams and
structures that can
give the required
scale and execution
qualities for these
regions

6 Parallel feature
selection based on
MapReduce

Zhanquan Sun 2013,
Springer
International
Publishing
(CENet2013)

In this paper, a
parallel segment
decision framework
considering
MapReduce model is
proposed. Liberal
scale data set is
allocated sub-data
sets. Highlight
decision is chipped
away each
computational focus
point. Picked
highlight variables
are joined into one
section vector in
Reduce work. The
parallel part
determination system
is versatile

7 High performance
and fault tolerant
distributed file system
for big data storage
and processing using
Hadoop

E. Sivaraman, Dr.
R. Manickachezian

2014, ICICA They have
highlighted the
progression and
move of tremendous
data utilizing
Gartner’s Hype Cycle
for rising
advancements. They
have talked about
how HDFS produces
distinctive copies of
information pieces
and appropriates
them on method
center points all
through a gathering
to connect with
reliable, astoundingly

(continued)
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(continued)

S. No. Title Author Year and
publication

Major contribution

quick estimations.
They understood,
MapReduce
imagined that scales
to broad clusters of
machines containing
endless

8 Big data analysis
using Apache
Hadoop

Jyoti Nandimath;
Ekata Banerjee;
Ankur Patil; Pratima
Kakade; Saumitra
Vaidya; Divyansh
Chaturvedi

2013, IRI They illustrated the
features of the
Apache Hadoop, and
how it is used in huge
data sets. One of the
best open source
instruments utilized
as a part of the
business sector to
bridle the conveyed
engineering keeping
in mind the end goal
to take care of the
information preparing
issues is Apache
Hadoop. Utilizing
Apache Hadoop’s
different parts, for
example, information
bunches,
map-decrease
calculations, and
dispersed handling,
we will resolve
different area-based
complex information
issues and give the
significant data again
into the framework,
along these lines
expanding the client
experience

9 Comparing
implementation
features of
MapReduce in
RDBMS with
distributed cluster

Mohammed
Muddasir N.,
Ranjitha H.C.,
Meghana S.

2015,
ICCTAC

Hadoop clusters and
Oracle In-database
Hadoop they
discovered different
pros and cones in
both. These

(continued)
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(continued)

S. No. Title Author Year and
publication

Major contribution

technologies are used
by the discretion of
the individual or
company on the basis
of their need for
preparing the data. At
long last, they derive
that traditional
RDBMS could be
sufficient if it is
processing for
medium-sized data,
but if the size of data
increases, then it will
not be able to
improve on the
latency so they
require the distributed
processing
infrastructure.
Offering security to
information on a
distributed condition
is a challenge.
Moreover, the
information is
repeated and besides
toughens the attempt.
Encryption
estimations are
utilized at any rate
they back off the
strategy for limit and
recovering

10 Processing data with
MapReduce

Michael Frampton 2015, Apress Hadoop Map Reduce
is a structure for
parallel get prepared
of boundless
information sets
utilizing scattered
inadequacy tolerant
breaking point over
huge clusters. The
data set is confined
into pieces, which are
the inputs to the Map
limits. The Map

(continued)
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(continued)

S. No. Title Author Year and
publication

Major contribution

limits then filter and
sort these data pieces
(whose size is
configurable) on the
Hadoop bunch data
center points. The
yield of the Map
systems is gone on to
the Reduce forms,
which revise and
pack the data to make
the ensuing yield

4 Conclusion

There are various ways for Hadoop to run the job. The three programming
approaches that are MapReduce, Hive, and Pig are used. Mapreduce, highly rec-
ommendable to process whole data, it’s time consume and required project apti-
tudes like java (exceptionally recommendable), python, ruby and other
programming languages. Total data aggregates and sorts by utilizing mapper and
reducer capacities. Hadoop uses it by default. An alternative to Hadoop MapReduce
Hive which is an open source was built so that Hadoop developers could do the
same thing in Java in a less complex way by writing only fewer lines of code that
will be very easy to understand. A Hadoop developer who knows about Hive does
not require learning concepts of Java. Performing practically, we conclude that Pig
takes less time as compared to both MapReduce and Hive. But all approaches have
pros and cons so we have to choose according to our need and data.

Operations and
functions

MapReduce Hive Pig

Implemented
by

Apache Facebook Yahoo!

Basically for Process large
unstructured data sets
in distributed manner
by using large number
of nodes

Processing large data
sets without the users
having to write
Java-based
MapReduce code

Processing large data
sets without the users
having to write
Java-based
MapReduce code

(continued)
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(continued)

Operations and
functions

MapReduce Hive Pig

Schemas No need of schema Yes (explicit) Yes (implicit)

Partitions No Yes No

Complex
business logic

Composing complex
business logic in
MapReduce has more
control on it

Composing complex
business logic in Hive
has less control

Composing complex
business logic in Pig
has less control

Run the job
practically

Takes more time Takes more time Takes less time

Language Complied language,
which contains
algorithms and can be
implemented in C,
Python, and Java

Has a declarative
SQLish language
(HiveQL)

Pig has a procedural
data flow language
(PigLatin)

Purpose Process data in a
cluster

Process structured
data in Hadoop and
creating reports

Executing data flow
in parallel

Operates on Client side Hive operates on the
server side of any
cluster

Pig operates on the
client side of any
cluster

Designed for Development of
large-scale distributed
and fault tolerant data
processing application

Online transaction
processing

Programmers and
researchers

Supports
AVRO

Yes No Yes

Web interface Yes Yes No

Use of
MapReduce in
other
technology

Based on a rigid
procedural structure

It uses MapReduce
for processing the
queries

Platform for creating
MapReduce programs

Technology is
best for

Best for metapatterns
problem involving job
chaining and job
merging

Hive is an excellent
tool for analysts and
business development
types

MapReduce-based
jobs are quickly
developed in Pig, and
it is best for
prototyping

Data types It is suited for all
kinds of data,
structured,
semi-structured, and
unstructured data

It is best suited for
structured data

It is best suited for
semi-structured data

Server No Optional (thrift) No

COGROUP
feature

No Does not support Perform outer joins

Communicate
with ETL tools

Take more time Less time Takes more time

(continued)
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(continued)

Operations and
functions

MapReduce Hive Pig

Customization Use custom
partitioner

Ability to integrate
custom programming,
mappers, and reducers

Ability to create
custom UDFs

Provide Provide good
scalability and fault
tolerance

Good for ad hoc
queries

Powerful,
transformation, and
processing
capabilities

Abstraction Lower level Higher level Higher level

Legacy code
requirement in
application

Yes No No

Advancement
time

More development
effort

Fast development Fast development

Performance MapReduce project
would be speedier
than Pig/Hive

Slower than
MapReduce program,
however, speedier
than badly composed
MapReduce code.
Partitioning and
bucketing enhance the
execution

Slower MapReduce
program, however,
speedier than badly
composed
MapReduce code

Need Expertise knowledge
of programming is
required to write a
MapReduce program.
Need of good amount
of testability with
large data sets

Eliminate tricky
coding, managing the
hive schema into
embedded database,
utilize the power of
SQL. Unstructured
data requires UDF
like component

Since the entire
program is based on
Pig transformations,
there is no much need
of programming
skills. Require more
verbose coding

Lines of code Huge line of code is
required

Writing only fewer
lines of code

As compared to
MapReduce program,
line of code is less.
Equivalence ratio of
MapReduce to Pig is
20:1

Recommended
for

Functional
programming concept
to build data
processing application

Data
warehouse-oriented
projects

Streaming data

Real-time
analysis

No It is not a language for
real-time queries

Deployed in real-time
scenario

(continued)
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(continued)

Operations and
functions

MapReduce Hive Pig

Complexity High Low Low computational
complexity

Productivity of
data analysis

Fast approach Relatively less Relatively less

Code efficiency High Relatively less Relatively less

Joins This functionality is
hard to achieve

Easy to achieve joins It can be easily
written in Pig

Advantage Full control to
minimize the number
of jobs that your data
processing flow
require

It has engine that
stores and partitions
data. But its table can
read from Pig or
MapReduce

Ability to work with
bags of data. More
optimization and
control on data flow

Best tool Writing SQL Ad hoc queries Data loading

Turning
complete

Yes No No

Hierarchal data Yes No No

Connect from
external
application

No Yes (using JDBC) No
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An Effective Speech Emotion Recognition
Using Artificial Neural Networks

V. Anoop, P.V. Rao and S. Aruna

Abstract The speech signal has emerged as the quickest and the most normal
mode of communication between the human beings. As an indispensable method of
the human emotional behaviour comprehension, the speech emotion recognition
(SER) has evinced zooming significance in the human-centred signal processing. In
the current document, the speech signal is identified and distinguished by way of
four distinct phases such as the feature extraction; modified cuckoo search-based
generating finest weight, feature analysis and the artificial neural network (ANN)
classification. The speech signal categorization, in turn, is performed in the working
platform of MATLAB, and outcomes are assessed to ascertain the efficiency in the
performance of the system. The performance metrics are analysed and made
comparison for an improvement of the sensitivity 0.692%, specificity 24% and
accuracy 5.88% with the existing method.

Keywords Speech emotion recognition � Modified cuckoo search
SNR � ANN classifier

1 Introduction

From times immemorial, the speech has established itself as the most important and
usual method for the human beings to express their emotions, cognitive stages
and intentions to one other [1, 2]. The speech signal has surfaced as the speediest
and the most natural means of communication between the humans. This fact has
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greatly influenced the inquisitive investigators to accept the speech as the quickest
and effective means of interface between the human being and the machine.
Nevertheless, it is highly essential that the machine possesses requisite skills to
identify the human voices [3].

In this regard, the emotion detection segment of the speech, as a vital module of
the affective human computer interface system, has thrown up several challenges to
the speech-processing task [4, 5]. In a host of speech augmentation and sound
decline methods, the decision is in accordance with the a priori SNR, and the
distinctive approaches such as the spectral subtraction [6], Wiener filtering and
maximum likelihood may be configured as a function of a priori SNR. In the
concurrent applications, the a priori SNR evaluation is found to be fruitful, but for
the sake of perfection, the restricted SNR is preferred rather than the a priori SNR
[7, 8].

With a view to scaling up the excellence and transparency of the loud speech, the
investigation in the SE [9] has riveted much attention on the superior designing of
the speech and sound PDFs, the manner in which the sound contaminates the
hygienic speech, the type of noise origin and so on [10]. The vital purpose of
utilizing the speech emotion detection is to optimize the system feedback upon the
identification of the irritation or annoyance in the voice of the speaker [5, 11]. The
highly pervasive twist in the speech is caused by the additive noise, which is free
from the clean speech [10]. The SE algorithms [4, 9] assessed may be categorized
into two vital types such as the class dependent on the hidden Markov model
(HMM), and that based on the modification of the signals, such as the MMSE
evaluation, spectral subtraction and subspace-based approaches. Ephraim and Van
Trees were instrumental in launching the subspace-based techniques. Prior to that,
various noise reduction techniques were spearheaded [12]. The wavelet-based
techniques employing the coefficient thresholding techniques were also employed
for the purpose of the speech augmentation [12]. The rest of the paper is organized
as follows: Sect. 2 gives a detailed description of proposed speech emotion
recognition using ANNs. A summary of the simulation results and experimental
set-up is given in Sect. 3. The obtained results and discussion on results are given in
Sect. 4, and conclusion is given in Sect. 5.

2 Proposed Method for Speech Emotion Recognition
Using ANN

In this document, an effective speech emotion recognition method is employed to
destruct the noise as well as to improve the quality of the speech signal and to
classify the speech utterances. The speech signal recognition system is home to four
vital phases such as the feature extraction, modified CS-based generating finest
weight, feature analysis and artificial neural network (ANN) classification. The
original signal and noise speech signal are furnished as input to extract the features.
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Thereafter, by means of the modified cuckoo search algorithm, the finest weight is
evaluated. Further, the merging and ranking unit is effectively utilized to achieve
the enhanced quality signal. Subsequently, several features such as the local
invariant feature and the salient discriminative features are achieved. Thereafter, the
procedure of testing and training so carried out by means of the ANN classifier. In
the long run, the categorized signals are efficiently used to attain the important
speech signals.

The speech emotion recognition technique proceeds through the following four
vital phases:

• Feature extraction
• Optimization by modified cuckoo search algorithm
• Feature analysis
• Artificial neural network (ANN) classification

2.1 Feature Extraction

The input speech signal has to be pre-processed well-before the feature extraction
phase. The input speech signal is distracted with noise signal. The input signals are
processed by inserting noise signals at varying decibel levels such as the 0, 5 and
10 dB. The process of pre-processing is carried out in three phases such as the
sampling, quantization and pre-emphasis.

The sampling represents the procedure of choosing the units from a region of
interest. The sampling rate decides the spatial resolution of the digitized image,
while the quantization level decides the number of grey levels in the digitized
image. The quantization which is involved in the image processing task is a lossy
compression method and is realized by compressing a range of values to a single
quantum value. When the number of discrete symbols in a specified stream is
decreased, the stream becomes highly compressible. The pre-emphasis functions as
a robust high-frequency boost for the transmitter. The input speech signal is
pre-processed, and the features are extracted with the help of the Amplitude
Magnitude Spectrogram (AMS) method.

2.2 Modified Cuckoo Search Algorithm

The extracted features are adapted by means of a novel method employing the
modified cuckoo search algorithm. The input noisy speech signal characterized by
I is defined by
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I ¼ fi1; i2; . . .; ing

where, n—denotes the total number of input signals.
In respect of the input signals, novel solutions are achieved by means of two

methods such as the modified Levy flights and velocity update of particle swarm
optimization techniques. Thereafter, the fitness solutions are assessed for both the
methods and are subsequently integrated. Then the best fitness solution is substi-
tuted by the new solution by arbitrarily selecting the new solution. The substitution
of the fittest solution is terminated till the new ones are generated from the section
of the worst solutions. The finest quality solutions are combined and graded to
ascertain the current best solution.

2.3 Feature Analysis

The feature analysis phase employs two distinct features such as the salient dis-
criminative features and the local invariant features. In the current document, the
feature learning algorithm is carried out by means of the convolutional neural
network (CNN) in SER.

2.3.1 Local Invariant Analysis

The unsubstantiated feature learning (local invariant feature) has turned out
amazing outcomes in a host of applications such as the image classification. An
auto-encoder is a device habitually employed to learn a compressed depiction for a
set of data. It is home to two segments such as the encoder and decoder. In the
encoder side, the n inputs are mapped with a function x.

The encoder function in respect of the n inputs is expressed by the following
Eq. 1.

n0 ¼ xðnÞ ¼ sðVnþ bÞ ð1Þ

where, V represents the weight matrix, and b corresponds to the bias vector.
In Eq. (1), s represents a nonlinear activation function, which is essentially a

sigmoid function. The sigmoid of p is furnished as per the following Eq. 2.

sðpÞ ¼ 1
ð1þ e�pÞ ð2Þ

The decoder function y rebuilds n′ in accordance with the feature vector n′ and is
represented as Eq. 3

396 V. Anoop et al.



yðn0Þ ¼ yðxðnÞÞ ¼ s0ðVEn0 þ aÞ ð3Þ

where,

s′ represents the decoder’s activation function,
VE denotes the weight matrix shared with the encoder and
a signifies the bias vector.

At last, the final local invariant feature vector is produced with the help of the
CNN. The convolutional layer output is evaluated by means of Eq. 4.

h ¼ ½HðnÞ; . . .;HrðnÞ� ð4Þ

Equation 4 is furnished as the input of salient discriminative feature analysis to
segment the emotional salient factors from the others.

2.3.2 Salient Discriminative Features

The local invariant features achieved by means of the auto-encoder are furnished as
the input to the fully connected layer, in which they are segmented into two distinct
blocks of features as shown below.

(i) WðenÞðhÞ encodes the salient features of its input, and
(ii) WðoÞðhÞ encodes all other features.

Both of the two feature blocks are trained to lend a hand to rebuild their common
input with a reconstruction loss function as illustrated in Eq. 5.

ĥ ¼ y WðenÞðhÞ; WðoÞðhÞ
h i� �

¼ s0 VC WðenÞðhÞ; WðoÞðhÞ
h i

þ c
� � ð5Þ

where VC represents the weight matrix in the fully connected network, and cj
signifies an offset to capture the mean value of h.

2.4 Artificial Neural Network Classification

The neural network characterizes an artificial intelligence approach which is
effectively employed for the generation of the training data set and for testing the
applied input data. Usually, the NN is home to three layers such as the input, hidden
and output layers. The ANNs make an effort to replicate the brain functions as an

An Effective Speech Emotion Recognition Using Artificial Neural … 397



algorithm and renovate its constraints by means of a learning technique based on
the human conduct. The data achieved by means of test or replication outcomes are
effectively employed to train and appraise the efficiency in the performance of the
ANN algorithm. Hence, the entire data sets are segregated into two distinct parts
such as the train data sets and test data sets. The neural network categorization is
effectively carried out by means of the following steps.

2.4.1 The Bias Function of the Neural Network

The bias function represents a product of weights and inputs as illustrated in Eq. 6

f ðnÞ ¼ bþ
Xh
n¼1

y1W1n þ y2W2nð Þ ð6Þ

where

b corresponds to a constant,
y1; y2 relate to the input function at nodes H11 and H12,
W1n;W2n signifies the weight function with value of n varying from 1; 2; . . .; h.

2.4.2 Activation Functions for the Neural Network

The activation function signifies a nonlinear function which is characterized as per
Eq. 7.

A ¼ 1
1þ exp�f ðnÞ ð7Þ

3 Experimental Set-up and Simulation Results

The innovative approach for the speech improvement is performed in a system
having 8 GB RAM with 32 bit operating system having i5 Processor using
MATLAB Version 2011. The signal power is plotted for a frequency range between
0 and 2.5 kHz. The input signal, noisy signal and the de-noised signal are elegantly
exhibited in Fig. 1.
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4 Results and Discussion

Figure 2 shows the performance of modified cuckoo search algorithm for five
different types of noises: Babble, Car, Exhibition, Street and Restaurant noises.
X-axis of the figure indicates the SNR values, and y-axis shows different noise
levels. The cheering outcomes emerge as the convincing credentials certifying the
par excellence performance of the new-fangled approach which is well-geared to
effectively decrease the noise and fine-tune the speech signal. The SNR values
yielded by the innovative and the modern techniques in respect of the Babble, Car,
Exhibition, Street and Restaurant noises added at the range of 5, 10 and 15 dB
employing the modified CS are effectively exhibited in Table 1. Here for various
types of noises, the quantities of noise added are 5, 10 and 15 dB, respectively, and
in respect of these noise signals, diverse SNR values were evaluated. With an eye
on validating the effectiveness of the novel technique viz. modified cuckoo search
method, its performance is assessed and contrasted with that of the modern
approach namely the basic cuckoo search technique. Table 1 authenticates the
superior performance of the novel technique vis-à-vis that of the modern approach.

Fig. 1 Input signal, noise signal and de-noised signal for 5 dB Babble noise
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Thus, the SNR values yielded by the novel approach are established to be the most
excellent for the augmentation of the speech signal quality.

The performance metrics such as the sensitivity, specificity and the accuracy are
achieved and are analysed and contrasted with the values achieved by the novel
technique and the modern method.

5 Conclusion

The learning of salient, discriminative features has emerged as a vital research issue
for the SER. The significant contribution of the proposed work is towards the
categorization of the speech signal together with the augmentation in the quality of
the signal. The groundbreaking technique flows through four vital phases of pro-
cessing such as the feature extraction, modified CS-based generating finest weight,
feature analysis and artificial neural network (ANN) classification. The speech
signal after optimization by means of the modified cuckoo search algorithm is
furnished to the feature analysis phase in which the local invariant and the salient
discriminative features are assessed and evaluated. In the long run, the speech
signal is categorized by means of the ANN to achieve the significant speech signals.
The speech signal categorization is carried out in the working platform of
MATLAB, and results are assessed and estimated to ascertain the efficiency in
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Fig. 2 SNR values for proposed Babble, Car, Exhibition, Street and Restaurant noises of 5, 10
and 15 dB using modified cuckoo search

Table 1 The proposed and existing techniques are compared for the performance metrics values
of sensitivity, specificity and accuracy

Sensitivity Specificity Accuracy

Existing method 0.963333 0.672566 0.891041

Proposed work 0.97 0.884956 0.946731
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execution of the epoch-making technique. The performance metrics are analysed
and made comparison for an improvement of the sensitivity 0.692%, specificity
24% and accuracy 5.88% with the existing method.
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A New Pre-distorter for Linearizing Power
Amplifiers Using Adaptive Genetic
Algorithm

P.R. Bipin, P.V. Rao and S. Aruna

Abstract The power amplifier (PA) is naturally nonlinear in its operation. To get
good energy efficiency, the PA is needed to function at its saturation level and
results in the generation of the nonlinear outputs. To counter the nonlinearization in
PA, a pre-distorter is appropriately designed and introduced in front of the PA. In
this paper, an innovative pre-distorter is introduced by employing adaptive genetic
algorithm (AGA) and their results are compared with that of genetic algorithm
(GA) and particle swarm optimization (PSO) algorithm. The Wiener model is
considered to model the PA, and the pre-distorter is built up by means of
Hammerstein model. The new approach simulated using MATLAB and the outputs
achieved are analyzed. The pre-distortion using AGA has produced better results in
terms of MSE compared to that produced using PSO and GA optimization
algorithms.

Keywords Digital pre-distorter � Particle swarm optimization
Adaptive genetic algorithm � Wiener model

1 Introduction

Power amplifiers (PAs) are the important subunits in almost all the wireless com-
munication systems. PAs are designed to boost the power level of the signal before
transmitting it through the antenna. They also show the memory effects [1], which
is not desirable. Further, they tend to be invariably nonlinear. The amplifiers which
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are incredibly linear with good efficiency have become a rare specimen. The
pre-distorter recompenses for the nonlinear distortion envisaged by the PA by
working on the input signal. The theory of the digital pre-distorter (DPD) is easy to
comprehend. Here, a nonlinear distortion function is generated within the digital
horizon which represents the inverse of the amplifier function [2]. The DPD will be
connected in front of the PA. In fact, it is very easy to devise an incredibly linear
and inferior distortion system in principle, by connecting the two nonlinear systems
(DPD and PA) in series.

The process followed in this paper offers the pre-distortion before the power
amplifier with the help of the optimization method to achieve linearity in the
combined system. The PA is modeled using Wiener model, and the pre-distorter is
designed using Hammerstein model. At the output of Wiener HPA model, the
authentic constraint vector is achieved and it is optimized by means of optimization
approaches [3] such as particle swarm optimization (PSO) [4], genetic algorithm
(GA) and adaptive genetic algorithms (AGA). In Sect. 2, a brief account of the
Wiener HPA model and basics of PSO, GA, and AGA are given which is used for
the optimization of Wiener HPA results to devise a pre-distorter. Test outcomes and
consequential appraisal are presented in Sect. 3. Finally, the conclusions are
effectively exhibited in Sect. 4.

2 Methodology

2.1 Power Amplifier Modeling

The PA model used here is the Wiener model which incorporates a memoryless
nonlinearity preceded by a linear filter [2]. The inverse of Wiener model can be
easily obtained by using Hammerstein model (a linear filter preceded by a mem-
oryless nonlinearity).

The linear filter coefficient vector for the liner filter with order Kl can be denoted
by

h ¼ h0h1. . .hKl½ �T ð1Þ

The PA provides amplitude and phase distortion to the input signal applied to it
[5], and this can be considered as the traveling wave tube (TWT) nonlinearity. Let

t ¼ aabaa£b£
� �T

gives the parameter vector for TWT nonlinearity [6] where
aa;baa£b£ are different parameters of the TWT nonlinearity.
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2.2 Wiener Model Identification

For the Wiener parameter identification purpose, a normalized 64-QAM signal was
generated and is then applied to Wiener model to construct training data set {x(k),y
(k)}, where x(k) is the input QAM and y(k) is the output from the model, and the
diagram is shown in Fig. 1. The true parameter of memory high-power amplifier is
estimated using the training data. The true parameter vector is defined as

b ¼ b1b2. . .bNb

h iT
ð2Þ

where Nb represents the total number of parameter to be estimated, that is, the sum
of number of linear filter coefficients and number of nonlinearity coefficients. The
training data input x(k) is given to the model and it produces an output y(k). The
output from the estimated Wiener model is indicated as ŷ(k). The error results
between the desired output y(k) and the model output ŷ(k) is e(k) = y(k) − ŷ(k);
thus, mean-square error cost function can be given by

J ~b
� �

¼ 1
K

XK
k¼1

e kð Þj j2 ð3Þ

The true parameter vector b is estimated by obtaining the solution to the fol-
lowing optimization problem

b̂ ¼ arg minb̂2£J ~b
� �

ð4Þ

Fig. 1 Wiener model identification
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where £ the search space is given as

£,
YNb

i¼1

bi;minbi;max

� � ð5Þ

The true parameter b is an element of the search space. The cost function (3) is a
nonlinear function and has local minima. The above challenging identification
problem is solved here using PSO algorithm, GA, and AGA.

2.3 Genetic Algorithm (GA)

The genetic algorithm [7] represents an adaptive global search technique in
accordance with the evolutionary data of genetics. For the purpose of solving the
optimization challenges, the genetic algorithm is effectively utilized as an arbitrary
search technique. In the GA, the iterations are represented as the generation of
modernized solutions and the population is characterized as the chromosomes.

2.4 Adaptive Genetic Algorithm (AGA)

The authentic constraint is achieved after the Wiener HPA model is adapted. The
original population is allotted by the authentic constraint output. The traditional
genetic algorithm is optimized by means of the mutation operator. The mutation
function carried out in the innovative technique is the Cauchy mutation. The
adaptive genetic algorithm is carried out by means of the steps detailed below:

1. Initialization:

• Arbitrarily produce an initial population of individuals by employing a
symbolic illustration technique.

2. Generate Fitness Function:

• Estimate the fitness of the individuals by calculating the bond energy of the
candidate solutions characterized by them.

• Choose a pair of individuals from the present population by employing a
conventional roulette wheel selection operator (step A).

3. Crossover Operation:

• The chosen individuals are reassembled to create a pair of offspring by
employing the partially matched crossover in accordance with the crossover
rates.
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• Appraise the fitness of the two offspring by evaluating the bond energy of the
candidate solutions characterized by them.

• Place on record the percentage of perfection, or the percentage of depriva-
tion, on their fitness values on account of the crossover function.

4. Mutation Operation:

• Carry out the process of the conventional symbolic mutation of the two
offspring and appraise their fitness by evaluating the bond energy of the
candidate solutions characterized by them.

• Place on record the percentage of perfection, or the percentage of depriva-
tion, of their fitness values as a consequence of the mutation function.

Subsequent to the crossover function, the procedure of mutation is performed
where the new chromosomes with the finest fitness values are mutated. In the novel
technique, the Cauchy mutation is effectively employed for mutating the genes in
the parent chromosomes.

In the Cauchy mutation, the optimal solution is achieved by moving each gene
left in the parent chromosome and is replaced with the newer located genes. Now,
the gene of the parent chromosome is moved one step left and the optimized new
solution is achieved when the mutation procedure is concluded.

5. Updating Population:

• Allot the consequential individuals into a fresh population pool. If the
population size is not achieved, go back to step A.

• Adapt the crossover and mutation rates according to the specified rules.

6. Termination:

• Verify the stopping criterion.
• End the genetic investigation procedure and select the best candidate solu-

tion over time as the ultimate solution if the stopping criterion is fulfilled.
• Or else, move forward to the succeeding generation with the old population

to be substituted by the new population, and go back to step A.

The AGA-optimized Wiener HPA pattern is effectively employed to devise a
pre-distorter model which is exploited to scale down the nonlinear attributes.

2.5 Pre-distorter Design

The pre-distorter is implemented using Hammerstein model as it represents the
inverse form of the Wiener model. The linear filter of Hammerstein model [8] is
made to be inverse of linear filter of identified Wiener power amplifier model, and
inverse nonlinearity [9] of estimated Wiener is used to implement the Hammerstein
nonlinearity.
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Consider the transfer function of the Hammerstein Pre-distorter’s linear filter.

Q zð Þ ¼ z�s
XNh

i¼0

qiz
�i ð6Þ

where qi represents the linear filter coefficient and s is the delay. If H(z) is the
transfer function of linear filter of Wiener model and is a minimum phase filter, then
s = 0. The filter coefficient of pre-distorter can be obtained by solving the linear
equations derived from

Q zð Þ:H zð Þ ¼ z�s ð7Þ

3 Results and Discussions

Figure 2 exhibits the output signal y(k) of the memory power amplifier when
normalized 64-QAM signal, x(k), is given to its input for input back-off value of
5 dB. It is evident from the figure that output signal is spread around the input
signal as a result of memory effect and nonlinearity of power amplifier. It will lead
to larger bit-error rate and adjacent channel interference during transmission.

In this paper, identification process is done using both PSO algorithm and GA
and AGA algorithms. The training data set taken contains 500 samples of nor-
malized 64 QAM data. The noise with standard deviation 0.0 and 0.01 was added as
input, and identification was done for different IBO values such as 5, 10, 15 dB.
The results obtained were averaged over 100 runs.

The parameter vector for the estimated Wiener power amplifier model obtained
for each case is given by

Fig. 2 Output without
pre-distorter
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hT = [0.777822614 0.155516821 0.076451606]
tT = [ 2.137008627 1.137645489 3.935456068 1.996214262] for PSO
hT = [0.765382127 0.153215367 0.077231119]
tT = [2.176933106 1.205994222 4.010059489 2.058612345] for GA and
hT = [0.76918 0.15386 0.07672]
tT = [2.15839 1.15415 3.99853 2.09696] for AGA.

The linear filter of memory length of eight has selected for compensating
memory effect of power amplifier model. Then, solving expression (7) with the help
of estimated Wiener model’s linear filter coefficient, the resulting linear filter
coefficients for each case are given as

hT = [ 1.285640173 −0.257049189 −0.074970543 0.040254684 −0.000679669
−0.003820711 0.000830712 0.000209443] for PSO
hT = [ 1.306536911 −0.261544561 −0.079480117 0.042301686 −0.000448051
−0.004178773 0.000881724 0.000245156] for GA
and
hT = [1.300248917 −0.259939966 −0.078005391 0.041577799 −0.000514716
−0.004053171 0.000861742 0.000232875] for AGA.

The constellation diagrams of output signal from the combined pre-distorter
using PSO, GA, and AGA algorithms combined with Wiener power amplifier
model are shown in Figs. 3, 4, and 5 for IBO = 5 dB (‘x’ represents the output y
(k) and ‘o’ represents the input 64-QAM signal x(k)).

From Figs. 3, 4, and 5, it can be seen that designed pre-distorters almost com-
pletely cancel out the nonlinear distortions and memory effects caused by the
Wiener memory high-power amplifier model. Compared to PSO and GA, the
pre-distorter designed using AGA has produced better results.

Fig. 3 Output with
pre-distorter using GA
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The performance of the designed pre-distorters was evaluated using the fol-
lowing mean-square error metric given in Eq. (8),

MSE ¼ 10 log10
1

K total

XKtotal

k¼1

x kð Þ � y kð Þj j2
 !

ð8Þ

where Ktotal represents the total number of the test data, x(k) was the input signal,
and y(k) was the output from the combined pre-distorter and memory high-power
amplifier system. For calculating the effectiveness of pre-distorter, Ktotal = 20,000

Fig. 4 Output with
pre-distorter using PSO

Fig. 5 Output with
pre-distorter using AGA
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samples of normalized 64 QAM data were allowed to pass through the combination
of pre-distorter and Wiener power amplifier.

The mean-square error metric (MSE) was computed for each pre-distorters by
noting input and output data. The obtained MSE for the pre-distorters is shown in
Table 1 as a function of IBO.

Figure 6 depicts the MSE versus IBO plot for pre-distorters designed using
corresponding estimated parameter vectors, where Wiener power amplifier is
implemented using hT = [0.7692 0.1538 0.0769] and tT = [2.1587 1.15 4.0 2.1].

Table 1 MSC values for
different IBO values

IBO Without PD PSO GA AGA

1 −0.88 −18.6229 −18.24353093 −19.1624

2 −2.20 −23.7221 −23.47215939 −25.1326

3 −3.577 −29.2669 −30.40934644 −34.0816

4 −4.993 −33.0066 −39.62186106 −51.1595

5 −6.427 −35.4421 −44.51344478 −54.6613

6 −7.85 −37.9127 −46.86382147 −57.8648

7 −9.23 −40.3647 −48.1744839 −60.9684

8 −10.54 −42.7472 −49.2292658 −64.0139

9 −11.77 −45.0111 −50.25339467 −67.0112

10 −12.91 −47.1135 −51.28417344 −69.9547

11 −13.98 −49.0264 −52.31811731 −72.8268

12 −14.98 −50.7429 −53.34854158 −75.5979

13 −15.95 −52.2771 −54.37218999 −78.2279

14 −16.91 −53.6579 −55.38871141 −80.6707

15 −17.85 −54.9196 −56.39920396 −82.8851

16 −18.78 −56.0944 −57.40518485 −84.8483

Fig. 6 MSE versus IBO plot
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From Fig. 6 and Table 1, it is clear that pre-distorters designed with AGA-based
identification method have greater reduction in MSE value than pre-distorter
designed using PSO algorithm at lower IBO values. Hence, pre-distorter designed
using AGA can be considered as the best one that provides good linearization.

4 Conclusion

The power amplifiers have steadily surfaced as inevitable modules in the com-
munication systems. In this regard, the HPAs have brilliantly played their role and
are offered a red carpet welcome in the burgeoning gamut of applications, espe-
cially in the fascinating world of the wireless communications. However, the HPAs
are habitually deformed and exhibit a tendency to generate the nonlinear outputs,
thereby miserably failing to attain the saturation level. In the innovative technique,
the Wiener HPA technique is employed to devise the high-power amplifier and the
authentic constraint vector has to be adapted here. The optimization process is
carried out by means of the adaptive genetic algorithm (AGA). Thereafter, the
optimized Wiener HPA is employed to devise the pre-distorter. The innovative
technique is performed in the working platform of the MATLAB and the efficiency
in execution is assessed and contrasted with that of the GA and PSO to illustrate the
incredible efficiency of the epoch-making technique.
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Design and Implementation of ECC-Based
RFID Tag for Wireless Communications
on FPGAs

Neelappa and N.G. Kurahatti

Abstract This paper proposes an elliptic curve cryptography (ECC) and direct
spread spectrum (DSS) to implement Radio-Frequency Identification (RFID) tag
chip for highly secure wireless communication. Digital baseband controller
(DBC) and nonlinear feedback shift register (NLFSR) have been used to generate
control signal, data transfer, and random number sequences for ECC processor and
DSS compatible with ISO/IEC 14443. In order to achieve optimized resources in
field programmable gate array (FPGA) for ECC, point multiplication, reusable
registers, and asynchronous counter are adopted. The proposed work has been
implemented on two Spartan 6 FPGAs. Wireless communication between them has
been established via Zigbee modules. Single-user DS-SS system using pseudo-
chaotic sequence as spreading sequence and RFID transmitter and receiver in
FPGA development kit targeted to Xilinx’s Spartan 6 device XC6S45-2tq324 has
been implemented. The proposed elliptic curve processor (ECP) in digital baseband
controller (DBC) needs only 8.58 K gate area and has a delay of 7.509 ns. The
synthesis results show that the power consumption of DBC including ECP and
other units in transmitter and receiver is only 381.58 lW at 35,810 kHz.
Considerable improvement in power dissipation, area, and delay has been achieved.
Security of the data has been ensured by using ECC.

Keywords Elliptic curve cryptography � Direct spread spectrum
Nonlinear feedback shift register � Digital baseband controller � Protocol and
detector � Radio-frequency identification tag
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1 Introduction

One of the features of improvements of RFID is an auto proof of identity expertise.
It is widely used for proof of identity, control chain organization, wireless sensor
networks (WSNs), ad hoc wireless communication, and other applications. With the
development of the Internet of Things (IOT) and WSN, the demand on
security-related RFID systems has expanded [1]. RFID applications require
low-power and low-cost implementation with high data security. To satisfy secu-
rity, a suitable public key cryptography scheme is required. RFID passive tags
obtain energy from radio frequency signals transmitted from the reader and have
limited power supply. Therefore, these tags cannot use the energy-demanding
algorithms such Revert-Shamir-Adleman (RSA) cryptography. Elliptic curve
cryptography (ECC), proposed by Koblitz [2], has been employed, the main
advantages being by employing ECC are smaller key sizes and offers comparable
security level as RSA [3]. This feature has been incorporated in the implementation
of RFID tag chips. The essential operation in the elliptic curve cryptosystems is
scalar point multiplication. The point multiplication is achieved by finite field
arithmetic computations such as field addition, field multiplication, field squaring,
and inversion. Tawallebh et al. [4] proposed processor architecture for elliptic
curves over prime fields. The speed of point multiplication is increased by proper
selection of the coordinate system [5]. A number of hardware implementations for
elliptic curve cryptography have been proposed in the literature, but only a few of
them are aimed for low-end devices. The proposed implementation is emphasis on
speed, area, and power which are based on FPGA technology [6].

In this paper, we propose an ECC algorithm based on projective coordinates,
which can be adopted for both binary and prime fields for resource limited RFID
tags. The data is encoded and decoded by chaos-based direct spread spectrum/
binary phase shift keying (DSS/BPSK) modulation. The proposed RFID system
with DSS/ECC offers improved security feature and makes analysis of the RFID tag
in terms of area, speed, and power. The proposed work has been implemented and
tested on Spartan-6 FPGA boards.

The paper proceeds as follows: Sect. 2 describes mathematical foundation.
Section 3 describes RFID transmitter, and Sect. 4 describes RFID receiver.
Section 5 describes experimental results and comparison and conclusion.

2 Mathematical Foundation

In cryptography, two of the most studied fields are finite fields of characteristic two,
denoted by GF (2m) and prime fields. Advantage of GF (2m) fields is the simple
hardware required for computation of commonly used arithmetic operations such as
addition and squaring. Addition and squaring in GF (2m) can be performed by a
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simple XOR operation. These operations are simpler than the addition and squaring
circuits of a GF (P) field. In the proposed paper, ECC operations are performed on
binary field.

2.1 Finite Field Operations (2m)

EC over field F(2m) includes arithmetic of integer with length m bits. The binary
string can be declared as polynomial:

Binary string: (bm − 1 … b1 b0)
Polynomial: bm − 1 y

m − 1 + bm − 1 y
m − 2 + … + b2y

2 + b1y + b0 where bi = 0.
For example, y3 + y2 + y is polynomial for a four-bit binary number 1110.

In addition
If A = y3 + x2 + 1 and B = y2 + y are two polynomial, then A + B is called

polynomial addition that returns y3 + 2y2 + y + 1 after taking mod 2 over coeffi-
cients as A + B = y3 + y + 1. On binary representation, polynomial addition can be
achieved by simple XOR of two numbers. If A = 1101 and B = 0110, then
A + B = A XOR B = A + B = (1011)2.

In multiplication
If A = y3 + y2 + 1 and B = y2 + x are two polynomials, then A * B is called

polynomial multiplication that returns y5 + y3 + y2 + y, m = 4. The result should be
reduced to a degree less than 4 by irreducible polynomial y4 + y + 1.

y5 + y3 + y2 + y (mod f(y)) = (y4 + y + 1)(y + y5 + y3 + y2 + y) = 2y5 + y3 +
2y2 + 2y = y3 (after reducing the coefficient on mod 2).
If A = (1101)2 and B = (0110)2, then A * B = (1000)2.

3 Methodology

In this proposed work, the approach is divided into two sections: (i) block diagrams
of DSS and ECC-based RFID tag chip at transmitter and (ii) block diagram of DSS
and ECC-based RFID tag chip at receiver.

3.1 Transmitter

Figure 1 shows the block diagram of DSS and ECC-based RFID tag at transmitter
section. A typical transmitter-embedded RFID tag chip can be divided into six
parts: analog front end (AFE), NLFSR, EEPROM, ECC processor, wireless Zigbee
transmitter, and digital baseband controller. AFE realizes the comprehensive
functions of physical layer according to the RFID protocol, tag id stored in reuse
register. NLFSR generates sequences of numbers for pseudo-chaotic sequence
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(PCS) generator and ECC processor, AFE including carrier signal, clock genera-
tion, and reset signal generation. PCS creates randomness for each authentication so
that the data in the authentication is highly secure. EEPROM is used for storing
private or public information, such as the private key, base point of elliptic curve
(EC), and the EC equation parameters. Utilizing the stream line bus structure,
baseband controller integrates system controller, memory interface, buffer, multi-
plier, PCS, and ECC processor into one unit.

3.2 Direct Spread Spectrum (DSS)

In DSS system, the data bits are generated using PCS generator are spread. To
generate PCS sequence, initially all 8-bit registers from R1 to R8 have to be ini-
tialized based on two sets of initial values. To load eight registers of the PCS
generator, set load = 1 and using three signal pins of sel_reg registers R1–R8 are
selected. The 8-bit initial values to each of these eight registers are loaded using
eight signal pin reg_init internally [5]. After loading the initial values to all the eight
registers, ready out signal pin gives an indication to the user. At the same time,
signal ready is set to high and gives an indication to the control circuit to start its
operation. Prior to loading the initial values to the registers R1–R8, the busy and
done signal should be high and low, respectively. After receiving the 8-bit tag id
data frame from RFID tag, the control circuit permits the PCS generator to generate
PCS sequence by setting signal run = 1. It also enables the multiplier by setting
enable = 1 and indicates the buffer that it is busy by setting the signal busy = 1.
During this time, the PCS generator starts generating the 64 bits of PCS sequence.
The control circuit then transfers one bit at a time serially to the multiplier, where it
is multiplied by the 64 bits of generated PCS sequence resulting in a 64 bits of
spread sequence, and the same is transmitted. After the first RFID number is

Fig. 1 Proposed block diagram of DSS and ECC-based RFID tag chip at transmitter section
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serialized into bit spread by 64 bits of PCS sequence, the second data bit is received
in the multiplier and is multiplied by the next 64 bits of the PCS sequence. Thus,
the PCS generator generates a total of 512 bits to spread all the 8 bits of RFID data.
After transmitting all the 512 bits with respect to one data (8 bits), the control circuit
makes signal done = 1 and busy = 0 and then it accepts next frame of 8 bits of
RFID id data.

The transmitter operation is carried out using direct spectrum sequence by
multiplying the RFID tag number b(t) with PCS sequence p(t) which acts as a
carrier signal for modulator. The spreading signal s(t) is then modulated with p(t) by
means of BPSK, and the resultant of DSS/BPSK signal is given by

e tð Þ ¼ Ap tð Þb tð Þ
ffiffiffiffiffi
2p

p
cos 2pf0tð Þ ð1Þ

where A and f0 are the amplitude and frequency of the carrier. The modulated signal
e(t) is transmitted through wireless Zigbee via serial communication protocol
universal asynchronous receiver/transmitter (UART) shown in Fig. 1.

3.3 ECC Processor

Prime field-based ECC processor with high-speed operating frequency of 50 MHz
and scalar multiplication to perform both point addition and point doubling in affine
coordination is adopted in this work. Figure 2 shows the overall ECC dual-field
architecture with input/output buffers, control unit, data selector, register file, and
ECC scalar multiplication. The data is fed into an input buffer and read the output
buffer through I/O interfacing. ECC parameters are written into the buffer before the
computation. All operations are controlled by the control unit. The control
instructions are stored in the control register and decoded by the main controller
architecture of ECC arithmetic unit. The Karatsuba multiplier [7] is used to perform
point addition and doubling for both fields. Results are stored in the register files.

3.3.1 Scalar Multiplication

The ECC scheme requires the point and scalar multiplication defined as follows:

Q ¼ kP ¼ PþPþ � � � þP k timesð Þ

Here, P denotes a point on the elliptic curve and k is a random integer. Point
addition and point doubling play a key role in scalar multiplication.
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The scalar multiplication algorithm is as follows:

Input : k ¼ ðkn�1;kn�2�������k1;k0Þ;P;
Output ¼ k½ �P;
R0 ¼ 0; R1 ¼ P;
For i ¼ n� 1 down to 0
do
b ¼ ki; R1�b ¼ R1�b þRb;
Rb ¼ 2Rb;
end for;
return R0

An elliptic curve equation over prime field is given by

y2 mod p ¼ ðx3 þ ax2 þ bÞmod P ð2Þ

where a and b are the parameters and x and y are the points on curves.
Binary field equation is given by

y2 þ xy ¼ x3 þ ax2 þ b ð3Þ

ECC over binary field achieves high performance without considering carry and
modular reduction. These fields are optimal for the use in hardware in terms of area
and speed.

Fig. 2 Proposed architecture of the ECC processor (GF163)
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3.3.2 Binary Field

The most important elliptic curve equation is: y2 + xy = x3 + ax2 + b [8].
In binary field, addition is performed by an EX-OR operation and multiplication

is polynomial based. The result is reduced by using the irreducible polynomial.
Squaring is achieved by shift operation.

Point Addition Over Binary Field

In this work, one point is in projective coordinate and another point is an affine
coordinate. The resulting point will be in projective coordinate which avoids the
inversion operation.

Algorithm for addition is as follows:

Inputs: A(x2, y2), Q(X4,Y4,Z4).
Outputs: R(X3,Y3,Z3).

A ¼ Y4 þ y2 � Z2
4 ;

B ¼ X4 þ x2 � Z4;
C ¼ B � Z4;
Z3 ¼ C � C;
D ¼ x2 � Z3;
E ¼ AþB � Bþ aC;
X3 ¼ A � AþC � E;
I ¼ DþX3;
J ¼ A � Cþ Z3;
F ¼ I � J;
K ¼ Z3 � Z3;
Y3 ¼ Fþ x2 � Kþ y2 � K

The point doubling operation is to add a point on the elliptic curve with itself. In
these equations, ‘a’ and ‘b’ are considered as parameters of an elliptic curve.

Algorithm for point doubling is as follows:

Inputs: (x1, y1, z1);
Outputs: (x4, y4, z4);

z4 ¼ z21 � x21;
x4 ¼ x41 þ bz41;
y4 ¼ y21 þ az4 þ bz41

� � � x4 þ z4 � bz41:
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3.3.3 Prime Field

In prime field, each elliptic curve addition and doubling requires a fixed number of
modular multiplications, square, additions, shifts, and similar basic arithmetic
operations. The actual number of these operations depends on the progression of the
curve. The operation of the multiplication and square operations that dominate the
running time, which scales exactly as the number of arithmetic operations to be
performed.

Point Addition Over Prime Field

For an elliptic curve defined over GF(P), the normal elliptic point (x, y) is projected
to (X1, Y1, Z1), where x = X/Z2, and y = Y/Z3, and the second point considered is
affine point that is (x2, y2).

Algorithm for a point addition is as follows:

Inputs: Q = (X4,Y4,Z4), A = (x2,y2)
Output: R = (X3,Y3,Z3) = P + Q;

A ¼ X4;

B ¼ x2 � Z2
1 ;

C ¼ A� B;

D ¼ Y1;

E ¼ y2 � Z3
1 ;

F ¼ D� E;

G ¼ AþB;

H ¼ DþE;

Z3 ¼ Z1 � C;
X3 ¼ F2 � G � C2;

I ¼ G � C2 � 2 � X3;

Y3 ¼ I � F � H � C2� �
=2;

In the GF(P), the point doubling algorithm is as follows:

Inputs: P = (X1,Y1,Z1), a;
Output: Q = (X4,Y4,Z4) = 2P;
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A ¼ 3 � X2
1 þ a � Z4

1 ;

B ¼ 4 � X1 � Y2
1 ;

X4 ¼ A2�2 � B;
Z4 ¼ 2 � Y1 � Z1;
C ¼ 8 � Y4

1 ;

Y4 ¼ A � B�X4ð Þ�C;

ECC processor has been designed for 163 bits for both binary and prime fields,
and to select particular field, sel_field control signal selects either binary field or
prime field, when it is ‘1’ binary field is selected else prime field. The clock
frequency for ECC processor is 100 MHz which is generated from Spartan 6
FPGA. Reset clears all internal registers and memories. Out1, Out2, and Out3 are
the keys generated from ECC based on field selection and are shown in Fig. 3.

4 Receiver

Receiver block diagram is as shown in Fig. 4. It consists of detector, control circuit,
PCS generator, and demodulator. The initial 64-bit data is loaded into eight reg-
isters from R1 to R8 which are used in the transmitter, and after the initial data
loaded, ready control signal will become high (Logic 1) and it is control signal to
PCS generator through control circuit. During the process phase, the control circuit
maintains the signal ld = 1, enable = 0, and run = 1. Now, the detector block is
initialized with a process sequence, the first 512 bits of the PCS sequence are loaded
into the eight lower registers, each length is 64 bits of the detector.
The synchronization between transmitter and receiver is important in a DSS system
when the receiver block uses pseudo-chaotic sequence. When the control circuit of
receiver generates ld = 1, then the 64 bits of the PCS producer stored into the shift
register 1 of 64-bit detector. After loading all the 512 bits into shift register 1 of
eight 64-bit detectors, control circuit resets ld = 0, so that the receiver bits are
moving to the shift register 2. After receiving each bit from channel, the detector

Fig. 3 Simulated results of ECC processor in GF (2163) for prime and binary fields
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block multiplies each bit with shift register 1 and shift register 2 and sums up the
output of the bit-wise multiplier, if the sum exceeds the selected threshold value,
detector block decides the received bit is logic 1 or 0. The mathematical analysis of
the receiver is as follows.

The received signal r(t) at the input of the receiver is the sum of the transmitted
signal e(t) and channel noise n(t). Firstly, the received signal is multiplied with the
pseudorandom number (PN) sequence and resulting signal g(t) is given as follows:

gðtÞ ¼ rðtÞ:pðtÞ ¼ ðeðtÞþ nðtÞÞpðtÞ
¼ AbðtÞ:p2ðtÞ cos ð2pf0tÞþ nðtÞpðtÞ
¼ AbðtÞ: cos ð2pf0tÞþ nðtÞ:pðtÞ:

ð4Þ

Signal (t) is multiplied with the sinusoidal carrier, and resulting signal s(t) is
given is as follows:

sðtÞ ¼ AgðtÞcos ð2pf0tÞ
¼ Ab tð ÞÞcos2ð2pf0tÞþAnðtÞpðtÞcos ð2pf0tÞ
¼ A2=bðtÞþA2=bðtÞcos ð4pf0tÞþAnðtÞpðtÞcos ð2pf0tÞ:

ð5Þ

The signal s(t) is fed to the integrator whose output is reset to zero by the trigger
of each pulse of the train p(t). It means that the integration period of each bit is
equal to the corresponding interpulse interval which is also the corresponding bit
duration. Before each reset instance, the output signal of the integrator i(t) is
sampled. The output value of the sampler at the instance tn + 1 is given by.

Fig. 4 Proposed block diagram of the DSS and ECC-based RFID tag chip at receiver
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i tnþ 1ð Þ ¼
Ztnþ 1

tn

s tð Þdt

¼
ZTbn

0

A2

2
b tð Þdtþ

ZTbn

0

A2

2
b tð Þcos 4pf0tð Þdtþ

ZTbn

0

An tð Þp tð Þ cos 2pf0tð Þdt

¼ A2

2
bnTbn þ 0þ

ZTbn

0

An tð Þp tð Þ cos 2pf0tð Þdt

ð6Þ

where (A2/2bn) is the energy of the desired signal.
R Tbn
0

A2

2 b tð Þcos 4pf0tð Þdt equal to
zero because the period Tbn is a multiple of the carrier cycle.

R Tbn
0 An tð Þc tð Þ

cos 2pf0tð Þdt is the energy produced by the channel noise. It is noted that the
correlation between p(t) and An(t) cos(2pf0t) is very low, and hence the noise
energy is much less than the signal energy. The resulting sample is fed to the
decision device to recover the binary value of the nth bit as follows:

bn ¼ f1; iðtnþ 1Þ� 0;

¼ f0; iðtnþ 1Þ\0:
ð7Þ

5 Results and Comparison with Methods Proposed
in the Literature

In the proposed work, the results obtained from simulation are verified on two
Spartan 6 FPGAs (XCS6LX45). At the transmitter section, one FPGA along with
Zigbee module and RFID tag has been used to process and transmit the modulated
signal. At the receiver section, another FPGA along with Zigbee module and RFID
tag has been used to retrieve the RFID tag number which is displayed on LCD of
receiver FPGA. The 163-bit ECC processor using scalar multiplication (both binary
and prime fields) has been incorporated in transmitter section to secure tag number.
Figure 5 shows loading of initial values into eight registers from R1 to R8 using
sel_reg control signal.

Before transmitting and after modulation, all 64-bit data is concatenated to get
512 bits and transmitted along with RFID tag number, The output of multiplier with
512 bits at RFID transmitter is shown in Fig. 6.
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PCS generator generates spread spectrum with each size of 64 bits stored in
different registers and then applied to both modulator and multiplier; these two
modules generate the final modulated signals. These modulated signals are trans-
mitted through Zigbee transmitter using UART protocol with the baud rate of
11,520 bits per second. The simulated results of tag number and multiplier output
are shown in Fig. 7.

In receiver section, Zigbee receives the data serially through Rx pin and stores in
8-bit register to get 512-bit data which contains both RFID tag number and carrier
signal and then sends to detector to decode tag number. After demodulation, RFID
tag number is displayed on LCD of FPGA board. The demodulated tag number at
the receiver section is as shown in Fig. 8.

The proposed work has implemented using Cadence software tools to measure
the area, power, and delay. Table 1 shows the comparison of present work and
existing work. The proposed ECP in DBC needs only 8.58 K gate area and has a

Fig. 5 Loading initial values into R1–R8 registers at RFID transmitter

Fig. 6 Concatenation of all 64-bit multiplier outputs to get 512 bits at RFID transmitter
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Fig. 7 RFID tag number and 64-bit multiplier outputs at RFID transmitter

Fig. 8 Demodulated tag number at receiver section

Table 1 Comparison of performance characteristics of power consumption, frequency, delay, and
area

Ref. No. Digit
size

Field
size

Frequency (kHz) Power (lW) ECP area
(gates) K

Delay (ns) Technology

This
work

8 GF(2163) 35,810 383.17 8.58 7.50 FPGA

01 8 GF(2163) 13,536 253 14.1 13.2 Umc 0.13 lm

06 8 GF(2163) 2454 320.3 12.5 13.1 Umc 0.13 lm

07 8 GF(2163) 13560 NA 12.5 244 Umc 0.13 lm

08 8 GF(2163) 400 7.3 56.7 31.8 Umc 0.13 lm

10 8 GF(2163) 1059 148.5 13.2 547.8 Umc 0.13 lm

15 8 GF(2163) 13,536 208.4 21.8 12.5 Umc 0 .13 lm

16 8 GF(2100) 500 400 18.7 NA TSMC 0.18 lm

17 8 GF(2163) 200 15 6.1 NA TSMC 0.18 lm

18 8 GF(2163) 76 4.88 13.78 NA 65 nm CMOS
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delay of 7.50 ns. The synthesis results show that the power consumption of DBC
including ECP and other units in transmitter and receiver is only 381.58 lW at
35,810 kHz.

5.1 Hardware Implemented Results

The proposed work has been implemented and tested on two FPGA boards, one for
transmission is shown in Fig. 9 and other for receiver is shown in Fig. 10. The
receiver module receives tag number and displays on LCD and LED.

Saprtan-6 FPGA 1 Zigbee Tx RFID Tag Zigbee RX

Fig. 9 Hardware
implementation for
transmission
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5.2 Conclusion

Single-user DS-SS system using pseudo-chaotic sequence as spreading sequence
and RFID transmitter and receiver in FPGA development kit targeted to Xilinx’s
Spartan 6 device XC6S45-2tq324 has been implemented. Transmission has been
achieved through Zigbee. Considerable improvement in power dissipation, area,
and delay has been achieved. Security of the data has been assured using ECC.

References

1. Zilong, Liu , Dongsheng Liu, Xuecheng Zou, Hui Lin, and Jian Cheng. 2014. Design of an
Elliptic Curve Cryptography Processor for RFID Tag Chips Sensors 14: 17883–17904

2. Koblitz, N. 1987. Elliptic Curve Cryptosystems. Mathematics of Computation 48: 203–220.
3. Lai, Jyu-Yuan, and Chih-Tsun Huang. 2011. Energy-Adaptive Dual-Field Processor for

High-Performance Elliptic Curve Cryptographic Applications. IEEE Transactions on VLSI 19
(8).

4. Kocabas, U., J. Fan, and I. Verbauwhede. 2010. Implementation of binary Edwards curves for
very-constrained devices. In Proceedings of 2010 the 21st International Conference on

Lcd Display Saprtan-6 FPGA 2 LED Display 

Fig. 10 Hardware
implementation for receiver

Design and Implementation of ECC-Based RFID Tag … 429



Application-Specific Systems Architectures and Processor (ASAP), Rennes, France, 7–9 July
185–191.

5. Hein, D., J. Wolkerstorfer, and N. Felber. 2009. ECC is Ready for RFID-a proof in silicon. In
Selected Areas in Cryptography, vol. 5381 ed. Roberto, M.A., and K. Liam, 401–413.
Heidelberg, Germany: Springer.

6. Azarderakhsh, R., and A.R. Masoleh. 2013. High-Performance Implementation of Point
Multiplication on Koblitz Curves. IEEE Transactions on Circuits and Systema II Express
Briefs 60: 41–45.

7. National Institute of Standards and Technology. Recommended Elliptic Curves for Federal
Government Use. Available online: http://csrc.nist.gov/groups/ST/toolkit/documents/dss/
NISTReCur.pdf (Accessed on 15 Sept 2014).

8. Ting, Hsin-Yu, and Chih-Tsun Huang. Design of Low-Cost Elliptic Curve Cryptographic
Engines for Ubiquitous Security. 978-1-4799-2776-0/14/$31.00 ©2014 IEEE.

9. Lai, Jyu-Yuan, and Chih-Tsun Huang. 2008. High-Throughput Cost-Effective Dual-Field
Processors and the Design Framework for Elliptic Curve Cryptography. IEEE Transactions
on VLSI 16 (11).

10. Sakiyama, K., L. Batina, B. Preneel, and I. Verbauwhede. 2007. Multi-Corecurve-Based
Cryptoprocessor with Reconfiguarable Modular Arithmetic Logic Units Over GF(2 m). IEEE
Transacions on Computers 56 (9): 1269–1282.

11. Lee, Y.K., K. Sakiyama, L. Batina, and I. Verbauwhede. 2008. Elliptic-Curve-Based Security
Processor for RFID. IEEE Transactions on Computers 57: 1514–1527.

12. Kumar, S., and C. Paar. 2006. Are standards compliant elliptic curve cryptosystems feasible
on RFID? In Proceedings of Workshop on RFID Security, Graz, Austria, 12–14, July 2006.

13. Ansari, B., and M.A. Hasan. 2008. High-Performance Architecture of Elliptic Curve Scalar
Multiplication. IEEE Transactions on Computers 57 (11): 1143–1153.

14. Sakiyama, K., E. De Mulder, B. Preneel, and I. Verbauwhede. 2006. A Parallel Processing
Hardware Architecture for Elliptic Curve Cryptosystems. In Proceedings of IEEE
International Conference Acoustic, Speech Signal Process (ICASSP), vol. 3. Toulouse,
France 904–907.

15. Shylashree, N., A. Deepika, and V. Sridhar. 2012. High-Speed FPGA-Based Elliptic Curve
Cryptography Using Mixed Co-ordinates. Journal of Discrete Mathematics and
Cryptography 46: 8511–8516 (Elixir).

16. Liu, Dongsheng, Zilong Liu, Zhenqiang Yong, Xuecheng Zou, and Jian Cheng. 2015. Design
and Implementation of an ECC-Based Digital Baseband Controller for RFID Tag Chip. IEEE
Transactions on Industrial Electronics 62 (7).

17. G Gaubatz et al. 2005. State of the Art in Ultra-Low Power Public Key Cryptography for
Wireless Sensor Networks. In 3rd IEEE Per Com 2005 Workshops, 146–150.

18. L Batina et al. 2007. Public-Key Cryptography on the Top of a Needle. ISCAS 2007:
I831–1834.

430 Neelappa and N.G. Kurahatti

http://csrc.nist.gov/groups/ST/toolkit/documents/dss/NISTReCur.pdf
http://csrc.nist.gov/groups/ST/toolkit/documents/dss/NISTReCur.pdf


Handling Imbalanced Data: A Survey

Neelam Rout, Debahuti Mishra and Manas Kumar Mallick

Abstract Nowadays, handling of the imbalance data is a major challenge.
Imbalanced data set means the instances of one class are much more than the
instances of another class where the majority and minority class or classes are taken
as negative and positive, respectively. In this paper, the meaning of the imbalanced
data, examples of the imbalanced data, different challenges of handling the
imbalanced data, imbalance class problems and performance analysis metrics for
the imbalanced data are discussed. Then different methods are summarized with
their pros and cons. Finally, the examples of the imbalanced data sets having
low-to-high imbalance ratio (IR) values are shown.

Keywords Imbalanced data � Performance analysis metrics � Different methods

1 Introduction

In recent years, the imbalanced data sets problem plays a key role in machine
learning. The imbalance problem means the instances of one of the classes (ma-
jority class) are much more than the other class (minority class). The ratio between
the majority and minority classes may be 100:1, 1000:1 and 10000:1; in short, the
instances of majority class outnumber the amount of minority class instances. This
problem is not only in binary class data but also in multi-class data. Usually,
negative examples are defined as majority class and positive examples are called
minority class [1, 2] Some applications utilizing the imbalanced data sets are the
medical diagnosis, detection of oil spills and financial industry [3, 4]. Nowadays,

N. Rout (&) � D. Mishra � M.K. Mallick
Siksha ‘O’ Anusandhan University, Bhubaneswar, India
e-mail: neelamrout@soauniversity.ac.in

D. Mishra
e-mail: debahutimishra@soauniversity.ac.in

M.K. Mallick
e-mail: mkmallick@soauniversity.ac.in

© Springer Nature Singapore Pte Ltd. 2018
M.S. Reddy et al. (eds.), International Proceedings on Advances
in Soft Computing, Intelligent Systems and Applications, Advances in Intelligent
Systems and Computing 628, https://doi.org/10.1007/978-981-10-5272-9_39

431



this is a very challenging topic of research [5] where lots of points need focus at a
time like the binary class problem, class overlapping, cost of misclassified class,
multiple class problem, small size and small disjuncts of the imbalanced data sets.
There are lots of efforts given to binary class imbalance problem, but the different
types of issues related to the multi-class imbalance problem are not solved yet. In
the multiple class imbalance problems, the number of the majority class may be one
or more and for the minority class, the situation is also same. The multi-class
problem might be solved by using decomposition or any other techniques, but it
still needs focus. So, when the data are skewed in nature, then it is really very
challenging to work with the minority class [6].

There are several solutions existed from earlier like data-level solutions and
algorithmic-level solutions [7]. The accurate extraction of knowledge from the
skewed data sets with different levels of noise is very difficult [8]. When the
learning of instances for some classes is costly than other classes, then the mis-
classified costs are varied between classes and the degree of hardness between the
classes is another issued [9, 10] which can be solved by using different techniques.
Feature selection is a major challenge in the imbalanced data sets to deal with
specific decision [11]. There are lots of publicly available sites from which
imbalanced data sets might be found, e.g., UCI machine learning repository, Broad
Institute, KEEL data sets repository (http://sci2s.ugr.es/keel/datasets.php), etc.
Here, no specific area of the data set is used, and those which are imbalanced might
be taken for the experiment, for example, cancers data, glass data and yeast data [3].
For the performance evaluation, the area under the curve (AUC), the receiver
operating characteristic (ROC) graph, F-measure, G-mean, sensitivity, specificity
are used instead of measuring accuracy using confusion matrix [12–16].

The rest of the paper is structured as follows. In Sect. 2, the imbalanced class
problem in classification and performance evaluation is elaborated. In Sect. 3, the
summary of different existing methods based on binary and multi-class imbalance
problem is discussed. Section 4 introduces examples of the imbalanced data sets.
Finally, we make our concluding remarks.

2 Imbalanced Class Problem in Classification
and Performance Evaluation

In this section, the problem of imbalanced data sets, the different approaches for
dealing with class imbalance problem and performance evaluation in the imbalanced
domains are discussed. There are several techniques by which the class imbalance
problem may be solved. To solve the class imbalance problem, the concept of
supervised classification should be known. The objective of classification is to
predict categorical labels (e.g., loan application data; “yes” or “no”), where input and
output are known. Data classification in which knowledge extraction is done by
j features b1, b2,…, bj 2 B of n input instances, x = (x1, x2,…, xn). The output class
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labels (e.g., Yk 2 C = {c1, …, cm}) of the supervised classification is known before
and the mapping function is defined over the pattern Bj ! C.

The class imbalance problems are small sample size, class overlapping and small
disjuncts. To deal with the class imbalance problem, different approaches are cat-
egorized like algorithm-level approaches, data-level approaches and cost-sensitive
learning [3, 17]. Some of the existing techniques are random undersampling,
oversampling, synthetic minority oversampling technique (SMOTE), selective
pre-processing of imbalanced data (SPIDER) [3, 18], and some of the
filtering-based methods are SMOTE-TL and SMOTE-EL [17] to eliminate noise in
the imbalanced data sets. The ensemble-based method is another technique which is
used to deal with the imbalanced data sets, and the ensemble technique is combined
the result or performance of several classifiers to improve the performance of single
classifier. The most common and effective ensemble algorithms are bagging and
boosting (AdaBoost) [3]. The multiple class imbalanced data sets problems are
difficult to handle than the binary class imbalanced data sets problems. Multi-class
problem might be solved by one-versus-all (one-against-all) approach [19]. Till
now, there are so many techniques, and modification of existing techniques is
implemented for dealing with the imbalanced data sets. Some of the useful and
powerful data-level techniques are SMOTE [18], modification of SMOTE, exten-
sion of SMOTE, B1-SMOTE and B2-SMOTE [20] to deal with imbalanced data.
Ensemble learning [21] approaches are also very useful and fruitful.

Another important point is that to choose appropriately performance metrics for
performance evaluation and analysis. Normally, confusion matrix [22] is used to
calculate accuracy rate. But by using this method, the minority class data has not
shown good result or ignored. This performance metrics has not given importance
to the data of minority class and is usually reduced the global quantities such as
error rate to give the best result. So, due to this reason for the performance eval-
uation of the imbalanced data, other metrics should be used rather than this one.
Receiver operating characteristic (ROC) curves is a very workable visual tool which
shows the trade-off in-between benefits or True Positive (TP rate) and costs or False
Positive (FP rate) [12, 22–24]. Other metrics may be used like geometric-mean
(Gm), F-measure (Fm), sensitivity, and specificity [22, 25].

3 Solutions of the Imbalanced Data Sets

3.1 Data-Level Approaches

To deal with the minority class of the imbalanced data, the authors [26] developed
majority weighted minority oversampling technique (MWMOTE) method, and for
experimental purposes 20 real-world data sets are used where G-mean, ROC, and
AUC are taken as performance metrics. In [17], modification of the original sampling
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technique is used for handling the imbalanced data with neighbourhood-balanced
bagging (NBBag). In [16], the imbalanced data set is divided into two parts, i.e.
training and testing sets; then different types of classification algorithms are taken for
experiment, and finally the performance analysis is done by using different perfor-
mance measures and ANOVA test is also done. As per their conclusion, SMOTE
+PSO+C5 is the best classifier for 5 year survivability of breast cancer patients. In
[19], the authors used one-versus-one binarization technique to decompose
multi-class data into the two classes, and SMOTE+OVA algorithm is used to handle
these data sets. Though Random Forests or Decision Trees is a successful and fast
algorithm, it is used for classification purpose [19]. In [18] for handling the imbal-
anced data, Radial Basis Function Networks (RBFN) weights training methodology
is used, and local and global terms are taken for designing of this method. In local
weights training methods, the higher value of imbalance ratio (IR) gives better results
and lower value of IR should be balanced with SMOTE or any other methods.

In [20], it is stated that the noisy and borderline examples might create problems
in the imbalanced data sets and the solution of this problem is re-sampling method
with some filtering techniques, and the authors used the extension of SMOTE and
also Iterative–Partitioning Filter (IPF) to tackle noisy and borderline examples
problem. For the binary class imbalance problems, the authors [27] used RBF
classifier (combined SMOTE and PSO) and to analyse results different types of
performance metrics are taken, i.e. TP%, FP%, precision, G-mean and F-measures
having different b% and q. In [28], the researchers tried to develop the solutions for
the both imbalanced and noisy data by using 7 different sampling techniques. In
[29], novel inverse random under-sampling (IRUS) method is proposed to tackle
the problem due to the imbalanced data sets and the idea inverse (ratio of imbalance
class cardinality) is used. It has also advantages on the multi-label classification; the
IRSU is also compared with several other imbalance techniques, and for each
method decision tree (C4.5) is taken as the base classifier. In Table 1, the sampling
methods and its variant for handling the imbalanced data are summarized.

3.2 Algorithm-Level Approaches

Support Vector Machines (SVM): To balance the imbalanced data set, only
cancer data sets (breast and colon) are taken [30] because nowadays this type of
cancer-related diseases are very common. Here the input is protein sequences data
having different dimensions of feature space (amino acid composition, split amino
acid composition, pseudo-amino acid composition—series, and pseudo-amino acid
composition—parallel). In this paper, the majority class is kept aside and megatrend
diffusion (MTD) technique is used to synthesize some more data for the minority
class for balancing the imbalance data. By developing SVM/KNN models and
analysing computational cost, it is concluded that hybrid MTD-AVM is the best
model as compared to RF, QPDR, NB, and KNN. The SVMPseAAC-S model has
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given accuracy 96.71% (C/NC data set), 96.50% (B/NBC data set) and 95.18%
(B/NBC data set). From [31], it is known that Ant Colony Optimization
(ACO) algorithm (where ‘0’ indicates sample is eliminated and ‘1’ indicates sample
is kept for further use) is suitable to use with under-sampling method for classifying
DNA microarray imbalance data and the classification technique support vector
machine (SVM) is used for the imbalanced data sets. To tackle the problem due to
the majority and minority class in the imbalanced data, in [32] the authors have
experimented with the kernel scaling method to improve support vector machine
and adjusted F-measure performance matrix is used to evaluate the performance of
the classifier. Finally, the comparison of performance results of classifiers (C4.5, L2
Loss SVM, etc.) is seen in this research paper. Though SVM might not able to
handle the imbalanced data properly, the authors have experimented with the base
model EnSVM and selective ensemble EnSVM+ with additional re-sampling
method [33].

Table 1 Theme: sampling method and its variants for handling the imbalanced data

S.
No.

Algorithms/Methods/Approaches
used

Findings Limitations

1 SMOTE+PSO+C5 [16] Estimate 5-year survivability of
breast cancer patients

Breast cancer
patients

2 Modification of sampling
technique, i.e., Neighbourhood
Balanced Bagging (NBBag) [17]

Better than existing
over-sampling bagging
extension and competitive to
roughly balance bagging

Costly

3 SMOTE+OVA, random forest
algorithm [19]

Useful for classification
multi-class imbalanced data

Fix up the
oversampling rate

4 SMOTE, radial basis function
networks (Ribbons) [18]

Higher the dataset imbalance
ratio tends to better result

More storage
space

5 Extension of SMOTE, i.e.,
SMOTE-IPF [20]

Addressing the problem due to
noisy and borderline examples
in imbalanced datasets

Small sample size

6 Combined SMOTE and
PSO-based RBF classifiers
(SMOTE+PSO-RBF) [27]

To generate synthetic instances
for the positive class, and RBF
performs well

More storage
space

7 Majority weighted minority
over-sampling technique
(MWMOTE) [26]

Generate the synthetic minority
class samples according to
euclidean distance

Multi-class
problem

8 Data sampling techniques [28] Robust with noisy imbalance
data

Cannot compete
to advance noise
handling
techniques

9 Inverse random under-sampling
(IRUS) [29]

Beneficial for disproportionate
training datasets sizes and
improve the accuracy of the
multi-label classification

Other different
applications to
multi-label
classification
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To handle the imbalance class, some researchers worked with feature extraction
and selection methods like wrapper method [34]. In this paper, second-order cone
programming support vector machines (SOCP-SVM) method is taken where linear
programming support vector machine is used as formulation principle and the area
under the curve (AUC) metric is used for performance analysis which worked well
on six benchmark data sets. When parallel selective sampling (PSS) is combined
with support vector machine (SVM), PSS-SVM method is produced and its per-
formance is excellent than support vector machine (SVM) because it has no con-
vergence [35]. In [36], the trained support vector machine (SVM) is taken as the
preprocessor to improve the performance of MLP, LR, and RF intelligent algo-
rithm. In this paper, two-phase balancing approach is taken, wherein phase one, the
available unbalanced data is trained with SVM to get modified balance data; in the
second phase, this modified data is the input to MLP, LR and RF. After that, the
performance analysis is done. In [37], a new variant of SVM Near-Bayesian
Support Vector Machine (NBSVM) is proposed and to reduce Bayes error, the
authors developed NBSVM. This technique has many advantages over existing
methods like it does not over-sample the minority class. This method is able to
solve the problem due to overlapping between the target and non-target classes,
small disjuncts in the imbalance data sets and noisy data sets. In Table 2, these
methods are summarized in a tabular manner.

Clustering: The similarity-based hierarchical decomposition method is based on
the outliers’ detection and clustering techniques. In hierarchy construction, there are
two parts: one is perfectly classified clusters and another one has misclassified
clusters; the researchers have used this method to solve the problem classes over-
lapping and varieties of the majority and minority classes [38]. Fuzzy is the another
useful technique for handling the imbalanced data to improve the performance of
FRBCSs, and the authors have used 2-tuple genetic tuning where they have taken
high and low imbalance ratio data sets [39], and also the pre-processing technique
(SMOTE algorithm) is used to balance the imbalanced data. The summary of these
methods are shown in Table 3.

3.3 Ensemble and Hybrid Methods

A new ensemble method is proposed in [40] to overcome the problem due to other
different methods, that is bagging-based ensemble method. This method does not
change the original class distribution like sampling methods, cost-sensitive learning
methods. Firstly, the proposed method converts the imbalanced data (binary) into
multiple balanced binary class data after that specific classification algorithm is
applied to build multiple classifiers, and finally a specific ensemble rule is used like
max distance, min distance, etc. and the max distance rule is performed the best
among others. The hybrid method is the combination of modified back-propagation
(MBP) and Gabriel graph editing (GGE) and used to handle the class imbalance and
class overlapping for the multi-class problem [41]. This method is examined over
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Table 2 Theme: support vector machine (SVM) and its variants for handling the imbalanced data

S.
No.

Algorithms/Methods/Approaches
used

Findings Limitations

1 MTD-SVM and MTD-SVM [30] To increase the sample of
the minority class to
predict human breast and
colon cancers

Synthetic data
generation is slightly
expensive, and
mega-trend diffusion
(MTD) technique works
well on small size data

2 ACO sampling, support vector
machine [31]

To address imbalanced
data classification
problem by sample
selection procedure
based on ACO algorithm

Excessive
computational and
storage cost

3 Support vector machine with
suitable kernel transformation,
adjusted F-measure [32]

To handle the imbalance
data with kernel scaling
and also manage cost
function

Efficient estimation
strategy for parameters
and different kernels

4 EnSVM and EnSVM+: selective
ensembles [33]

Effective than normal
SVM

K value is not
automatically
determined

5 SOCP-SVM [34] To improve classification
performance and robust
due to LP-SVM
formulation

Only designed for
imbalanced data

6 PSS-SVM [35] Accurate statistical
predictions and low
computational
complexity

For parallel and
distributed computing

7 Support vector machine
(SVM) [36]

Effectively balance the
data and creates more
number of instances for
the minority class

Not so simpler and
faster

8 Near-Bayesian support vector
machine (NBSVM) [37]

Reduce misclassification
cost due to rare class

Performance metrics

Table 3 Theme: clustering and its variants for handling the imbalanced data

S.
No.

Algorithms/Methods/Approaches
used

Findings Limitations

1 Similarity-based hierarchical
decomposition technique based
on clustering and outlier detection
[38]

Works effectively when
data is highly
overlapping, and classes
are more imbalance

Computational
complexity is more
during training of
this method

2 2-tuple-based genetic tuning,
fuzzy rule-based classification
systems (FRBCSs), genetic
algorithms, genetic fuzzy systems
[39]

To increase the
performance of simple
FRBCSs

Highly imbalanced
datasets
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seven strategies (SBP, MBP, SBP+GGE, MBP+GGE, SMOTE, SMOTE+GGE and
RUS), and the authors have concluded that it is a very effective technique. The gist
of these methods is shown in Table 4.

3.4 Other Different Techniques

According to [42], density-based feature selection (DBFS) is a simple technique but
effective for the high-dimensional and small sample size classes of the imbalanced
data sets. For studying the problem of customer churn prediction, the authors [43]
carried out the following steps.

1. First, the useless features are discarded from the original data sets, then missing
values are replaced, and nominal to numeric conversion is done.

2. The under-sampling method is applied which is based on RUS and PSO.
3. The PCA, Fisher’s Ratio, F-Measure and Mr techniques are used for the

dimension reduction.
4. The KNN and RF classifiers are used for the model building, and finally the

performance evaluation is done using the metrics like sensitivity, specificity and
AUC.

The proposed Che-PmRF approach is a combination of PSO-based sampling,
Mr-based feature selection and RF classifier, and it is very effective for the com-
petitive telecommunication industry to tackle the problem of customer churn pre-
diction. To get the best performance result for the imbalanced data sets, the
LSI-based feature extraction is implemented to the information granulation-based
data mining model, and the main advantage of this technique is that it could save
storage space [44]. Distribution optimally balanced–stratified cross-validation
(DOB-SCV) is used to deal with the imbalanced data sets to obtain better perfor-
mance [45]. In [46], the authors proved that the weighted extreme learning machine
(ELM) has the following advantages.

Table 4 Theme: ensemble or hybrid methods and its variants for handling the imbalanced data

S.
No.

Algorithms/Methods/Approaches
used

Findings Limitations

1 A new ensemble method includes
three components, i.e., data
balancing, modelling and
classifying [40]

Prevent information loss or
unexpected mistakes

Can handle only
binary class
imbalanced
problem

2 Hybrid method (MBP+GGE) [41] To deal with the class
imbalance and class
overlapping for the
multi-class problems

Speed of the
neural network
convergence
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1. Simple and fast in implementation.
2. Directly apply to the multi-class classification tasks.
3. Different types of feature mapping functions or kernel methods are available.

Lastly, for the performance analysis, G-mean performance metric is considered
for the unweighted ELM, weighted ELM W1 and weighted ELM W2 techniques.

In [47], the authors proposed two different approaches, i.e., decomposition-based
and Hellinger distance-based methods, to solve the issues related to feature selec-
tion in the imbalance data sets. In the first method, large classes are decomposed
into the pseudo-subclasses and later different strategies are used for the classifica-
tion. The second one is used to measure the distributional divergence for handling
the challenges of the imbalance class distribution. After that both methods are
compared with the three traditional feature rank methods, which are correlation,
Fisher and mutual information methods using the F-measure, AUC and ROC
metrics. The basic information of these methods is given in Table 5.

Table 5 Theme: other different techniques for handling the imbalanced data

S.
No.

Algorithms/Methods/Approaches
used

Findings Limitations

1 Density-based feature selection
(DBFS) [42]

To handle the small
sample size and
high-dimensional problem
in imbalanced datasets

Problems due to
more than two
classes

2 Chr-PmRF [43] PSO-based sampling for
balancing the datasets,
mRMR for feature
selection and RF classifier
are used to handle
customer churn prediction
problem

High
computational
cost

3 Information granulation-based
data mining approach, latent
semantic indexing [44]

Accuracy is slightly better
and faster than the
numerical computing
method

Overlapping class

4 Distribution optimally balanced
stratified cross-validation (DOB–
SCV) [45]

Obtaining a better
performance estimation
result for the classifier

Storage space

5 Weighted extreme learning
machine (ELM) [46]

Simple theory, fast in
implementation and apply
directly to the multi-class
classification tasks

Large variety in
class distribution

6 Decomposition-based and
Hellinger distance-based methods
[47]

To solve the feature
selection issues in the
imbalanced datasets

Comparison with
only three
traditional feature
selection methods
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4 Examples of the Imbalanced Data Sets

In Table 6, different types of data sets are mentioned with their IR values in the
ascending order. The data sets are taken from KEEL data set repository [48]. For
each imbalanced data set, the number of attributes, number of examples, percentage
of minority and majority of each class, and imbalance ratio (IR) are given in the
table.

5 Conclusion

From the study, it is concluded that in the presence of the imbalance data sets, most
of the standard classifier learning algorithms, such as nearest neighbour, decision
tree, back-propagation neural networks, failed to give good results. In this paper,
different types of existing techniques are discussed for tackling the imbalance class

Table 6 Statistic summary of the 21 imbalanced datasets

ID Dataset #Attributes
(R/I/N)

#Examples %class (min.,
maj.)

Imbalance
ratio (IR)

1 glass1 9 (9/0/0) 214 (35.46, 64.54) 1.82

2 glass0 9 (9/0/0) 214 (32.68, 67.32) 2.06

3 Ecoli1 7 (7/0/0) 336 (22.94, 77.06) 3.36

4 New-thyroid2 5 (4/1/0) 215 (16.29, 83.71) 5.14

5 Yeast 3 8 (8/0/0) 1484 (10.99, 89.01) 8.1

6 yeast-2_vs_4 8 (8/0/0) 514 (9.92, 90.08) 9.08

7 Glass 2 9 (9/0/0) 214 (7.94, 92.06) 11.59

8 ecoli-0-1-4-6_vs_5 6 (6/0/0) 280 (7.14, 92.86) 13

9 yeast-1_vs_7 7 (7/0/0) 459 (6.54, 93.46) 14.3

10 glass4 9 (9/0/0) 214 (6.07, 93.93) 15.47

11 Abalone9-18 8 (7/0/1) 731 (5.75, 94.25) 16.4

12 glass-0-1-6_vs_5 9 (9/0/0) 184 (4.89, 95.11) 19.44

13 shuttle-c2-vs-c4 9 (0/9/0) 129 (4.65, 95.35) 20.5

14 Glass 5 9 (9/0/0) 214 (4.21, 95.79) 22.78

15 yeast-2_vs_8 8 (8/0/0) 482 (4.15, 95.85) 23.1

16 Car-good 6 (0/0/6) 1728 (3.99, 96.01) 24.04

17 winequality-red-4 11 (11/0/0) 1599 (3.31, 96.69) 29.17

18 Winequality_red_8_vs_6 11 (11/0/0) 656 (2.74, 97.26) 35.44

19 Abalone_9_vs_10_11-12_13 8 (7/0/1) 1622 (1.97, 98.03) 49.69

20 kddcup-rootkit-imap_vs_back 41 (26/0/15) 2225 (0.99, 99.01) 100.14

21 abalone19 8 (7/0/1) 4174 (0.77, 99.23) 129.44
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problems but still improvement techniques are needed, necessarily. It is also known
that the ensemble learning algorithms are the useful and powerful methods to deal
with the imbalance class problem. Some of the imbalanced data sets have been
shown with different IR values in the tabular manner. It is very important to balance
the imbalance data with effective techniques and at the same time, cost factor
should be given attention. The correct classifier techniques and performance
evaluation metrics must be applied to achieve good results. There are many
methods for handling the imbalanced data, but the main focus is to use the
appropriate technique from the existing techniques or develop the new methods
according to the need because it is not necessary that if one technique is worked
well on an imbalanced data set, then the same method is worked for an another
imbalanced data set.
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