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Abstract. In this paper, a novel method is proposed to detect abnor-
mal events. This method is based on spatio-temporal deep networks
which can represent sequential video frames. Abnormal events are rare
in real world and involve small samples along with large amount of
normal video data. It is difficult to apply with deep networks directly
which usually require amounts of labeled samples. Our method solves
this problem by pre-training the networks on videos which are irrelevant
to abnormal events and refining the networks with fine tuning. Further-
more, we employ the patch strategy to improve the performance of our
method in complex scenes. The proposed method is tested on real surveil-
lance videos which only contain limited abnormal samples. Experimental
results show that the proposed approach can outperform the conventional
abnormal event detection algorithm which utilized hand-crafted features.
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1 Introduction

In the past decades, with the development of the technology in computer vision
and pattern recognition, smart surveillance systems are increasingly being used
to detect potential dangerous situations. But the recognition of complex events
in videos continues to be a challenging problem [2,3,9]. For detection of complex
events in videos, recent researches in this aspect emphasized on concept based
methods as they provided high-level complex event recognition and proposed
an approach to discover data-driven concepts to represent high level seman-
tics of video [13,22], so as to improve complex event recognition, [1] developed
a model that captured the temporal dynamics of windowed mid-level concept
detectors. Based bottom up approach was presented to recognize events [1]. To
detect abnormal event in scenes, various approaches were categorized into two
classes, one was based on trajectory pedestrians or object-tracking, neverthe-
less, these methods were not the best choice because tracking was extremely
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difficult in complex scene [18,24]. Another was based on motion representation
which avoided tracking, the method of mainstream was optical flow such as [3,7],
Markov Random Field (MRF) model such as [14,19]. [12] developed a 3DCNN
models, and achieved superior performance in the recognition of human actions.

Deep learning has won amounts of contests in pattern recognition and
machine learning, and it allows models to learn representations of data with
multiple levels of abstraction. Deep convolution nets have brought about break-
throughs in image and video processing. Recently, deep models were led into
video event analysis, as the great performance of Convolution Neural Networks
(CNN) in image classification, it was expanded to time domain to temporal clues
of videos [12]. Video level pooling or encoding to frame features extracted by
CNN were implemented to obtain the video level representation [6]. Another
way to extract the video level representation was to combine CNN/3DCNN
with Recurrent Neural Networks (RNN) with Long Short-Term Memory (LSTM)
[4,20], which has been proved to be efficient in sequential data processing [8].
[5,15] proposed a fully automated deep model which learned to recognize human
actions directly from video.

In this paper, we aim to detect abnormal events of crowding and escape
behaviors in videos. We are more inclined to post-processing in our emergency
plan systems, which lack of beforehand prevention. Mass incident in public place
tends to have greater security risks. It is necessary to develop a system which can
implement real-time monitoring of the mass incident, judging whether any mass
incident, predicting the state of abnormal behavior in a short time, and making
corresponding warning or alarm. For abnormal behavior detection, approaches
based on Social Force Model (SFM) such as [17,23] has already proved effec-
tive. In this work we propose an automated deep learning model that address
this problem. The contributions include: (1) solve the problem of small sample
abnormal event by pre-training on irrelative videos and fine-tuning on abnormal
videos. (2) efficiently detect events which occur in local area of surveillance view-
point. The rest of this paper is organized as follows: we describe the overview of
the approach in Sect. 2. The details of the proposed method described in Sect. 3.
The experimental results on the dataset are analyzed in Sect. 4. We conclude in
Sect. 5.

2 Overview of the Proposed Framework

We propose a novel abnormal event detection approach using spatio-temporal
deep networks. Figure 1 summarizes the main steps of the method. We first
extract five low-level features as inputs of different pathway of the deep net-
works: gray, gradient-x, gradient-y, optflow-x and optflow-y. The gray contains
the original information of image for that color information has little impact on
event detection. Gradient can represent the edge information efficiently, so the
gradient-x and gradient-y are obtained by computing gradients along the hori-
zontal and vertical directions respectively. The optflow-x and optflow-y contain
the optical flow fields along the horizontal and vertical directions, respectively,
computed from adjacent input frames which contain the motion information.
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Fig. 1. Framework of the proposed method. (a) Pre-training: videos are irrelevant
with abnormal behavior. (b) Fine-tuning: videos contain few abnormal samples and
are decomposed into blocks. (c) Testing: videos are decomposed into blocks.

The selection of initial weights has great influence on the networks, further-
more, the detection of abnormal event is more depending on better weights. We
pre-train our model on vast irrelative videos which are easy to obtain. Abnormal
behavior often occurs in a small area while the entire scene covers large area
in surveillance videos, we propose a patch strategy by decomposing video into
blocks which avoids that local abnormal behavior weakened by global informa-
tion. Video blocks taken as new inputs of networks to refine the weights. When
performing abnormal event detection, the test videos will also be processed as
before. Finally, the experiential rule is used to classify the video frames into an
abnormal event or normal one.

3 The Proposed Method

3.1 Spatio-Temporal Deep Networks

The convolutional architecture was introduced in [16], since the early 2000s,
CNN has been applied with great success to the detection, segmentation and
recognition of objects in images. There are four key ideas behind CNN that take
advantage of the properties of natural signals: local connections, shared weights,
pooling and the use of many layers. CNN is a deep model which possesses strong
ability of self learning.

The traditional CNN performs 2D convolution which only computes spatial
information. In the application of video, time domain information is necessary.
We use 3DCNN to obtain the time domain information, this kind of hierarchical
learned high-level features are much stronger than the low-level temporal feature
such as optical flow.
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3DCNN applies 3D convolution instead of 2D convolution in CNN. 3D con-
volution extends the 2D convolution by which computes the convolution in tem-
poral dimension. In 3DCNN, we apply it based on Eq. (1) and the details refer
to [12],

vxyzst = f(bst +
∑

m
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Qs−1∑

q=0

Rs−1∑

r=0

wpqr
stmv
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(s−1)m ), (1)

where, the value of an unit at position (x, y, z) in the t-th feature map in the
s-th layer, denoted as vxyzst , bst is the bias for this feature map, wpqr

stmis the value
at the position (p, q, r) of the kernel connected to the mth feature map.

Our spatio-temporal deep networks have five pathways and different low-
level features are the input of each pathway. In addition, the five pathways have
the same structure based on [12]. After then, the uniform feature representation
is obtained by fully connected layer from five pathways. Ultimately, softmax is
applied to classify the outputs. Figure 2 shows the framework of the networks.
The structure of mixture multi-channels obtains variant different properties from
original videos. Therefore, the extracted features contain more hidden informa-
tion with better representation of video content.

Fig. 2. The framework of networks.

Although CNN was designed for processing a huge number of training sam-
ples, we find that if the related class and unrelated class have some common
properties, CNN can transfer the model pre-trained on the plenty of samples
of unrelated class to the target class by fine-tuning on few related samples. In
the detection of events, whether abnormal event or normal event, both of the
motion representations are similar in videos. Therefore, we pre-train our deep
networks with normal event videos and fine-tune on few abnormal events which
demonstrated to be effective.
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3.2 Patch Strategy

Considering abnormal behavior only locates in a certain area which accounts
for a small proportion in surveillance video image, local event is likely to be
weakened by global information if process the whole image directly. So as to
solve this problem well, we develop a patch strategy. We use a sequence of
N fixed-length clips without overlapping frames to characterize video, each clip
contains m frames, the k-th frame in the C-th clip is divided into d1×d2 patches,
where i = 1, 2, . . . , d1, j = 1, 2, . . . , d2, k = 1, 2, . . . ,m, C = 1, 2, . . . , N . Then
combining multiple patches together at same location in temporal dimension, the
patch clip denoted as Pn(i, j) and labeled simultaneously. The Dividing process
as shown Fig. 3.

Fig. 3. Dividing process from continuous frames.

The testing videos are decomposed into blocks according to above method,
then we apply the learned model for detecting abnormal events in videos. To
prevent the false detection, we introduce an experiential rule works as follows,
if k continuous clips belong to the category of abnormality simultaneously, it is
regarded as abnormal event follows Eq. (2).

Result =
{
abnormal, pn

∧
pn+1

∧ · · ·∧Pn+k−1 = 1
normal, others

(2)

Where Pn denotes the result of detection at the same location, we denote Pn = 1
with respect to abnormal event. The value of k is set to 2 empirically.

4 Experimental Results

This section details our experimental protocols and describes the three videos
datasets. We focus on the RICOH data to evaluate the developed method for
abnormal detection. Meanwhile, we also compare with previous method which
was evaluated in the same dataset [11]. Our method is implemented over CAFFE
(Convolutional Architecture for Fast Feature Embedding) with respect to an
open-source and high-efficiency deep learning framework.



202 B. Meng et al.

4.1 Dataset

The Fudan-Columbia video Dataset (FCVID) consists of 91,223 Web videos
annotated manually according to 239 categories. We choose six kinds of events in
FCVID dataset to pre-training. RICOH dataset consists of two view points from
different cameras (TYZX camera and Point-Gray camera) and includes amount
of crowd events. The publicly available dataset from University of Minnesota
(UMN) is used to detect escape event.

4.2 Experiments

In this experiment, ten frames of size 64 × 64 as inputs (64 × 64 × 10) to this
model. The parameters of the nets are set as C1(11 × 11 × 4) − S2(2 × 2) −
C3(7× 7× 3)−S4(3× 3)−C5(7× 7× 1)−FC6(256)−FC7(2). C(H ×W ×T )
represents convolutional layer, in this layer, H, W , T represent the height, width
and size of temporal dimension in kernel respectively. After each convolutional
processing, a tanh function is stacked as activation function. S(H ×W ) as the
layer of subsampling, H and W represent the height and width of pooling. After
the multiple layers of convolution and subsampling, we apply fully connected
layers FC(N) which consist of N feature maps. Obviously, the outputs, in the
last layer, include two cases of abnormal and normal. The layers from C1 to
C5 are common structures and FC6, FC7 are fusion layers. Finally, softmax
shows promising capability in classification. All the parameters are initialized
randomly and trained by back-propagation algorithm based on [10].

Figure 4 shows the results of crowd detection on RICOH dataset. In order
to embody the effect of proposed method, we obtain the statistical result by
decomposing the Point-Gray data into clips and each clip consists of 20 frames.
The experiment shows that the accuracy of our method is 0.9658 and the
F-measure is 0.9658. Both accuracy and F-measure are slightly better than
method of [11], which are 0.9607 and 0.9578. It is worth noting that the model is
trained and tested in different positions by two different cameras, which implies
our method is robust for variation of viewpoints. However, the method in [7,21]
is specially designed for specific scenes.

Fig. 4. The localization of crowd behaviors in the frames.

We also test the model over UMN dataset, Fig. 5 shows the result of escape
event detection. The escape event can be detected accurately, but along with
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Fig. 5. The localization of escape behaviors in the frames.

delay. On the one hand, the experiential rule will lead to delay. On the other
hand, the velocity is fast when human escape suddenly.

5 Conclusion

In this paper, we have developed a method for abnormal event detection based on
deep learning. The proposed method pre-trains deep spatio-temporal networks
over unrelated dataset and shows promising capability in abnormal event detec-
tion of small sample problem. We also introduce an experiential rule by which
improving the effect of classification. Extensive experimental results illustrate
that our method is robust of variant scenes. As part of future work, we plan
to add statistic model which represents priori knowledge into deep networks,
further improve its ability of small sample events detection.
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