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9.1	 �Traditional Drug Discovery and Bottlenecks

Drug discovery is the process by which novel candidate chemical compounds are 
identified and validated as medications for the treatment of specific disorders and 
diseases. Traditionally, drugs were discovered through identification of active com-
ponents from traditional therapies without prior knowledge of the biological target. 
This was later replaced by chemical repositories of natural compounds or synthetic 
small molecule compounds which were screened against cell lines or organisms for 
the identification of compounds having desirable therapeutic properties. The tradi-
tional drug discovery process includes various steps: selection of disease, identifica-
tion of target and its validation, searching lead compound effective against target 
and its synthesis, preclinical testing in animal models and human clinical trials [1] 
as is evident from Fig. 9.1. However, these steps are associated with serious bottle-
necks which include the large amount of time and costs involved in making and 
testing of the novel candidate entities identified. This led to the need of newer tech-
nologies that could automate the drug discovery process such as high throughput 
screening (HTS) where millions of chemical compounds could be screened per drug 
target per year [2]. In order to meet the increased requirement of novel chemical 
compounds, combinatorial chemistry technologies, which made it possible to make 
millions of chemical compounds in one go, were started to be used [3]. Conversely, 
it resulted in disappointing results as this process could not yield significant drug 
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candidates due to lack of chemical diversity as well as drug-like properties leading 
to wastage of large number of compounds. Another problem to be addressed was the 
identification of candidate molecules with desirable therapeutic properties from the 
large pool of compounds. In order to overcome these drawbacks, a method was 
needed which could predict drug-like compounds as well as absorption, distribu-
tion, metabolism, excretion and toxicity (ADMET) properties of the screening com-
pounds and thus various cheminformatics, sometimes referred to as chemoinformatics 
or chemical informatics, approaches were introduced. Cheminformatics approaches 
are widely used by scientists, researchers and pharmaceutical as well as other chem-
ical and related industries in the drug discovery process in addition to a plethora of 
other applications which would be discussed further.

9.2	 �An Introduction to Cheminformatics

F.K. Brown defines chemoinformatics as
“the mixing of those information resources to transform data into information and 

information into knowledge for the intended purpose of making better decisions faster 
in the area of drug lead identification and optimization” [4] as is shown in Fig. 9.2.

As quoted by W. Warr at http://www.warr.com/warrzone2000.html,
“Chem(o)informatics is a generic term that encompasses the design, creation, 

organization, management, retrieval, analysis, dissemination, visualization, and use 
of chemical information” by G.  Paris (August 1999 Meeting of the American 
Chemical Society) [5].

Various other definitions have been given for cheminformatics that include 
“Chemoinformatics – A new name for an old problem” by M. Hann and R. Green 
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Fig. 9.1  Shows the traditional drug discovery process and modern process of drug discovery and 
development
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[6] and “The application of informatics methods to solve chemical problems” by 
J. Gasteiger and T. Engel [7]. Cheminformatics can be broadly defined as use of 
information technologies and computers to solve chemical problems such as data 
mining, information retrieval and extraction, topology of chemical compounds and 
various others. Cheminformatics has been known to mainly deal with small mole-
cules which involves analysis of scientific data and extraction of information to 
assist in development of new compounds, where bioinformatics, in addition to large 
chemical compounds, deals with genes and proteins. However, both the approaches, 
cheminformatics and bioinformatics, are adjunct to each other in providing us 
deeper insights for biomolecular processes such as prediction of structure and func-
tion of proteins, ligand binding to active sites and enzyme catalysis. A perfect exam-
ple of this can be seen in drug design process where bioinformatics methods are 
used for identification of targets for novel drug candidates and cheminformatics 
methods are used for finding these new small molecule drug candidates [5].

9.3	 �Cheminformatics, Its Importance and Various Aspects

The major role of cheminformatics is to store, search and handle enormous amounts 
of chemical data which comprises ever increasing number of millions of chemical 
compounds generated every year. Furthermore, it also includes extraction of infor-
mation and knowledge from this chemical data which could be used to model the 
relationships between chemical structures and biological activities and predict the 
bioactivities of other chemical compounds from their structures. The four important 
problems solved by cheminformatics include storing a molecule, searching the 
exact molecule in a database, substructure searching and similarity search. Based on 
these, cheminformatics has three major aspects which are: information acquisition, 
information management and information use (Fig. 9.3).

Information acquisition deals with the generation and collection of experimental 
and theoretical data. Recent years have seen advancements in high throughput 
screen technologies and combinatorial synthesis which has enabled generation and 
analysis of large number of chemical compounds which could be tens or hundreds 
or thousands or even millions of molecules in a very short time period. Since such a 

Fig. 9.2  Shows the flow of information in cheminformatics
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huge amount of information is being generated, a novel technique is needed which 
could store and analyse this information for an effective purpose and the answer is 
Cheminformatics [8].

Information management deals with the storage and retrieval of the chemical 
information. Various methods which could result in two- and three-dimensional rep-
resentation of conformations of chemical structures and similarity searching have 
been discovered. Also, this information is now been incorporated into chemical 
information storage systems using which molecules with high percentage of fea-
tures matching to target the molecule can be searched and retrieved [8].

Information use includes analysis of data as well as its application to various 
biochemical problems. Using the chemical informatics tools and techniques, the 
raw data collected can now be successfully accessed and used to obtain valuable 
results such as prediction of unknown properties of chemical compounds conse-
quently leading to development of novel candidate drug-like compounds [8].

9.4	 �Cheminformatics Approaches

Various approaches have been followed for the effective implementation of chemin-
formatics which include chemical structure representation, selection of descriptors, 
modelling of properties, classification and pattern recognition, virtual screening and 
structure- and ligand-based drug design.

9.5	 �Chemical Structure Representation Via Descriptors 
or Features

One major challenge for cheminformatics is the correlation of chemical information 
with biological data for which appropriate description of chemical structures is very 
important. Descriptors or features are the properties of an object which can be mea-
sured and if that object is a molecule, descriptors may be defined as the 
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mathematical representation of the chemical information encoded within the mole-
cule. Todeschini and Consonni defined molecular descriptors as, “The molecular 
descriptor is the final result of a logic and mathematical procedure which transforms 
chemical information encoded within a symbolic representation of a molecule into 
a useful number or the result of some standardized experiment” [9]. Various features 
of the chemical compounds can be quantified which include theoretical properties 
such as number of various atoms such as hydrogen, oxygen, etc., donors and accep-
tors, number of rotatable bonds, etc., as well as experimental properties like log P, 
polarizability, and many more. Molecular descriptors can be computed using a 
number of commercial and free molecular descriptor generation software which 
include ADAPT [10], DRAGON [Talete, Milano, Italy], ADMET Predictor 
[Simulations Plus Inc., Lancaster, CA], JOELib (JOELib/JOELib2 cheminformat-
ics library), Molecular Operating Environment (MOE, Chemical Computing Group) 
(Chemical Computing Group Inc. 2015), MARVIN beans [ChemAxon], PowerMV 
[11], PaDEL [12] and many more.

9.6	 �Descriptor Selection for Dimension Reduction

Not all the descriptors chosen to represent the molecule are relevant for predicting 
the biological activity of the compounds which on the other hand increase the 
dimension of the matrix, say for a library of n compounds, m descriptors are chosen 
where m could be any number, the resulting matrix would be a large n*m dimen-
sional matrix [1]. Also the accuracy and robustness of the models generated to 
predict the bioactivity of compounds depend on the descriptors chosen to represent 
the molecules [13]. Thus in order to reduce the dimensions and noise as well as to 
identify significant descriptors, descriptor selection is needed. Another problem is 
the repetition of the descriptors for the entire library of the compounds, say a fea-
ture m has same values for all the n compounds of a library. Thus this feature is not 
providing any significant information for the prediction task and could be removed 
without having any impact on the accuracy of prediction [14]. Descriptor or feature 
selection is a technique to find an ideal subset of features, from the set of original 
features, which may be less in number but are not redundant, exceedingly impor-
tant and have most contribution towards the prediction [15]. The remaining fea-
tures are considered irrelevant and are discarded. An optimum subset of features 
comprises descriptors which are related to the bioactivity of the compounds, are 
highly informative, are independent of each other, and are easy to understand and 
noise free [16].

9.7	 �Classification Using Machine Learning Methods

Machine learning methods are very popular in cheminformatics and have been 
widely used for classification of active compounds and prediction of unknown prop-
erties of compounds. Machine learning is based on learning from a set of training 
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instances with known properties and then predicting values for unknown properties 
of test instances. Tom M. Mitchell’s defined machine learning as “A computer pro-
gram is said to learn from experience E with respect to some class of tasks T and 
performance measure P, if its performance at tasks in T, as measured by P, improves 
with experience E” [17]. As quoted from Arthur Samuel’s definition of machine 
learning in 1959, machine learning is a “field of study that gives computers the abil-
ity to learn without being explicitly programmed” [18]. Various methods/algorithms 
have been known to be used for the learning purposes such as artificial neural net-
works, decision-tree based learning, Bayesian models, support vector machines and 
k-nearest neighbours and many more. We have discussed the aforementioned 
machine learning algorithms in the following section.

9.8	 �Artificial Neural Network

Artificial neural networks (ANN), also known as neural networks, are a computa-
tional approach which mimic the biological neural network of the brain and work 
the way human brain solves the problems with large clusters of neurons connected 
with axons. The term “network” in ANN refers to the interconnected neurons in dif-
ferent layers of the system. The system works using three layers, input layer which 
is the first layer consisting of input neurons and sends data, via synapses¸ to the 
second layer which is a hidden layer and this hidden layer further sends the data to 
the third and the last output layer. The number of layers may increase with the com-
plexity of the systems. The synapses which connect these layers are associated with 
weights that are manipulated during the learning phase. Basically, three parameters 
are used to define ANN which are: the pattern that interconnects the different layers, 
the weights connected to these layers which are fluctuated during learning and the 
activation function responsible for the conversion of weighted input neurons to out-
puts [19]. ANN have been widely used for a range of cheminformatics applications 
such as in the work on steroids by So et al. [20], study of oestrogen receptor agonists 
by Li et al. [21], and also by Briem et al. [22] to identify possible kinase inhibitors 
and many more to count.

9.9	 �Random Forest

Random forest (RF) is a decision-tree based technique which uses an ensemble of 
trees for the classification task. The training data consisting of multiple features for 
each instance is used to build the decision trees. A multitude of decision trees are 
constructed during the training phase and the output class is the mode of the classes 
output of the individual trees. The trees consist of nodes, branches and edges which 
correspond to the features, values and classes, respectively. One feature is selected 
randomly at each node which separates the objects/instances to classes with maxi-
mum information gain. There is no pruning of the trees and each tree is grown to 
the largest possible extent. The tree is terminated when each of the features has 
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been considered at least once or if the feature gives same value for all the training 
objects. The trained forest of trees is then used for the prediction of future unseen 
data [23]. RF method has been successfully used in cheminformatics for investiga-
tion into mutagenicity data [22], development of hERG blocker classifiers [24], 
quantitative-structure activity relationships models (QSAR) [25] and skin sensiti-
zation data [26].

9.10	 �Naive Bayes

The naïve bayes (NB) classifier is a probabilistic classifier which uses Bayes theo-
rem and classifies the test instances to the class with highest probability. The algo-
rithm assumes that all the features are conditionally independent of each other and 
thus have impartial contribution towards the task of prediction irrespective of any 
correlation among the features [27]. The advantage of NB classifiers over other 
classification algorithms is its simplicity and that it’s extremely fast. A NB model is 
easy to generate and does not involve any complex parameter tuning which makes 
it highly efficient for handling large datasets. NB classifiers have performed quite 
well and are frequently used in cheminformatics, for target prediction [28], classifi-
cation of drug-like molecules based on their biological activities [29], for toxicity 
prediction [30] and various other studies.

9.11	 �Support Vector Machines

Support vector machine (SVM) is a non-probabilistic binary linear classifier that 
separates the instances belonging to two classes using a gap which is as wide as 
possible. This gap is defined by a separating hyperplane which is the output of the 
SVM algorithm and categorizes new instances to the class depending on which side 
of the hyperplane these instances fall. SVM can also efficiently perform non-linear 
classification using kernel functions. Some common kernel functions include poly-
nomial, Gaussian radial basis function, and hyperbolic tangent [31]. SVMs are one 
of most widely used methods in cheminformatics and have been used for prediction 
of toxicity [30], classification of kinase inhibitors [22], mutagenic toxicity predic-
tion [32] and prediction of biological activities of small molecules and drug-
repurposing [33].

9.12	 �K-Nearest Neighbours

The k-nearest neighbour algorithm (kNN) is based on the principle that the cate-
gorization of an instance to a particular class depends on the majority of votes of 
its neighbours. For example, to predict the class of an instance, x, the classifier 
will look for k-nearest neighbours of instance x and assign it the class to which 
most of the k-nearest neighbours belong. K-nearest neighbours are selected on 
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the basis of the distance between the test instance and training instances in the 
feature space. Euclidean distance is usually used for this purpose; however, other 
metrics like Jaccard distance could also be used [34]. Many studies have used 
kNN classification algorithm for the prediction of anticancer drugs [35], psycho-
activity of cannabinoid compounds [36], and mutagenicity of chemicals [37] and 
several others.

9.13	 �Applications of Cheminformatics

There is a wide range of applications of cheminformatics starting from storage and 
retrieval of chemical compounds to prediction of their properties, QSAR, virtual 
screening and drug design and various others like textile industry, molecular, mate-
rial and food science and combinatorial organic synthesis [38]. We have discussed 
some of the typical applications of cheminformatics.

9.14	 �Storage and Retrieval of Chemical Compounds

This is the primary application of cheminformatics which involves storing chemical 
compounds information generated through experiments and retrieval of information 
and structures from chemical databases [39]. Table 9.1 provides the list of the data-
bases for the storage of information on chemical compounds.

Table 9.1  Provides the list of the databases for the storage of information on chemical 
compounds

PRIVATE Database Supplier

ACD (Available Chemicals Directory) MDL Information Systems Inc.

ASINEX AsInEx Ltd.

CDD (Collaborative Drug Discovery) Collaborative Drug Discovery, Inc.

ChEMBL European Bioinformatics Institute (EBI)

ChemIDplus U.S. National Library of Medicine, 
National Institutes of Health

ChemSpider Royal Society of Chemistry

CSD (Cambridge Structural Database) Cambridge Crystallographic Data Centre

InterBioScreen InterBioscreen Ltd.

Maybridge Thermo Fisher Scientific Inc.

MedChem Daylight Chemical Information Systems Inc.

NCI96 (National Cancer Institute data) Daylight Chemical Information Systems Inc.

PubChem National Centre of Biotechnology Information

Spresi95 InfoChem GmbH

TSCA93 Daylight Chemical Information Systems Inc.

WDI (World Drug Index) Derwent Publication

ZINC database University of California San Francisco
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9.15	 �Prediction of Properties of Chemical Compounds

One of the most important tasks for chemists is to generate compounds with desir-
able properties. A large number of compounds generated through HTS and CC 
technologies had to be discarded since these compounds did not have drug-like 
properties. This wastage could be minimized if we had a technique to predict physi-
cal, chemical or biological properties of the compounds and synthesize compounds 
with properties which could result in novel drug-like candidates [5].

9.16	 �QSAR

QSAR method involves the prediction of properties of chemical compounds from 
their structures. QSAR models comprise predictors which consist of physiochemi-
cal properties or theoretical molecular descriptors of chemical compounds and pre-
dict the biological activities of the chemicals. The models first establish a relationship 
between structures of chemical compounds and biological activities and based on 
that predict the activities of novel chemical compounds [40].

9.17	 �Virtual Screening

Virtual screening has become one of the important tools for identifying drug-leads. 
The technique involves computational screening of large in silico libraries of com-
pounds to identify compounds with desirable properties such as having activity 
against a biological target and filtering unwanted compounds [41]. Various virtual 
screening methods are applied that include docking if the target structure is known 
[42], similarity approaches if the target structure is unknown but the ligands are 
known [43] and structure–activity relationship approaches if neither the structure of 
the target nor the ligands structure is known [44].

9.18	 �Cheminformatics and Modern Drug Discovery

Recent years have seen large amount of chemical data generated through integration 
of CC and HTS technologies for the purpose of drug discovery. However, this data 
can be effectively utilized only if we have techniques to store, handle, analyse and 
apply it in the drug discovery process. The traditional drug discovery process 
involved identification of disease and drug target followed by synthesis of molecule 
effective against that disease. This molecule would further be investigated for phar-
macodynamics and pharmacokinetic properties and toxicity and then taken up for 
clinical trials. This is a costly and lengthy process with the risk of the lead mole-
cules being failed in the clinical trials leading to wastage of time, money and efforts. 
This highlights the need for the technique which could identify the problematic lead 
compounds and predict the biological activities and ADMET properties of the 
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chemical compounds before the preclinical testing thus reducing the rate of failures 
and speeding up the process of drug discovery and development. Cheminformatics 
is one such technique which plays a major role in identification of drug target and 
lead compounds active against the drug target and prediction of their ADMET prop-
erties. The modern drug discovery process involves four steps: identification of tar-
get and its validation, lead identification, lead optimization followed by preclinical 
trials (Fig. 9.1).

Once the target is identified, the lead compounds with desirable properties active 
against that target could be screened out from the enormous number of diverse 
chemical compounds available through cell-based assay compounds or various 
databases of small molecules owing to the HTS technique. Various cheminformatics 
approaches like machine learning could be used to generate computational models 
which could identify novel drug candidates from lead compounds. Further, the 
selected candidate compounds could be docked to the protein target to find out the 
compounds having affinity towards the target. When the drug-like compounds have 
been identified, these could be taken forward to evaluate ADMET characteristics 
using computational models thus eliminating the undesirable compounds at earlier 
stages of drug development and cutting down the costs and time involved. Various 
other cheminformatics techniques like similarity searching and substructure search-
ing could be applied for the identification of novel scaffolds from large chemical 
compounds repositories.

9.19	 �Tools and Techniques Used in Cheminformatics

Various cheminformatics toolkits that can be used by cheminformaticians for chem-
ical data mining, virtual screening and structure–activity relationship studies have 
been developed. We have listed some of the tools below:

•	 ChemDraw [45] is a Macintosh and Microsoft windows program first developed 
by David A. Evans and Stewart Rubenstein in 1985 and later by the cheminformatics 
company CambridgeSoft. This is a molecular editor tool which, along with 
Chem3D and ChemFinder, is part of the ChemOffice suite of programs.

•	 ChemReader is a fully automated tool that extracts chemical structures informa-
tion from images in research articles and translates that information into standard 
chemical formats that can be searched and analysed [46].

•	 ChemSketch is a molecular modelling program that allows drawing and modifi-
cation of structures of chemical compounds and structural analysis that includes 
understanding of chemical bonds and functional groups [47].

•	 ChemWindow is a program developed by Bio-Rad Laboratories, Inc. that allows 
drawing chemical structures, 3D visualization and database searching.

•	 Chemistry Development Kit (CDK) is a JAVA software for use in bioinfor-
matics and cheminformatics available for Windows, Linux and Macintosh. 
The program allows 2D molecular generation, 3D geometry generation, 
descriptors and fingerprints calculation and supports various chemical struc-
ture formats [48].
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•	 ChemmineR is a R language cheminformatics program for analysing small mol-
ecule drug-like compounds data and enables similarity searching, clustering and 
classification of chemical compounds using a wide range of algorithms [49].

•	 JME molecular editor is a JAVA applet that allows to create and modify chemical 
compounds and reactions and can display molecules within an HTML page [50].

•	 Molecular Operating Environment is a scientific vector language based software 
program the applications of which include structure- and fragment-based design, 
pharmacophore synthesis, protein and molecular modelling and simulations in 
addition to cheminformatics and QSAR.

•	 Open Babel is a software which is used for the interconversion of chemical file 
formats. It also allows substructure searching as well as fingerprints calculation 
[51]. It is available for Windows, Linux and Macintosh.

•	 OpenEye is a drug discovery and design software kit and its areas of application 
include generation of chemical structures, docking, shape comparison, chemin-
formatics and visualization. OpenEye toolkits are available in multiple program-
ming languages that are C++, JAVA and python.

•	 Chemaxon provides various cheminformatics software programs, applications 
and services for drawing structures of chemical compounds and their visualiza-
tion, searching and management of chemical databases, clustering of chemical 
compounds and drug discovery and design.

•	 PubChem is a large repository of chemical compounds and their biological activ-
ities obtained through biological assays. The database is maintained by National 
Centre for Biotechnology Information and is freely accessible [52].

Various other tools such as PowerMV, PaDEL, CDD (Collaborative Drug 
Discovery), RDKit, 3D-e-chem, ADMET Predictor, MedChem Studio, MedChem 
Designer, Mol2Mol, Chimera, VMD, ArgusLab, ChemTK, Premier Biosoft and 
many others are also widely used for cheminformatics applications. Table 9.2 lists 
the companies that provide cheminformatics software and tools.

Table 9.2  Lists the companies that provide cheminformatics software and tools

Accelrys, USA CambridgeSoft, USA

Advanced Chemistry Development, 
Canada

Bioreason, USA

Agilent Technologies, USA Aventis Pharma (France, Germany, USA)

Bayer (Germany, USA) Novartis Pharma, USA

Chemical Diversity Labs, USA Molsoft, USA

Daylight USA ACD/Labs (Advanced Chemistry Development, Inc.)

Golden Helix Inc., USA Schrödinger, USA

ID Business Solutions Ltd., United 
Kingdom

OpenEye Scientific Software, USA

Modgraph Consultants Ltd., United 
Kingdom

Molinspiration, Slovak Republic

Molecular Networks, Germany Eidogen-Sertanty, USA

PharmaDM, Belgium SciTegic, USA

Rosetta Biosoftware MolMine Bioinformatics Software Solutions
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�Conclusion
The large amount of HTS data generated in recent years has triggered the need 
for developed cheminformatics systems. Cheminformatics methods enable us to 
manage and understand increased amount of chemical data, and analyse and 
exploit the results obtained from experiments. In addition to chemical informa-
tion, cheminformatics methods also allow to retrieve information about physical 
properties, spectroscopic data, crystallographic and 3D molecular structures, 
chemical reaction pathways, functional groups, docking and various other 
parameters. Cheminformatics has made the process of drug discovery and devel-
opment very easy and fast. In this chapter, we have discussed about cheminfor-
matics and its various aspects and approaches, traditional drug discovery process 
and role of cheminformatics in modern drug discovery system. Cheminformatics 
has already been successfully integrated into various fields such as chemistry, 
bioinformatics and many more; however, there still is a need for developed and 
advanced cheminformatics systems for solutions to unsolved problems.
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