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Abstract— This paper concentrates on the Bayesian detection

of the neuronal current distributions in the electroencephalog-

raphy (EEG) imaging of the brain activity. In particular, we fo-

cus on a hierarchical maximum a posteriori inversion technique

applicable when the lead field matrix is constructed via the fi-

nite element method. We utilize the linear Whitney (Raviart-

Thomas) basis functions as source currents. In the numerical

experiments, the accuracy was investigated using two spherical

head models. The results obtained suggest that the interpola-

tion of the dipolar source space does not necessarily bring any

advantage for FEM based inverse computations. Furthermore,

the divergence conforming Whitney-type sources were found to

be sufficient for precise and highly focal Bayesian modeling of

dipole-like currents.

Keywords— Hierarchical Bayesian inverse model, Electroen-

cephalography (EEG), Finite Element Method (FEM), Whitney

elements

I. Introduction

The aim of this study is to compare two types of finite el-

ement method (FEM) sources for hierarchical Bayesian [1]

Electroencephalography (EEG) imaging. In reconstructing

the neural activity in the brain, it is crucial that the source

of the impulse can be approximated as focally as possible

[2, 3]. In this study, we show that source reconstruction is

feasible directly using the Whitney (Raviart-Thomas) type

source functions which for an unstructured tetrahedral finite

element mesh have random orientations. The direct approach

is compared to a classical approach in which the sources are

interpolated into a regular Cartesian grid before the inversion

of the measurements.

Finite element method is a versatile simulation method

for discovering numerical solutions of boundary value prob-

lems for partial differential equations [4]. In particular, the

FEM enables creating a volumetric tetrahedral mesh that is

an accurate model of the head geometry regarding its internal

folded surfaces [5] and also the conductivity structure. Ad-

ditionally, the FEM makes it possible to incorporate detailed

3D structures (skull compacta, spongiosa) and the anisotropic

conductivity of the white matter into the EEG forward simu-

lation. [6, 5]. An extensive overview of EEG forward model-

ing with FEM is presented in [3].

In this study, we harness the divergence conforming H(div)

vector basis functions which provide a mathematically rigor-

ous approach to source modeling [2, 7]. Of the several avail-

able options for H(div) finite element basis functions, we use

the linear Whitney (Raviart-Thomas) basis functions which

can be interpreted as dipolar sources with a face intersecting

orientation in the finite element (FE) mesh [8]. Continuing

the recent forward simulation study [2], we here compare

the inversion accuracy obtained (i) directly with the FE mesh

based Whitney sources and (ii) with interpolated Cartesian

source orientations. The case (i) is the most straightforward

approach when vector basis functions with random positions

and orientations corresponding to an unstructured FE mesh

can be used. As regular point lattices are, however, necessary

for the function of numerous inversion methods [9], the case

(ii) is generally used in EEG imaging.

The hierarchical Bayesian approach [10, 11] explored in

this paper allows using both (i) and (ii) type sources and

thus investigating the inverse aspect of the difference between

them. The primary source current density is associated with

a conditionally Gaussian prior the variance of which is as-

sumed to be distributed according to a gamma or inverse

gamma hyperprior. We use the iterative alternating sequen-

tial (IAS) maximum a posteriori estimation algorithm [10] to

find a large set of reconstructions which is analyzed in terms

of box-plots for different eccentricity (relative norm) values.

The distance, orientation and magnitude differences between

the reconstructed sources and analytic dipoles are measured.

II. Materials andMethods

A. Forward Model

The EEG forward problem is to find the electric poten-

tial field u on the surface ∂Ω of the domain (head model) Ω

given a pointwise symmetric and positive definite conductiv-

ity tensor distribution σ and the primary current density ~JP

in Ω. The potential field u can be predicted by solving the

Poisson type equation ∇ · (σ∇u) = ∇ · ~JP in Ω with the ho-

mogeneous Neumann the boundary condition (σ∇u) ·~n = 0
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given on Ω. Multiplying both sides of this equation with the

test function v and integrating it by parts over Ω results in

the the weak form
∫

Ω
∇v · (σ∇u) dV = −

∫

Ω
v(∇ · ~JP) dV, for

all v ∈ H1(Ω). Here H1(Ω) is the Sobolev space consisting

of functions with all first-order partial derivatives square in-

tegrable, i.e., in L2(Ω). The solution u ∈ H1(Ω) for the weak

form is unique up to choosing the zero level of the potential,

if the divergence of the primary current density is a square

integrable. In other words, ifJP ∈H(div)= {~w |∇ · ~w ∈ L2(Ω)}

[2, 12, 4].

We assume that the domain Ω has been subdivided into a

set of unstructured tetrahedral finite elements and that u be-

longs to a subspace S ⊂ H1(Ω]) spanned by finite-element

basis functions. The potential distribution is approximated

via uh =
∑N

i=1 ziψi with piecewise linear nodal basis func-

tions ψ1,ψ2, . . . ,ψN . Similarly, the primary current distribu-

tion can be estimated via ~JP
h
=
∑K

j=1 x j~w j with basis func-

tions ~w1, ~w2, . . . , ~wK ∈ H(div). The corresponding coordinate

vectors z = (z1,z2, ...,zN) and x = (x1, x2, ..., xK) refer to the

solution of the linear system Az = Gx where A ∈ R(N×N),

G ∈ R(N×K), Ai, j =
∫

Ω
∇ψ j · (σ∇ψi) dV and Gi, j =

∫

Ω
ψi(∇ ·

~w j)dV . An electrode voltage vector y can be composed as

y = RA−1Gx = Lx, where R defines a restriction matrix by

picking the potential (voltage) values at the electrode loca-

tions and defining the zero potential level, e.g., as the mean

of the measurements y. If the ℓ-th electrode on ∂Ω is located

at the iℓ-th node, then Rℓ,iℓ = 1− 1/L, and also if ℓ , j, then

Rℓ,i j
= −1/L and finally, Rℓ, j = 0 if there exists no electrode

associated with the j-th node. [2]

B. Mesh-based Dipolar Sources

The primary source current of the neuronal activity is mod-

eled in this study with synthetic dipolar sources. For this

purpose, we utilize divergence conforming Whitney (Raviart-

Thomas) function basis. The dipole moment and the position

of a synthetic dipole can be defined as follows [8, 2]:

~q ~w =
~rP j
−~rPi

‖~rP j
−~rPi
‖

and ~r ~w =
1

2
(~rPi
+~rP j

), (1)

where ~rPi
and ~rP j

are the position vectors of mesh nodes

Pi and P j on the opposite sides of the face determining the

Whitney basis function. The synthetic dipole moment follows

from the definition ~q~w =
∫

Ω
~w dV . The position is defined as

the midpoint of the nodes Pi and P j. A straightforward cal-

culation [8] shows that the entries of the matrix G are of the

form Gψ,~w =
∫

Ω
ψ(∇· ~w)dV = (s{ψ,P j}−s{ψ,Pi})/‖~rP j

−~rPi
‖ for a

given pair ψ, ~w of basis functions with s{ψ,P} = 1, if ψ cor-

responds to node P and s{ψ,P} = 0, otherwise. The synthetic

dipoles are resolved more extensively, e.g., in [8, 2].

C. Interpolation to Cartesian Orientations

In this study, we compare the mesh-based orientations fol-

lowing from Equation (1) to interpolated Cartesian orienta-

tions. We use the position-based optimization [8] which ap-

proximates a given dipole with position ~r and dipole mo-

ment ~p as a superposition of the synthetic dipolar sources,

i.e.,~r ≈
∑M
ℓ=1 cℓ~r ~wℓ and ~p≈

∑M
ℓ=1 cℓ~q ~wℓ . The coefficient vector

c = (c1,c2, . . . ,cM) is found as the solution of the linear sys-

tem minc

∑M
ℓ=1 c2

ℓ
ω2
ℓ

subject to Qc = p, where the param-

eter ωℓ = ‖~r~wℓ −~r‖2 is a weighting coefficient and the columns

of Q are formed by the coordinate vectors q~w1
,q~w2
, . . . ,q~wM

of the synthetic dipole moments, i.e., Q= (q~w1
,q~w2
, . . . ,q~wM

).

The constraint Qc = p guarantees that the orientations of the

interpolated and actual dipole will coincide. For the convex-

ity of
∑M
ℓ=1 c2

ℓ
ω2
ℓ
, the minimizer can be found utilizing the

method of Lagrangian multipliers. In this study, four synthet-

ical sources were utilized for each individual dipole approxi-

mation, matching with those Whitney basis functions associ-

ated with the tetrahedron (element) which contains the given

dipole position.

D. Hierarchical Bayesian Inversion

The hierarchical Bayesian approach [10, 11, 1] refers here

to formulating x as a random variable with the posterior den-

sity of the form π(x,θ | y)post ∝ πhyper(θ)πpr(x | θ)πlh(x | y)

in which πlh(x | y) is a Gaussian likelihood of the measure-

ments, πpr(x | θ) is a conditionally Gaussian prior density, and

πhyper(θ) is the prior of the hyperparameter θ = (θ1, θ2, . . . , θK)

the i-th entry of which determines the prior variance of xi.

Here, the Gamma distribution is determined by the shape and

scaling parameter β and θ0 (initial variance) is used as the

hyperprior. The likelihood follows from the zero-mean Gaus-

sian white noise model with standard deviation ν. The hierar-

chical Bayesian formulation is suitable for this study, in par-

ticular, as it allows finding a focal estimate for x indepen-

dently of the vector basis of the primary current distribution.

The realization, we apply the following iterative alternating

sequential (IAS) algorithm [10]: Hence, the IAS algorithm

can be written as:

1. Set k = 0 and θ(0) = (θ0, θ0, . . . , θ0).

2. Set L(k) = LD
1/2

θ(k)
with Dθ(k) = diag(|θ

(k)

1
|, |θ

(k)

2
|, . . . , |θ

(k)
n |).

3. Find x(k+1) = D
1/2

θ(k)
L(k)T

(L(k)L(k)T
+σ2I)−1y.

4. Set θi =
1
2
θ0
(

η+

√

η2+2x
(k)

i

2
/θ0
)

with η = β− 3/2, i =

1,2, . . . ,K.
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Fig. 1: The orientation (degrees), position (mm) and relative magnitude (unit less) error (left, center and right, respectively) on the common logarithmic scale
(base 10) for both Whitney (Raviart-Thomas, RT) and Cartesian orientations. The case A corresponds to the Stok head model and case to the Ary model. The

box-plot bars show the median, the interval between the maximum and minimum and the interval between upper and lower quartile.

5. Set k = k+ 1 and go back to 2., if k is less than the total

number of iterations defined by the user.

When β = 3/2, the applied inversion strategy can be inter-

preted as a special case of the classical minimum current

estimate (MCE) [13] in which the ℓ1-norm of the current

density is used as a regularizing function in order to pro-

duce a focal reconstruction. Based on the maximum a pos-

teriori estimate, the dipole location and direction of a single

dipole is, in this study, estimated via the weighted averages

~r =
∑K

i=1 |xi|~rwi
/
∑K

i=1 |xi|, and ~q =
∑K

i=1 |xi|~qwi
/
∑K

i=1 |xi|.

E. Numerical Experiments

Two spherical multilayer models, the isotropic Ary [14]

and anisotropic Stok model [15] were used in the numeri-

cal experiments. The first one consists of three layers, the

brain, skull and scalp layer with radii 87, 92 and 100 mm

and conductivities 0.33, 0.0042 and 0.33 S/m, respectively.

The second one includes an additional cerebrospinal fluid

(CSF) layer between the brain and the skull with the radii

and conductivities being 78, 80, 86 and 92 mm and conduc-

tivities 0.33, 1.79, (0.042, 0.0042) and 0.33 S/m from the in-

nermost to the outermost layer. In the Stok model the skull is

anisotropic with the conductivity ratio 10:1 between the tan-

gential and radial directions. The analytical dipole field for

these models was estimated using the Zhang’s method [16].

The dipole estimation accuracy was evaluated for five dif-

ferent eccentricity values, i.e., for five different relative radii

w.r.t. the brain layer: 0.20, 0.40, 0.60, 0.80, and 0.99. For each

of these values, 200 random analytic unit dipoles were gen-

erated. The analytic electric potential was evaluated at 200

equally distributed points on the outermost spherical surface.

The amplitude of the potential was 3.1 and 1.6 µV for the

Ary and Stok model, respectively. Gaussian white noise was

added to the measurements with standard deviation ν = 0.2,

equaling to 6 and 13 % w.r.t. potential amplitude, respec-

tively.

The number of nodes and tetrahedra in the finite element

mesh generated for Ary and Stok consisted of 111161 and

113256 nodes and 617684 and 621952 tetrahedra, result-

ing in a total of 437981 and 440338 Whitney sources in-

side the brain layer, respectively. The interpolated Cartesian

source orientations were generated for an equally spaced 2

mm three-dimensional grid of source positions leading to a

total of 10070451 and 774462 sources, three for each grid

point.

The shape and scaling parameter for the Gamma hyper-

prior were set to be β = 1.5 and θ0 = 0.1, respectively. The

first choice is the smallest possible value and the second one

is the initial guess for the prior variance. The number of IAS

steps was chosen to be five. The inversion accuracy was mea-

sured evaluating the orientation (degrees), position (mm) and

relative magnitude error between the reconstructed and ana-

lytic source.

III. Results

The results are presented in terms of box plots in Figure

1. For both Ary and Stok model, the inversion accuracy ob-

tained with the mesh-based orientations was found to be su-

perior compared to the Cartesian case. Regarding both ori-

entation and position error, the difference between the mesh-

based and interpolated estimates was close to one magnitude

for all eccentricity values analyzed. For the relative magni-

tude the error was considerably smaller. At the eccentricity

of 0.99, the median orientation error for the mesh-based ap-

proach was less than 0.3 degrees and for the Cartesian case it

was over 0.6 degrees. The position error was less than 1 mm

and larger than 6 mm for the mesh-based and Cartesian orien-

tations, respectively. The largest magnitude error median was

around 3 % in both cases.
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 IV. Discussion

In this paper, it was shown via numerical experiments that

a hierarchical Bayesian inversion technique [10, 11] can be

successfully applied to EEG inversion using Whitney type

sources regardless of their orientation. In particular, we an-

alyzed and compared the dipole detection accuracy obtained

(i) directly with the mesh-based basis functions and (ii) with

interpolated Cartesian source orientations. Formally, the most

straightforward inversion estimate is obtained in the case (i),

when interpolation is not used. The case (ii) is necessary for

some inversion routines, e.g., sampling based approaches [9].

Sampling in the context of the present hierarchical Bayesian

inversion is, however, possible in an unstructured mesh [10].

The outcome of the numerical experiments suggests that

the divergence conforming Whitney-type sources are suf-

ficient for precise and highly focal Bayesian modeling of

dipole-like currents. Based on the results, it also seems that

the interpolation of the dipolar source space does not neces-

sarily bring any advantage for FEM based inverse compu-

tations. The significance of the differences between mesh-

based and Cartesian orientation regarding clinical applica-

tion is not obvious, since the magnitude of the errors depends

strongly on the applied mesh resolution and geometry. A fo-

cal interpolation strategy uses a very local and limited set of

basis functions to estimate a given source (here four), and

therefore, the interpolation error does not tend to zero when

the resolution goes up. Focality, on the other hand, is neces-

sary for placing sources in the thin layers of the gray matter

in order to avoid numerical errors [2, 3]. Since the Whitney

basis functions utilize only two mesh nodes per a synthetic

dipole source, they provide the most focal approach for mod-

eling of dipolar sources. Consequently, analysis of the cur-

rent direct mesh-based approach within a realistic geometry

would be an important future study to further validate its sig-

nificance in improving accuracy and focality of the inversion.

V. Conclusions

It was shown that a hierarchical Bayesian EEG inversion

approach can be applied together with Whitney type dipole-

like source currents with mesh-based directions. The non-

interpolated dipolar sources outperformed the interpolated

version in all three aspects explored, i.e., orientation, position

and magnitude error. The present results strengthen the pre-

vious ones obtained for forward modeling [2]. Applying the

non-interpolated inversion approach for a realistic geometry

would be an important future work to validate its significance

in improving accuracy and focality of the reconstructions.
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