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Chapter 1
Introduction

Karl H. Schoenbach

Abstract The effects of intense electrical pulses on cell membranes have been
studied extensively since the second half of the twentieth century, and have found
multiple applications, ranging from bacterial decontamination to medical thera-
pies. The first studies on this effect, named electroporation, rarely extended beyond
microsecond pulse effects on cells. In the past two decades, however, the use of
nanosecond and even shorter pulses gained interest, since electrical circuit models of
biological cells indicated that not only the plasmamembrane, but also the subcellular
structures of mammalian cells could be affected by such extremely short pulses. The
first experimental study published in 2001 confirmed this hypothesis. It was followed
by a large number of publications which showed that such ultrashort, high electric
field, but low electrical energy pulses, affect cell functions, such as programmed cell
death, and a lower intensity, calcium mobilization from intracellular structures. This
chapter, after a short introduction to electroporation, provides an overview of the
progress of basic studies on nano- and picosecond pulse effects on cells, tissues, and
organisms over the past two decades.

1.1 Bioelectrics—The Beginning

Bioelectrical effects and applications cover a wide range of electrical parameters
and the targets of electric fields include biological cells, tissues, and organisms.
Studies on bioelectric effect, or more general bioelectromagnetic effects, range from
exploring the effect of cell phone radiation on cells to their use in bioelectromagnetic
medicine. The readerwho is looking for literature on the various topics in this area can
easily find it on the internet, or even better in the journals of the Bioelectromagnetics
Society (BEMS) and the European Bio-Electromagnetic Association (EBEA). In
this book we will focus on such bioelectric effects in medical applications as they
are observed when intense, short electrical pulses are applied to biological systems.
Starting out with a brief history of pulsed electric field effects on cells, we will
focus on bioelectric effects of nanosecond and shorter pulse with pulse amplitudes
in the range of thousands of Volts per centimeter. But the history of bioelectric effects
begins with much longer pulses. Pulsed electric effects on humans were generated by
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“electric fishes” such as the Mediterranean Torpedo or the Nile Catfish, which have
been recorded and explored for over 2000 years. Electric shocks by such fish were
considered to be helpful in of exorcising spirits (Kellaway 1946). Electroexorcism,
by other means of electric pulse sources, was practiced even up to the twentieth
century (Wickland 1968). A history of these early bioelectric applications, which
were strongly related to theology, can be found in reference (Stilling 2004).

The use of electrical fish shocks in medical applications, such as treatment of
headache, arthritis, and other ailments, already began in the second century AD as
reported by Largus and Dioscorides (Largus 1528; Dioscorides 512). Dawud Al-
Antaki used electrical pulses for the treatment of Epilepsy in the sixteenth century
(Leibowitz 1957). Research on bioelectric effects took off in the late eighteenth and
the nineteenth century after the invention of the Leyden Jar and the voltaic batteries.
It became possible to perform more controlled studies on physiological effects on
humans. Quoting Faraday “Wonderful as are the laws and phenomena of electricity
when made evident to us in inorganic and or dead matter, their interest can bear
scarcely any comparison with that which attaches to the same force when connected
with the nervous system and with life.” In the nineteenth century and early twentieth
century, the studies on intense electrical pulse effect focused on the response of
humans to electrical stimulation, whereas the second half of the twentieth century
brought us into an area of increasing interest on electrical effects on biological cells.

1.2 How Electrical Pulses Affect the Membrane Potentials
of Cells

The effects of intense electrical pulses on mammalian cells has been a topic of
research since the 1950s (Staempfli 1958). “Intense” means that the amplitude of the
electric field is such that it causes temporary or permanent changes in the structure
of cell membranes or even affects the structure of proteins. That the membranes,
particularly the outer membrane or plasma membrane was mainly affected by such
intense pulses can be understood by considering the electrical properties of cells.

A cross-section of a generalized mammalian cell is shown in Fig. 1.1. The cell
is surrounded by an about 5 nm thick plasma membrane (Fig. 1.2) which consists
of a lipid bilayer with embedded proteins. From the electrical point of view, the
plasma membrane can be considered a high resistance layer with a resistivity of
107 �cm. Because of its large resistivity compared to that of the cytoplasm, which
is approximately 100 �cm, it is often considered a perfect dielectric. It capaci-
tance is rather large due to its small thickness. It has been measured as approxi-
mately 1 μF/cm2. When a monopolar voltage pulse is applied across such a cell, the
membrane is charged as schematically shown in Fig. 1.3, where only the contours of
the plasma membrane and of some membranes across intracellular structures, such
as the nucleus, are shown.



1.2 How Electrical Pulses Affect the Membrane Potentials of Cells 3

Fig. 1.1 Cross-section of a generalized mammalian cell

Fig. 1.2 Cross-section and top view of a generalized plasma membrane

The charging time constant of the plasma membrane is for spherical cells at a
volume fraction, V, in a suspension given as (Cole 1937):

τom =
[
1 + 2V

1 − V

ρ1

2
+ ρ2

]
CmD (1.1)

where ρc is the resistivity of the cytoplasm and ρm, that of the medium. C is the
plasmamembrane capacitance and D is the cell diameter. The charging time constant
is the time required to charge the membrane to (1 − 1/e) which is approximately
63% of its final voltage value when a step pulse is applied. With a cell diameter of
10 μm, typical for many mammalian cells, such as HL60, a membrane capacitance
of 1 μF/cm2, and a resistivity of the cytoplasm of 100 �cm, a medium resistivity
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Fig. 1.3 Cross-section of the generalized mammalian cell, as shown in Fig. 1.1, but emphasizing
the plasma membrane and selected subcellular membranes. It demonstrates the direction of the ion
current density, J, inside the cell, and the corresponding charging of the plasma membrane, when
an electric field, E, is applied. For pulsed electric fields with rise-time and duration long compared
to the plasma membrane charging time constant, the electric field has only a very minor charging
effect on the subcellular membranes

the same as that of the cytoplasm, and volume fractions very small compared to
1, the membrane charging time constant is 75 ns. Since most early studies were
done with pulse durations large compared to microseconds, and generally with pulse
risetimes far above the charging time constant for the plasmamembrane, the charging
of the membrane occurred much longer than the charging time constant, and did not
require high current density levels. This “slow” charging had only minor effects on
the membranes of subcellular structures—the electric field inside which is related to
the current density by Ohm’s law was not sufficient to cause considerable charging
of the membranes of the subcellular structure.

However, charging of the plasma membrane at low applied electric fields may
even strongly affect the membrane structure. With the membrane fully charged, the
membrane voltage is given as:

Vm = f E a cosδ (1.2)

where f is a constant, which for spherical cells is 1.5, E is the applied electric field
(if the cell is positioned in a medium between two plates, the average electric field
is the applied voltage divided by the plate distance), and δ is the angle with respect
to the direction of the electric field (cosδ is ± 1 at the poles of the cell). Even for
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a low electric field of 100 V/cm, the induced voltage across the membrane at the
poles of a cell with a 10 μm diameter is about 50 mV above the resting potential.
Considering the extremely small thickness of the membrane (5 nm), this increase in
voltage corresponds to an increase in the average electric field in the membrane by
105 V/cm. Likewise, an electric field of 1 kV/cm causes the membrane electric field
to reach a value of 1 MV/cm. At electric fields on that level, instant modifications of
the cell membrane structure can be expected.

1.3 Electroporation—“Electrical Breakdown”
of the Plasma Membrane

First systematic studies on the effects of pulsed electric fields of the magnitude
(1 MV/cm) revealed permeability changes in the membrane of such a magnitude
that it caused the release of cellular components, such as calcium ions, and cate-
cholamines, and chromogranine proteins from isolated chromaffin granules of bovine
adrenal medullae (Neumann and Rosenheck 1972). Later studies demonstrated the
uptake of macro molecules, such as DNA, through the electro-permeated membrane
(Neumann et al. 1982; Wong and Neumann 1982).

The electrically induced permeability of the membrane is consistent with the
results of the membrane conductance measurements. The rapid increase in conduc-
tance during the application of intense electrical pulses led some authors of the first
papers on this topic to name this effect “electrical breakdown”, because of its simi-
larity to the electric breakdown of dielectric layers (Benz and Zimmermann 1980a).
Measurements of the changes in the electrical characteristics of lipid bilayers were
initially performed using a pulse charge method (Benz and Zimmermann 1980b). In
this method, a lipid bilayer membrane, which has a capacitance Cm, is charged to a
voltage Vm by injecting a charge Q. Vm is given as:

Vm = Q/Cm (1.3)

By varying both, the injected charge at identical length, and the pulse lengths
at identical charge the breakdown voltage for lipid bilayer membranes could be
obtained. It was found that it is not a constant, but dependent on the time it took reach
the breakdown voltage. In the following we will use the expression “pulse duration”
for this time. The results of these measurements on lipid bilayer membranes made
from oxidized cholesterol/n-decane at temperatures of 25 and 40 °C are shown in
Fig. 1.4. They show that the membrane breakdown voltage is approximately 0.5 V
at pulse durations in the range from 10 to 1 μs for a temperature of 40 °C. For
shorter duration it increases to values of 1 V (Fig. 1.4, left). For lower temperatures,
25 °C, the breakdown voltage is higher. It reaches 1.2 V for submicrosecond pulses
(Fig. 1.4, right).
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Fig. 1.4 The breakdown voltage, Vc (in Volts), of lipid bilayer membranes is dependent on the
charging time, t, (in microseconds) at a temperature of 25 °C (left), and 40 °C (left) (Benz and
Zimmermann 1980a)

Although the reduced membrane conductivity and the uptake and/or release of
macromolecules through the permeated cell can be described in general terms by
homogeneous changes in the structure of the membrane, it was held that the increase
in membrane conductance corresponds to the formation of local openings in the
membrane, i.e., electro-pores (Kinosita andTsong 1977). The permeabilization of the
plasma membrane by applying high voltage pulses has therefore been named “elec-
troporation”, short for electric pore formation (Neumann et al. 1982). For pulses at
high electric fields and/or long pulse application, these pores can grow to such a large
size so that they lead to cell death, a process called “irreversible electroporation”.
For the electric field/ pulse duration combination below that required for cell death,
the pores are transient, a process called “reversible electroporation”. The temporal
development of such pores was considered to occur in two stages (Weaver et al.
1984; Glaser et al. 1988). The initial state of the pores was described as short-living
hydrophobic pores, water-filled defects, with a radius of 0.3–0.5 nm.With increasing
time the hydrophobic pores change into long-living hydrophilic pores with diameters
of 0.6 to more than 1 nm by the reorientation of the lipid molecules (Fig. 1.5).

The studies with electric fields of 100 s of V/cm for millisecond pulses to kV/cm
formicrosecond pulses led to a host of novelmedical and environmental applications,

hydrophobic pore

c

hydrophilic pore

Fig. 1.5 Schematics of the lipid bilayer arrangement of a hydrophobic (left) and hydrophilic pore
(right)
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as well as applications in food and biomaterials processing. In medical applications,
cancer treatment emerged as the major application. It included electrochemotherapy
where drugs are inserted through the permeabilized membrane (Okino and Mohri
1987; Mir et al. 1991; Sersa et al. 1995; Heller et al. 1997; Frandsen et al. 2012) and
gene therapy where DNA plasmid is delivered into the cell (Titomirov et al. 1991;
Heller et al. 1996; Daud et al. 2008). Whereas these methods are based on reversible
electroporation, in which the pores reseal after some time, irreversible electropora-
tion, where microsecond pulses are used to eliminate tumor cells by inhibiting pore
closure, has added to the electrical methods in cancer treatment (Davalos et al. 2005;
Jiang et al. 2015).

Another area which also relies on irreversible electroporation is food processing,
which deals with plant cells and microbes rather than mammalian cells. The use
of pulsed electric fields for liquid food preservation through microbial killing and
to extract intracellular components has been demonstrated successfully in juice
extraction from grapes, sugar beets, and other plants (Frey et al. 2017).

In order to determine the magnitude of an applied pulsed electric fields required
to achieve electroporation, a cell can be modeled as a spherical conducting body
surrounded by a thin layer of insulating material and immersed in a conducting
medium (Fig. 1.1). Applying a step function electric field, E, to the cell, the voltage
across the cell membrane, Vcm, increases with time, t, as

Vom(t) = f E
D

2
cosθ(1 − exp(−t/τom)) (1.4)

For electroporation to occur for a given pulse duration, τ, the electric field at the
poles of the cell (θ = 0 or π), Ecr, must reach the critical value, Vcr:

Ecr = Vcr

fD2 (1 − exp(−τ/τom))
(1.5)

Figure 1.6 shows the normalized critical field for electroporation depending on
the pulse duration, τ. With an assumed critical voltage for electroporation of 1 V,
consistentwithmeasured values at pulse durations shorter than 100 ns at temperatures
of 20 0C (Fig. 1.4a), the electric field required for electroporation at a pulse duration
of 75 ns (τ/τc = 1) is approximately 3 kV/cm. It increases almost linearly with
reduced pulse duration. For 7.7 ns pulses it would reach 30 kV/cm, and for 750 ps
pulses about 300 kV/cm.

This simple calculation of the critical electric fields does not take into account
the increasing critical membrane voltage (Vcr) with shorter pulses. This is obvious
from the membrane breakdown voltage measurement results shown in Fig. 1.4. A
stochasticmodel for electric field-inducedmembrane pores shows a similar tendency.
As shown in Fig. 1.7, the transmembrane voltage V, required to generate pores with
a lower limit size for the conduction of alkali metal ions, increases with reduced
average time interval (Sugar and Neumann 1984). A comparison of theoretical data
with experimental show a reasonable fit. Interestingly, for pulses with “durations” as
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Fig. 1.6 Using Eq. 1.5, the normalized critical electric field, ED/2Vcr, for the onset of electro-
poration is plotted versus the normalized pulse duration τ/τc,. In this graph it is assumed that the
critical voltage, Vcr, is independent of the pulse duration. The normalized critical field approaches
a constant value for pulses longer than τc, and increases linearly for pulse durations shorter than τc.
Taking the results of measurements of the breakdown of liquid bilayer membranes (Fig. 1.4) into
account will result in a more than linear increase in critical voltage for pulse durations less than τc,.
The effect of Joule heating caused by the electrical pulse sets the range of nonthermal effects. In
this example, assuming that the upper limit of temperature increase is 1 K, the shaded area between
the two curves depicts the operational range of E and τ

Fig. 1.7 The normalized interval �t of building up of the lower limit pore size for the conduction
of alkali metal ions, as a function of the transmembrane voltage, V, at two threshold pore sizes
(solid curve and dashed curve). For a given scaling factor the ordinate on the right-hand side marks
the absolute time scale of �t (Sugar and Neumann 1984). The dots show the experimental data of
Benz and Zimmermann as depicted in Fig. 1.4
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short as 10–4 μs (100 ps), there is a sharp increase in breakdown voltage. The critical
membrane voltage also depends on the temperature (Fig. 1.4). For temperatures
of 40 °C, it increases from 1 to 1.2 V. It is reasonable to assume that for lower
temperatures, e.g. 25 °C, the voltage for subnanosecond pulses increases by about
the same factor, from 1.2 (Fig. 1.4b) to ~ 1.5 V.

The electrical pulse for electroporation causes an increase in temperature, �T,
which depends on E and τ, the conductivity, σ, of the cell suspension, the density, ρ,
and the specific heat, c, of the suspension:

�T = σE2τ/ρc (1.6)

Using the same cell parameters which lead to a charging time constant of 75 ns,
and assuming amedium density of 1 g/cm3, a specific heat capacity of 1 cal/g °K, and
a conductivity of 10 mS/cm, typical for many in vitro studies in cuvettes, an increase
in temperature by 1 °K is dependent on electric field and pulse duration (Fig. 1.6). In
order to limit the temperature increase to values below1 °K, the electric field andpulse
duration should always be kept below the temperature curve in Fig. 1.6. That criterion
determines a crescent shaped area, shown in Fig. 1.6 as shaded area between the two
curves, where “nonthermal” electroporation can be performed. As the nonthermal
range of electroporation will depend on the type of studies performed, the diagram
only serves to show tendencies. One of them is the narrowing of the operational E
and τ range for shorter pulses. It indicates that for nanosecond pulses and shorter,
care needs to be taken to avoid thermal processes due to Joule heating.

That for nanosecond pulses the “breakdown voltage” exceeds 1 V is generally
in agreement with the results of optical measurements which were performed on
living cells, rather than planar lipid bilayers. The change in the membrane potential
of Jurkat cells was studied for pulses with a duration of 60 ns (Frey et al. 2006). The
membranes were stained with a fast voltage-sensitive dye, ANNINE-6, which has a
subnanosecond voltage response time. A temporal resolution of 5 ns was achieved by
the excitation of this dye with a tunable laser pulse, synchronized with the applied
electric field to record images at times before, during, and after exposure. When
exposing the Jurkat cells to a pulse, the voltage across the membrane at the anodic
pole of the cell reached values of 1.6 V after 15 ns as shown in Fig. 1.8. Voltages
across the membrane on the side facing the cathode reached values of only 0.6 V in
the same time period, indicating a strong asymmetry in conduction mechanisms in
the membranes of the two opposite cell hemispheres.

1.4 From Classical Electroporation Towards Nanoporation

It is obvious from these relative simple calculations of the electric field dependence
on the pulse duration as shown in Fig. 1.6 that reducing the pulse duration to values
on the order of and less than the charging time constant of the plasma membrane
requires pulses with drastically increased electric field amplitudes. In order to reach
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Fig. 1.8 Temporal development of the membrane voltage at the cathodic and anodic pole. The data
represent the mean membrane voltages ± SE in three to five experiments. The shaded area depicts
the time when the electric field was applied (Frey et al. 2006)

the threshold for electroporation pulses with durations in the single nanosecond
regime require amplitudes of ten to hundred kV/cm. This was obviously at least
one of the reasons that initial studies focused on the modifications of the plasma
membrane with monopolar electrical pulses of tens of microseconds and longer
duration, for which much lower fields were needed. An exception were studies by
Benz and Zimmermann, where already in the late 1970s and early 1980s, studies
of electroporation were performed with pulses as short as 10 ns. However, rather
than mammalian cells, these studies focused on electrical breakdown (Benz and
Zimmermann 1980a, b) and membrane recovery (Benz and Zimmermann 1981) of
artificial bilayer membranes, and of membranes of giant algal cells. The studies
resulted in important information on the temporal development of pore opening and
pore closure in bilayer structures. However, due to the limited voltage of the pulse
generators available at that time, the effects on intracellular structures in the temporal
range of biological cells couldn’t be explored.

Pulse power technology was the enabling technology which allowed us to study
the effect of nanosecond and shorter pulses on biological cells and tissues. Pulse
power technology deals with the physics and applications of high voltage pulse
generators, which were originally developed for military applications. The concept
of such pulse generators was increasingly applied to bioelectric studies in the 1990s
(Schoenbach et al. 1997a). Most of these nanosecond pulse generators which were
used for biological studies are so-called line-type pulse generators (Kolb et al. 2006).
They allow us to generate square wave electrical pulses with voltages in the tens of
kV range and pulse durations as short as single digit nanoseconds. The concept of
such pulse generators is based on the use of transmission lines, such as coaxial cables
or strip-lines, consisting of two parallel conductors separated by a dielectric layer.
Such lossless transmission lines can be considered as a series of capacitors, C′, and
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Fig. 1.9 Schematics of a line-type pulse generator. By closing a switch with a closing time of
much less than the pulse length, a square wave pulse with duration of twice the travelling time
of the electromagnetic wave, which is equal to the length of the transmission line divided by the
propagation velocity of the electromagnetic wave along the line, and an amplitude of half the applied
voltage is generated across the load for a matched load (RL = Z0)

inductors, L′, per length, with an impedance, Z0, given as (L′/C′)1/2. The impedance
for cables is usually about 50 �. With strip-lines, impedances in the 10 � range and
less can be obtained.

In the most basic circuit of a high power monopolar pulse generator, the trans-
mission line is charged to the desired voltage, and then discharged into the load, RL,
by means of a fast closing switch (Fig. 1.9). The closure time of the switch is small
compare to the pulse duration, causing the generation of a square wave pulse across
a matched load—that means a load which has a resistance equal the transmission
line impedance. The duration is twice the time it takes for the pulse to finish a round
trip of the transmission line. For a coaxial cable with the relative permittivity of the
dielectric material between the two coaxial conductors being about 2, a length of
one meter produces a pulse with a duration of 10 ns. Shortening or increasing the
cable length allows to change the pulse duration. The voltage across the load for this
circuit is half the applied voltage.

It needs to be mentioned that by modifying the circuit shown in Fig. 1.9 into a
“Blumlein” circuit it is possible to generate ultrashort electrical pulse of the same
amplitude as the applied voltage, rather than only half of the applied voltage (Kolb
et al. 2006). For most of the bioelectric studies, such Blumlein pulse generators,
which are described in more detail in Chap. 16, have been used. An example of a
10 ns, 35 kV pulse generated by a Blumlein pulse generator with an impedance of
10 � is shown in Fig. 1.10. Although the electrical energy of the pulse deposited in
a 10 � load is just about 1.2 J, the electrical power is 120 Million Watts.

Efforts to explore the bioelectric effects of such ultrashort pulses, defined as
pulses with submicrosecond duration, began in the mid-1990s, not initially through
basic studies on their effect on cells, but as a means for more efficient bacterial
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Fig. 1.10 A 10 ns, 35 kV
pulse, generated by means of
a 10 � transmission line
Blumlein type pulse
generator

decontamination and to prevent biofouling (Schoenbach et al. 1997a, Ghazala and
Schoenbach 2000). Shortly after the initial studies on the effect of ultrashort pulses
on aquatic nuisance species, firstmeasurements on the effect of nanosecond pulses on
cancer cellswere performed and compared to those obtainedwithmicrosecondpulses
(Schoenbach et al. 1997b). Shorter pulses (50 ns) caused damage to the nucleus, but
did not seem to affect the outer membrane. On the other hand 5μs long pulses didn’t
seem to affect the nucleus, but did not seem to cause damage to the outer membrane.

The explanation for the observed intracellular effects with nanosecond pulses
was based on the following considerations: When a step function electrical pulse
is applied to a cell, the temporal increase in the voltage across the outer membrane
is determined by the charging time constant of this membrane. For mammalian
cells, typical values for this time constant are in the submicrosecond range. When
a high-voltage pulse with a rise-time short compared to the charging time constant
is applied to the cell, charging the plasma membrane requires a large ionic current
density during the initial phase of the pulse, and, according to Ohm’s law, a large
electric field inside the cell. For the initial nanoseconds, or tens of nanoseconds, this
internal electric field can reach values which are comparable to the applied electric
field. Provided that the applied electric field is large enough, the internal electric field
can cause electroporative effects on organelle membranes. This led to the conclusion
that subcellular, membrane-bound structures may be affected if the pulse duration
is reduced to values on the order of and less than the charging time constant of
the plasma membrane. This case is consistent with the well-known fact that cell
membranes become transparent for high frequencies, in the MHz range (Foster and
Schwan 1996), as can be shown through a Fourier analysis of ultrashort pulses.

These considerations indicate that it should be possible to reach electric fields
inside the cell which are of sufficient magnitude to cause portion of subcellular
membranes., The use of an electrical equivalent circuit for cells with a substructure,
first presented in a paper in 1997 (Schoenbach et al. 1997b), allowed us to obtainmore
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Fig. 1.11 The computed temporal development of the voltage across the surfacemembrane (dashed
blue line for the 6 μs pulse, solid blue line for the 60 ns pulse), and the voltage across a double
intracellular structuremembrane (dashed red line for the 6μs pulse, solid red line for the 60 ns pulse).
The applied trapezoidal voltage pulse is solid black line. The abscissa has two different time scales.
For the 60 ns pulse the scale is given in units of 10–8 s, for the 6μs pulse it is given in units of 10–6 s.
With the application of a 60 ns pulse, voltages across both surface and intracellular membrane are of
the samemagnitude.With longer (6μs) electric field application, the voltage across the intracellular
membrane is almost negligible, while the voltage across the surface membrane approximates the
magnitude of the applied electrical pulse itself (Schoenbach et al. 2001)

quantitative information on the required pulse parameters for intracellular electroma-
nipulation (Schoenbach et al. 2001). In such a model, with the equivalent circuit of
a cell shown in Fig. 1.1, the plasma membrane and intracellular membranes—in this
case the nuclearmembrane—are represented by capacitors, and the cytoplasm, nucle-
oplasm andmedium, by resistors. The voltages across themembraneswere compared
for the case of a trapezoidal 6 μs pulse, with that of a 60 ns pulse (Fig. 1.11). For
the 6 μs pulse (dashed blue line), the voltage across the plasma membrane closely
follows the applied pulse voltage (solid black line). The voltage across the nuclear
membrane (dashed red line) shows a small positive value during the rise of the 6 μs
pulse and a small negative voltage during the fall time. For the 60 ns pulse the ampli-
tudes of the voltages across plasmamembrane and nuclearmembrane are on the same
order of magnitude. However, the voltage across the plasma membrane increases up
to the end of the pulse, and then decays exponentially, whereas the voltage across the
nuclear membrane exceeds that of the plasmamembrane for a short time, then decays
before the end of the pulse, and turns briefly negative after the pulse. It needs to be
noted that in this cell model, the capacitance of the nuclear membrane was set to half
of the value because two lipid bilayer membranes comprise the nuclear envelope.
That explains why the voltage across the nuclear membrane for short pulses exceeds
that of the plasma membrane.

Reducing the pulse duration into the hundred-nanosecond range—which implies
a sub-hundred nanosecond rise-time—and increasing the pulse amplitude to values
which allow us to raise the voltage across subcellular membranes to values



14 1 Introduction

Fig. 1.12 Images of eosinophils under a microscope before (left) and after (right) the application
of five 60 ns pulses with electric fields of 60 kV/cm. The photograph on the right shows that inner
structures have been opened and taken up dyes—shown as sparklers (Schoenbach et al. 2001)

comparable to those required for electroporation of the plasma membrane, was
expected to cause substantial subcellular effects (Schoenbach et al. 1997b, 1999).
Modeling and experimental results showed this “intracellular electromanipulation”
requires nanosecond pulses to generate electric field in the cells ranging from
kV/cm to hundreds of kV/cm. This is orders of magnitude higher than needed for
electroporation with millisecond pulses (Schoenbach et al. 2002, 2004, 2007).

The first experimental study that proved the hypothesis that nanosecond pulses
affect intracellular structures was performed in 2000 and published in 2001 in the
Bioelectromagnetics Journal (Schoenbach et al. 2001). Human eosinophils were
loaded with calcein-AM (calcein-acetoxymethylester), an anionic fluorochrome that
enters cells freely and becomes trapped in the cytoplasm by an intact cell surface
membrane following removal of the AM group. The eosinophil granules stay unla-
beled because the cytosolic calcein is impermeant to the granular membranes. When
60-ns pulses with an electric field amplitude of 60 kV/cm were applied to the
eosinophils suspended in Hanks Balanced Salt Solution, granules, which were dark
before pulsing, began to fluoresce brightly (Fig. 1.12). This was a strong evidence
for the breaching of the granule membranes and ionic binding of free calcein from
the cytosol to the cationic granule components. On the other hand, the retention of
the cytoplasmic calcein staining seemed to indicate that the plasma membrane was
not electroporated.

That the plasma membrane was not electroporated by nanosecond pulses seemed
to be confirmed by studies on COS-7 cells where it was shown that endocytosed
vacuoleswere permeabilizedwith 100, 50 ns, 7.5 kV/cmpulses applied at a repetition
rate of 20 Hz (Tekle et al. 2005). The permeabilization of the inner vacuoles occurred
without a detectable permeabilization of the outer membrane.

However, in a later study on the permeabilization of endocytic vesicles in B16 F1
mouse melanoma cells, where the effect of one to twenty, 60 ns, 50 kV/cm pulses,
applied with a repetition rate of 1 kHz, was explored, different results were obtained.
It was found that permeabilization of both the vesicles, but also permeabilization of
the plasma membrane occurred (Napotnik et al. 2010). That the plasma membrane
is also affected by nanosecond pulses had earlier been confirmed by studies based
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on differential uptake of fluorescent markers (Pakhomov et al. 2007) and using patch
clamp (Pakhomov et al. 2009). With nanosecond pulse application, small pores,
so-called nanopores, are formed in the plasma membrane. They have diameters of
less than 1.5 nm, too small to allow transfer of calcein through the membrane. The
concept of nanoporation, or supra electroporation, or the creation of high density
“nanopores” in the plasma membrane through application of nanosecond pulses had
been introduced by the Joshi group (Hu et al. 2005a) and by the Weaver group
(Gowrishankar et al. 2006; Vasilkoski et al. 2006), respectively.

Following the 2001 publication on intracellular electromanipulation, numerous
in-depth studies on this topic were performed in cooperation with scientists at the
Eastern Virginia Medical School. Most of the studies were done at the then new
Center for Bioelectrics (now: Frank Reidy Research Center for Bioelectrics), estab-
lished in 2002 by Old Dominion University. One of those studies provided further
proof that nanosecond pulses affect intracellular structures of cells, without neces-
sarily electroporating the plasma membrane in the same way as millisecond and
microsecond pulses (Chen et al. 2004). The change in the integrity of the plasma
membrane and the nucleus of HL-60 cells induced by 10 and 60 ns long pulses of
about the same energy were recorded by fluorescence changes with propidium iodide
(PI) and acridine orange (AO) using confocal microscopy. A single 10 ns pulse at an
amplitude of 65 kV/cm didn’t cause PI uptake over the time of observation (30 min)
whereas the nucleus in the AO stained HL-60 cell became irregularly shaped with
decreasing fluorescence over time. The observed diffusion of the DNA stained by
acridine orange to the cytoplasmafter nanosecond pulse application suggests changes
in the nuclear membrane integrity.

1.5 Modeling Intracellular Electroporation

Numerical modeling of the effects of ultrashort pulses on cells provide a much
more accurate description of membrane electroporation effects of both the plasma
membrane and subcellular membranes compared to the simple equivalent circuit
models. A detailed discussion of bioelectric modeling methods and results can be
found in Chaps. 3, 4, 6, and 10. This section serves only as a brief introduction into
the efforts to describe and understand bioelectric effects through modeling.

Several “active” cell models have been developed by Joshi’s group at Old
Dominion University and Weaver’s group at the Massachusetts Institute of Tech-
nology. Weaver’s group has used a lattice model (Gowrishankar and Weaver 2003).
The results of such a model are shown in Fig. 1.13 where the equipotential lines at
and inside a spherical cell, exposed to a 60 ns pulse are compared to that of a 100 μs
pulse. It clearly shows that for nanosecond pulses the electric field reaches into
the cell interior and electroporates both the plasma membrane as well as subcellular
membranes, whereas for the 100μs pulse the subcellular membranes are not electro-
porated (Gowrishankar et al. 2006). Joshi et al. have used a distributed circuit model
with current continuity, and a coupled Smoluchowski equation for pore development



16 1 Introduction

Fig. 1.13 The effect of a 60 ns pulse with an electric field amplitude of 60 kV/cm (top) and
that with a 100 μs long pulse with 1.1 kV/cm field amplitude (bottom) on a 10 μm radius cell.
The cell model includes representations for the plasma membrane, the nuclear membrane, the
endoplasmic reticulummembrane, and three mitochondria with inner and outer membranes. Shown
is the equipotential distribution close to the end of the two pulses, at 55 ns for the 60 ns pulse, and at
98 μs for the 100 μs pulse (left). The electroporated sites are shown in white (right) (Gowrishankar
et al. 2006)

(Joshi et al. 2004). The model, which provided information on the temporary devel-
opment of themembrane potentials of plasmamembrane and subcellularmembranes,
also yields time dependent distributions of the membrane pore population.

The distributed parameter cell models, which allowed us to obtain information on
the spatial distribution and temporal development of electropores for single cells and
assemblies of cells, does not provide information on the development of single pores.
This gap in knowledge can be closed in part by using molecular dynamics simula-
tions. They provide the most basic and fundamental approaches for the modeling of
effects of electric fields on cell membranes by computing the interaction of charged
subgroups which characterize the structure of biological membranes with applied
electric fields (Tieleman et al. 2003). Because it is computationally intensive, the
method is restricted to the modeling of small patches of the membrane for limited
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pulse durations. This works well for nanosecond pulses. First molecular dynamics
studies focusing on the development of nanopores have been performed by the group
of Joshi (Hu et al. 2005a, b) and by the group of Vernier (Vernier et al. 2006). A
discussion of the modeling procedures and results would be beyond the scope of this
manuscript. However, the reader can find more information on molecular dynamics
simulations of pore formation in membranes in chapters of the book on “Advanced
Electroporation Techniques in Biology and Medicine” (Vernier 2010; Tarek and
Delemotte 2010), and in references (Bennett et al. 2014; Son et al. 2014; Rems et al.
2016).

Whereas the modeling studies were able to shed light on the physical effects
of nanosecond pulses on the cell membranes, a number of important subsequent
physical and biological effects have been explored using numerous experimental
techniques. Some of these effects turned out to be significant for their potential use
in novel medical therapies.

1.6 Intracellular Electromanipulation/Biological Studies

In the years following the first studies on intracellular electroporation, or “intracel-
lular electromanipulation”, as it was named in the early publications (Schoenbach
et al. 2001; Beebe et al. 2002), efforts were made to explore the physical processes
in the cells caused by nanosecond pulses. Comparisons of the effects of microsecond
pulses with nanosecond pulse effects showed a relatively long delay in uptake of
PI in Jurkat cells for the nanosecond pulses compared to microsecond pulses (Deng
et al. 2003). For pulses of approximately the same energy, pulses with a duration
of 10 μs were found to cause immediate uptake of PI, whereas for 60 ns pulses the
median delay time for PI uptake was 15min. This indicated that the permeabilization
of the plasma membrane with nanosecond pulses is likely determined by biological
processes, whereas for microsecond pulses (and longer pulses) it seems to be an
instant physical effect.

Another striking difference between the effects of nanosecondversusmicrosecond
pulseswas that for long pulses the location of the uptake showed anodic preference, as
expected for long duration pulses (Gabriel andTeissie 1997),whereas for nanosecond
pulses the loss ofmembrane integritywas not found to have any discernable electrode
preference. In a follow-up study, under similar conditions as described above (Deng
et al. 2003), these resultswere not only confirmed, but itwas also found that increasing
the pulse duration had a profound effect on the swelling of cells (Buescher and
Schoenbach 2003). For long pulses cellular swelling was observed, whereas for
short, 60 ns pulses, no swelling was seen. All these results—delayed PI uptake, lack
of anodic preference, absence of cellular swelling for nanosecond pulses—indicated
that such nanosecond pulse effects are due to intracellular effects rather than direct
effects on the plasma membrane.

An important feature of nsPEF effects on cells is its specificity. That means that
different cell types are differently affected by nsPEF. The changes in the membrane



18 1 Introduction

potential, using DiOC5(3), a slow-response membrane potential sensitive dye, and
the uptake of PI were studied for various types of cells after applying one to
five, 60 and 300 ns pulses at electric field intensities between 15 and 60 kV/cm
(Hair et al. 2003). The cell types included Jurkat cells, polymorphonuclear leuko-
cytes, fresh and aged human mononuclear cells, human trunk skin cells, and human
macrophages in various mixtures of two different cell types. The studies showed
different responses for the different cell types in the PI uptake characteristics and
the effects on the membrane potential, but they were expressed mainly at the lowest
pulse numbers. With increasing pulse numbers, the heterogeneous nsPEF effects on
cells tend to become homogeneous, suggesting that cumulative effects will occur
with an increased pulse number. Interestingly, the nsPEF effects on cells for low
pulse numbers were found to be independent of cell size. This is quite different from
the plasma membrane electroporation-effects of multi-microsecond and millisecond
pulses, which have been used to discriminate between cells of different sizes (Eppich
et al. 2000).

Early research showed that the application of nanosecond pulses at high electric
fields causes cell death. It was Stephen Beebe with his team at Eastern Virginia
Medical School, in cooperation with researchers at Old Dominion University, who
explored nanosecond induced cell death thoroughly and published a number of highly
cited papers on this topic (Beebe et al. 2002, 2003a, b, 2004). The observation
that cells which were exposed to nanosecond electrical pulses with pulse parame-
ters above certain duration, amplitude, and pulse number underwent apoptosis was
an exciting discovery. Apoptosis is a regulated cell death characterized by nuclear
condensation, cell shrinkage, membrane blebbing, and DNA fragmentation. It is
not an instant cell death but occurs over hours if initiated by UV light or by toxic
chemicals. It is nature’s primary means of getting rid of cells no longer needed.

Using nanosecond pulses it was shown to be possible to control the progression
of apoptosis by the choice of nanosecond pulse parameters. Caspases, a family of
cysteine proteases, are the central regulators of apoptosis. Higher electric fields cause
faster progression. Figure 1.14 shows the increase in the number of Jurkat cells which
are undergoing caspase activation after a single 300 ns. In this case caspase activity

Fig. 1.14 Caspase Activation in Jurkat Cells after a 300 ns, 60 kV/cm pulse (Courtesy of S.
Buescher, EVMS)
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is induced on a time scale of minutes, but can be longer at lower electric fields. Once
caspases are activated, cell death ensues relatively rapidly.

Since the first report (Beebe et al. 2002), and studies by the group at USC that
focused on phosphadityl-serine externalization as an indicator of apoptotic cells
(Vernier et al. 2003a), more than forty in vitro studies focusing on apoptosis induc-
tion by nanosecond puled electric fields have been published before February 2016
(Napotnik et al. 2016). The results of these studies indicate that nanosecond pulsed
electric fields act differently on apoptotic pathways in different cells. In those studies,
the major cell lines were Jurkat and HL60 cells. It could be clearly shown that the
cells responded to nanosecond pulsed electric fields by apoptosis induction. For other
cells, different regulated cell mechanisms need to be considered (Galluzi et al. 2012).

One of the nanosecond pulse effects, observed at moderate electric field strengths
is calcium release. First publications on this topic appeared in 2003 (Vernier et al.
2003b; Buescher and Schoenbach (2003); Beebe et al. 2003b). Calcium is known as
an important molecule which regulates a number of responses including secretion
of neurotransmitters and apoptosis induction. It is mainly stored in the endoplasmic
reticulum (ER) and in alpha granules for platelets. At lower levels it is stored in the
mitochondria. One of the earliest studies, carried out on human polymorphonuclear
leukocytes (PMNs)moving along the surface of a coverslip of amicroscope, showed a
sudden spike in calcium release when a 300 ns long pulse of 15 kV/cm amplitude was
applied (Buescher et al. 2004). This spike was associated with a loss of mobilization
which lasted several minutes. The origin of this calcium spike was not determined
at that time, but was later shown to be due to the release of calcium from subcellular
stores as well as influx from the medium through a nanoporated plasma membrane.
As expected from physical models, the effect on subcellular structures was stronger
with shorter pulses (Semenov et al. 2013).

1.7 Towards Medical Treatments

The discovery of apoptosis induction through nanosecond pulses led to studies on
their use as cancer treatment therapies. Since apoptosis is suppressed in tumors, stim-
ulating apoptosis can therefore be considered a means to suppress tumor growth and
cancer development. A paper by Beebe et al. in 2003 (Beebe et al. 2003a) showed
ex vivo indications of controlled destruction of tumor tissue through nanosecond
pulses. In 2005 the first in vivo studies confirmed that the nanosecond pulse tech-
nology might lead to a purely physical, apoptosis-based cancer therapy. The results
were published in 2006 (Nuccitelli et al. 2006; Schoenbach et al. 2006). First surface
photographs of the melanoma tumor regression following nanosecond pulse treat-
ment in mice are shown in Fig. 1.15. Following the first publications on tumor
treatment with nanosecond pulses in 2006, more than 60 papers have been published
on this topic. An important result was that only a single treatment of melanoma
tumors in mice with 50, 100 ns pulses at 30 kV/cm was required to obtain complete
regression of the tumor (Nuccitelli et al. 2010).
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Fig. 1.15 Surface photographs of the tumor development in a mouse over three days. The left
row of photographs shows the response of a melanoma to 1000, 300 ns, 10 kV pulses at three
locations. The pulses were applied with needle electrodes. The three locations are visible in the
top left photograph. After two days the tumor regressed dramatically, whereas the control tumor,
shown in the right row of photographs, grew continuously (Schoenbach 2018)

Over the past years research on nanosecond pulse cancer treatment has led to a
very exciting discovery: that nanosecond pulsed electric fields don’t only just ablate
tumors, but they also induce a protective, vaccine-like effect. The first observation
of this effect dates back to 2011 (Beebe et al. 2011). When mice carrying Hepa1-6
subcutaneous liver tumorswere treatedwith nanosecond pulsed electric fields and the
tumors were eliminated by this treatment, the mice did not develop tumors when they
were challenged with a second injection of cancer cells. This was the first indication
that nsPEFs could induce an immune response. Other suggestive evidence for an
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immune response was shown when nsPEF treatment was superior to tumor excision
at accelerating secondary tumor rejection in these mice (Nuccitelli et al. 2012).
Another study suggested an immune response was CD8-dependent (Nuccitelli et al.
2015).

In a larger study following the early 2011 paper (Beebe et al. 2011), nsPEFs
induced a vaccine-like effect was shown again when nsPEF-ablated, tumor-free rats
did not develop tumors after being challenged with second injections of the same
cancer cells (Chen et al. 2014). More recently, nsPEF treatment of mouse breast
cancer tumors have demonstrated the first direct evidence for nsPEF-induced immune
responses by specifically defining several immune mechanisms (Guo et al. 2017).

Wound healing is another important application of nanosecond pulsed electric field
effects. It is based on platelet aggregation. Both intracellular calcium released from
the stores and calcium influx through the nanoporated membrane were found to
cause platelet activation and aggregation (Fig. 1.16). This effect was successfully
used for wound healing. It must be noted that as an additional effect, growth factors
were released from alpha granules in platelets after pulsing (Zhang et al. 2008).

Fig. 1.16 Influence of 10 ns, 125 kV/cm electrical pulses on platelet aggregation (parameter is the
pulse number) and comparison to the effect of thrombin. For aggregation studies 0.6 ml of washed
platelets were added to a glass aggregometer. One minute before aggregation measurements were
performed 2.0 mM Ca2+ was added to the platelet suspension, a baseline optical measurement was
collected, then after 15 s the entire contents of the aggregation cuvette was removed with a glass
Pasteur pipette into a 0.2 mm pulsing cuvette. The pulsing cuvette was then pulsed once or multiple
times. The platelets were then removed from the pulsing cuvette back into the aggregation cuvette
and optical measurements continued (Schoenbach 2018)
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Besides using platelet-rich plasma activated by nsPEF for accelerated healing of
skin lesions, more recent studies have shown cardioprotective effects of nanosecond
pulse activated platelet rich plasma (nsPRP) on the ischemic heart during reperfusion
(Hargrave et al. 2016). Studies on rabbit and mouse hearts have shown improvement
in left ventricular pumping. Also, it could be shown that nsPRP injection restores
electrical activity even before reperfusion begins.

Another important emerging application of nsPEF induced cell death is treat-
ment of cardiac arrhythmia. Most common treatments involve surgical ablation of
cardiac tissue during open heart surgery. The goal is to create nonconducting lesions
which intercept pathways of recurring arrhythmias or isolate sources of arrhythmia.
Current ablation technologies are either based on heating (RF) technologies or on
cryoablation. Both methods suffer from substantial recurrence rates, thermal side
effects, and long procedure times. nsPEF, without heating the tissue, creates more
uniform ablation and allows us to reduce the time of treatment from minutes to
seconds (Xie et al. 2015).

1.8 Scaling of Nanosecond Pulse Effects

The effects of nanosecond and shorter pulses on biological cells have been found to
be dependent on a number of pulse parameters: pulse duration, pulse amplitude, pulse
number, and pulse frequency. For moderate pulse frequencies, defined as frequencies
where a sequence of pulses cause only minor increases in temperature through Joule
heating, the last parameter is likely irrelevant. Measurements of the temperature
increase in mouse skin, showed an increase in temperature in the mouse skin by 4
0C when 18 pulses of 300 ns duration, at an average electric field of 17 kV/cm were
applied at a repetition frequency of 0.5 Hz (Pliquett and Nuccitelli 2014). Although
Joule heating in in vitro studies, due to better thermal conductance of the medium,
likely plays a lesser role, it is important to consider thermal effects at increased
repetition rates.

On the other hand, if thermal effects can be excluded by limiting the number of
pulses, varying the repetition rate of nanosecond pulses might allow us to explore
and possibly control the uptake of molecules. This has been shown by recording
the uptake of Propidium Iodide, FM 1-43, and YO-PRO-1 in CHO-K1 cells over a
range of pulse repetition frequency from 5 Hz to 500 kHz (Steelman et al. 2016).
However, evenwithout taking the effect of pulse frequency into account, the electrical
parameters of the pulse, duration, rise time and amplitude, and the pulse number cover
a wide range.

Studies of nanosecond pulse effects varying the three parameters, pulsed elec-
tric field, E, pulse duration, τ, and pulse number, n, seem to indicate that the total
number of ions passing through the cell membrane is the determining parameter for
nanosecond pulse effects. In other words, the magnitude of bioeffects depends on the
product of the current density (which, according to Ohm’s law, for constant conduc-
tivity is linearly dependent on the electric field intensity) and the pulse duration.
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Instead of scaling with energy density, it scales with electrical charge. Nanosecond
bioelectric effects seems therefore to scale with the product of electric field, E, and
pulse duration, τ. In addition, the dependence on the number of pulses seem to follow
a square root law (Schoenbach et al. 2009). The square root dependence on the pulse
number in in vitro studies can be considered the result of the thermally initiated
statistical rotation of cells with respect to the electric field direction.

The scaling law allows us to vary pulse parameters for a certain biological appli-
cation. As long as the square root of the product of electric field intensity and pulse
duration is identical, identical or close in vitro results could be expected for the same
cell type. It needs to be noted that this scaling law for nanosecond pulses has been
derived for monopolar pulses. For pulses of a different shape, e.g. for bipolar pulses
(Pakhomov et al. 2014), it needs to be modified.

1.9 From Nanosecond to Picosecond Pulses

Generating ever higher amplitude electrical pulses when moving further into the
ultrashort pulse regime has in the past been challenging. However, modern pulsed
power technology is now so advanced that pulses into the range of 100 ps duration
and amplitudes of tens of kV can be produced (Schoenbach and Xiao 2016). The
use of such picosecond pulses allows us to enter a range of electrical field-cellular
membrane coupling with new bioelectric applications. By applying such ultrashort
pulses it also becomes possible to use wideband antennas, rather than direct contact
electrodes, to deliver the pulses to tissue.

When the pulse duration is reduced from nanoseconds to picoseconds, increas-
ingly the dielectric properties, rather than the resistive characteristics of the media
determine the electric field distribution (Schoenbach et al. 2008). Generally, in
modeling the effect of pulsed electric fields on cells, the capacitive component of
cytoplasm and medium are neglected. These assumptions are only valid for a pulse
duration that is long compared to the dielectric relaxation time (ε/σ ) of cytoplasm
and medium, where ε is the permittivity and σ the conductivity. For pulses short
compared to the dielectric relaxation time of the cytoplasm and the medium, the
coupling of the electric field with the cell is defined by the permittivity of the cell
components and the cell environment. For a membrane with a relative dielectric
constant of 8, the electric field in the membrane is approximately 10 times higher
than the electric field in the medium, which has a dielectric constant of about 80.
The electric field then acts directly on the lipid bilayer and the embedded membrane
proteins, rather than causing charging of the membrane. If sufficiently strong, it can
cause direct and instant conformational changes in membrane proteins.

Another bioelectric effect which becomes relevant when the pulse duration is
reduced into the lower nanosecond and subnanosecond range is heating of the
membranes through dielectric relaxation. Dielectric spectroscopy on multilamellar
liposomes has shown dispersion frequencies related to the diffuse thermal rotational
motion of the phosphatidylcholine headgroup and to bound water (Kloesgen et al.
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1996). Dielectric relaxation in the frequency range of 10–100 MHz consequently
leads to increased energy deposition in the plasma membrane in this frequency
range (Kotnik andMiklavcic 2000). Considering the frequency distribution of square
wave pulses, such dielectric relaxation effects are expected for nanosecond, and even
more for picosecond pulses. This energy deposition leads to a spike in membrane
temperature and possibly to changes in the lipid bilayer (Croce et al. 2010).

Biological studieswith picosecond-rangepulses have focused less on inducing cell
death, but more on neural stimulation. Studies on primary rat hippocampus neurons
exposed to subnanosecondpulseswere performedusing a patch clampmethod,where
a constant current was injected to the neurons before the pulses were applied. It could
be shown that pulsed electric fields of just 10 kV/cm (100 pulses at a repetition rate of
500 Hz) caused membrane depolarization, which culminated in an action potential at
injection currents of− 80 pA (Xiao et al. 2013). More recent studies on different cell
types indicate that even a single pulse, at an electrical field far below that required
for electroporation, can cause an increase in cytosolic calcium. The results indicate
that such picosecond pulses result in long-lasting opening of voltage gated calcium
channels (Semenov et al. 2015).

A practical reason for entering the sub-nanosecond pulse range is the possible use
of antennas as pulse delivery systems instead of electrodes. These antenna systems
initially studied at the Frank Reidy Research Center for Bioelectrics have been based
on the use of a prolate spheroidal reflector, where the pulse is launched from one
focal point and reflected into a second focal point (Xiao et al. 2010). The concept and
a photograph of such a focusing antenna used in our studies is shown in Fig. 1.17.
The reason to use pulses with a risetime of picoseconds, which provide electric field
pulses of the same duration as the risetime at the target, is the size of the focal volume,
i.e., the small spatial resolution achievablewith such an antenna. The shorter the pulse

Fig. 1.17 Left: Concept of a focusing antenna using a prolate-spheroidal reflector. The reflector
focuses the electromagnetic radiation into the tissue. The focal volume in the tissue is shown in red.
Right: photograph of an antenna with a prolate-spheroidal reflector
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duration and the higher the relative permittivity of the medium, the smaller is the
spot size, and consequently the higher is the spatial resolution. For a medium with
relative permittivity of 80 such as water, the pulse duration needs to be in the one
hundred picosecond range to obtain a spatial resolution of less than one centimeter.

Whereas the field which deals with picosecond pulse effects is still in a nascent
state, an increasing number of studies on biological effects and new developments in
reducing the size of the antenna into the centimeter range (Petrella et al. 2017; Xiao
et al. 2020) promise to open up a new area of studies on electric field–cell interactions.
What is also intriguing in using picosecond electric fields is the possibility to apply
extremely large electric fields and not to cause thermal effects because of the lower
energy of the short pulses. A pulse generator developed at the Frank Reidy Research
Center for Bioelectrics provides 700 ps pulses at voltages of up to 250 kV (Heeren
et al. 2007). I It is possible to generate electric fields in excess of 1 MV/cm in a
2 mm cuvette without generating electrical sparks. This might allow the study of
the effect of such pulses on molecular structures, opening a new field of research in
bioelectrics.

1.10 New Research Directions

Whereas most of the studies with nanosecond pulses focused on the effects of the
plasma membrane and intracellular membranes, only a few studies (Stacey et al.
2003) addressed the question of the effects on macromolecules. Data obtained using
the comet assay (Lehmann et al. 1998) show clearly the induction of DNA damage
in Jurkat and HL-60 cells exposed to 1, 5, and 10 pulses of 60 ns at 60 kV/cm.
Interestingly, the application of multiple pulses (5 and 10) caused little extra damage
compared to that observed with a single pulse. Measurements of the nuclear speckle
change following the application of 10 ns, 150 kV/cm pulses indicated that such
pulses directly influence nuclear processes, such as changes in the nuclear RNA–
protein complexes (Chen et al. 2007). More recent measurements focused on the
direct impact of even shorter pulses (200 ps) on amyloid fibrils, which are associated
with neurodegenerative diseases, such as Parkinson’s and Alzheimer’s. It was shown
by using electron microscopy that bursts of 16,000, 200 ps long pulses at electric
field intensities between 40 and 120 kV/cm cause fragmenting of the amyloid-beta
fibrils (Schoenbach and Greene 2015).

Thermal effects, although generally avoided in bioelectric studies, have their place
in bioelectrics, even for pulses short compared to the dielectric relaxation time of the
membrane. Simultaneously pulsing and heating cells, either by utilizing the Joule
heat generated through high repetition rate pulsing (Xiao et al. 2011) or using pulse-
independent methods such as microwave heating, allow us to reduce the electrical
energy required for inducing cell death by a considerable amount. This has been
shown recently in a study where 200-ps long pulses were applied to a slightly heated
cell suspension (Camp et al. 2012). Cell death, as recorded by means of trypan blue
uptake, increased considerably for heating above physiological temperature. The
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results, which are in more detail described in Chaps. 12 and 13, indicate that thermal
assistance of electro-technologies, such as tumor ablation and gene therapy, will
allow us to reduce the electrical energy (pulse amplitude) and consequently reduce
tissue damage.

1.11 Concluding Remarks

According to a review on the effects of high-voltage nanosecond and picosecond
electrical pulses on eukaryotic cells, published in 2016 (Napotnik et al. 2016), at
least 203 papers on this topic have been published. Several of them are review papers
on the ultrashort pulse effects on cells and tissue (Schoenbach et al. 1997a, 2002,
2004, 2007; Schoenbach 2010; Chopinet and Rols 2015; Napotnik et al. 2016).
There are also two books which in part cover important aspects of the basics and
application of bioelectric effects of ultrashort pulses (Pakhomov et al. 2010;Akiyama
and Heller 2017). This book, however, focuses solely on the history, the discoveries,
the efforts in understanding and modeling of the ultrashort pulse effects, and the
exciting applications which have emerged from these studies. It is written by four of
the scientists and engineers who were working in this field from its very beginning
in the late 90s and still are involved in this particular bioelectrics research. We hope
that it provides not just an inside in the physics, biology, and clinical applications of
ultrashort pulse effects in bioelectrics, but also demonstrates how this field developed
over the past two decades.
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Chapter 2
Effects of usEPs on Plasma
Membranes—Pores, Channels,
and Repair

Stephen J. Beebe

Abstract Receptors, channels, glycoprotein, and transport proteins, among other
integral proteins, load the plasma membrane lipid bilayer, which receives reinforce-
ment from cytoskeletal filaments as the boundaries of cellular life. Early studies
suggested that usEPs did not induce plasma membrane permeabilization until rela-
tively high amplitude conditions. As will be discussed here and elsewhere, this was
because the usEP-induced plasma membrane pores were so small that they did not
allow entry of propidium iodide, a commonly usedmarker for permeability, or calcein
exit from the cell. The plasma membrane contained nanoelectropores or nanopores,
so-called because theywere~1nm indiameter. These lipid nanopore structures exhib-
ited complex conductances similar to classic pores, which are common in protein
structures. Another finding presented some confounding information regarding
plasma membrane phosphatidylserine (PS) externalization, commonly used as a
marker for apoptosis. usEPs “pulled” PS through these nanopores. Now PS external-
ization was an ambiguous marker for apoptosis. Although plasma membrane lipids
were clear usEP targets, plasma membrane channels were also targets for usEPs.
As will be discussed, these effects could be due indirectly to nanopore formation
or possibly directly on the channels themselves, although more evidence for direct
effects is necessary. In any event, patch-clamp techniques provided new, exciting,
and valuable information about usEP effects on plasma membranes. As might be
expected, cells havemechanisms that confront nanopore formation and other possible
usEP-induced injuries, which will be presented. Finally, in relatively uncharted terri-
tory, usEPswere also shown to affect redox systems in plasmamembranes as electron
carriers. Although usEPs are unique for their effects on intracellular structures and
functions, their impact on the plasmamembrane has provided awealth of information
about how they can be used as tools in biology and medicine.

2.1 Some Terms About Pulses

What is in a name? Terms used for Ultrashort Electric Pulses—A variety of
terms have been used to denote ultrashort electric pulses. The term “ultrashort”
implies electric fields with pulse durations less than 1 microsecond (μs). This then
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indicates pulses with durations in the nanosecond (ns) and picosecond (ps) ranges.
The greatest body of literature at the present time concerns nanosecond pulses, with
fewer studies on picosecond pulses. In addition to ultrashort electric pulses (usEPs),
these pulses have been called nanosecond pulsed electric fields (nsPEFs), nanosecond
electric pulses (nsEP), intense ultrashort pulses, intense submicrosecond electrical
pulses, submicrosecond intense electrical pulses, nanoelectropulses, nanoelectroab-
lation and most recently, nano-pulsed stimulation (NPS). This latest term conveys
the concept that ultrashort electric pulses cause cell and tissue stimulation that can
include stimulation of programmed cell death mechanisms, ablation and elimination
of cancer cells or other unwanted tissues as well as activation of cell signalingmecha-
nisms such asmobilization of calcium from the endoplasmic reticulum that promotes
platelet activation or activation of bone-derived dendritic cells. Another aspect to the
pulse of the commonly used term “pulses” is that in some studies a single exposure to
an electric field were used. However, in the most common application to date, that is
cancer treatment, multiple pulses, even hundreds of pulses, are needed to completely
ablate tumors and to induce an immune response after treatment, which have been
demonstrated in mice or rats. Nevertheless, nano-pulse stimulation is a fitting term.

It is about the ultrashort pulse duration with short rise-fall time and the high
power—There are also further distinctions based on basic physics principles of
pulsed power and principles of frequency content frompulse durations. Pulsed power,
which is the basis of ultrashort electric pulses, concentrates electrical energy and
releases it is short bursts of high power low energy electric fields. This technology
has been used in radar, particle accelerators, high powered pulsed lasers, and fusion
research, amongothers. SandiaNationalLaboratories have an advancedpulsedpower
program that they say produces “boundless energy in an instant” with a goal to
produce fusion energy in the laboratory.

Both conventional electroporation and ultrashort electric pulses compress elec-
trical energy and release it is short bursts that produce power measured in watts. The
difference is the amount of power released. If a joule of energy is released in one
second, it produces 1 W. If it is released in one microsecond it produces a megawatt.
If the pulses are ultrashort, they are released in one nanosecond producing a gigawatt
and or released in a picosecond producing a terawatt. While it is relatively easy to
produce milli- and micro-second pulses with low electric fields, it is not trivial to
produce nano- and pico-second pulses with short (fast) rise-fall times and high elec-
tric fields. Applying ultrashort electric pulses brings these physics concepts to fields
of biology and medicine. So, in experiments or cancer treatments that use ultrashort
pulses of 100 ns and 50 kV/cm compared to using irreversible electroporation (IRE)
pulses of 100 μs and 4 kV/cm, the power is 1000 times greater and the amplitude
more than 10 times greater for the usEPs. Herein lies some of the differences in the
basic technology and the biological consequences between these two technologies.

A primary hypothesis states that shorter pulse durations with shorter rise-fall
timesmayarebetter for intracellular effects andmaybebetter forusEP-induced
immunity—Through the biology chapters, the comparison of usEP conditions are
based on charging effects quantified asVolt seconds / centimeter (Vs/cm). This unit is
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determined asEτnwhereE= electric fields in volts, τ=pulse duration in seconds and
n = pulse number. The use of Vs/cm is based on usEP-induced cell/tissue charging
effects as a hypothetical concept for ablation and now also considered a factor for
immune induction. Not surprisingly, there is a Vs/cm threshold for ablation based on
the electric field and/or pulse number; however, less is known about optimal condi-
tions or a usEP threshold for immunity. The charging effect as Vs/cm is used instead
of energy density (E2τn) because usEPs are less energy-dependent and more related
to electric field, power and charging effects (Schoenbach et al. 2009). This theory
may explain why usEPs as 100 ns with 10 ns shorter rise-fall time appear better
than 200 ns with 40–50 ns long (slow) rise-fall time for immunity. This concept is
based on the plasma membrane charging time constant, which is considered to be
responsible for unique intracellular effects of usEPs. Since immunity is enhanced by
exposure/release of danger associated molecular patterns (DAMPs) such as translo-
cation of calreticulin from the ER to the plasmmembrane and release of intracellular
ATP and HMGB1, it is reasonable to consider the induction of intracellular effects
would be important for a usEP-induced RCDmechanism(s) that is/are immunogenic
and enhance immunity (seeChap. 9). Basically, the theory states that if the pulse dura-
tion is shorter than the charging time constant of the cell membrane, intracellular
effects occur during the rise and fall times of the pulse, while plasma membrane
effects occur during the pulse plateau. For cells in suspension, the charging time
constant is about 75 ns; however, it is much longer for cells in tumors, perhaps 1 μs.
In either case, the plasma membrane becomes more transparent for electric field
changing in a time frame shorter than the charging time constant (Schwan 1985).
Thus, the concept that short pulse durations and short rise-fall times can be consid-
ered better for immunity can be based on frequency considerations as they have
broader high frequency contents which favors electric field penetration through the
cell’s capacitive branch in the equivalent circuit. Shorter pulse durations were better
for release of Ca2+ from the endoplasmic reticulum [10 ns > 60 ns > 300 ns (Semenov
et al. 2013b, (see Chap. 5)] and a short rise-fall time of 15 ns was better than longer
rise-fall time of 150 ns for dissipation of the ��m and induction of death (Beebe
et al. 2012, 2013), [see Chap. 8]. These two studies provide strong evidence that
shorter pulses with shorter rise-fall times are more effective for intracellular effects.
Evidence suggest that the same short pulse conditions are optimal for induction of
RCD mechanisms that are immunogenic and therefore for induction of immunity.
These later suggestions are under study and require more data to support them.

A few words about differences between Ultrashort Electric Pulses and Conven-
tional Electroporation—In attempts to be most specific and descriptive, there are
more scientifically precise and unambiguous terms for ultrashort electric pulses
(usEPs) with nanosecond and picosecond durations than conventional electropora-
tion with microsecond to millisecond durations. These differences include not only
the obvious duration difference, but also differences in the frequency content, energy
density, power, and cellular effect.

Pores and intracellular structures—Two other major differences at the biological
cell level are effects on pore formation in cell plasma membranes and effects on



36 2 Effects of usEPs on Plasma Membranes—Pores, Channels, and Repair

intracellular membranes and possibly other intracellular structures. Convention EP
causes rapid rearrangements of plasma membrane lipids that cause formation of
transient pores in the membrane structure, which allows transport of relatively large
molecules, such as DNA, across the plasma membrane of cells with the specific
purpose ofmaintaining viability (Neumann et al. 1982). Thus, effects of conventional
electroporation are primarily on the plasma membrane while intracellular contents
are shielded from the electric fields. This provides a means to transform bacteria
or transfect cells to express genes of interest, for example. Electrochemotherapy
uses conventional electroporation pulses to transport impermeable chemotherapeutic
drugs into cells to eliminate cells. IRE uses conventional electroporation pulses with
sufficiently high electric field amplitudes to specifically prevent viability. So, the
fundamental feature of conventional electroporation is that it causes a relatively low
density of relatively large pores on the plasma membrane, with only minor effect on
the ER adjacent to the plasma membrane. Also see Chap. 9.

In contrast to conventional EP, usEP produce nanopores in plasma membranes
(Vernier et al. 2006a; Pakhomov et al. 2009). In addition, usEP induce intracellular
effects (Schoenbach et al. 2001). These effects are often, but not exclusive, considered
to be due to what is called intracellular electroporation. This was called supraelec-
troporation (Stewart et al. 2004; Gowrishankar et al. 2006). These nanopores were
shown to cover much more of the plasma membranes surface than conventional EP;
these are high density nanopores. In addition, nanosecond pulses induce formation
of high density nanopores in all cell membranes including intracellular membranes.
Supraelectroporation pulses go through cells, while conventional electroporation
pulses go around cells (Gowrishankar et al. 2006). These simulation studies were
experimentally varied at the plasma membrane level in cardiac myocytes (Semenov
et al. 2015b).

In general, these two observations—the formation of nanopores and intracellular
effects—and their biological consequences are believed to be the primary mecha-
nistic basis of how usEPs affect biological cells and their systematic regulation of
biological function. Most broadly, primary effects have been studied at the level
of plasma membrane and organelle membranes, especially the endoplasmic retic-
ulum, mitochondria, nucleus, and cytoskeletal membranes. Nevertheless, although
there are increases in intracellular calcium, there are other effects on mitochondria
and other organelles that is are unrelated to plasma membrane permeabilization.
For example, there is some evidence that usEPs affect proteins, such as the cAMP-
dependent protein kinase in vitro (Beebe 2015), somemembrane channels (Semenov
et al. 2015a) and non-membranous mitochondrial components (Beebe et al. 2013).
If usEP biological targets are considered, lipid membranes are primary targets since
they surround and protect cells and their organelles. It is also reasonable to consider
other targets. Given that electric fields charge cells, charging membranes causing
dielectric breakdown is clear. Other targets are less obvious, but proteins, RNA and
DNA are structures with charges (see Chap. 7), and these can possibly be modified
by electric fields.
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UsEP versus IRE—There can also be confusion with the use of the term IRE. IRE is
correctly applied to the use of conventional electroporation pulses in themicrosecond
range that cause irreversible loss of cell viability by using high electric field. These
cells are sufficiently damaged to prevent programmed cellular repair functions; cells
die by blunt necrosis. This is sometimes called accidental death (ACD) in general cell
death literature, except here it is not accidental. So conventional electroporation can
be designed to be reversible for the expression of genes or other molecular effects
in cells that survive the electric fields, or it can be used for irreversible effects in
ablation with IRE.

Nanosecond pulses or usEPs can also be used for reversible and irreversible
effects. However, another major loss of specificity and distinction can occur when
nanosecond pulse-induce ablation is referred to as IRE. When ablative nanosecond
pulses are applied to cells or tumors there is a nanoporation of cell membranes
that results in the irreversible loss of viability; however, the poration effect itself is
different and more importantly, the cell response mechanisms are different. Death
resulting from nanosecond pulses is not due to blunt necrosis. There are a large
number of studies that have shown that cells do not die instantly, but die by
programmed or regulated cell death (PCD, RCD) that can include apoptosis and
other RCD mechanisms that are less well defined for usEPs. Thus, calling cell death
by usEPs as IRE loses intrinsic specificities and includes discrepancies about the
applied pulse duration, electric field amplitudes, and the biological response to them.

UsEPs can stimulate—When non-lethal ultrashort pulses are used, they can stim-
ulate or modulate cell functions similar to hormones, cytokines or drugs that act
through receptors. Ultrashort pulses appear to be less specific and affect the entire
plasma membrane, intracellular membranes and/or other cellular structures. Thus,
in a sense ultrashort pulses are non-ligand agonists (Hall et al. 2007; Zhang et al.
2008; Beebe 2013). For this reason, nanosecond pulses have been called nano-pulse-
stimulation (NPS). Such stimulation have been shown to mobilize calcium from the
endoplasmic reticulum (ER) (White et al. 2004; Semenov et al. 2013a, b). Most
notably, NPS with pulses as short as 500 picoseconds causes long lasting opening
of voltage gated calcium channels (VGCC) by a mechanism(s) that do not involve
conventional electroporation, heating, or membrane depolarization by opening of
VG Na(+) channels (Semenov et al. 2015b).

2.2 Introduction

When cells are exposed to usEPs, they are sensing an impact that cells have not expe-
rienced in the evolutionary history of life on earth. These ultrashort pulses present
enormously high power for exceedingly short periods of time. usEPs have signifi-
cant effects on the plasma membrane like that observed for milli- and micro-second
(long) pulses; however, because usEPs are exceptionally brief, high power and low
energy pulses, they are more likely than longer pulses to have intracellular effects
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such asmodifying intracellular organelles likemitochondria, endoplasmic reticulum,
nucleus, lysosomes, and the cytoskeleton. These intracellular effects are hypothe-
sized to be a unique feature of usEPs. Simulations and modelling studies suggest
that micro- and milli-second pulses can have intracellular effect (Gowrishankar et al.
2006; Esser et al. 2009, 2010); however, there is not enough experimental evidence to
support this concept; in silico data have not been verifiedwith in vitro or in vivo exper-
imental data. In contrast, there are scores of studies that demonstrate intracellular
effects of usEPs on structures and functions of intracellular organelles.

2.3 Plasma Membrane Structure and Function

It can be expected that when outer plasma membranes of cells are exposed to usEPs,
there are cellular reckonings to consider to manage the consequencies. usEPs are
considered physical stimuli and they challenge multiple systems that respond to such
impact. While most reports of usEP effects on cells define specific cellular mech-
anisms that are affected, these are generally downstream modules that are part of
a response to “danger” signals. At the plasma membrane and beyond, the response
depends on the usEP intensity, which is determined by the pulse duration, electric
fields, and pulse numbers as well as repetition rates. Repetition rates have generally
not been carefully studied as a component of intensity, until recently. In general,
high repetition rates have the potential to generate heat, which is a variable that
“contaminates” pure electric field effects. Thus, repetition rates are favorably low
for most studies so that heat is not a variable. Nevertheless, heat has been used to
enhance usEP effects (Edelblute et al. 2018), as well as enhancing gene delivery by
electroporation (Donate et al. 2016; Edelblute et al. 2017; see Chaps. 11 and 12). In
addition, rapid repetition rates have also been used in studies with excitable tissues
as will be discussed below.

Upon first consideration from the electric fields’ perspective, the plasma
membrane is a lipid bilayer that can be charged as a dielectric, rearranging its well-
organized structure to allow permeabilization, and thereby altering the ionic equilib-
rium of the cell and presenting the cell with a potentially catastrophic problem if not
quickly resolved. Prolonged loss of membrane integrity would extinguish cellular
life. The plasma membrane is the cell’s barrier to the outside world and as such
defines the limits of life itself. This outer membrane protects the elaborate and often
mystifying sophistication of intracellular molecular mechanisms that defines and
maintains life. Yet the plasma membrane is very much a part of this living system’s
energy. This double layered lipid enclosure separates these living systems from the
outer world’s environment.
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Fig. 2.1 Structure of phospholipids in the phospholipid bilayer

Theplasmamembrane ismadeof two layers of lipids. Lipids consist of hydrophilic
(water loving or attracting) phosphate head groups, a phosphate attached to a glycerol
backbonewith two attached long hydrophobic (water fearing or repelling) tail groups
(acyl chains). Figure 2.1 shows that the bilayer is formed with the hydrophobic tails
facing the interior and the hydrophilic head groups facing the inside and outside of
the structure in contact with aqueous medias. Sheets of these phospholipid bilayers
surround the living interior of the cell. All lipid groups with choline moieties, such as
phosphatidylcholine and sphingomyelin, are on the outer leaflet; lipids that include
terminal primary amino groups such as phosphatidylserine are in the inner leaflet of
the bilayer (Op den Kamp 1979).

The fluidity of the plasma membrane is determined by several factors. The
longer the lipid tails, the more molecular interactions occur. Long lipid tails make
membranes with more rigidity and less fluid. Conversely shorter lipid tails make
membranes more fluid. The phospholipid tails can be either saturated, meaning they
have no double bonds, or unsaturated with double bonds present. Without double
bonds, saturated lipids are straight and have greater interactions. Thus, membranes
with saturated lipids are less fluid. The double bonds in unsaturated lipids make them
more bent and crimped. Since these lipid tails have fewermolecular interactions, they
give the membrane more fluidity.

Another factor that affects membrane fluidity is cholesterol. Cholesterol makes
significant contributions to membrane structures (Fig. 2.2). Molecule per molecule,
it generally makes up about half of the structure. However, because it is smaller, it is
proportionally about 20% of the structure (Alberts et al. 2014). Like phospholipids,
cholesterol is an amphipathic molecule, meaning it contains a hydrophobic and a
hydrophilic segment. Its structure includes a four carbon steroid rings between a
hydroxyl group and a hydrocarbon chain segment. Cholesterol’s hydroxyl (OH)
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Fig. 2.2 Cholesterol in the lipid bilayer

group aligns with the phosphate heads of the phospholipids. The remaining portion
of it tucks into the fatty acid portion of themembrane. This provides somemobility to
the outer surface of the membrane and makes it less soluble to smaller water-soluble
molecules. While cholesterol adds strength and rigidity to the plasma membrane and
prevent it frombecoming overly fluid, keeps it from collapsing on itself, yet also helps
maintain its fluidity. Due to its position in the membrane, cholesterol helps separate
the phospholipids so that the fatty acid chains cannot come together and crystallize.
So, cholesterol helps prevent extremes by acting like a buffer that keeps themembrane
not too rigid and not to fluid. So, it is a bidirectional regulator ofmembrane fluidity by
stabilizing the membrane at higher temperatures and preventing them from crowding
together and hardening at low temperatures.

While the plasma membranes are lipid bilayers, they consist of much more than
lipids (Fig. 2.3). The plasma membrane is the purveyor of news from the outside

Fig. 2.3 Plasma membrane with all of its molecular components.(from Mariana Ruiz Villar-
real (User: LadyofHats/Wikimedia Commons); License-Public. Source https://commons.wikime
dia.org/wiki/File:Cell_membrane_detailed_diagram_en.svg

https://commons.wikimedia.org/wiki/File:Cell_membrane_detailed_diagram_en.svg
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environment to the intracellular milieu. Thus, the plasma membrane is the commu-
nication director of external affairs, receiving messages from abroad, next door and
also from itself. These messages can arrive to receptors that are specific to signaling
molecules sent from distant cells in the body (hormone effects), from neighboring
cells (paracrine effects) or messages from the cells themselves (autocrine effects).
This allows cells to respond to signals for coordinating activities with other cells,
with their immediate cellular environment as well as to respond to their own signals
so they can function effectively and communally within a tissue, an organ, and/or an
organism. These signaling receptors are often integral proteins and some are trans-
membrane proteins extend from the inner leaflet to the outer leaflet of the lipid bilayer.
However, some signaling mechanisms occur through molecules that are peripheral
proteins or proteins that are surface proteins anchored by lipids. Plasma membranes
also express transporters and channels that traffic ions and inorganic and organic
molecules that maintain homeostasis and respond to the changing needs of the cell
and its environment. Plasma membranes are decorated with glycoproteins, glycol-
ipids, and carbohydrates. As discussed below, usEP may be direct effects on protein
channels. Because usEPs have such a short duration and rise-fall times, they too can
act as signals to intracellular structures as they pass through the plasms membrane.

In order to organize cellular activities, the plasma membrane contains signaling
platforms called lipid rafts (not shown here). These membrane stages provide local-
ization and distribution of signaling molecules (Bubb et al. 2017; Nordzieke and
Medraño-Fernandez 2018). These structures are rich in cholesterol and sphingolipids,
which have long and saturated fatty acids that aggregate providing some rigidity that
is enhanced by the presence of cholesterol. These lipid rafts make the membrane
thicker. The cholesterol also helps stabilize proteins in lipid rafts and supports their
functions. This provides an excellent environment for protein to be “soluble” in
membranes (Simons and Toomre 2000). Caveolae are a subset of lipid rafts that form
invaginations in the plasma membrane by polymerizing proteins called caveolins,
which are integral proteins that tightly bind free cholesterol. Caveolae participate in
signal transduction, but do not appear to be required. They are important in signaling
from growth factors, protein kinases A and C as well as nitric oxide synthase, but are
not in all cells types. They are plentiful in adipocytes, fibroblasts, and endothelial
cells, sparse in hepatocytes and absent in lymphocytes and non-adherent monocytes
(Fielding and Fielding 2000). During stress in cardiac myocytes, caveolae form
physical interactions with mitochondria that may specifically target mitochondria
for post-translational modification (Sun et al. 2015). There have not been any studies
showing effects of usEP on lipid rafts. However, as discussed below, the presence of
cholesterol changes the impact of usEP on plasma membranes.

The plasma membrane can also act as a capacitor for regulating energy and
metabolism and communication in connection with intracellular components (Ray
et al. 2016). In this context, cholesterol in the plasma membrane serves as stored
cellular substrates that can be utilized under conditions of stress. For example, the
plentiful levels of cholesterol in caveolae in the lung are involved in the uptake and
exchange of oxygen, which is upregulated in response to hypoxia (Botto et al. 2006).
Themembrane lipids serve as capacitors themselves as they are now known to exhibit
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bioactivity. Some lipids are stored in inactive components in membranes and then
released and activated to serve roles in signal transduction. As an example, inac-
tive phospholipids can be converted into oxidized phospholipid signaling molecules
by action of peroxidases on membranes and lipoproteins (Davies and Guo 2014).
Triacylglycerols (TAG) stores as intracellular cytoplasmic lipid droplets as a main
constituent of body fat that can be hydrolyzed to produce a wide variety of bioactive
molecules that can act as co-factors of transcription or enzymes that regulate various
cellular processes (Papackova and Cahova 2015).

2.4 Plasma Membrane Channels and Pores in Proteins

During the physiological activation of plasma membrane transport systems, “pores”
are formed through protein structures that transiently connect the intracellular and
extracellular milieu. Pores through transport proteins are most often channels that
are nanoscale structures with diameters of 0.2 − 4.0 nm. However, there can also
be maligned movements of molecules across plasma membranes. Staphylococcus
aureus protein α-toxin and Streptococcus pyogenes protein streptolysin O create
pores that allow unsolicited molecular transfer across membranes that disrupts vital
functions. Cytotoxic T-cells permeabilize invading cell membranes with perforin,
creating pores through which granzymes can induce apoptosis in invading cells.
These pores have a lumen of 5–30 nm with the majority at 13–20 nm (Law et al.
2010).

During some regulated cell death (RCD) mechanisms pores or channels are
produced in membranes from the inside out. These “pores” are designed to end in
RCD by lysing cells. These mechanisms are sometimes referred to as programmed
or regulated necrosis or secondary necrosis (Zhang et al. 2018). Two relatively well-
studied regulated necrosis mechanisms are necroptosis and pyroptosis (see Chap. 9).
Necroptosis is known to occur in several pathological conditions including inflam-
mation, autoimmunity, or immunodeficiency (Chan et al. 2015). When necroptosis
is initiated, a protein kinase called receptor-interacting protein kinase 3 (RIP-3) is
activated by RIP-1, forming what is called the necrosome that phosphorylates and
recruits a pseudokinase called MLKL (mixed-lineage kinase domain-like protein) to
the plasma membrane. MLKL forms octamers, eight subunit proteins, which span
the membrane to form a channel. MLKL forms unique cation channels that exhibit
preferential permeability to Mg2+, but not Ca2+, in the presence of Na+ and K+. (Xia
et al. 2016; Huang et al. 2017) Transient potential receptor (TRP) channels TRPM7
may mediate post-MLKL channels resulting in Ca2+ influx into cells that thereby
die by cell lysis (Cai et al. 2014). Nevertheless, pore-forming activity of MLKL is
required for necroptosis (Xia et al. 2016; Huang et al. 2017).

Pyroptosis is another form of RCD that ends in cell lysis (Aglietti et al. 2016;
Ding et al. 2016; Liu et al. 2016; Sborgi et al. 2016). This mechanism depends
on inflammasome-mediated mechanisms that activate caspase-1 and/or 11 in mice
(caspase-4/-5 in humans) and induce secretion of IL-1β and IL-18 (Denes et al. 2012).
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Inflammasomes like the NLRP3 (nucleotide-binding domain, leucine rich repeat
containing receptor protein 3) are large multiprotein complexes that are activated by
DAMPs (danger-associated molecular patterns) and PAMPs (pathogen-associated
molecular patterns) aswell asUV (ultraviolet) radiation. Like necroptosis, pyroptosis
also uses oligomerization and translocation of intracellular structures to the plasma
membrane to form permeabilizing structures from the inside out, in this case forming
pores instead of channels. However, instead of the phosphorylation mechanism in
necroptosis, pyroptosis forms lytic structures by proteolytic cleavage of gasdermin D
(GSDMD) by caspase-1/-11 (-4/-5 in human). The N-terminal fragment of GSDMD
translocates to the plasma membrane and forms non-selective pores with an inside
diameter of 10–14 nm (Ding et al. 2016). There are many similarities between RCD
by necroptosis and pyroptosis, but there are also many differences (Chen et al. 2016;
Shi et al. 2017). These mechanisms of RCD by necroptosis and pyroptosis will be
discussed in Chap. 9.

2.5 Studies with usEP Effects on Plasma Membranes

The plasma membrane is essentially a leaky dielectric and when electric fields are
applied with voltage increased to about 1 V, the membranes become electroporated
and leaky to water and small ions. Conventional electroporation uses pulse dura-
tions of microseconds (μs) and milliseconds (ms) (Neumann et al. 1999). These
conditions lead to relatively large pores in the plasma membrane (Weaver and Chiz-
madzhev 1996) that allow entry of large molecules such as DNA or impermeable
chemotherapeutic drugs. Shorter pulses in the nanosecond range cause pore forma-
tion in the plasmamembrane that are smaller allowing only small ions to enter the cell
(Deng et al. 2003; Chen et al. 2004; Hu et al. 2005b). When the rise-fall time of the
pulses are faster than the charging time of the plasma membrane, the electric fields
pass through the cells, into the cytoplasm and small pores are formed in intracellular
membranes (Schoenbach et al. 2001) and in all cell membranes (Gowrishankar et al.
2006).

So, in contrast to conventional EP, usEPs were hypothesized to bypass the resis-
tance of the plasma membrane and affect intracellular structures and functions. This
concept was based on a simple electrical model of biological cells that predicted
increasing likelihood for electric field effects on intracellular structures when the
pulse durations were in the sub-microsecond range (Schoenbach et al. 2001). When
the duration is short enough or more accurately, when the pulse rise-fall times are
short enough, compared to the charging time constant of the plasma membrane
dielectric, the electric field occurs across the intracellular milieu while the charge
across the external membranes may be relatively small enough not to cause poration
(Schoenbach et al. 2004). The charging time constant is a measure of the time that
the cell interior is exposed to the applied electric field or about 75 ns (Schoenbach
et al. 2001). From a different perspective, the plasmamembrane becomesmore trans-
parent for oscillating electric fields when the angular frequency of the oscillation is
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greater than a value given by the inverse of the charging time (Schwan 1985). A
75 ns charging time constant is determined for cells in vitro, but would be much
longer for tissues or tumors in vivo. However, these arguments for significance of
the charging time constant can be made equally for in vitro and in vivo effect.

Early experiments with usEPs supported a hypothesis of selective intracellular
effects with usEPs because propidium iodide (PI), a DNA binding dye that is imper-
meable to cells with intact plasma membranes and commonly used as a permeability
marker, did not readily enter cells after usEPs (Schoenbach et al. 2001; Deng et al.
2003; Beebe et al. 2003a, b, Vernier et al. 2004a). For example, studies with Jurkat
cells exposed to pulse durations between 100 μs and 60 ns and electric fields 3–
150 kV/cm found that shorter pulses exhibited temporally delayed PI uptake with
heterogeneous staining magnitudes and minimal cell swelling (60 ns more delayed,
less swelling than 300 ns). In contrast, pulses with 10 and 100 μs durations showed
rapid and homogeneous permeability changes with rapid cell swelling (Deng et al.
2003). These studies, like others (Beebe et al. 2002, 2003a, b), demonstrated distinct
differences between usEPs and conventional EP pulses, yet when electric fields were
sufficiently intense, plasma membranes became permeable to usEPs defined by PI
uptake.

This theory was further supported by the selective permeability of intracellular
granules to calcein in human eosinophils, referred to as eosinophil sparklers, without
apparent effects on the plasma membrane (Schoenbach et al. 2001). Additional
support for these ideas was found in several studies, showing that calcium was mobi-
lized from intracellular stores in cells that were incubated in media containing EGTA
to chelate extracellular calcium (Vernier et al. 2003; Beebe et al. 2003b; Buescher
et al. 2004; White et al. 2004). In addition, selective permeability was observed in
intracellular vacuoles and vesicle membranes (Tekle et al. 2005). In time, a number
of biological responses to usEPs were considered to be due to intracellular effects
with minimal effects on the plasma membrane. One of the most interesting find-
ings, given the recent understanding of how cells could die on their own accord, was
the observation that usEPs induced cytochrome c release from mitochondria into
the cytoplasm and activated caspases, indicating intrinsic apoptosis (Beebe et al.
2003a; Ren et al. 2012). Intrinsic apoptosis is due to generation of signals from intra-
cellular origin, further supporting the hypothesis that usEPs induced intracellular
mechanisms including apoptotic cell death (see Chap. 9).

In further support for intracellular charging effects, a most noteworthy study by
Frey and co-workers (2006) examined voltage changes in the membrane potential of
Jurkat cells in response to usEPs for pulses with a duration of 60 ns and maximum
field strengths of ~100 kV/cm (100 V/cell diameter). The study loaded cells with the
fast voltage sensitive dye ANNINE-6 with a voltage sensitive temporal resolution
of 5 ns achieved by the excitation of this dye with a tunable laser pulse, which was
synchronized with the applied electric field to record images at times before, during,
and after exposure. When a pulse was applied to the Jurkat cells the anodic voltage
reached values of 1.6 V within 15 ns. This was greater than the voltage required
for electroporation. Voltage across the anodic side reached values of only 0.6 V
with the same time range. So, this strong asymmetry in conduction mechanisms
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in the membranes of the two opposite cell hemispheres, indicates that during the
pulse, almost all the voltage across the cell appears across the interior of the cell
after conduction pores through the membrane have formed. This means that the
cell interior sees approximately the same electric field as the entire cell—nearly
100 kV/cm (6 × 10–3 Vs/cm). It is reasonable to assume that these high electric
fields charge subcellular membranes and likely other structures in the same way as
external electric fields charge the plasmamembrane, and indeed, this “electroporation
effect” on subcellular membranes has been observed (Schoenbach et al. 2001). As
indicated throughout this book, these usEPs have been the focus of a significant
number of studies. Many of such studies have been reviewed (Schoenbach et al.
2004) and enumerated (Batista Napotnik et al. 2016).

2.6 usEPs Induces Plasma Membrane Nanopores

This novel idea of selective intracellular effects led to several additional studies
investigating usEP effects on biological cells. Of course, a number of these studies
focused on effects of usEPs on the plasma membrane. However, there were several
simulation studies that contradicted this hypothesis. Analytic models (Foster 2000;
Joshi et al. 2002; Gowrishankar and Weaver 2006; Kotnik and Miklavcic 2006;
Smyth et al. 2006) and numerical simulations (Tieleman 2004; Hu et al. 2005b;
Tarek 2005) predicted that usEPs would induce poration in plasma membranes.
Thus, while considerable attention was focused on intracellular effects, the plasma
membrane became a focus of a many studies to resolve the apparent discrepancies
between modeling and experimental analysis.

As indicated earlier in this subsection on plasma membrane structure and func-
tion, it was noted that the plasma membrane is a well-organized structure with phos-
phatidylcholine and sphingomyelin in the outer leaflet and phosphatidylserine (PS) in
the inner leaflet of the bilayer (Op denKamp 1979; Alberts et al. 2014). During apop-
tosis, PS flips from the intracellular to the extracellular leaflet, likely by aminophos-
pholipid translocase (flippase) and scramblase enzymes. Apoptosis induces increases
in calcium signaling that inhibits translocases, which transport PS from the outer to
the inner leaf of the plasma membrane lipid bilayer. Simultaneously, increases in
intracellular calcium activates scramblases, which randomly translate lipids bidi-
rectionally resulting in loss of membrane asymmetry (Bailey et al. 2009; Segawa
et al. 2014). Thus, during apoptosis, the plasma membrane symmetry is lost, and PS
appears on the outer membrane leaflet as an “eat me” signaling for phagocytosis.
Considerations of PS externalization will be revisited in a specific section of usEPs
induce RCD mechanisms (see Chap. 9).

One of the many intriguing observation for effects of usEPs on biological cells
was immediate, within milliseconds, externalization of PS after the application of
a single usEP (30 ns, 25 kV/cm, 7.5 × 10–4 Vs/cm) in human Jurkat cells (Vernier
et al. 2003, 2004a, b, 2006a). Given the lipid structure of the plasm a membrane, the
appearance of PS on the outer leaflet using FMI-43 indicated that the electric field
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had caused a rearrangement of the lipids in the plasma membrane, but only on the
anodal side of the cell. Thiswas consistentwith specific electric field interactionswith
lipids in the plasmamembrane; however, this was observed in the absence of specific
plasma membrane poration effects or membrane damage using PI and trypan blue as
a conventional indicator of plasma membrane integrity. The rapid appearance of PS
on the cell exterior in response to usEPs was not consistent with apoptosis-induced
PS externalization, because it appeared too quickly. Furthermore, the appearance of
PS only on the anodic side of cells was telling. It was hypothesized that the negatively
charged head group of PS was driven toward the positive electrode with the electric
field providing the energy for traversing the plasma membrane (Vernier et al. 2003,
2004a, b). This suggested that PS externalization was an electric field-driven event
without the appearance of membrane permeabilization using the classical membrane
integrity markers PI or trypan blue.

Additional studies tracking PS with FMI-43 and using YO-PRO-1 as a perme-
abilitymarker in plasmamembranes provided several findings supporting the hypoth-
esis that usEPs provided the means for PS translocation to the outer layer of the
membrane bilayer, but provided an alternative mechanism for how the translocation
occurs (Vernier et al. 2006a, b). Not only did PS appear on the anodic side with
a unipolar pulse, but a bipolar pulse induced PS on both the anodic and cathodic
side of cells. This provided additional support that PS externalization was an electric
field-driven phenomena. Thus, usEP-induced PS externalization occurred as a result
of a direct interaction of the electric field on the lipid components of the plasma
membrane. This study also found that trains of shorter pulses required higher elec-
tric fields to induce PS externalization compared to PS induced by trains of longer
pulse duration. For equivalent pulse magnitudes, thirty, 4 ns pulses produced weaker
responses than four, 30 ns pulses. This provided additional support that PS external-
ization was due to charging the plasma membrane. Each of these studies suggested
direct electric field effects on the plasma membrane as opposed to secondary biolog-
ical events that were subsequent to those triggered by usEPs. Because usEPs had
been shown to induce release of intracellular calcium (Vernier et al. 2003; Beebe
et al. 2003b; White et al. 2004; Buescher et al. 2004), it was still possible that usEP-
induced release of intracellular calcium could inactivate translocases and activate
scramblases causing PS externalization; however, the speed of PS externalization
argued against such a slower enzymatic response. The demonstration that PS exter-
nalizationwas calcium-independent, ruled out the possibility that calcium-dependent
enzyme activities could be responsible for PS externalization (Vernier et al. 2006a,
b).

Another finding in this study was that under conditions that did not show perme-
ability to PI, Jurkat cells were permeable to YO-PRO-1 (Vernier et al. 2006a). At
higher electric fields, permeability to YO-PRO-1 increased and permeability to PI
also became evident. Greater permeability to YO-PRO-1 than to PI, which are nearly
the same size and same double-positive charge (at physiological pH), suggested that
pores on the scale of a nanometer were induced by usEPs with durations of 3–30 ns.
However, YO-PRO-1 has a smaller cross-section than PI, suggesting it can traverse
smaller pores (Romeo et al. 2011). Nevertheless, while it was previously proposed



2.6 usEPs Induces Plasma Membrane Nanopores 47

that PS’s negative head groups could be driven by electric field energy across the lipid
bilayer (Vernier et al. 2003, 2004a, b), it was now possible to envision PS with a net
negative charge following a low energy pathway from the inside to the outside layer of
the plasma membrane through a hydrophilic pore (Vernier et al. 2006a, b). So, it was
possible that electric fields could charge themembrane dielectric forming nanometer-
sized pores and that anionic PS could be electrophoretically pulled through the pore
to the outside of the membrane. This indicated that, unlike previous concepts that
usEPs only had intracellular effects, now usEPs could be predicted to induce pores
in plasma membranes that were too small to allow transport of PI, calcein, or trypan
blue (TB).

In a series of studies with GH3 and HeLa cells, long-last increases in passive
electrical conductance of cell membranes were observed with usEPs (five 60 ns,
12 kV/cm pulses, 1.61× 10–3 Vs/cm), suggesting the opening of stable conductance
pores described as nano-electropores (Pakhomov et al. 2007a). These nanopores
were impermeable to PI and TB, but were non-selective with permeability to small
cations and anions, remained open for minutes and passively resealed. That is, they
slowly close without cellular controlled energy sources. When cells were exposed to
200 of these pulses (1.02× 10–2 Vs/cm), plasma membranes remained impermeable
to PI and TB, but cells swelled, blebbed and cytoplasm granulated with 20–30 s
after exposure, suggesting rapid ACD, often referred to as necrotic cell death. HeLa
cells were must less sensitive than GH3 cells. The conductance with small pulse
numbers and necrosis with long pulse trains were blocked by Lanthanide (La3+) and
gadolinium (Gd3+) ions. While these nanopores characteristics were consistent with
de novo formed small electropores, contribution of usEP-activated endogenous ion
conductance could not be ruled out.

A subsequent study applied whole patch-clamp techniques for the first time
for analyzing effects on usEP-exposed cell membranes (Pakhomov et al. 2007b).
Using GH3, Jurkat and HeLa cells, usEPs induced long-lasting decreases in plasma
membrane resistance accompanied by a decrease in the membrane potential. As in
the previous study, the gradual transition from open to closed state and the long-
lasting decreases in plasma membrane resistance and membrane potential were
again unexpected, based on other studies that predicted such electropores would
last in the nanosecond (Vernier et al. 2003, 2004a, 2006a, b) to millisecond range
(Gowrishankar and Weaver 2006).

Further analyses of these nanopore in GH3 and CHO-K1 cells demonstrated that
they were voltage-sensitive, opening at high negative voltages, and inwardly recti-
fying pores. They were a about ~ 1 nm, based on their exclusion of PI, which is
about 1 nm in diameter (Pakhomov et al. 2009). It took minutes for the pores to
seal having significant effects on electrolyte and water balance. In some cells, the
ion channel-like properties evaporated as nanopores appeared to break into larger,
PI permeable, conventional EP pores without inward rectification. Although these
nanopores exhibited complex characteristic observed in protein-containing pores,
nanopores were shown to lipid-based pores through with PS externalization within
seconds after exposure, differentiating this from apoptosis-mediated PS externaliza-
tion, confirming previous conclusions (Vernier et al. 2006a, b). These nanoporeswere
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not a creation of or affected by electrophysiological methodology since they could
be detected by using (thallium) Tl+ and a Tl+-sensitive intracellular fluorophore.
Increases in Tl+ fluorescence was evident in < 100 ms and was insensitive to the
presence or absence of Ca2+ or the K+-channel blockers TEA and 4-AP, respectively
(Bowman et al. 2010). Since Tl+ was not present within cells, this approach provided
a sensitive indicator of nanopore formation that did not depend on membrane perme-
abilization to Ca2+ or Na+ or activation of voltage-gated channels. Since CHO-K1
cells are devoid of voltage-gated channels, ion transport through such pores in these
cells was ruled out. Overall, these studies demonstrated that usEP-induced nanopores
were distinct frommembrane defects induced by conventional plasmamembrane EP
and were distinct from classic ion channels (Vernier et al. 2006a; Pakhomov et al.
2007a, b, 2009; Pakhomov and Pakhomova 2010).

The authors suggested that usEP-induced nanopores in plasma membranes were
not artifacts or anomalies of usEPs but may represent naturally occurring phenomena
that were enhanced by the presence of usEPs. That these nanopores have complex
conductive properties that were not unlike protein channels, suggested that these
nanopores may be endogenous channels and not mere abnormalities or glitches in
nature that randomly appear in plasmamembranes. Cells become permeable to water
movements periodically despite the tight barrier formed by the lipid bilayer and
nanopores may be responsible for these events or other events. Nevertheless, roles
these nanopores may play in cell function aside from responses to usEPs remains to
be determined.

The lipid content of the plasma membrane is expected to have an impact on how
cell membrane “sense” usEPs. As indicated earlier, cholesterol is a major component
of plasma membranes and is known to determine many of its physical properties
by increasing the fluid-phase of the membrane affecting its structural and func-
tion mechanics. However, cholesterol is a major component of caveolae (Fielding
and Fielding 2000) and lipid rafts (Simons and Toomre 2000), which are major
signaling platforms that regulate signal transductions (Bubb et al. 2017; Nordzieke
and Medraño-Fernandez 2018). So, changes in plasma membrane cholesterol level
have physical effects on fluidity as well as signaling effects from signaling stations
in lipid rafts.

Molecular dynamics (MD) analyses addressed the question of the role cholesterol
in electric field effects on membranes including permeability such as pore formation
and structural properties such as PS externalization. One MD study using DOPC
(1,2-dipalmitoyl-sn-glycero-3-phosphatidylcholine) membranes increasing percent-
ages of cholesterol caused a near linear increase in electric field from 32.5 kV/cm
with no cholesterol to 75 kV/cm with 40 mol% of cholesterol for pore formation
(Fernández et al. 2010). The study suggested that cholesterol increases the cohesive
natural stability of the cholesterol-containing membranes, condensing it and thereby
requiring higher electric fields for pore formation. Hydrophilic pores formed more
slowing and remained open for longer periods of time (nanoseconds vs hundreds of
picoseconds). A second study using similar MD simulation that mimicked applica-
tions of a high intensity nanosecond pulses came to the same conclusions (Casciola
et al. 2014). Using pulses that simulated conventional low intensity longer pulses, the
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authors showed similar increases in cholesterol concentrations also required higher
transmembrane voltages to produce pores in the plasma membrane. However, the
nature of the conventional pores suggested different molecular and ionic transport
that would be expected affect pore closure and lifetime.

These MD simulations were confirmed by experimental data in CHO-K1 and
Jurkat cells (Cantu et al. 2016). When cholesterol was depleted from membranes
using methyl-β-cyclodextrin (MβCD), cells were more sensitive to usEPs. That is,
with fewer pulses or lower energy levels, cholesterol-depleted cells exhibited greater
permeability to PI, greater Ca2+ influx and greater PS externalization. Likewise,
both CHO-K1 and Jurkat cells exhibited greater toxicity to usEPs when cholesterol
was depleted from their membranes. Not surprisingly, cholesterol levels are not
the primary determinant of cell responses to usEPs. It was previously shown that
viability of Jurkat cells was more sensitive to usEPs than U937 cells, at least in part
because usEPs induced Fas-ligand secretion in Jurkat cells and usEPs induced U937
cells expressed the anti-apoptotic protein c-FLIP (Estlack et al. 2014). Jurkat cell
secretion of Fas-ligand is likely to play a role in having greater sensitivity to usEPs in
this study as well. As the authors point out and as indicated above, cholesterol is also
a major constituent in lipid rafts and caveolae (Fielding and Fielding 2000; Simons
and Toomre 2000; Bubb et al. 2017; Nordzieke and Medraño-Fernandez 2018), so
cholesterol depletion is also likely playing a role in altering these signaling platforms
inways thatwere not specifically analyzed. This group additionally demonstrated that
cellular “stiffness” plays a role in bio-effects of usEPs by showing that disrupting the
actin cortex decreased rigidity in CHO cells making them more vulnerable to usEPs
(Thompson et al. 2014).

2.7 Effects of usEPs on Plasma Membrane Channels

The great body of evidence for effects of usEPs on cells clearly demonstrates effects
on lipids in cellular membranes. Consistent with this, the first evidence for an effect
of usEPs on a channel as indicated above was a non-conventional lipid channel
called nanoelectropores or plasma membranes nanopore. Also discussed above,
these nanopores were distinct from conventional electroporation pores in smaller
size, greater density, and presence in intracellular membranes as well as plasma
membranes(see section RCD mechanisms, Chap. 9). These lipid nanopore struc-
tures exhibit complex conductances similar to classic pores, which are protein struc-
tures. Demonstrating effects on classical membrane protein channels presented inter-
esting problems. The primary task was to differentiate ion transport across plasma
membranes caused by nanopores or nanoporation from transport through voltage-
gated or other protein channels; both could transport common ions such as Na+,
Ca2+, K+ or Cl−. This differentiation between lipid nanopores and protein channels
was accomplished in several ways. One approach was to use specific inhibitors of
selective channels; however, the key here was a common pharmacologic problem
of specificity. Nevertheless, this was manageable given the depth of data on specific
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channel pharmacology.Another strategywas to change ions in themedia by chelating
Ca2+, changing ion concentrations or ion substitutions, such as NMDG+ or choline
+ for Na+. A third approach was to differentiate nanoporation versus activation of
voltage-gated channels based on their different sensitivities to usEPs. As it turned
out, there was a fine distinction because differences in sensitivities for nanopora-
tion, intracellular Ca2+ transients and effects on ion channels, which were subtle and
sometimes overlapping. These tactics was aided by using specific inhibitors and by
distinguishing the kinetics of ion transport or currents across the plasma membrane.
One kinetic approachwas based on the time required for a voltage sensor in a voltage-
gated channel to respond to an electrical signal. Yet another method was to use
different cell types that were known to have or not have specific types of channels.

Defining these differences was accomplished using two major approaches,
including whole cell patch-clamp methodologies and optical membrane imaging.
Patch-clamp techniques are especially useful in excitable cells such as neurons,
cardiomyocytes, chromaffin cells, or excitable cultured cells. Here it was possible to
determine currents of specific single ion channelmolecules and to voltage clamp cells
to determine currents of variousmembrane potentials. However, there were problems
tomaintain the gigaseal of the patch in the presence of usEPs. The gigasealwas impor-
tant to electronically isolate currents across the membrane as they were measured to
prevent “noise” and provide physical stability during the recording. Another issue
with patch clamp recording was a possible problem of “usEP pick-up” artifacts—
these are effects pulse generation can have on recording equipment. While many of
these problems have been resolved, there are alternative approaches. An alternative
to avoid potential problems of patch clamp techniques is to use fluorescent probes.
One of these approaches used Tl+ to distinguish nanoporation, since Tl+ is small
enough to cross nanopores and is not transported by any channel because it is not
present in cells (Pakhomov et al. 2009; Bowman et al. 2010). Another approach was
to measure optical membrane potentials with fluorescent molecules such as FluoVolt
(Pakhomov et al. 2017).

Another issuewith demonstrating effects on channels, was that theywere proteins,
and there was a dearth of experimental evidence for direct effects of usEPs on
proteins. There is experimental evidence that usEPs could inactivate the catalytic
subunit of protein kinase A (Beebe 2015); however, while there were antioxidants in
the media, there was not a concentrated effort to include the presence and absence
of antioxidants to rule out effects of oxidation as a means of kinase inactivation as
opposed to a direct electric field effects on protein structure that inactivated its func-
tion. However, it is possible that direct usEP effects could alter the conformation
of the kinase itself. While it was arguable that an usEP charging effect can affect
protein structures, during phosphorylation the attachment of a negatively charged
phosphoryl group can significantly affect the structure and function of the phospho-
rylated protein (Graves andKrebs 1999; Cohen 2000; Pawson and Scott 2005; Taylor
et al. 2012). There are a number ofmodeling studies that predict usEP effects can alter
protein conformation (Marracino et al. 2013; Reale et al. 2013). However, effects of
usEPs on classical voltage-gated channels may be more easily envisioned since these
channels are in membrane structure affected by usEPs, have voltage-sensors that are



2.7 Effects of usEPs on Plasma Membrane Channels 51

well-characterized, and could possibly be triggered by a direct usEP charging effect
on the channel voltage sensor themselves. It is possible that some usEPs are too short
to affect the voltage sensor (Semenov et al. 2015a, b) as will be discussed below.
A combination of experimental approaches in several studies from different groups,
appear to have ultimately determined that usEPs can have direct effects on specific
voltage-gated channels. However, this took a decade of intense investigation.

While some earlier studies investigated non-lethal effects of usEPs on biological
functions of mammalian cells, the finding that usEP could kill cancer cells, espe-
cially by apoptosis as a “safe” death (Beebe et al. 2002, 2003a), set the stage for a
number of early studies to investigate usEP-induced mechanisms of cell death and
what cellular target usEPs used to kill cancer cells (see section on RCDmechanisms,
Chap. 9). These studies had evolved from experiements that investigated how energy
efficient usEPs were for killing bacteria (Schoenbach et al. 1997, 2000). Thus, in the
early phases of studies with usEPs, decontamination and cancer therapy were inves-
tigative strategies. While not all of these early studies investigated lethal actions of
usEPs, studies with usEP effects on ion channels provided a general shift in strategies
for defining more fine-tuned effects of usEPs on cell structures and functions as a
means to activate or excite cells and tissues. Without a doubt, greater therapeutic
applications of usEPs on excitable cells such as neurosecretory cells, neurons and
cardiac myocytes could be achieved through excitation of modulation of function
rather than eliminating their functions.

One of the earliest attempts to determine if usEPs could activate plasmamembrane
channels exploited bovine adrenal chromaffin cells (Vernier et al. 2008). Thiswas one
of the first studies for analyzing effects of usEPs on excitable cells. These cells are
triggered to release epinephrine and norepinephrine by exocytosis by increasing Ca2+

influx after activation of voltage-gated Ca2+ channels (VGCC) (Craviso et al. 2009,
2010). usEPs with a 4 ns duration and 80 kV/cm (3.2× 10–4 Vs/cm) induced a rapid
increase in intracellular Ca2+. This increase was insensitive to depletion of intracel-
lular Ca2+ with caffeine, which empties Ca2+ from ryanodine-sensitive endoplasmic
reticulum (ER) Ca2+ stores, and was insensitive to thapsigargin, which inhibits Ca2+

uptake into ER stores by inhibiting Ca2+ ATPase. In contrast, uptake of calcium was
prevented by chelating extracellular Ca2+ with EGTA. These studies indicated that
Ca2+ entered the cell through the plasma membrane from the extracellular media.
Increases in Ca2+ were completely inhibited by nitrendipine, a selective antago-
nists of L-type VGCC. Since the plasma membrane was not permeable to YO-PRO-
1, suggesting the plasma membrane was intact and sensitive to nitrendipine, these
results suggested that usEPs directly affected L-type Ca2+ in the plasma membrane.
The Ca2+ increase was similar to Ca2+ influx in response to a nicotinic receptor
agonist. Thiswas particularly interesting because the results were in contrast to usEP-
induce Ca2+ release from intracellular stores in Jurkat and HL-60 cells (Vernier et al.
2003; Beebe et al. 2003b; White et al. 2004; Buescher et al. 2004) and the natural
response for catecholamine release from chromaffin cells is by activation of VGCC.
These same pulses were in fact shown to release epinephrine and norepinephrine
through VGCC (Craviso et al. 2009).
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A later study shed new light onto these earlier finding of usEP effects onCa2+ entry
into chromaffin cells (Craviso et al. 2010). The finding that usEPs affected L-type
channels was correct, but the mechanisms of a direct effect was not. This finding was
based on complete inhibition Ca2+ influx with the L-type VGCC blocker nifedipine,
which was used at a relative high concentration. When inhibitors were used for
VGCC of the N-type (ω-conotoxin GVIA), P-type (ω-agatoxin IVA low concentra-
tion),Q-type (ω-agatoxin IVAhigh concentration) andN- andP/Q-type (ω-conotoxin
MVIIC), all had inhibitory effects on usEP-inducedCa2+ influx. Thus, consistentwith
the various type of VGCC channels in chromaffin cells, usEPs affected L-, N-, and
P/Q-type VGCC. Another consideration was the possibility that membrane depolar-
ization was sufficient to activate VGCC (Frey et al. 2006). So, it was possible that
usEPs activated VGCC by depolarizing the membrane potential. When the extracel-
lular concentration ofK+ was reduced to depolarize the cell, thus lowing the threshold
for opening VGCC and when Na+ was excluded from the extracellular media, effects
of usEPs on Ca2+ entry was attenuated, suggesting that Na+ entry preceded activa-
tion of VGCC. The lack of an effect of tetrodotoxin (TTX), a voltage gated Na+

channel (VGSC) blocker, had no effect, indicating that Na+ entry through VGSC
was not involved in Ca2+ influx. While the entry of Na+ through some non-voltage-
gated channel was not ruled out, it was also not ruled out, but possibly Na+ could
enter through small pores that were responsible for phosphatidylserine externaliza-
tion (Hu et al. 2005a; Vernier et al. 2006a). These same channels were likely the
same as those defined as long lasting nanopores, permeable to ions like Na+, but not
to YO-PRO-1 (Pakhomov et al. 2007a, b, 2009), and the same as those used previ-
ously to suggest that VGCC allowed Ca2+ entry without permeabilizing the plasma
membrane (Vernier et al. 2008; Wang et al. 2009a).

Another study with usEP effects on excitable cells used rat cardiac myocytes
(Wang et al. 2009a). usEPs were shown to induce cardiac myocyte action poten-
tials, but by a new, indirect mechanism for cardiac excitation. The study used 4 ns
pulses with electric fields from 10 to 80 kV/cm, (4× 10–5 to 3.2× 10–4). Treatment
of cardiac myocytes with conventional electroporation (EP) [1 ms, 0.5–2.4 kV/cm,
(0.5–2.4 Vs/cm)] caused asymmetrical excitation with depolarization at the anodal
side of the cells with an inward Na+ current and a hyperpolarization at the cathodal
side of the cell as an outward K + current, which causes a secondary depolariza-
tion (Cheng et al. 1999; Sharma and Tung 2002). Thus, the EP-induced excitation
response is due to voltage-gated channels. In contrast, usEP induced cardia myocyte
excitation was due to nanopore formation in the plasma membrane. Several pieces of
evidence pointed to this mechanism. First, the response was not all-or-none, which is
a definitive characteristic of a voltage-gate channels. Instead, the response to usEPs
was electric field-dependent and graded (not sure what “graded” means). In addi-
tion, an increase in the pulse repetition rate increased the excitation. Pulses were
resistant to verapamil, a VGCC inhibitor, but Ca2+ levels were higher than with
EP-induced Ca2+ entry, indicating additional Ca2+ release from the sarcoplasmic
reticulum as a Ca2+-induced Ca2+ release. UsEP repetition overcame inhibition by
tetrodotoxin with anodal Ca2+ entry and Ca2+ waves. Finally, blockade of Na+ / Ca2+

exchanger decreased responsiveness to usEP indicating that the Na+/Ca2+ exchanger
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was involved in usEP excitation of cardiacmyocytes. So, usEP-induced action poten-
tials in cardiac myocytes are multifaceted, but most likely are due to nanoporation
of the plasma membrane with non-selective cation entry, secondary activation of
VCSC, which leads to activation of Na+/Ca2+ exchanger.

The modulation of excitable cells can occur by permeabilization of the plasma
membrane by nanopores, which are well characterized by different procedures
including electrophysiological methods (Pakhomov et al. 2007a; Nesin 2012a; Ibey
et al. 2010; Ibey et al. 2009), detection of optical dyes and ion mobilization (Frey
et al. 2006; Cantu et al. 2016; Semenov et al. 2016) aswell as simulation usingmolec-
ular dynamics (Vernier et al. 2006b; Sridhara and Joshi 2014; Joshi et al. 2005) and
mathematical analyses (Batista Napotnik et al. 2016; Joshi et al. 2005). However, this
modulation of membrane potential occurs in all cells. Although nanopores exhibit
channel-like properties such as sensitivities to voltage and current, ion selectivity
and inward rectification (Pakhomov et al. 2007a; Nesin et al. 2012a, b) nanopora-
tion occurs independently of events that naturally modulate excitable cells such as
voltage gated (VG) channels for Ca2+ (VGCC) and Na+ (VGSC). Investigations of
VG channels by usEPs using electrophysiological measurements are complicated
due to usEP-created “noise” that affects cellular voltage and current-clamp signals,
so only delayed usEP effects have been analyzed. Consequently, the most common
approaches determine indirect effects of usEP responses from VGCC and VGSC
using optimalmeasurements of cytosolic Ca2+ in the presence and absence of channel
inhibits such as verapamil for VGCC and tetrodotoxin (TTX) for VGSC.

Roth and colleagues (2013) determine nanoporation thresholds for NG108
neuroblastoma cells and primary hippocampal neurons (PHN) determining
membrane asymmetry changes using Annexin-V and FM1-43 and Ca2+ Green to
determine Ca2+ mobilization. Using 600 ns pulses, they found that ED50 values for
the uptake of Ca2+ for NG108 cells was 1.76 kV/cm (1.1× 10–3 Vs/cm) and for PHN
was 0.84 kV/cm (5.0 × 10–4 Vs/cm). With 16.2 kV/cm the EC50 for Ca2+ uptake
was 95 ns (1.5 × 10–3 Vs/cm) for both cell types. The effects were not blocked by
the non-specific Ca2+ channel blocker cadmium indicating these effects were due to
nanoporation.

Experiments with cardiac myocytes (Wang et al. 2009a) using fluorescence in
cardiac myocytes demonstrated Ca2+ transients with 4 ns pulses between 10 and
80 kV/cm (4× 10–5 to 3.2× 10–4 Vs/cm) that were suggestive of occurring through
non-selective ion channels. In experiments with bovine chromaffin cells, usEPs with
5ns durations and electric field amplitudes of 50kV/cm (2.5×10–4 Vs/cm)mobilized
Ca2+ by opening L-type VGCC that were indirect likely induced by nanoporation
(Craviso et al. 2010).

Pakhomov et al. (2017), whose laboratory has produced the greatest number of
studieswith usEPs effects on plasmamembranes and ion channels, explored effects of
200 ns usEPs using optical membrane potential (OMP) changes with FluoVolt found
that single action potential were induced in 40% of primary hippocampal neurons
by 200 ns pulses with a threshold of about 3 kV/cm (6 × 10–4 Vs/cm) while the
nanoporation threshold was slightly lower at about 1.7 kV/cm (3.4 × 10–4 Vs/cm).
The exclusion of extracellular Ca2+ had no effect on reducing the depolarization, so
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contributions from VGCC were unlikely. While the thresholds for nanoporation and
AP overlapped, the authors did not necessarily suggest causal relationships, but did
conclude that usEPs were less effective for inducing APs than conventional electric
stimulation.

Another study was reported with usEP effects on murine cardiac myocytes
(Azarov et al. 2018). This study used much longer pulses with 200 ns and lower
electric fields (~1 to 3 kV/cm) and FluoVolt optical action potentials (APs). In these
cells the action potential were at least in part responsive to slow sustained depolar-
ization (SSD). However, there were other contributing factors. Like the study with
GH3 and NG108 cells with longer pulses (300 ns and 1.6–5.3 kV/cm, 4.8 × 10–4 to
1.6 × 10–3 Vs/cm) (Nesin 2012a), the various ion transport mechanisms were diffi-
cult to differentiate. For example, in mouse cardiac myocytes, the thresholds for the
observed SSD, action potential andVGC-insensitiveCa2+ transientswere 1.26 (2.5×
10–4 Vs/cm), 1.34 (2.68× 10–4 Vs/cm) and 1.40 kV/cm (2.8× 10–4 Vs/cm), respec-
tively. Nevertheless, usEP-induced TTX-sensitive action potentials were coincident
or preceded by SSD and most often transient after depolarization waves. The SSD
was a possible result of several different mechanisms. These included nanoporation
of the plasma membrane, opening of selective and/or non-selective cation channels,
such as TRPCs (transient receptor potential channels) or the forward mode of the
Na+/Ca2+ exchanger. Because the SSD was present when VGSC and VGCC were
inhibited by TTX and verapamil, respectively, the SDD were not due to VG chan-
nels. Nanoporation was suspected based on time courses and the drug sensitivity.
However, there were several issues that suggested active mechanisms were involved.
The removal of extracellular Ca2+ and verapamil-induced attenuation of the SDD
suggested some Ca2+-dependent mechanism. Elevation of intracellular Ca2+ could
be due to Ca2+ influx or from nanoporation of the sarcoplasmic reticulum (SR);
however, SR leakage was not likely because Ca2+ transients were absent in the pres-
ence of EGTA.Another candidatewas theNa+/Ca2+ exchanger, which is an antiporter
that uses energy stored in the inward Na+ gradient to remove Ca2+ (3 Na+ in, 1 Ca2+

out), which causes depolarization. Inhibiting this antiporter with SEA0400 attenu-
ated the SSD amplitude and increased the action potential. Finally, the generation
of the after depolarizations, a common characteristic in many usEP-treated cardiac
myocytes, are related to the L-type Ca2+ channel, implicating this channel in the
action potential. Overall, it is likely that the usEP induced action potential is due
to Ca2+ entry, allied with SSD that results in an action potential. While Ca2+ entry
was not dependent on VGCCs, the SSD was most likely supported by the Na+/Ca2+

exchanger and L-type Ca2+ channels.
A further exploration of effects of usEPs on VGCC used pulses with durations of

0.5 ns (500 picoseconds, ps) with electric fields of 190 kV/cm (0.9 × 10–4 Vs/cm)
(Semenov et al. 2015a). Fura2-ratiometric imaging was used to determine cytosolic
Ca2+ imaging in GH3 and NG108 cell, which have multiple types of VGCCs, and
CHO cells, which do not express VGCCs. In CHO cells, as many as 100 pulses
at 190 kV/cm failed to elevate intracellular Ca2+. This indicated that this condition
did not cause electroporation of the plasma membrane. In GH3 cells, these same
pulses induced increases in intracellular Ca2+ levels that were inhibited 95% by the
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L-type VGCC inhibitor verapamil. This clearly implicated the L-type VGCCs for
the increase in intracellular Ca2+. In NG108 cells these pulses increased intracel-
lular Ca2+, which were partially inhibited by verapamil, but inhibited 85–100% by
a cocktail of verapamil and ω-conotoxin, which indicate multiple types of VGCCs
were activated by usEPs in the picosecond range. To rule out activation of VGCCs
by membrane depolarization, replacing Na+ with NMGD did not cause a decrease in
intracellular Ca2+, indicating that VGSCs were not responsible for the Ca2+ increases
like that in other studies (Wang et al. 2009a). These studies demonstrated in all these
cell types that usEPs can have effects on protein membrane channels, especially on
VGCCs when the plasma membrane is affected by nanoporation. This is intriguing
because the pulse durations used are shorter than the time required for responses
through the voltage sensors in theVGCC,which is 5–6 times faster than the activation
time for the VGCCorVGSC (Armstrong andHille 1998). The authors suggested that
usEP effects on VGCC were either non-conventional electroporation, such as failure
to detect short-lived pore formation, or a non-conventional mechanism for opening
VGCCs that bypasses the voltage sensormechanisms and acts directly on the channel
gate or by some other unknown mechanism. These results are interesting based on
other theoretical considerations. Given that the pulse duration is shorter than the
membrane charging time constant (~100 ns under these conditions) and shorter than
the dielectric relaxation time of the cytoplasm (~700 ps under these conditions), the
possibility that the effects on the membrane are determined by membrane charging
process through charging currents may not be correct. Under such circumstances of
usEPs less than 1 ns, the electric field interactions could be better explained by the
cytoplasm and media permittivity rather than conductivity.

In additional studies with GH3 and NG108 cells with 300 and 600 ns pulses at and
above 1.5–2 kV/cm, it was found that there were overlaps in currents with prolonged
inhibition of VGCCs and VGSCs and so-called non-inactivating “leak” currents,
were presumably due to nanopore formation in the plasma membranes (Nesin et al.
2012a). The leak currents were abrupt, were not coincident with PI uptake, increased
at high negative membrane potentials, and were inward rectifying. These are all
typical characteristics of nanopores. In NG108 cells, but not in GH3 cells, inhibition
of theVGSC currents could be isolated by subtracting the leak current. The combined
current (VGSC and leak) was measured as a negative peak in current–voltage (I–
V) traces. As the voltage steps increased at the beginning of the trace, where the
leak current was greatest, it could be subtracted from the VG channels and the two
currents could be isolated independently. Since the leak current started and ended
earlier than the VG currents, it was considered whether increases in the leak current
could cause or affect inhibition of VG channels. However, the magnitude and kinetic
relationship between the two currents appeared to be rather weak, suggesting that
one was not caused by the other. While both currents increased with higher electric
fields, the leak current often increased dramatically, while inhibition of the VGSC
current changed less or did not change. From another perspective, inhibition of the
VG channels could remain, while the leak current had dissipated. These observations
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suggested, but did not prove, that the leak currents either caused or modulated the
VC currents.

So, the increase in the leak current could be due toNa+ and/orCa2+ coming through
nanopores and/or Ca2+ could be released from nanoporation of the endoplasmic
reticulum (White et al. 2004; Semenov et al. 2013a, b). In a subsequent study (
and Pakhomov 2012b), the Na+ question was resolved by increasing Na+ in the
pipette in patch clamp approaches, which did not cause inhibition of the VGSC. The
Ca2+ question was addressed by showing that BAPTA chelation from the pipette did
not prevent or reduce inhibition of the VGSC. Thus, while nanopores brought cation
influxes, inhibition of the VGSCwas shown to be Ca2+- and Na+-independent. These
results suggested a Ca2+-independent local downregulation of the VGSC channels or
a direct effect of the usEPs on the channels themselves. This was suggestive evidence
that usEPs could directly affect proteins.

2.8 usEPs Activate Plasma Membrane Cell Repair
Mechanisms

When cells are exposed to mechanical, chemical, or pathological injuries, and the
membrane is breached, the security of the membrane bound intracellular living
systems are threatened. Immediate responses are initiated by multiple mechanisms
to ensure rapid membrane repair and that the normal ionic equilibrium can be
maintained. These will clearly be operational when cell membranes are affected
or wounded by usEPs, such as in nanoporation. There are several steps that are
essential to successfully respond to plasma membrane wounding. These include
sensing the wound, resealing the membrane by closing the wound and remodeling
the plasmamembrane and the underlying cortical cytoskeleton. The classical cellular
membrane repair routine is like a well-coordinated “fire drill” for cell survival. These
protocols have been highly conserved through evolution, so they are well-rehearsed
and synchronized when activated. A typical membrane repair scenario includes
initial clotting mechanisms with Ca2+ binding protein aggregation to create a new
barrier that patches the wound. Membrane internalization by endocytosis to remove
wounded lipids, endocytosis of adjacent vesicles or membrane fusion with intracel-
lular vesicles serve as sources of recycled membranes for larger wounds. Exocytosis
or membrane shedding is another mechanism to remove “holes”. Another cellular
approach is to invoke the actin cytoskeleton at the site of the wound and actomyosin
contraction responses as F-actin assembly and disassembly at the leading and trailing
edge, respectively, of the closing wound. These contractile mechanisms are down-
stream of the RhoA GTPase regulators for wound repair (Horn and Jaiswal 2018;
Nakamura et al. 2018).
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Many of these response mechanisms, or variations of them, have been observed
in response to usEPs. The universal signal for membrane repair is an influx of Ca2+

across the plasma membrane. Thus, it is not surprising that most of the response for
membrane repair are Ca2+-dependent. When cells are exposed to usEPs, the supra-
electroporation of the cell has this outer barrier receiving the electric field electric
field impact as it passes into the cell interior. As already indicated, short pulses and
short pulse rise-fall times have greater effects on intracellular structures and functions
than pulseswith longer durations and long rise-fall time; however, under these shorter
pulse conditions, all cell membranes experience supraelectroporation such that high
density nanopores are created in all cell membranes throughout the cell (Stewart et al.
2004; Gowrishankar et al. 2006; see section RCD mechanisms, Chap. 9). The injury
associated with usEPs are most likely sensed as a mechanical stress since electric
fields charge the lipid bilayer, its associated structures, and intracellular structures.
These dense yet nanoscale-sized breaches in the plasma membrane set in motion
Ca2+ mobilization, which drives down a 10,000-fold electrochemical gradient into
the cell so that intracellular Ca2+-sensitive binding proteins discern this Ca2+ rush
and rapidly respond to close these membrane breaches. However, nanopores can
remain open for relatively long time periods. Thus, Ca2+ and other ions affect the
cell membrane potential and requires voltage-gated and other ion channels to main-
tain the membrane potential and avoid cell death. This also requires changes in the
cytoskeleton that participate in wound remodeling during repair and modulates gene
transcription events mediated by several signaling mechanisms including protein
kinase C and p38 MAPK (Togo 2004). There are also responses to reestablish the
ionic equilibriumwith a regulatory volume decrease (RVD) response, which includes
K+ andCl− effluxmechanisms. Swelling responses and increases in intracellularCa2+

activates efflux from intermediate-conductance Ca2+-dependent K+ (IK) channels.
Swelling also causes release of ATP, which stimulates purinergic ATP (P2Y2) recep-
tors, thereby inducing phospholipase C-mediated Ca2+ mobilization that augments
the IK channels. Another G protein-coupled Ca2+-sensing receptor increases efflux
activity of volume-sensitive outwardly rectifying Cl− channels (Okada et al. 2001).
Thus, increases in intracellular Ca2+, swelling-induced ATP release, and G-protein-
coupled receptors including phosphatidylinositol 4,5-bisphosphate (PIP2) and phos-
pholipase C (PLC) activation coordinate ionic mechanisms of RVD that attempts to
correct the swelling induced by nanoporation from usEPs.

One of the most important, early clogging mechanisms of membrane repair
involves the Ca2+-binding annexin protein family. While annexin activities have
not been specifically evaluated in response to usEPs, phosphatidylserines (PSs) are
known to be released in response to usEPs either as an apoptosis-mediated response,
which is relatively late, or a response fromspecific responses to electric fields “pulling
PS from the inner to the outer leaflet of the plasma membrane through nanopores”,
which is immediate. In addition, PS is an important participant in the repair response.
The annexin family has a broad range of Ca2+ sensitivities with a diverse range of
interacting partners with roles for clotting, membrane trafficking, recruiting, and
cytoskeletal reorganizations. Annexins accumulate at the site of injury and facil-
itate repair by forming 2-dimensional protein arrays that stabilize the wound and
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limit its expansion. Annexin-V binds to PS that accumulates at the wound site.
While PS is translocated to the outer leaflet of the plasma membrane during apop-
tosis as an “eat me” signal for phagocytes and serves to suppress inflammation, it
also binds to mitsugumin 53 (MG53/TRIM72), which is known to be an impor-
tant component of the membrane repair machinery in several cell types (Cai et al.
2009). MG53 is recruited and binds to PS as a means to associate with intracel-
lular vesicles on the cytoplasmic side of the plasma membrane. In association with
other proteins such as dysferlin, and caveolin, this allows vesicles to fuse with the
disrupted membrane. Wound constriction is mediated by caveolae that gather and
fuse around larger wounds, leading to wound constriction and intracellular fusion
of caveolar endosomes (Blazek et al. 2015). Although these mechanisms have not
been analyzed in response to usEPs, they are likely to play roles as nanopores fuse
to make larger pores under higher intensity usEP conditions. In any event, while the
appearance of PS on the externalized plasma membrane signals apoptosis, PS in the
cytoplasmic side of the membrane participates in wound repair.

In addition to Ca2+ and PS, PIP2 and its downstream signaling molecules acts
as critical regulators of actin polymerization and cytoskeleton/membrane linkages,
modulators of adhesion of the actin-based cortical cytoskeleton to the plasma
membrane and crucial regulators ofmembrane organization during repair. As already
mentioned, PIP2 and PLC are activated in response to purinergic P2Y2 receptors
activation. Some evidence suggests that binding of PIP2 to cytoskeletal proteins can
modify their lateral movements to affect lipid symmetry during membrane repair
(Hayes et al. 2004). PIP2 binds with high affinity to cholesterol and annexin A2,
one of the many annexin family proteins, which binds to actin and lipids in a Ca2 +
-dependent manner providing for tight control of repair processes (Demonbreun and
McNally 2016). Plasmamembrane injury-induced increase in intracellular Ca2+ acti-
vates phospholipase C (PLC) generating IP3 and diacylglycerol (DAG). A signaling
platform is established at the injury site for the downstream activation of protein
kinase C (PKC) and Rho GTPases. It is not presently clear how these signaling
mechanisms translate to membrane repair (Horn and Jaiswal 2018).

It is clear that the plasma membrane does not act alone in these repair processes
since it is not isolated from the contractile cortex that lies beneath the lipid bilayer
composed of cytoskeleton, which is rich in actin filaments, myosin II and actin
binding proteins that form a layer beneath the membrane about a micron or more
thick. It is these structures that determine how cells respond to mechanical stresses,
such as usEPs. The lipid bilayer has limited flexibility and does not readily expand
when exposed to mechanical forces. The cortical layer is a mesh-like shell that is
more resistant to mechanical stresses and deformation and can produce a force by
actin-polymerization or contraction induced by myosin II. This latter mechanism
can induce motility. Rho A, a small GTPase, is the principal contraction regulator of
the cortex assembly that activates both actin polymerization and myosin II-mediated
recruitment for chemotaxis and cytokinesis (Charras et al. 2006).



2.8 usEPs Activate Plasma Membrane Cell Repair Mechanisms 59

Hydrolysis of PIP2 and PLC activity have been reported in response to usEPs.
These activities are also reported to be responsible for remodeling of the actin
cytoskeleton andmembrane blebbing (Tolstykh et al. 2016, 2017). Blebbing is vesic-
ular protrusions of the plasma membrane above points of detachment of the under-
lying cortex. Blebs are filled and inflated with flowing cytoplasm from intracellular
pressure, but are devoid of cortex and associated proteins. When expansion slows,
the actin cortex is reassembled. Actin liner proteins, actin, actin-associated proteins
and myosin motor proteins are recruited to the base of the bleb. The myosin motor
proteins retract the bleb (Charras et al. 2006). Blebbing in response to usEPs had been
reported earlier (Pakhomov et al. 2007a; Tekle et al. 2008) and described and defined
in detail in a somewhat unique cell-type specific response to usEPs (Rassokhin and
Pakhomov 2012, 2014), as will be presented later.

While the PIP2 hydrolysis and PLC activation were described in response to
usEPs, the authors were more focused on these responses as mediated through G-
protein coupled muscarinic and Angiotensin II (AngII) receptors as opposed to
responses to cell injury (Tolstykh et al. 2016, 2017). Given what is known about
responses to plasma membrane injury, these findings are clearly consistent with cells
responding to nanoporation of plasmamembranes. usEPs (1 and 20 pulses, 600 ns and
16.2 kV/cm, 9.7x10-3 -4.3x10-2 Vs/cm; relatively intense pulses) and oxotremorine,
a muscarinic agonist, induced a time-dependent hydrolysis of PIP2 and like AngII,
activated PLC as shown by a translocation from the membrane to the cytoplasm
that correlated with dissociation of the actin cytoskeleton and an increase in plasma
membrane blebbing. These were inhibited by the PLC inhibitor edelfosine, demon-
strating that usEPs,muscarinic agonists andAngII initiate PLC-induced hydrolysis of
PIP2, which resulted in actin cytoskeletal remodeling and plasma membrane bleb-
bing. Given that nsEPs induce cell injury by plasma membrane nanoporation and
cell responses to plasma membrane injury involved PLC-induced PIP2 hydrolysis
and actin-cytoskeleton remodeling and membrane blebbing, these cell responses are
quite typical of downstream events expected in response to usEP-induced plasma
membrane injury.

Another change that occurs at the plasma membrane in response to usEPs, as well
as in response to other agonists, is externalization of PS (PSE),which can also be asso-
ciated with plasma membrane blebbing. PSE is generally associated with apoptosis,
but this is not always the case. For example, autophagy-deficient cells undergoing
apoptosis do not show PSE (Qu et al. 2007). Also, human neutrophils exposed to
usEPs, which induce PSE in Jurkat cells, did not show PSE (Beebe, unpublished).
In contrast, early features of cells undergoing regulated cell death by parthanatos
and netosis also show PSE (Verhoven et al. 1995; Wang et al. 2009b; Mihalache
et al. 2011). For treating cells with usEPs there were also some considerations that
were found to be required when evaluating PSE as an indicator for apoptosis. As
discussed above, it was determined that PSE occurring on the anodic side of the cell
during nanopore formation indicated that was not a molecular translocation across
the plasma membrane, but was a nanopore facilitated event as negatively charged PS
head groups were pulled through nanopores toward the positively charged electrode
providing the energy as a direct electric field event across the plasma membrane.
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Thus, nanopore formation and PSE occurred simultaneously as the anionic PS head
group was electrophoretically transported through the hydrophilic pore while the
pore was still being formed. This occurred much quicker than required for PSE in
response to apoptosis. Thus, given these usEP findings as well as caveats with other
confounderswith PSE in regulated cell death, caution should be exercisedwhen using
PSE as an apoptosismarker.When evaluating PSE in response to usEPs, about 30min
should pass so re-internalization of usEP-induced PS can occur following usEP treat-
ments (Batista Napotnik et al. 2012). As a more scientifically sound approach, deter-
mination of apoptosis or anyRCDmechanisms should always usemultiple indicators
(Beebe et al. 2003a, 2013, 2016; Batista Napotnik et al. 2012).

Blebbing is commonly associated with apoptosis in the formation of apoptotic
bodies, as a morphological characteristic of apoptosis (Charras 2006, 2008; Zhang
et al. 2018). These are generally rounded or circular, but can differ in shape. In apop-
tosis, they dissociate from the cell generating apoptotic bodies. In general, blebbing
begins by separation of the plasma membrane from the actin cortex or by a localized
actin rupture. Blebs expand rapidly and their extension is dependent on actin poly-
merization. When expansion discontinues, bleb retraction is driven by reassembly
of the contractile cortex under the membrane. Ezrin, a cross-linker between actin
and the plasma membrane, is recruited followed by actin, actin bundling protein
and contractile proteins are recruited to the membrane. When the contractile cortex
assembly is complete, filaments formacage-like structure under themembrane.Bleb-
bing associated with apoptosis is caspase-dependent; caspase-deficient cells do not
undergo blebbing. Caspase-3 cleaves and activates ROCK (Rho-associated protein
kinase) in a Rho-independent manner leading to phosphorylation of myosin light
chain (MLC) (Coleman et al. 2001; Sebbagh et al. 2001). MLC regulates assembly
of myosin filaments, cell contractility, actomyosin contraction and the separation
of the plasma membrane from the cortical cytoskeleton forming plasma membrane
blebs. During apoptosis as the cell shrinks, intracellular pressure transients are gener-
ated by myosin II contraction of the actin cortex to drive inflation. Apoptotic bleb
are ~1 to 5 μm in size and are filled with cytoplasm as well as fragments of DNA,
nucleus and organelles. These apoptotic bodies are eventually phagocytized and recy-
cled. Overall, blebbing during apoptosis is mechanistically similar to that occurring
during blebbing in response to plasma membrane injury.

As previously indicated, blebbing is induced by usEPs. A unique formation of
blebs occurred in U937 cells in response to usEPs. These blebs were structurally
different than apoptotic blebs and were referred to as pseudo-like blebs (PLBs)
(Rassokhin and Pakhomov 2012, 2014). Instead of the small, rounded, apoptotic
membrane blebs, PLB were cylindrical extensions that could extend beyond the
diameter of the cell in minutes. They formed on the anodal-facing side of the
cell in response to colloidal-osmotic water uptake as cells swelled in response to
plasma membrane permeabilization. Like other blebbing mechanisms, PLB exten-
sion depended on actin polymerization. Formation of PLB as well as their shape and
growth were dependent on actin polymerization. Polymerization inhibitors cytocha-
lasinDand latrunculin preventedPLB formation,while inhibition ofWASP (Wiskott-
Aldrich syndrome protein) with wiskostatin prevented PLB growth and extension.
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Fluorescently labeled actin was shown to enter the PLB interior during elongation,
forming the bleb, cortex, and scaffold. In contrast, blebbistatin, a myosin inhibitor,
reduce retraction and aRho-ROCKpathway inhibitor, Y-27632, prevented retraction.
Rho GTPases effectors are well known regulators of actin and microtubules regula-
tions. It is possible that cdc42, a Rho GTPase family member that is up upstream
of WASP, is involved in actin polymerization. Alternatively, or in addition, ROCK,
which is down-stream of RhoA, may also be involved in actin polymerization in
this usEP-induced blebbing. However, ROCK was not shown to be Rho-dependent,
so it could be activated by proteases that were shown for caspase-mediated ROCK
activation in apoptosis. In any event, while the usEP-induced blebbing in U937 cells
was unique and quite extensive, basic, common blebbing mechanisms were present.

It is also noteworthy and significant that the permeabilization that drives bleb
formation is sensed by the cells as a plasma membrane injury. The entry of extracel-
lular fluids and especially calcium is well-known wounding alert, as indicated above
(Jimenez and Perez 2017). As already indicated, permeabilization depolarizes the
transmembrane potential, activating pumping mechanisms to re-establish cellular
homeostasis. These are series of rapid events from a number of different signaling
pathways that participate in membrane repair including signaling through pathways
that exploit calcium, oxidation–reduction (redox) reactions, lipids, kinases, GTPases
and cytoplasmic dynamics (Horn and Jaiswal 2018). Calcium-sensitive proteins are
damage sensors and participate early and rapidly inmembrane plugging.As indicated
in the blebbing responses, Rho family of GTPases regulate cytoskeletal dynamics.
Even brief membrane injury leads to activation of Rho and/or cdc42 that are involved
in actin and myosin dynamics as indicated in usEP-induced blebbing. Phospholi-
pases contribute to modifying lipid composition in membrane wounds. As already
mentioned, injury induces phospholipase C (PLC), generating diacylglycerol (DAG)
and inositol triphosphate (IP3), which activates downstream effects and signaling
platforms for PKC and Rho GTPases. As already indicated, usEPs induces PIP2
hydrolysis and PLC activity and have been shown to be responsible for remodeling
of the actin cytoskeleton andmembrane blebbing (Tolstykh et al. 2016, 2017). Redox
signaling is initiated and proteins and lipid become oxidized. There is also signifi-
cant cross-talk between Ca2+ and redox signaling. Some kinases, phosphatases and
GTPases are Ca2+- and redox-sensitive, so these signaling pathways have multiple
activationmechanisms. Some reactions canbe friendor foe, such as theCa2+ activated
protease calpain and redox reactions depending on the level of activation. Excessive
calpain activation and ROS generation can be damaging and can lead to RCD and
must be spatially and temporally controlled for purposes of membrane repair (Hyun
et al. 2006; Jimenez and Perez 2017; Horn and Jaiswal 2018; Nakamura et al. 2018).
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2.9 Effects of usEPs on Plasma Membrane Redox Systems
(PMRS)

The model of the PMRS in Fig. 2.4 shows three major component including
NAD(P)H as the intracellular electron donor, antioxidants CoQ and ά-tocopherol
and quinone reductases. CoQ is abundant not only on the plasma membrane but
also in mitochondria serving as a good one-electron pro-oxidant oxygen reduction.
CoQ with or without ά-tocopherol scavenges ROS forming ubisemiquinone radical
(CoQ−) and prevent the dissemination of oxidative stress. The CoQ− is transferred
back to ubiquinol by PM redox enzymes, which includes cytochrome b5 reductase
and NADH-quinone oxidoreductase (NQO1) shown in Fig. 2.4, as well as NADH-
ferricyanide reductase, CoQ oxidase, an iron component and diferric transferrin
(Hyun et al. 2006 and references within).

One of the mechanisms that had not been considered as responders to usEPs was
the plasma membrane redox system (PMRS). The PMRS maintains the redox state
of proteins, reduction of lipid hydroperoxides, stimulates cell proliferation, and as
indicated above is reported to play an essential role in reducing oxidative stress,
which has a significant impact on the rate of aging, lifespan, and many pathological
conditions associated with increased oxidative stress (Rizvi and Srivastava 2010,
Rizvi et al. 2011). In general, the PMRS efficiently functions to control cellular
maintenance and homeostasis in the presence ROS generation from the intracellular
or extracellular environment. ROS generation is simply a necessary problem caused
by the use of oxygen in respiration and redox signaling and nitrogen in these and
other cellular processes. A point to be reinforced is that low levels of ROS are used as
necessary cell signaling mechanisms for many functions involving redox-regulated
proteins. At intermediate levels, ROS induces inflammation and at higher excessive

Fig. 2.4 The plasma membrane redox system (PMRS)—Abbreviations: ETS, electron transport
system; and NQO1, NADH-quinone oxidoreductase. From Hyun et al. (2006) (Elsevier)
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levels ROS induces RCD. It should be pointed out, that when a cell initiates and
executes RCD mechanisms in response to a signal from a foe, the RCD mechanism
is responding as a friend to the rest of the cells in the environment; RCDmechanisms
are altruistic.

Oxidative phosphorylation (OXPHOS) is a systemwithin mitochondria that func-
tions to supply electrons from several sources to the electron transport chain (ETC)
that is coupled to mechanisms that transport protons out of the mitochondrial matrix
to establish a proton motive force that is ultimately used to produce ATP. During this
process, electrons are ultimately transferred to oxygen, which is reduced to water
or to generate H2O2 for a number of purposes, including cell signal transduction
for coordinating cellular functions. When electrons are moved through the ETC to
complex IV, they reduce oxygen towater.Dependingon anumber of factors, electrons
can leak from the ETC, mostly from complexes I and III, which produce superoxide
anions when oxygen is incompletely reduced. Superoxide dismutase converts the
superoxides into H2O2. These systems will be discussed in Chap. 8.

When energy is scarce, such as with heavy muscular activities, caloric restriction
or mitochondria dysfunction, glycolysis and fermentation in the cytosol supply alter-
native energy sources. An important part of this system is provided by the PMRS.
During energy deprivation, the PMRS is activated to maintain a balanced NAD(P)
+ /NAD(P)H ratio that is critical for normal metabolism that protects cells against
oxidative stress and apoptosis. Cells that lackmitochondria ormitochondrial function
(ρo cells) have higher PMRS activity and produce less ROS, suggesting the PMRS
has been upregulated to compensate for the absence of mitochondria (Scarlett et al.
2004).While the full physiological significance of the PMRS requires further investi-
gation, it is known to be involved in regulation of cell physiology, hormonal signaling,
and a primary defense system to protect against exogenous oxidative stress (Hyun
et al. 2006; Horn and Jaiswal 2018).

The PMRS consists of three primary components including an intracellular elec-
tron donor, NAD(P)H; antioxidants, such as CoQ (Co-enzyme Q or ubiquinone)
and alpha-tocopherol; and quinone reductase. CoQ and alpha-tocopherol scavenge
superoxide anions and other ROS molecules preventing oxidative stress by forming
ubisemiquinone radicals (CoQ−). TheCoQ radicals are converted back to ubiquinone
by the plasma membrane redox enzymes. This protects membranes against lipid
peroxidation and protein oxidation and resets the antioxidant for additional ROS
protection. Plasmamembrane redox enzymes include cell type-specific enzymes such
as cytochrome b reductase and NAD(P)H quinone oxidoreductase, among others. A
key characteristic of these endogenous antioxidants is their transient existence. This
means that redox signaling can be reversible, specific, and localized for appropriate
control in specificmembrane damaged sites. Thus, when a specific plasmamembrane
site is breached, the response is localized to this vicinity.

In this context, it is interesting to consider how these redox systems function in
the face of usEP-induced nanopore formation. This depends on the intensity of the
usEPs and whether the PMRS antioxidant systems are sufficient to handle the ROS
load induced by usEPs. When the PMRS are overloaded, reversible or irreversible
oxidative damage occurs to lipids and proteins depending on whether damage is
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salvageable or not. Cells can attempt to repair such damages by inducing autophagy
to sacrifice weaker cellular components for recycling salvage repair or can induce
RCD if the damage is beyond repair. It is also possible and likely that usEPs can
interfere with the function of the PMRS as it can in the mitochondrial electron
transport chain. In order to determine effects of usEPs on the PMRS, we exposed
cells to usEPs and analyzed redox behavior in locations in and near the plasma
membrane. In other words, can usEPs affect the PMRS and how does the PMRS
respond in different cell types.

A convenientway to analyze thePMRS is to use a redox sensing agent that does not
enter cells and therefore assays redox systems in the plasma membrane. We used the
CCK8 reagent (WST-8), which determines cell number-dependent redox reactions
as a determinant of viability. The CCK-8 reagent [2-(2-methoxy-4-nitrophenyl)-3-
(4-nitrophenyl)-5-(2,4-disulfophenyl)-2H-tetrazolium, monosodium salt], is highly
water soluble and cell impermeable since it carries net negative charges. The WST8
reagent is reduced as it receives electrons from activity of NAD(P)H dehydrogenases
at or near the plasma membrane. These electrons are then used to reduce a water-
soluble orange formazandye that is detected as a product of thePMRS.The equivalent
cellular reaction would transfer electrons from NAD(P)H to CoQ by cytochrome b5
reductase among others, which would form the CoQ radical.

In order to use this redox system, we treated high concentrations of cells (1 ×
106/100 μl) with usEPs so initial enzyme rates could be measured from reaction
products that would reach sufficient measurable levels in times soon after treating
cells. We used two different cell lines: H9c2 cardiac myoblasts, which are derived
from non-cancerous cardiac tissues and exhibit good mitochondrial respiration rates
and 4T1 mammary cancer cells, which we have used in cancer ablation studies (Guo
et al. 2018; Beebe et al. 2018) and primarily use glycolysis as a major metabolic
sustenance. H9c2 cardiac myoblast cells have robust mitochondrial OXPHOS func-
tions and 4T1-luc mouse mammary cancer cells do not and depend primarily on
glycolysis for energy production. In data not shown, H9c2 cells consumed oxygen
about 4-times greater than 4T1-luc cells under basal conditions, in the presence of
succinate and ADP and when uncoupled from OXPHOS.

Figure 2.5 show activities of the PMRS in H9c2 cells and 4T1 mammary cancer
cells exhibit quite different sensitivities to usEPs. Figure 2.5 shows full time courses
of the PMRS activity when cells were treated by different pulse numbers with 60 ns
durations and electric fields of 40 kV/cm (1 pulse 2.4× 10–4 Vs/cm times square root
of pulse number). In both cell types lower pulse numbers increased PMRS activities.
Figure 2.5 show a typical experiment for effects of usEPs on the redox activity in
treated rat cardiac myoblasts (A) and mouse 4T1-luc mammary cancer cells (B).
There are three phases in the kinetic of redox activity under these conditions. The
first phase is linear with time, but relatively slow, which is likely due to reagent
localization and early limited substrate availability. The second phase is linear with
time and faster than the initial phase. This phase was used to determine PMRS
rates shown in a typical experiment in Fig. 2.6. The third rate phase losses linearity
with time due to substrate depletion and limitations of instrumentation sensitivity.
Figure 2.7 shows experiments analyzing effects of usEPs on enzymatic rates of the



2.9 Effects of usEPs on Plasma Membrane Redox Systems (PMRS) 65

Fig. 2.5 usEPs attenuate the plasma membrane redox system—H9c2 cardiac myoblast (A) and
4T1-luc mammary cancer cells were treated with various pulse numbers as indicated with durations
of 60 ns and electric fields of 40 kV/cm. Cells (1 × 106) were incubated with the WST-8 reagent
for various times and enzyme activity was determine by absorbance of the dye at 450 nm. The
numbers associated with each of the reaction phases indicate the number of pulses applied. The
image represents a typical experiment

PMRS kinetics determined in the second kinetic phase of redox activity in Fig. 2.6. It
includes a statistical comparison of the PMRS enzymatic rates compared to viability
24 h after usEP treatment. It is noteworthy that the H9c2 cells are a clone derived
from embryonic BD1X rat heart tissue (Kimes and Brandt 1976) and have shown
usefulness as an alternative to primary cardiomyocytes in vitro (Watkins et al. 2011).
Because the heart cells are rich in mitochondria, they primarily use oxidative phos-
phorylation OXPHOS) for ATP production to produce energy needed for contractile
function. In contrast, 4T1-luc mammary cancer cells are tumorigenic and metastatic
and depend more on glycolysis instead of OXPHOS. It is known that cancer cells
function under higher ROS levels, which promote proliferations, and exhibit higher
thioredoxin antioxidant levels than normal cells (Schumacker 2006, 2015). Inter-
estingly, regardless of primary metabolism, both cells have biphasic responses to
usEPs showing increased redox rates at low pulse numbers and attenuated rates at
higher pulse numbers. H9c2 cells have a slightly higher (28%) basal, unstimulated
redox rate than 4T1-luc cells (0.419 vs. 0.327 absorbance units/min). However, the
usEP-induced increase in redox rate in 4T1 was greater than in H9c2 cells (32% vs.
9%).

Figure 2.7 shows relationships between immediate usEP effects on the PMRS and
the viability 24 h later given the same treatment. There are some unique differences
between these two cellular PMRSs. In general, the 4T1 cell PMRS ismore robust than
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Fig. 2.6 Plasma membrane redox system activity rates in H9c2 cardiac myoblasts and 4T1-luc
mammary cancer cells—A typical figure illustrates the linear rates of redox reactions in H9c2 heart
cells and 4T1-luc cancer cells. Rates were determined in the second phase of reactions shown
in Fig. 2.6. The number by each rate indicates the pulse number followed by the redox rates as
absorbance units/min using the WST-8 reagent
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Fig. 2.7 PLRS rates and viabilities of H9c2 cardiac myoblasts and 4T1-luc mammary cancer
cells—H9c2 and 4T1-luc cells (1× 106) were treated with usEP conditions of 60 ns and 40 kV/cm
with increasing pulse numbers as indicate. Redox reaction rates were determined immediately after
pulse treatment as shown in Fig. 2.6 and redox rates were determined as shown in Fig. 2.7. Viability
was determined using the WST-8 reagent 24 h after treatment. The results indicate the mean and
stand deviations of 4 experiments

H9c2 cells. For example, 25 pulses increased 4t1-luc redox activity by about 25%, but
inhibited H9c2 redox activity by about the same percentage. Pulsing condition that
almost completely inhibited H9c2 redox activity had little or no effect on the 4T1-luc
cell PMRS. For the same 50 pulse conditions, H9c2 cells have lost all viability while
4T1-luc viability has decreased only about 30%. In addition, 4T1-luc cells weremore
dependent on PMRS than H9c2 cells. When usEPs began to decrease 4T1-luc cell
redox activity, cells began to loss viability; the decrease in 4T1-luc viability closely
closemirrored decrease in PMRS rates. H9c2 cells still exhibited PMRS activity after
treatment evenwhen theywould lose all cell viability 24 h later. Since heart cells have
large numbers of mitochondria and depend on oxidative phosphorylation for their
high energy demand, the PMRS provided only a limited energy backup compared to
4T1 cancer cells and is highly sensitive to usEPs. So, viability in H9c2 cells is less
dependent on PMRS or the PMRS can only supply limited redox balance for cells
that are primarily OXPHOS-dependent. In contrast, 4T1-luc cells, which have lower
respiration through OXPHOS and depend mainly on glycolysis for ATP production,
have robust PMRS activity that is relatively insensitive to usEPs until the pulse
number are quite high. In data not shown here, the antioxidant vitamin C reduces
inhibitory effects of usEP on PM redox reactions, but has no effects on usEP effects
on plasma membrane permeability, suggesting that usEP effects on the PMRS are
independent of plasma membrane permeabilization.

It is noteworthy that usEPs affect redox reactions, which are essentially electron
transfer mechanisms. This indicates that usEP affect electron transfer in the plasma
membranes of these cells. As seen in the Chap. 8 on mitochondria, usEPs also
attenuate electron transfer in the electron transport chain (ETC) at complexes I and
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IV as determined by decreases on oxygen flux or oxygen consumption in H9c2 cells.
This suggests that usEPs can generally decrease electron flow in the PMRS and in
the mitochondria ETC. UsEP may affect the enzymatic activity of redox enzymes
and/or other mechanisms.

Other have analyzed effects of usEP on intracellular biochemical reaction using
NADH autofluorescence microscopy (Awasthi et al. 2016). Changes in the life-time
fluorescence ofHADHcanbeused to differentiate betweenNADHboundor unbound
to proteins. The life-time decay of NADH is much faster when it is not bound to
protein. Therefore, an increase in lifetime indicates that NADH is more protein
bound. In addition, an increase in protein boundNADH ismore common inOXPHOS
metabolism than in glycolysis. Using this approach, it was found that usEPs increases
and then decreased the fluorescence lifetime intensity of NADH in HeLa cells in a
stepwise manner regardless of the pulse width between 10 and 50 ns. However,
the fluorescence intensity, which suggests increases in NADH, increased as pulse
width increased and was distributed throughout the entire cell. These usEPs were
applied at 45 kV/cm with a repetition rate of 1 kHz for 2 and 3 min to observe
these changes. The authors found that these changes in fluorescent lifetime were
very similar to those observed when these cells were treated with staurosporine,
which is well known to induce apoptosis. The authors interpreted these results to
indicate that usEPs induced apoptosis since both stimuli resulted in cell swelling and
membrane blebbing. Especially at longer pulse duration the spread of fluorescence
throughout the cell was suggested to result fromNADH leaking into the cytoplasm as
an indication that pores had opened in the mitochondria, especially the mitochondria
permeability transition pore (mPTP), which is likely responsible for the induction
of apoptosis. There are other discussions about effects of usEPs on mitochondria in
the section of usEP effects on mitochondria (see Chap. 8) and in usEPs induce RCD
mechanisms (see Chap. 8).

2.10 Summary

While the unique effects of usEPs occur inside the plasma membrane, the membrane
itself is a sensor for such short pulses.However, usEP effects on the plasmamembrane
are distinctly different than conventional electroporation pulses with durations in the
micro- and milli-second ranges. Specifically, usEP induce dense pore formation on
all cell membranes with nanometer sizes, thus the name nanopores. These pores are
unique because they have channel characteristics such as voltage-sensitivity, opening
at high negative voltages, and inwardly rectifying pores. Formation of nanopores
can result in cellular injury. Not surprisingly, cells are adept at repairing injury
since this is the definition of the existence from the rest of the world. UsEP also
have effects on channel activities that affect ion entry. This can occur in response
to nanopore formation or perhaps directly on a channel itself. Finally, usEPs affect
electron transport in the PMRS. As pointed out in the section of mitochondria, usEPs
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affect electron transport in the mitochondria. The mechanisms for this effect on
electron transport remain to be determined.
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nanosecond electric pulses on eukaryotic cells (in vitro): A systematic review. Bioelectrochem-
istry 110:1–12

Beebe SJ (2015) Considering effects of nanosecond pulsed electric fields on proteins. Bioelectro-
chemistry 103:52–59

Beebe, SJ (2016) Preclinical studies with nanosecond pulses. In: Miklavčič D (ed) Handbook of
electroporation. Springer, Berlin, pp 1543–1562. ISBN: 978-3-319-26779-1 (Print) 978-3-319-
26779-1

Beebe SJ, Fox PM, Rec LH, Buescher ES, Somers K, Schoenbach KH (2002) Nanosecond pulsed
electric field (nsPEF) effects on cells and tissues: apoptosis induction and tumor growth inhibition.
IEEE Trans Plasma Sci 30:286–292

Beebe SJ, White J, Blackmore PF, Deng Y, Somers K, Schoenbach KH (2003a) Diverse effects of
nanosecond pulsed electric fields on cells and tissues. DNA Cell Biol 22:785–796

Beebe SJ, Fox PM, Rec LJ, Willis EL, Schoenbach KH (2003b) Nanosecond, high-intensity pulsed
electric fields induce apoptosis in human cells. FASEB J 17:1493–2145

Beebe SJ, Chen YJ, Sain NM, Schoenbach KH, Xiao S (2012) Transient features in nanosecond
pulsed electric fields differentially modulate mitochondria and viability. PLoS One 7(12):e51349

Beebe SJ, SainNM,RenW (2013) Induction of cell deathmechanisms and apoptosis by nanosecond
pulsed electric fields (nsPEFs). Cells 2:136–162

Beebe SJ, Lassiter BP, Guo S (2018) Nanopulse stimulation (NPS) induces tumor ablation and
immunity in orthotopic 4T1 mouse breast cancer: a review. Cancers (Basel) 10(pii):E97

BlazekAD,PaleoBJ,WeislederN (2015)Plasmamembrane repair: a central process formaintaining
cellular homeostasis. Physiol (Bethesda) 30:438–448

Botto L, Beretta E, Daffara R, Miserocchi G, Palestini P (2006) Biochemical and morphological
changes in endothelial cells in response to hypoxic interstitial edema. Respir Res 7:7

Bowman AM, Nesin OM, Pakhomova ON, Pakhomov AG (2010) Analysis of plasma membrane
integrity by fluorescent detection of Tl(+) uptake. J Membr Biol 236:15–26

https://doi.org/10.1111/jce.13834


70 2 Effects of usEPs on Plasma Membranes—Pores, Channels, and Repair

Bubb KJ, Birgisdottir AB, Tang O, Hansen T, Figtree GA (2017) Redox modification of caveolar
proteins in the cardiovascular system-role in cellular signalling and disease. Free Radic Biol Med
109:61–74

Buescher ES, Smith RR, Schoenbach KH (2004) Submicrosecond intense pulsed electric field
effects on intracellular free calcium: mechanisms and effects. IEEE Trans Plasma Sci 32:1563–
1572

Cai C, Masumiya H,Weisleder N, Matsuda N, Nishi M, HwangM, Ko JK, Lin P, Thornton A, Zhao
X, Pan Z, Komazaki S, Brotto M, Takeshima H, Ma J (2009) MG53 nucleates assembly of cell
membrane repair machinery. Nat Cell Biol 11:56–64

Cai Z, Jitkaew S, Zhao J, Chiang HC, Choksi S, Liu J, Ward Y, Wu LG, Liu ZG (2014) Plasma
membrane translocation of trimerized MLKL protein is required for TNF-induced necroptosis.
Nat Cell Biol 16(1):55–65

Cantu JC, Tarango M, Beier HT, Ibey BL (2016) The biological response of cells to nanosecond
pulsed electric fields is dependent on plasma membrane cholesterol. Biochim Biophys Acta
1858:2636–2646

Casciola M, Bonhenry D, Liberti M, Apollonio F, Tarek M (2014) A molecular dynamic study of
cholesterol rich lipid membranes: comparison of electroporation protocols. Bioelectrochemistry
100:11–17

Chan FK, Luz NF, Moriwaki K (2015) Programmed necrosis in the cross talk of cell death and
inflammation. Annu Rev Immunol 33:79–106

Charras GT (2008) A short history of blebbing. J Microsc 231:466–478
Charras GT, Hu CK, Coughlin M, Mitchison TJ (2006) Reassembly of contractile actin cortex in
cell blebs. J Cell Biol 75:477–490

Charras GT, Hu CK, Coughlin M, Mitchison TJ (2006) Reassembly of contractile actin cortex in
cell blebs. J Cell Biol 175:477–490

Chen, Schoenbach KH, Kolb JF, James SR, Garner AL, Yang J, Joshi RP, Beebe SJ (2004)
Leukemic cell intracellular responses to nanosecond electric fields. Biochem Biophys Res
Commun 317:421–427

Chen X, He WT, Hu L, Li J, Fang Y, Wang X, Xu X, Wang Z, Huang K, Han J (2016) Pyroptosis is
driven by non-selective gasdermin-D pore and its morphology is different from MLKL channel-
mediated necroptosis. Cell Res 26:1007–1020

Cheng DK, Tung L, Sobie EA (1999) Nonuniform responses of transmembrane potential during
electric field stimulation of single cardiac cells. Am J Physiol 277:H351-362

Cohen P (2000) The regulation of protein function by multisite phosphorylation–a 25 year update.
Trends Biochem Sci 25:596–601

ColemanML, Sahai EA, YeoM, Bosch M, Dewar A, Olson MF (2001) Membrane blebbing during
apoptosis results from caspase-mediated activation of ROCK I. Nat Cell Biol 3:339–345

Craviso GL, Chatterjee P, Maalouf G, Cerjanic A, Yoon J, Chatterjee I, Vernier PT (2009)
Nanosecond electric pulse-induced increase in intracellular calcium in adrenal chromaffin cells
triggers calcium-dependent catecholamine release. IEEE Trans Dielect Electr Ins 16:1294–1301

Craviso GL, Choe S, Chatterjee P, Chatterjee I, Vernier PT (2010) Nanosecond electric pulses: a
novel stimulus for triggering Ca2+ influx into chromaffin cells via voltage-gated Ca2+ channels.
Cell Mol Neurobiol 30:1259–1265

Davies SS, Guo L (2014) Lipid peroxidation generates biologically active phospholipids including
oxidatively N-modified phospholipids. Chem Phys Lipids 181:1–33

Demonbreun AR, McNally EM (2016) Plasma membrane repair in health and disease. Curr Top
Membr 77:67–96

Denes A, Lopez-Castejon G, Brough D (2012) Caspase-1: is IL-1 just the tip of the ICEberg? Cell
Death Dis 3:e338

Deng J, Schoenbach KH, Buescher ES, Hair PS, Fox PM, Beebe SJ (2003) The effects of intense
submicrosecond electrical pulses on cells. Biophys J 84:2709–2714

Ding J,Wang K, LiuW, She Y, Sun Q, Shi J, Sun H,Wang DC, Shao F (2016) Pore-forming activity
and structural autoinhibition of the gasdermin family. Nature 535:111–116



References 71

Donate A, Bulysheva A, Edelblute C, Jung D, Malik MA, Guo S, Burcus N, Schoenbach K, Heller
R (2016) Thermal assisted in vivo gene electrotransfer. Curr Gene Ther 16:83–89

Edelblute CM, Hornef J, Burcus NI, Norman T, Beebe SJ, Schoenbach K, Heller R, Jiang C,
Guo S (2017) Controllable moderate heating enhances the therapeutic efficacy of irreversible
electroporation for pancreatic cancer. Sci Rep 7:11767

Edelblute CM, Guo S, Hornef J, Yang E, Jiang C, Schoenbach K, Heller R (2018) Moderate heat
application enhances the efficacy of nanosecond pulse stimulation for the treatment of squamous
cell carcinoma. Technol Cancer Res Treat 17:1533033818802305

Esser AT, Smith KC, Gowrishankar TR, Weaver JC (2009) Towards solid tumor treatment by
nanosecond pulsed electric fields. Technol Cancer Res Treat 8:289–306

Esser AT, Smith KC, Gowrishankar TR, Vasilkoski Z, Weaver JC (2010) Mechanisms for the
intracellularmanipulation of organelles by conventional electroporation.Biophys J 98:2506–2514

Estlack LE, Roth CC, Thompson GL 3rd, Lambert WA 3rd, Ibey BL (2014) Nanosecond pulsed
electric fields modulate the expression of Fas/CD95 death receptor pathway regulators in U937
and Jurkat Cells. Apoptosis 19:1755–1768

Fernández ML, Marshall B, Sagués F, Reigada R (2010) Structural and kinetic molecular dynamics
study of electroporation in cholesterol-containing bilayers. J Phys Chem B 114:6855–6865

Fielding CJ, Fielding PE (2000) Cholesterol and caveolae: structural and functional relationships.
Biochim Biophys Acta 1529(1–3):210–222

Foster KR (2000) Thermal and nonthermal mechanisms of interaction of radio-frequency energy
with biological systems. IEEE Trans Plasma Sci 28:15–23

FreyW,White JA, Price RO, Blackmore PF, Joshi RP, Nuccitelli R, Beebe SJ, SchoenbachKH,Kolb
JF (2006) Plasma membrane voltage changes during nanosecond pulsed electric field exposure.
Biophys J 90:3608–3615

Gowrishankar TR, Esser AT, Vasilkoski Z, Smith KC, Weaver JC (2006). Microdosimetry for
conventional and supra-electroporation in cells with organelles. Biochem Biophys Res Commun
341(4):1266–1276

Graves JD, Krebs EG (1999) Protein phosphorylation and signal transduction. Pharmacol Ther
82:111–121

Guo S, Jing Y, Burcus NI, Lassiter BP, Tanaz R, Heller R, Beebe SJ (2018) Nano-pulse stimu-
lation induces potent immune responses, eradicating local breast cancer while reducing distant
metastases. Int J Cancer 142:629–640

Hall EH, Schoenbach KH, Beebe SJ (2007) Nanosecond pulsed electric fields induce apoptosis in
p53-wildtype and p53-null HCT116 colon carcinoma cells. Apoptosis 12(9):1721–1731

Hayes MJ, Merrifield CJ, Shao D, Ayala-Sanmartin J, Schorey CD, Levine TP, Proust J, Curran
J, Bailly M, Moss SE (2004) Annexin 2 binding to phosphatidylinositol 4,5-bisphosphate on
endocytic vesicles is regulated by the stress response pathway. J Biol Chem 279:14157–14164

Horn A, Jaiswal JK (2018) Cellular mechanisms and signals that coordinate plasma membrane
repair. Cell Mol Life Sci 75:3751–3770

HuQ, Joshi RP, SchoenbachKH (2005a) Simulations of nanopore formation and phosphatidylserine
externalization in lipid membranes subjected to a high-intensity, ultrashort electric pulse. Phys
Rev E Stat Nonlin Soft Matter Phys 72:031902

Hu Q, Viswanadham S, Joshi RP, Schoenbach KH, Beebe SJ, Blackmore PF (2005b) Simulations
of transient membrane behavior in cells subjected to a high-intensity, ultra-short electric pulse.
Phys Rev E 71:031914

Huang D, Zheng X, Wang ZA, Chen X, He WT, Zhang Y, Xu JG, Zhao H, Shi W, Wang X, Zhu Y,
Han J (2017) The MLKL channel in necroptosis is an octamer formed by tetramers in a dyadic.
Process Mol Cell Biol 37(pii):e00497-16

Hyun DH, Hernandez JO, Mattson MP, de Cabo R (2006) The plasma membrane redox system in
aging. Ageing Res Rev 5(2):209–220

IbeyBL,Xiao S, SchoenbachKH,MurphyMR, PakhomovAG (2009) Plasmamembrane permeabi-
lization by 60- and 600-ns electric pulses is determined by the absorbed dose. Bioelectromagnetics
30:92–99



72 2 Effects of usEPs on Plasma Membranes—Pores, Channels, and Repair

Ibey BL, Mixon DG, Payne JA, Bowman A, Sickendick K, Wilmink GJ, Roach WP, Pakhomov
AG (2010). Plasma membrane permeabilization by trains of ultrashort electric pulses. Bioelec-
trochemistry 79:114–121. [PubMed: 20171148]

Jimenez AJ, Perez F (2017) Plasma membrane repair: the adaptable cell life-insurance. Curr Opin
Cell Biol 47:99–107

Joshi RP, Hu Q, Schoenbach KH, Hjalmarson HP (2002) Improved energy model for membrane
electroporation in biological cells subjected to electrical pulses. Phys Rev E Stat Nonlin Soft
Matter Phys 65:041920

Joshi RP, Schoenbach KH, Beebe SJ, Blackmore PF (2005) Simulations of transient membrane
behavior in cells subjected to a high-intensity ultrashort electric pulse. Hu Q, Viswanadham S,
Phys Rev E Stat Nonlin Soft Matter Phys 71(3):031914

Kimes BW, Brandt BL (1976) Properties of a clonal muscle cell line from rat heart. Exp Cell Res
98:367–381

Kotnik T, Miklavcic D (2006) Theoretical evaluation of voltage inducement on internal membranes
of biological cells exposed to electric fields. Biophys J 90:480–491

Lassiter BP, Guo S, Beebe SJ (2018) Nano-pulse stimulation ablates orthotopic rat hepatocellular
carcinoma and induces innate and adaptivememory immunemechanisms that prevent recurrence.
Cancers (Basel) 10(3):E69

Law RH, Lukoyanova N, Voskoboinik I, Caradoc-Davies TT, Baran K, Dunstone MA, D’Angelo
ME, Orlova EV, Coulibaly F, Verschoor S, Browne KA, Ciccone A, Kuiper MJ, Bird PI, Trapani
JA, SaibilHR,Whisstock JC (2010)The structural basis formembrane binding and pore formation
by lymphocyte perforin. Nature 468:447–451

Liu X, Zhang Z, Ruan J, Pan Y,Magupalli VG,WuH, Lieberman J (2016) Inflammasome-activated
gasdermin D causes pyroptosis by forming membrane pores. Nature 535:153–158

Marracino P, Apollonio F, Liberti M, d’Inzeo G, Amadei A (2013) Effect of high exogenous electric
pulses on protein conformation: myoglobin as a case study. J Phys Chem B 117:2273–2279

Mihalache CC, Yousefi S, Conus S, Villiger PM, Schneider EM, Simon HU (2011) Inflammation
associated autophagy-related programmed necrotic death of human neutrophils characterized by
organelle fusion events. J Immunol 186:6532–6542

Nakamura M, Dominguez ANM, Decker JR, Hull AJ, Verboon JM, Parkhurst SM (2018) Into the
breach: how cells cope with wounds. Open Biol 8:180135

Nesin V, Pakhomov AG (2012a) Inhibition of voltage-gated Na(+) current by nanosecond pulsed
electric field (nsPEF) is not mediated by Na(+) influx or Ca(2+) signaling. Bioelectromagnetics
33:443–451

Nesin V, Bowman AM, Xiao S, Pakhomov AG (2012b) Cell permeabilization and inhibition
of voltage-gated Ca(2+) and Na(+) channel currents by nanosecond pulsed electric field.
Bioelectromagnetics 33:394–404

Neumann E, Schaefer-Ridder M, Wang Y, Hofschneider PH (1982) Gene transfer into mouse
lymphoma cells by electroporation in high electric fields. EMBO J 1(7):841–845

Neumann E, Kakorin S, Toensing K (1999) Fundamentals of electroporative delivery of drugs and
genes. Bioelectrochem Bioenerg 48:3–16

Nordzieke DE, Medraño-Fernandez I (2018) The plasma membrane: a platform for intra- and
intercellular redox signaling. Antioxidants (Basel) 7:E168

Okada Y, Maeno E, Shimizu T, Dezaki K, Wang J, Morishima S (2001) Receptor-mediated control
of regulatory volume decrease (RVD) and apoptotic volume decrease (AVD). J Physiol 532:3–16

Op den Kamp JA (1979) Lipid asymmetry in membranes. Annu Rev Biochem 48:47–71
Pakhomov AG, Pakhomova ON (2010) Nanopores: a distinct transmembrane passageway in elec-
troporated cells. In: Pakhomov AG, Miklavcic D, Markov MS (eds) Advanced electroporation
techniques in biology in medicine. CRC Press, pp 178–194

Pakhomov AG, Shevin R, White JA, Kolb JF, Pakhomova ON, Joshi RP, Schoenbach KH (2007a)
Membrane permeabilization and cell damage by ultrashort electric field shocks. Arch Biochem
Biophys 465:109–118



References 73

Pakhomov AG, Kolb JF, White JA, Joshi RP, Xiao S, Schoenbach KH (2007b) Long-lasting plasma
membrane permeabilization in mammalian cells by nanosecond pulsed electric field (nsPEF).
Bioelectromagnetics 28:655–663

Pakhomov AG, Bowman AM, Ibey BL, Andre FM, Pakhomova ON, Schoenbach KH (2009) Lipid
nanopores can form a stable, ion channel-like conduction pathway in cell membrane. Biochem
Biophys Res Commun 385:181–186

Pakhomov AG, Semenov I, Casciola M, Xiao S (2017) Neuronal excitation and permeabilization
by 200-ns pulsed electric field: an optical membrane potential study with FluoVolt dye. Biochim
Biophys Acta Biomembr 1859:1273–1281

Papackova Z, Cahova M (2015) Fatty acid signaling: the new function of intracellular lipases. Int J
Mol Sci 16:3831–3855

Pawson T, Scott JD (2005) Protein phosphorylation in signaling–50 years and counting. Trends
Biochem Sci 30:286–290

Qu X, Zou Z, Sun Q, Luby-Phelps K, Cheng P, Hogan RN et al (2007) Autophagy gene dependent
clearance of apoptotic cells during embryonic development. Cell 128:931–946

Rassokhin MA, Pakhomov AG (2012) Electric field exposure triggers and guides formation of
pseudopod-like blebs in U937 monocytes. J Membr Biol 245:521–529

RassokhinMA, PakhomovAG (2014) Cellular regulation of extension and retraction of pseudopod-
like blebs produced by nanosecond pulsed electric field (nsPEF). Cell Biochem Biophys 69:555–
566

Ray S, Kassan A, Busija AR, Rangamani P, Patel HH (2016) The plasma membrane as a capacitor
for energy and metabolism. Am J Physiol Cell Physiol 310:C181-192

Reale R, English NJ, Garate JA, Marracino P, Liberti M, Apollonio F (2013) Human aquaporin 4
gating dynamics under and after nanosecond-scale static and alternating electric-field impulses:
a molecular dynamics study of field effects and relaxation. J Chem Phys 139:205101

Ren W, Sain NM, Beebe SJ (2012) Nanosecond pulsed electric fields (nsPEFs) activate intrinsic
caspase-dependent and caspase-independent cell death in Jurkat cells. Biochem Biophys Res
Commun 421(4):808–812

Rizvi SI, Srivastava N (2010) Erythrocyte plasma membrane redox system in first degree relatives
of type 2 diabetic patients. Intern J Diab Mell 2:119–121

Rizvi SI, Kumar D, Chakravarti S, Singh P (2011) Erythrocyte plasma membrane redox system
may determine maximum life span. Med Hypotheses 76:547–549

Romeo S, Zeni L, Sarti M, Sannino A, Scarfì MR, Vernier PT, Zeni O (2011) DNA electrophoretic
migration patterns change after exposure of Jurkat cells to a single intense nanosecond electric
pulse. PLoS ONE 6:e28419

Roth CC, Tolstykh GP, Payne JA, Kuipers MA, Thompson GL, DeSilva MN, Ibey BL (2013)
Nanosecond pulsed electric field thresholds for nanopore formation in neural cells. J Biomed Opt
18(3):035005

Sborgi L, Rühl S, Mulvihill E, Pipercevic J, Heilig R, Stahlberg H, Farady CJ, Müller DJ, Broz P,
Hiller S (2016) GSDMDmembrane pore formation constitutes the mechanism of pyroptotic cell
death. EMBO J 35:1766–1778

Scarlett DJ, Herst P, TanA, Prata C, BerridgeM (2004)Mitochondrial gene-knockout (rho0) cells: a
versatile model for exploring the secrets of trans-plasmamembrane electron transport. Biofactors
Rev. 20:199–206

Schoenbach KH, Peterkin FE, Alden RW, Beebe SJ (1997) The effect of pulsed electric fields on
biological cells: experiments and applications. IEEE Trans Plasma Sci 25:284–292

Schoenbach KH, Joshi RP, Stark RH, Dobbs F, Beebe SJ (2000) Bacterial decontamination of
liquids with pulsed electric fields, invited review paper. IEEE Trans Dielectr Electr Insul 7:637

Schoenbach KH, Beebe SJ, Buescher ES (2001) Intracellular effect of ultrashort electrical pulses.
Bioelectromagnetics 22:440–448

SchoenbachKH, JoshiRP,Kolb JF,ChenN,StaceyM,BlackmorePF,BuescherES,BeebeSJ (2004)
Ultrashort electrical pulses open a new gateway into biological cells. Proc IEEE 92:1122–1137



74 2 Effects of usEPs on Plasma Membranes—Pores, Channels, and Repair

Schoenbach KH, Joshi RP, and Beebe SJ, Baum CE (2009) A scaling law for membrane permeabi-
lization with nanopulses. IEEE Trans. Dielectrics and Electrical Insulation. 16:1224–1235

Schumacker PT (2006) Reactive oxygen species in cancer cells: live by the sword, die by the sword.
Cancer Cell 10:175–176

Schwann HP (1985) Dielectric properties of cells and tissues. In: Interactions between Electromag-
netic Fields and Cells. C. Chiabrera, C. Nicolini, and H. P. Schwan, editors. Pergamon Press,
New York, and London 75–97

Schumacker PT (2015) Reactive oxygen species in cancer: a dance with the devil. Cancer Cell
27:156–157

Sebbagh M, Renvoizé C, Hamelin J, Riché N, Bertoglio J, Bréard J (2001) Caspase-3-mediated
cleavage of ROCK I induces MLC phosphorylation and apoptotic membrane blebbing. Nat Cell
Biol 3:346–352

Segawa K, Kurata S, Yanagihashi Y, Brummelkamp TR, Matsuda F, Nagata S (2014) Caspase-
mediated cleavage of phospholipid flippase for apoptotic phosphatidylserine exposure. Science
344:1164–1168

Semenov I, Xiao S, Pakhomov AG (2013a) Primary pathways of intracellular Ca(2+) mobilization
by nanosecond pulsed electric field. Biochim Biophys Acta 1828:981–989

Semenov I, Xiao S, Pakhomova ON, Pakhomov AG (2013b) Recruitment of the intracellular Ca2+
by ultrashort electric stimuli: the impact of pulse duration. Cell Calcium 54:145–150

Semenov I, Xiao S, Kang D, Schoenbach KH, Pakhomov AG (2015a) Cell stimulation and calcium
mobilization by picosecond electric pulses. Bioelectrochemistry 105:65–71

Semenov I, Zemlin C, Pakhomova ON, Xiao S, Pakhomov AG (2015b) Diffuse, non-polar elec-
tropermeabilization and reduced propidium uptake distinguish the effect of nanosecond electric
pulses. Biochim Biophys Acta 1848:2118–21125

Semenov I, Xiao S, Pakhomov AG (2016) Electroporation by subnanosecond pulses. Biochem
Biophys Rep 6:253–259

Sharma V, Tung L (2002) Spatial heterogeneity of transmembrane potential responses of single
guinea-pig cardiac cells during electric field stimulation. J Physiol 542:477–492

Shi J, Gao W, Shao F (2017) Pyroptosis: gasdermin-mediated programmed necrotic cell death.
Trends Biochem Sci 42:245–254

Simons K, Toomre D (2000) Lipid rafts and signal transduction. Nat Rev Mol Cell Biol 1:31–39
Smyth KC, Gowrishankar TR, Esser AT, Stewart DA, Weaver JC (2006) Spatially distributed,
dynamic transmembrane voltages of organelle and cellmembranes due to 10 ns pulses: predictions
of meshed and unmeshed transpoort network models. IEEE Trans Plasma Sci 34:1394–1404

Sridhara V, Joshi RP (2014) Numerical study of lipid translocation driven by nanoporation due to
multiple high-intensity, ultrashort electrical pulses. Biochim Biophys Acta 1838(3):902–909

Stewart DA, Gowrishankar TR, Weaver JC (2004) Transport lattice approach to describing cell
electroporation: use of a local asymptotic model. IEEE Trans Plasma Sci 32:1696–1708

Sun J, Nguyen T, Aponte AM, Menazza S, Kohr MJ, Roth DM, Patel HH, Murphy E, Steen-
bergen C (2015) Ischaemic preconditioning preferentially increases protein S-nitrosylation in
subsarcolemmal mitochondria. Cardiovasc Res 106:227–236

Tarek M (2005) Membrane electroporation: a molecular dynamics simulation. Biophys J 88:4045–
4053

Taylor SS, Keshwani MM, Steichen JM, Kornev AP (2012) Evolution of the eukaryotic protein
kinases as dynamic molecular switches. Philos Trans R Soc Lond B Biol Sci 367(1602):2517–
2528

Tekle E, Oubrahim H, Dzekunov SM, Kolb JF, Schoenbach KH, Chock PB (2005) Selective field
effects on intracellular vacuoles and vesicle membranes with nanosecond electric pulses. Biophys
J 89:274–284

Tekle E, Wolfe MD, Oubrahim H, Chock PB (2008) Phagocytic clearance of electric field induced
‘apoptosis-mimetic’ cells. Biochem Biophys Res Commun 376:256–260



References 75

Thompson GL, Roth C, Tolstykh G, Kuipers M, Ibey BL (2014) Disruption of the actin
cortex contributes to susceptibility of mammalian cells to nanosecond pulsed electric fields.
Bioelectromagnetics 35:262–272

Tieleman DP (2004) The molecular basis of electroporation. BMC Biochem 5:10
Togo T (2004) Long-term potentiation of wound-induced exocytosis and plasma membrane repair
is dependent on cAMP-response element-mediated transcription via a protein kinase C- and p38
MAPK-dependent pathway. J Biol Chem 279:44996–445003

Tolstykh GP, Thompson GL, Beier HT, Steelman ZA, Ibey BL (2016) nsPEF-induced PIP2 deple-
tion, PLC activity and actin cytoskeletal cortex remodeling are responsible for post-exposure
cellular swelling and blebbing. Biochem Biophys Rep 9:36–41

Tolstykh GP, Tarango M, Roth CC, Ibey BL (2017) Nanosecond pulsed electric field induced
dose dependent phosphatidylinositol-4,5-bisphosphate signaling and intracellular electro-
sensitization. Biochim Biophys Acta Biomembr 1859:438–445

Verhoven B, Schlegel, Williamson P (1995) Mechanisms of phosphatidylserine exposure, a
phagocyte recognition signal, on apoptotic T lymphocytes. J Exp Med 182:1597–1601

Vernier PT, Sun Y, Marcu L, Salemi S, Craft CM, Gundersen MA (2003) Calcium bursts induced
by nanosecond electric pulses. Biochem Biophys Res Commun 310:286–295

Vernier PT, Sun Y, Marcu L, Craft CM, Gundersen MA (2004a) Nanoelectropulse-induced
phosphatidylserine translocation. Biophys J 86:4040–4048

Vernier PT, Sun Y, Marcu L, Craft CM, Gundersen MA (2004b) Nanosecond pulsed electric fields
perturb membrane phospholipids in T lymphoblasts. FEBS Lett 572:103–108

Vernier PT, Sun Y, Gundersen MA (2006a) Nanoelectropulse-driven membrane perturbation and
small molecule permeabilization. BMC Cell Biol 7:37

Vernier PT, ZieglerMJ, SunY,GundersenMA,TielemanDP (2006b)Nanopore-facilitated, voltage-
driven phosphatidylserine translocation in lipid bilayers–in cells and in silico. Phys Biol 3:233–
247

Vernier PT, SunY,ChenMT,GundersenMA,CravisoGL (2008)Nanosecond electric pulse-induced
calcium entry into chromaffin cells. Bioelectrochemistry 73:1–4

Wang S, Chen J, Chen MT, Vernier PT, Gundersen MA, Valderrábano M (2009a) Cardiac myocyte
excitation by ultrashort high-field pulses. Biophys J 96:1640–1648

Wang Y, Dawson VL, Dawson TM (2009b) Poly(ADP-ribose) signals to mitochondrial AIF: a key
event in parthanatos. Exp Neurol 218:193–202

Watkins SJ, Borthwick GM, Arthur HM (2011) The H9C2 cell line and primary neonatal
cardiomyocyte cells show similar hypertrophic responses in vitro. Vitro Cell Dev Biol Anim
47:125–131

Weaver JC, Chizmadzhev YA (1996) Theory of electroporation: a review. BioelectrochemBioenerg
4:135–160

White JA, Blackmore PF, Schoenbach KH, Beebe SJ (2004) Stimulation of capacitative calcium
entry in HL-60 cells by nanosecond pulsed electric fields. J Biol Chem 279:22964–22972

Xia B, Fang S, Chen X, Hu H, Chen P, Wang H, Gao Z (2016) MLKL forms cation channels. Cell
Res 26(5):517–528

Zhang J, Blackmore PF, Hargrave BY, Xiao S, Beebe SJ, Schoenbach KH (2008) Nanosecond
pulsed electric field (nanopulse): a novel non-ligand agonist for platelet activation. Arch Biochem
Biophys 471(2):240–248

Zhang Y, Chen X, Gueydan C, Han J (2018) Plasma membrane changes during programmed cell
deaths. Cell Res 28:9–21



Chapter 3
Simulations of Membrane Effects of Cells
After Exposure to Ultrashort Pulses

Ravi Joshi

Abstract Externally applied nanosecond electric pulses are useful to trigger and
tailor bioeffects in cells and tissues. However, the parameter space is large given the
different types of cells, and the wide range of potential electrical parameters (such as
pulse durations and waveforms, field intensities, and number of pulses) that are avail-
able for use. To maximize benefits, tailor a desired response, and devise an efficient
system, it becomes necessary to first understand and quantify the biological behavior
driven by the electrical input. Model development based on the inherent biophysical
processes is an elegant and cost-effective option to help advance this technology.
Given the merits and need for modeling then, this chapter focuses on the various
schemes for analysis and simulations of the electrically driven bioeffects. Schemes
ranging from molecular level descriptions to an averaged continuum analyses are
presented and discussed in this chapter. Relevant examples and illustrative result are
also given in this context of cellular bioelectrics.

3.1 Introduction

Under natural conditions, without the application of any external stimulus, endoge-
nous electric fields play an important role in themaintenance of cells, wound healing,
embryonic development and patterning, and even tissue regeneration (Puller 2011;
McCaig et al. 2005; Robinson and Messerli 2003; Levin 2014). It thus becomes a
natural progression to attempt to gain the control of the behavior and response of
cells with external electric fields. For example, transmembrane potential patterns,
which produce electric field profiles, have been shown to play a regulatory role in
development and regeneration (Levin et al. 2017). Even in tissue engineering, cell
proliferation on scaffolds can be controlled by the application of such fields (Meng
et al. 2013). At the tissue level, electric fields are used for the measurement of body
composition (Hart 2009), and the promotion of wound healing (Puller and Isseroff
2005).

Biological sensory systems can detect very weak steady fields. For example,
variations as small as a few percent of the earth’s magnetic field (5 × 10–5 T) can be
detected by sea turtles (Lohmann et al. 1996), while sharks and rays sense extremely
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weak electric fields in sea water. However, the effects of weak fields are difficult to
understand and any possible role in triggering or coordinating coupled biophysical
mechanisms in organized cell systems is challenging to analyze. Thus, molecular
changes or signaling induced by low fields can be difficult to extract and discern
from other sources of change such as the natural biochemical pathways. By contrast,
the application of high-intensity electric fields does not present such difficulties.
Short exposures of cells and tissues to strong fields represent an important subset of
this class of external excitation. The fields involved are orders of magnitude larger,
and so can readily pass the conceptual tests based on signal-to-noise (SNR) criteria,
in spite of the short exposure times.

Scientific interest in the interaction of electric and magnetic fields with biological
systems has continued (Blank 1995; Polk and Postow 1996). Applications andmech-
anistic understanding of electric field bio-applications have grown with regards to
therapies, health risks and hazards, bio-sensing and medical delivery technologies.
For example, externally applied fields have also been used for cell fusion (Zimmer-
mann 1982; Jordan et al. 2013), electrorotation (Arnold andZimmermann 1984; Fuhr
et al. 1986), dielectrophoresis (Pohl and Crane 1971; Sauer 1983) and separation of
cancer cells (Becker et al. 1995; Gascoyne and Vykoukal 2002). Applications of
electric pulses can also be used to create pores in biological cell membranes can lead
to orders-of-magnitude increase in plasma membrane permeability and has many
interesting biomedical applications (Neumann and Rosenheck 1972; Stampfli 1958;
Tsong 1991; Weaver and Chizmadzhev 1996; Abidor et al. 1979; Meglic and Kotnik
2016; Joshi and Schoenbach 2010; Rols and Teissie 1998). Early on, Neumann and
colleagues (Neumann et al. 1982) used pulsed electric fields to temporarily perme-
abilize cell and coined the term “electroporation”. Since then rapid advances have
been made, with more recent applications including gene electrotransfer (Gothelf
and Gehl 2010; Pavlin and Kandušer M 2015), delivery of plasmid DNA and other
exogenous molecules into cells (Aihara and Miyazaki 1998; Daud et al. 2008; Tito-
mirov et al. 1991; André et al. 2008; Rosazza et al. 2016; Heller and Heller 2006),
electrochemotherapy (Mir et al. 1991; Miklavčič et al. 2014), drug delivery (Praus-
nitz et al. 1993;Yarmush et al. 2014) and controlled immuno-therapy (Nuccitelli et al.
2015; Calvet and Mir 2016; Sersa et al. 2015). As a non-viral method, electrotrans-
fection has the benefits of low cost, ease and safety, and independence of cell surface
receptors. It is also capable of delivering a wide spectrum of genes with different
sizes. Of the above application, an especially important application is towards cancer
treatment (Low et al. 2009; Calvet et al. 2014). When the principle of electropora-
tion is combinedwith certain chemotherapeutic drugs, the cytotoxicity of these drugs
is increased ten-fold (or higher), leading to improved and dramatic responses in the
target tumors. This is called electrochemotherapy (Marty et al. 2006; Miklavčič et al.
2014; Schmidt et al. 2014; Pucihar et al. 2001), defined as the local potentiation by
means of electric pulses.

Recent developments involve the use of high intensity (~50–100 kV/cm),
nanosecond duration pulsed electric fields (Joshi and Schoenbach 2011; Napotnik
et al. 2016). Use of nanosecond duration pulses leads to the creation of nanopores and
can produce orders-of-magnitude increase in plasma membrane permeability as first
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shown for millisecond pulses about fifty years ago (Neumann and Rosenheck 1972).
Potential applications include electrically triggered intra-cellular calcium release
(Beebe et al. 2004; Vernier et al. 2003), shrinkage of tumors (Nuccitelli et al. 2006,
2014), temporary blockage of action potential in nerves (Joshi et al. 2008), and acti-
vation of platelets for accelerated wound healing (Schoenbach et al. 2007). Moderate
intensity electric pulses in the microsecond regime is another emerging modality for
relatively safe, effective, and minimally invasive ablation (Jourabchi et al. 2014).
The non-thermal nature of this excitation (unlike the heating caused by microwave
or radiofrequency ablation) allows for treatment even in close proximity to critical
structures and/or large vessels andmitigates muscle contractions (Ahmed et al. 2011;
Sano et al. 2015). Eliminating contractions helps improve the procedural safety of
patients, since the need for neuroparalytic drugs to inhibit muscle contraction is then
virtually eliminated. The short duration also eliminates localized thermal heating.
Significant progress in this field, based on irreversible electroporation and bipolar
high-frequency pulses, has been demonstrated by the Davalos group (Latouche et al.
2018; Edd et al. 2006).

3.2 Computational Aspects

Evaluations of cellular effects can be based on either microscopic methods that fold
in the many-body atomistic interactions, or macroscopic continuum approaches. The
former are more rigorous, include inherent many-body physical processes, require
far fewer fitting parameters, and can account for changes and heterogeneous details
over the nanoscale. However, these simulation techniques are computationally very
demanding since details of every atom are considered. Hence, the physical system
under analysis is restricted to small nanoscale patches, with time variations simu-
lations to less than ~100 ns. Consequently, while the MD techniques provide an
elegant and accurate pathway to probe the inherent physics and mechanistic details
of biophysical processes such as electroporation, the time and length scales are very
small to be of great practical application. TheMD schemes are nonetheless discussed
first for completeness. Later in Sect. 3.2.2 and beyond, the macroscopic techniques
for the analysis of electroporation are described.

3.2.1 Molecular Dynamics Methods

The main lipid constituents of natural membranes are phospholipids that arrange
themselves into a two-layered sheet (a bilayer). Application of an external electric
field onto cells induces rearrangements of the membrane components that ultimately
lead to the formation of aqueous hydrophilic pores. The membrane components are
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water and lipids, which are essentially dipolar molecules. Hence, the membrane
molecular units which are polarized, can experience torques and forces as any
elementary dipole would upon being subjected to a nonuniform external electric
field.

In erythrocyte membranes, large pores could be observed using electron
microscopy (Chang 1992); but in general, direct observation of the formation of
nano-sized pores is not possible with conventional techniques. Furthermore, due
to the complexity and heterogeneity of cell membranes, it is difficult to describe
and characterize their electroporation in terms of atomically resolved processes. In
this realm, atomistic and molecular dynamics (MD) simulations, have proven to be
effective in providing insights into both the structure and the dynamics of model lipid
membrane systems in general (Tieleman et al. 1997; Tobias et al. 1997; Forrest and
Sansom 2000; Feller 2008;Mashl et al. 2001; Saiz andKlein 2001; Anezo et al. 2003;
Berkowitz et al. 2006; Lindahl and Sansom 2008; Bockmann et al. 2008; Edholm
2008;Marrink et al. 2009). In particular, recent studies have shown that the method is
suitable for investigating electroporation phenomena. Several MD simulations have
recently been conducted to model the effect of electric field on membranes (Hu et al.
2005a, b; Tieleman 2004; Tarek 2005; Bockmann et al. 2008; Ziegler and Vernier
2008), which have provided physics-based insights and details of the electroporation
process of lipid bilayers.

Molecular dynamics refers to computational methods aimed at simulating macro-
scopic behavior through the numerical integration of the classical equations of
motion of a microscopic, many-body molecular system. Macroscopic properties are
expressed as functions of particle coordinates and/or momenta, which are computed
along a phase space trajectory generated by classical dynamics (Allen and Tildesley
1987; Leach 2001) MD simulations can thus be used to perform “computer experi-
ments”. Simulations are usually performed on a small number of molecules (usually
up to a few hundred thousand atoms) due to the computational complexity which
limits the size of the system being simulated. Typically, for membrane electropora-
tion, a small patch of the membrane is used, with length scales on the order of 500 Å.
In order to replicate the physical system better, periodic boundary conditions (PBCs)
are typically used (Lindahl and Edholm 2000; Marrink and Mark 2001; Berkowitz
2009).

Traditionally, phospholipids have served as models for investigating the dynam-
ical properties and response of membranes to external stimuli in such in silico
experiments. Zwitterionic phosphatidylcholine (PC) lipid bilayers constitute the
best-characterized membrane systems (Chiu et al. 1999; Feller et al. 2002). Actual
membranes are very complicated structures with membrane proteins, ion channels,
cholesterol etc. Despite the simple membrane structures built from phosphatidyl-
choline lipid molecules, these representations have proved to be remarkable test
systems that provide very useful insights into the inherent physics, mechanisms, and
to probe the physical properties of membranes. While most membrane models are
consisted of fully hydrated, pure phospholipid bilayers, more complicated organiza-
tion and account of external ions (e.g., the effect of salt concentrations) have emerged
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(Hofsäß et al. 2003; Gurtovenko et al. 2005). For such systems, the average struc-
ture of the lipid–water interface at the atomic scale may be provided by the density
distributions of different atom types along the bilayer normal.

The usual MD implementation involves the application of a constant electric field
(coinciding with the externally applied value) perpendicular to the membrane plane.
This involves adding a force, F= qiE, to all the atoms bearing a charge, qi (Tieleman
et al. 2001; Crozier et al. 2001; Hu et al. 2005a, b; Tieleman 2004; Tarek 2005). The
consequence resulting from high electric field application to the system stems from
the properties of the membrane and from the simulations setup conditions: pure lipid
membranes exhibit a heterogeneous atomic distribution across the bilayer, to which
are associated charges and molecular dipole distributions. Besides, the atoms are in
constant thermal motion and also subjected to the resultant force from all the many-
body contributions. The permanent dipoles of the water molecules that surround
a membrane also experience forces that can drive them towards the membrane. In
addition, the presence of charged molecular groups within the membrane give rise
to an electrostatic profile that plays a role in the dynamic evolution.

TheMD simulations for electroporation calculations are carried out by selecting a
segment of the lipid bilayer membrane and constructing an initial geometric arrange-
ment of all the atoms and their bonding angles. Regions of water are then defined
on either side of the membrane to form the total simulation space. The force fields
for membrane molecular motion were taken from the literature (for example, van
Gunsteren and Berendsen 1987; Siu et al. 2008). Simulations were usually carried
out at constant particle number and temperature (e.g., 300K), using aBerendsen ther-
mostat (Berendsen et al. 1984) with a specified time constant, such as 0.1 ps. Long-
range electrostatic interactions are computed with a particle mesh Ewald method
(Darden et al. 1993) with a user-specified cutoff (e.g., 1 nm), and periodic boundary
conditions. Similar cut-offs are specified for other potentials that may be used for the
particle-particle interactions. The linear constraint solver (LINCS) algorithm (Hess
et al. 1997) is typically used to constrain all the bond lengths within the lipids and
on the water geometry.

MD simulations have shown that within a very short time scale (~1–2 ps), the
external field induces an overall transmembrane potential (TMP). Simulations have
shown the initiation and formation of water nanowires in the membrane (Tieleman
2004;Hu et al. 2013).Ultimately,water fingers forming at both sides of themembrane
join up to form water channels that span the membrane. Within nanoseconds, a few
lipid headgroups start to migrate from the membrane–water interface to the interior
of the bilayer, stabilizing hydrophilic pores of ~1–3 nm diameter.

Electroporation is thus shown to be a twofold process. The first step involves a
molecular rearrangement of the lipid within the membrane bilayer. This is facilitated
by electrostatic forces and the Maxwell stress tensor arising from the applied elec-
tric field. However, the random opening of gaps in the membrane structure alone is
insufficient for continued cellular flows and molecular/drug transport. Second, water
entry is essential for continued transport and is facilitated by electrowetting, which
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depends on field-driven reorientation of the water dipoles. This process can func-
tion as an electric-driven toggling of a hydrophobic switch that changes the water
permeability of the membrane gaps and can remain open for a long duration (Hu
et al. 2013).

3.2.2 Some Molecular Dynamics Examples
in the Nanosecond Pulsing Context

As an example ofMD simulations related to cell membrane patches, the role of water
on the lipid bilayer configuration and stability is discussed below. For this case there
was no external electric field. The water-membrane system contained 6323 water
molecules and 128 DPPC lipid molecules in a 6.9 nm× 7.4 nm× 7.0 nm simulation
box. In addition, 847 water molecules were deliberately placed in between the two
layers to determine their dynamical evolution. This membrane system was charge-
neutral and represents a homogeneous section of a simple membrane as a test case of
the lipidic system. Figure 3.1 show results of water expulsion from within the lipid
bilayer after the initial insertion of the water molecules inside the membrane without
any external electric field. The red and white spheres represent atoms. The gray
“wires” denote the phospholipid tails. The 250 ps snapshot of Fig. 3.1b shows water
molecules being expelled by the hydrophobic tails. In addition to water expulsion,
molecular re-arrangement of the bilayer is predicted to be ongoing, as is easily seen
from the 500 ps snapshot. Figure 3.1d reveals almost all watermolecules to have been
pushed out, with near recovery of the bilayer membrane structure. These MD results
thus seem to suggest that water molecules in and of themselves (without the aid of
an external driving electric field) would not have the capacity to initiate molecular
displacements toward pore creation. Instead, the hydrophobic interaction would be
sufficient to expel water away from the membrane.

We next turn to the issues of whether water should lead or follow pore formation
in the dynamic sequence, and whether electric field assisted electrowetting is an
important and inherent component of the overall process. To probe the importance
of electrowetting, the MD simulation was run with an intact membrane, but with the
application of a very short electric pulse so that initial field-driven lipid structural
rearrangement could occur. If the electric pulse were then to be quickly switched
off, the electrowetting process would immediately cease. So if electrowetting were
important for water penetration, an ultrashort electric pulse would not be of sufficient
duration to enable the complete penetrate of water in providing a contiguous path
through the membrane. To probe this, a short 4.25 ns duration electric pulse with
an intensity of 0.25 V/nm was used. The results obtained are shown in Fig. 3.2a–c.
The state just after electric field termination shows a few water molecules having
penetrated the membrane. However, snapshots later in time (2.5 and 90 ps after pulse



3.2 Computational Aspects 83

Fig. 3.1 MD results showing water being expelled from within the membrane. The red and white
spheres represent oxygen and hydrogen atoms within water, gold and blue spheres denote phos-
phorus and nitrogen atoms within the lipid head groups, respectively, and the large orange spheres
represent phospholipid oxygen atoms. Gray wires denote the phospholipid tails. a Initial bilayer
membrane with 847 water molecules inserted in between. b Snapshot after 250 ps showing water
molecules being expelled by the hydrophobic tails. c The t = 500 ps picture with molecular rear-
rangement in the form of oxygen and hydrogen atoms of the water, gold and blue spheres denote
phosphorus and nitrogen atoms within the lipid head groups, respectively, and the large orange
spheres represent phospholipid oxygen a hydrophilic pore, and d the situation after 1400 ps, with
almost all water molecules pushed out and recovery of the bilayer membrane structure (After Hu
et al. 2013)
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Fig. 3.2 The same lipid and color scheme as used in Fig. 3.1 for a short 0.25 V/nm, 4.25 ns duration
electric pulse. a State just after electric field termination, b snapshot later in time at 2.5 ps, and
c snapshot at t = 90 ps after pulse termination (After Hu et al. 2013)
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termination) revealwater expulsion. This result underscores the role of electrowetting
and the inability ofwater to continuemembranepenetration in the absenceof a driving
electric field.

Two important aspects thus emerge from the above simulation results. First, the
presence of a gap due to structural rearrangement of the lipidic bilayer molecules
in itself would be insufficient to attract water molecules into the membrane region.
Given the small radii of nanopores formed upon the application of a nanosecond,
the high-intensity electric pulse (Esser et al. 2010), and the fact that the hydrophobic
interaction preventingwater throughput is stronger for smaller pores,meremembrane
reorganization might not support cellular flows. However, if an electric field was
applied long enough to facilitate electrowetting and lower the local surface tension,
thenwater molecules could penetrate through the lipidmembrane. Based on classical
electrochemistry (Dujardin et al. 1994), it is well known that a local electric field
can lower the interfacial tension γ according to γ = γ 1 – C V2/2, where γ 1 is
the reference “wettability” in the absence of any electric field, C is the interfacial
capacitance, and V is the potential difference setup between the liquid and the lipid
surface. So, regardless of the sign of the potential difference, the interfacial tension
always decreases as an electric potential |V | is applied. The process of electrowetting
can alternatively be viewed as an outcome of a Maxwell stress at the boundary of
water entering a nanopore.

Next, the proximity effects under high-intensity pulsing are discussed, since it
has been speculated that high intensity nanosecond pulse application can create a
high density of pores, termed supraporation (Stewart et al. 2004) due to the strong
driving force. Since electric fields provide the primary driver, both for molecular
rearrangement and electrowetting, it is perhaps instructive to assess the electric
field characteristics within pores. Figure 3.3 shows the electric field results obtained
usingCOMSOLMULTIPHYSICS (version 4.2b)within amembrane containing two
partially filled pores in close proximity. The membrane thickness was taken to be
5 nm, with 1 nm diameter pores separated by a distance of 3 nm. Figure 3.3a shows
the computed electric fields in the region for the case of symmetric water penetration
at the two adjacent pores. As might be expected, the electric field distribution is
symmetric, with the largest values at the “triple” water-membrane-pore boundary.
As a result, the shape of the water will tend to flatten and reduce the contact angle,
leading to larger electrowetting. However, in the case of asymmetry in water pene-
tration between the two pores, the electric fields obtained from the simulations, as
shown in Fig. 3.3b, have a different characteristic. The field at the upper pore with a
larger water penetration remains similar, and is indicative of water wetting as before.
However, at the bottom pore, the electric field is not as high at the “triple” water-
membrane-pore boundary, but instead exhibits its highest value at the center. This
suggests weaker surface wetting of the membrane and a tendency toward elonga-
tion at the pore center. However, if the top pore were to be completely solvated as
assumed in Fig. 3.4 (possibly later in time with the electric field still applied), then
the field distribution for the lower pore would go back to a pattern similar to Fig. 3.3a.
These electric field results thus suggest that multiple pore formation is likely to be a
sequential process.
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Fig. 3.3 Situation at a membrane containing two partially filled pores in close proximity.
a Computed electric fields in the region for the case of symmetric water penetration. b Electric
fields obtained from simulations with asymmetry in water penetration between the two pores (After
Hu et al. 2013)

Another interesting result obtained from Molecular Dynamics simulations in the
context of ultrashort (~ns) high intensity (~100 kV/cm) electric pulsing is field driven
molecular flipping and/or translational motion. For example, externalization of phos-
phatidylserine (PS)was shown to occur in response to a nanosecond pulse for average
electric fields above 2 MV/m (Vernier et al. 2004). A distinct polarity effect has also
been observed, with the externalization predominantly occurring at the anode end.
PS is an acidic phospholipid that is normally located on the inner leaflet of the lipid
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Fig. 3.4 Computed electric fields at a membrane containing pores in close proximity. Water is
assumed to completely penetrate the upper pore and only partially penetrate the neighboring pore
below (After Hu et al. 2013)

bilayer. The PS translocation event essentially marks cells for macrophage scav-
enging and ultimate death. The dynamical process details can be probed by MD
simulations as discussed below.

As previously shown (Hu et al. 2005a, b), the initial structural rearrangement and
molecular dipole re-orientation at the membrane is a critical step in the electropo-
ration process. Once such an initial breakthrough is achieved, the poration process
proceeds relatively quickly. Finally, the poration process has polarity dependence,
and begins on the anodic side of a membrane. The related physics can easily be
understood by considering the configuration within the DPPCmembrane. Figure 3.5
shows a simple schematic of the membrane lipids with their dipoles located at the
head groups. For each DPPC chain, the head group contains a dipole with positive
charge on choline and negative charge centered on the phosphate group. Initially,
with no electric field present, the dipoles are in random thermal motion with the
positive charges residing on the outermost portions of the lipid. Thus Fig. 3.5a shows
randomly distributed dipoles at the head groups on either side of the membrane as the
initial configuration. Electrical field induced defects are initiated by the movement
of dipoles on the surface of the membrane. Defects start to form on the anode side
of the membrane because positively charged molecules (e.g., choline) on this side
are forced to swing around (i.e., reorient in the presence of a strong external elec-
tric field) and enter the membrane. This same electrical field, however, when acting
on the dipoles located at the cathodic surface, merely works to stretch the dipoles
without any molecular movement into the membrane volume. Figure 3.5b shows the
alignment of dipolar head groups on the anodic side gradually deviating from the
equilibrium orientation, and a defect starting to form.
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Fig. 3.5 Schematic of the pore initiation process at the DPPC membrane. The arrows present
dipoles on the head groups of lipid molecules. a Initial configuration without an externally applied
field, and b the configuration and expectedmovement of the dipole head groups upon the application
of an external electric field (After Hu et al. 2005a, b)

Thus, pore formation is predicted to initiate at themembrane pole facing the anode.
If PS externalization is pore-driven event, then this process should also start at the
anode side. Experimental observations do indicate just such an anode side preference.
The electrostatics provides an additional rationale for an anode-side event. Since the
PS molecules residing on the inner leaflet are negatively charged, the externally
applied electric field will tend to push out PS at the anode side, while pulling it
inwards on the cathodic side. Coupling this with an anode-side pore formation event,
leads to the collective effect of preferential PS externalization at the anode end.
Figure 3.6 is a simple schematic demonstrating the dynamics. Initially (Fig. 3.6a),
the dipoles at theDPPC lipids (shownas arrows) are randomly located,with a negative
PS on the inner leaflet. With application of the electric field, the dipoles on the outer
layer (anode-side) reorient leading to defect initiation at the outer membrane surface.
Eventually a pore forms (Fig. 3.6c), and the negatively charged PS begins to drift
and diffuse towards the exterior surface.

Results of MD simulations, shown in Fig. 3.6a–d demonstrate the above more
clearly. An initial snapshot of the membrane system is shown in Fig. 3.7a, with the
PS molecule located on one side of the membrane, opposite the anode. Figure 3.7b
shows a pore starting to form with some translocation of the PS chain at 3.2 ns. Due
to a large electrostatic force on the PS head group, the chain is dragged halfway
to the anode side of the membrane along the wall of the nanopore at about 3.34 ns
as shown in Fig. 3.7c. Finally, in Fig. 3.7d, the DPPS chain is on the other leaflet
of the membrane at 3.61 ns. The MD simulation thus validates the pore-facilitated,
field-assisted mechanism of PS externalization. An important difference between
the DPPC-DPPS simulations of Fig. 3.7 and results for a pure DPPC membrane (not
shown) is the shorter time duration for pore formation. Inclusion of a membrane
defect in the form of a substitutional DPPS molecule, and the additional membrane
force associated with the negative PS charge collectively contribute to the quicker
poration.



3.2 Computational Aspects 89

Fig. 3.6 Schematic of the pore initiation process within a DPPC-DPPS membrane. The arrows
represent dipoles on the lipid head groups, and the shaded circle denotes the negative DPPS head
group. a Initial configuration without an externally applied field; b expected configuration of the
dipole head groups with an external field; c nanopore formation with a DPPS molecule close to the
pore; and d DPPS molecular movement to the outer leaflet of the membrane (After Hu et al. 2005a,
b)

This polarity effect and physics of the strong asymmetry in transmembrane poten-
tials can be qualitatively understood by considering the pore-formation dynamics at
each pole. The PS molecules are negatively charged, and prior to an electric-pulse
event, occupy the inner membrane leaflet. This is shown schematically in Fig. 3.8.
The anode and cathode are on the left and right sides of the overall figure. Upon the
application of an external electric field, a pore begins to form at the two poles as the
field strength is the strongest in this region. The charged PSmolecules begin to move
to the outer leaflet of the membrane on the anode side, first, through an ionic drift
and then by diffusion Their movement at the anode pore leads to the formation of a
strong “screening” layer close to the anodic nanopore region as shown in Fig. 3.8a.
The screening layer consists of the positive ions from the inter-cellular aqueous fluid.
The associated screening length (denoted by LSCR) can be expected to be fairly large.
Given the relative small pore diameter D (nanometer dimensions as shown by the
present MD simulations) due to these ultrashort pulse durations, one can easily attain
the 2 LSCR >D inequality. Hence, the screening layer, which is essentially a depletion
region, effectively prevents the ions from going through the anodic pore. The trans-
port is prevented (or is weak at best) until the pore diameter has increased (2 LSCR
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Fig. 3.7 Snapshots of the DPPS externalization process at a DPPC membrane. a Initial configura-
tion at 0 ns; b a pore forms and DPPS starts to go along the pore wall at 3.2 ns; c DPPS halfway to
externalization at 3.34 ns; and dDPPS on the other leaflet of themembrane at 3.61 ns. For DPPS, the
positively polarized choline groups are colored red, and the negatively polarized phosphatidyl group
yellow, the glycerol pink, the tails white. The oxygens in water molecules are red and hydrogens
are white (After Hu et al. 2005a, b)

< D), or the PS charges have diffused sufficiently away on the outer leaflet from the
pore location. The pore growth and increasing diameter scenario would be applicable
to the traditional longer “electroporation” pulses. By contrast, on the cathodic side,
the charged PS molecules are electrostatically driven away from the nanopore due
to the directionality of the field and curvature of the membrane. The screening in the
nanopore vicinity is therefore, not as strong, and the screening length LSCR is rela-
tively small. This is shown schematically in Fig. 3.8b, as D > 2 LSCR The net effect
is that higher conduction currents are predicted at the cathodic end, while the anodic
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Fig. 3.8 Schematic diagram of the membrane polarity effect. “D” is the diameter of pores, and
LSCR is the length of the screening layers (After Hu et al. 2006)

nanopores though present, would not support large carrier transport. This qualitative
physics underscores the notion that nanopores in themselves do not necessarily guar-
antee an ionic transport or strong conduction currents. Extrapolating on this concept
then, the weaker conduction currents on the anodic side, would create a relatively
larger displacement current since the total current must be conserved. This would
lead to the larger electric-field buildup and transmembrane potential that has been
seen experimentally (Frey et al. 2006).

Finally, the multiple-pore dynamics were studied on the basis of the MD simula-
tions. At a constant but high electric field of 0.5 V/nm, more than one nanopore can
be formed. However, the total number of molecules in a cell membrane is finite and
fixed. Hence, any local nanopore formation is not a completely independent event.
Instead, the pore formation affects the membrane surface tension (Joshi et al. 2001),
leads to the local density and pressure changes, and changes the biosystem energy.
For multiple pores, there is a mutual coupling as the growth of one pore begins to
affect the dynamics of a neighboring nanopore. For example, an expanding pore
would squeeze and move molecules in its vicinity that would lead to a “filling” effect
on a neighboring pore. As a result of these collective dynamics, some pores can
be expected to shrink (and completely disappear), while others would grow at their
expense to some stable radius (Neu and Krassowska 2003) depending on the sizes
and locations. Here, we probed this aspect through our MD simulations by applying
the pressure coupling method. Figure 3.9a shows pores started to form at t = 4.2 ns.
Figure 3.9b shows that two pores form at t = 4.6 ns. One of these is distinctly larger,
and obviously has a faster growth dynamics. Figure 3.9c shows that a slightly longer
time (time = 4.9 ns), the pore on the right continues to grow, while the pore on
the left begins to shrink. Finally, the left pore is shown to shrink to a very small
size, and the right nanopore becomes dominant at t = 5.6 ns following the electric
pulse as shown in Fig. 3.9d. This clearly demonstrates that it is indeed possible for
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Fig. 3.9 MD snapshots of pore–pore interaction process in a DPPC membrane under the electric
field of 0.5 V/nm. a Pores start to form at t = 4.2 ns. b Two pores form at t = 4.6 ns. c The pore
on the right grows and the pore on the left shrinks at t = 4.9. d The left pore disappears and the
right becomes dominant at t = 5.6 ns. Color method: Oxygen atoms are in deep gray (red in color
graph) and carbon atoms in light gray (blue in color graph). Water molecules are not shown (After
Hu et al. 2006)

the molecular system to potentially evolve from an initial multiple nanopore state
to a system dominated by larger sized pores. This scenario would help explain the
transport of molecules and fluorescent dyes at times well beyond the application
of the ultrashort voltage pulse. Such delay uptake dyes, such as propidium iodide,
have routinely been observed in the context of such nanosecond (ultrashort) electric
pulsing experiments.

3.2.3 Analytic Methods for Transmembrane Potentials

Analysis of the cellular response to electric pulses requires as a first step, an evalua-
tion of voltage and current distributions and their time-dependent evolution, within
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a cell. The problem of electric field coupling to biological cells and the transmem-
brane potential (TMP) induction was first studied by Schwan (Schwan 1983). Later
contributions by Foster and Schwan (1995) and Foster (2000) extended these studies
for exposures of spherical cells.

For cells with sufficiently regular shapes (spheres, spheroids, cylinders) that are
sufficiently far apart (in dilute suspensions), the time dependence and spatial distri-
bution of the induced transmembrane voltage can be derived analytically. In the case
of irregular shapes, or cells close to each other (in dense suspensions, cell clusters,
tissues), or both, the analytical approach fails. However, when modern computers
and numerical methods are used, the transmembrane potential (TMP) induced on
such cells can be evaluated sufficiently accurately. We now describe each of these
approaches in more detail.

The derivation of the TMP is based on solving the partial differential equation:

e∇[(σ + ε δ/δt)∇�(x, y, z, t) = 0. (3.1)

with σ denoting the electric conductivity, and ε denoting the dielectric permittivity of
the point under consideration. In the steady state, the time derivatives are zero, and
this equation simplifies into the Laplace equation ∇ · ∇�(x,y,z) = 0. Solving this
equation in a particular coordinate system and applying physically realistic boundary
conditions (finiteness of�, continuity of� and its derivatives, asymptotic vanishing
of the cell’s effect on � with increasing distance from the cell) yields the spatial
distribution of �. The induced transmembrane voltage is then calculated as the
difference between the values of � on both sides of the membrane.

For a single spherical cell with a nonconductive plasma membrane, the Laplace
equation is solved in the spherical coordinate system, yielding the expression often
referred to as the steady-state Schwan equation (Pauly and Schwan 1959):

∇�m = (3/2)ER cos(θ), (3.2)

where R is the cell radius, E is the electric field, and θ is the angle measured from the
center of the cell with respect to the direction of the field. Thus ��m is proportional
to the applied electric field and the cell radius, and it varies as cos(θ), with extremal
values at the points where the field is perpendicular to the membrane, i.e., at θ = 0°
and θ = 180° (the “poles” of the cell).

The TMP as given by Eq. (3.2) is typically established within microseconds after
the onset of the field. To describe the initial transient behavior, one uses the more
general first-order Schwan equation (Kotnik et al. 1997):

∇�m = (3/2)ER cos(θ)
[
1 − exp(−t/τm)

]
, (3.3)

where τm is the time constant of membrane charging given by:

τm = R εm/[2d{(σiσe)/(σi + 2σe)} + R σm]. (3.4)
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In the above, σi, σm, and σe denote the conductivities of the cytoplasm, cell
membrane, and extra-cellular medium, respectively; while εm represents the dielec-
tric permittivity of themembrane, and d is themembrane thickness. In certain in vitro
experiments,where artificial extracellularmediawith conductivities far below typical
physiological values are used, the factor 3/2 in Eqs. (3.2) and (3.3) can decrease
(Kotnik et al. 1997). In general, Eq. (3.2) is applicable to exposures to all rectangular
electric pulses longer than 1 μs, as well as all sine (AC) electric fields with frequen-
cies up to 1MHz (Kotnik et al. 2012). To determine��m induced by shorter pulses or
higher frequencies, the permittivities of the electrolytes surrounding the membrane
also have to be taken into account, leading to a second-order model (Grosse and
Schwan 1992; Kotnik and Miklavčič 2006).

Expressions similar to (3.2)–(3.4) can also be derived for nonspherical cells,
provided they resemble a regular geometrical body such as a cylinder (e.g., muscle
cells, axons of nerve cells), an oblate spheroid (e.g., erythrocytes), or a prolate
spheroid (e.g., bacilli). To obtain the analogs of Schwan’s equation for such cells,
the Laplace equation is solved in a suitable coordinate system (Gimsa and Wachner
2001; Hu and Joshi 2009a, b; Joshi and Song 2010).

Almost all analyses and calculations of the TMP resulting from external pulsing
have assumed spherical cells. In biology, examples of such spherical shapes are
vesicles, protoplasts, murine myeloma cells (Gimsa and Wachner 1999), and some
bacteria such as Streptococcus (Batzing 2002). However, most other cells are
nonspherical in nature. As it turns out though, many cells deviating from the spher-
ical shape do exhibit rotational symmetry, and can be represented either as prolate or
oblate spheroids fairly accurately. For example, mammalian red blood cells are close
to an oblate spheroidal shape, while retina photoreceptor cells (Radu et al. 2005), and
many bacteria such as E. coli, Pseudomonas (Batzing 2002), and yeasts (Asencor
et al. 1993) roughly have a prolate spheroidal geometry. This makes a compelling
case, at least from the practical standpoint, to examine bioelectric pulsing effects
in such spheroidal cell shapes for more realistic analyses and predictions. There
have only been a few reports in the literature on analyses for irregularly shaped
cells. A finite-element approach was also used (Pucihar et al. 2006) to solve for the
TMP, though electroporation was not explicitly considered. The only other reports on
spheroidal cells to our knowledge were those by Kotnik and Miklavčič (2000), and
an analysis for ac voltage signals (Maswiwat et al. 2007). However, in neither case,
electroporation was considered in a self-consistent manner. Hence, self-consistent
calculations for spheroidal cell geometries that include time- and voltage-dependent
membrane electroporation become necessary for arbitrary field orientations.

The schematic shown in Fig. 3.10 represents a double-shelled prolate spheroidal
cell suspended in a medium. The geometric model is similar to that used previously
(Jerry et al. 1996) for analyzing potentials induced by alternating fields. Since the
spheroids have rotational symmetry in the x–y plane, the arbitrarily oriented, exter-
nally applied electric field E0(t) can be assumed to be in the x–z plane. In Fig. 3.10, α
is the angle between E0(t) and the rotational z-axis. The cell shown is characterized
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Fig. 3.10 Schematic of the prolate spheroidal cell model for the TMP calculation under arbitrary-
oriented external nsPEF

by an outer shell (plasma membrane) and an inner shell (nuclear envelope). Each
shell is represented here by two spheroids, and assumes that the four spheroids share
the same foci. This geometry represents a simple first step, while more complicated
“eccentric” positioning would require numerically based finite-element (Corovic
et al. 2008) or lattice models (Smith et al. 2006). The outer shell has an outer equa-
torial radius a1, an inner equatorial radius a2, an outer polar radius b1, and an inner
polar radius b2. The focal distance c can then be found as: c = b21 − a21 = b22 −
a22 for prolate (bi > ai) spheroids of the outer shell. Thickness at the polar points is
ho = bi − b2. The inner shell has an outer equatorial radius a3, an inner equatorial
radius a4, an outer polar radius b3, and an inner polar radius b4. Thickness at the
polar points is hi = b3 − b4.The outer region has an assigned conductivity σ0 and
permittivity ε0, while the corresponding parameters for the cell membrane are σm

and εm. In Fig. 3.10, σc and εc are the conductivity and permittivity of the cytoplasm,
σom and εom are the conductivity and permittivity of the organelle membrane, and σoc

and εoc are the conductivity and permittivity of the organelle cytoplasm. Since the
external electrical field E0(t) can be decomposed into its Ex(t) and Ez(t) components,
the overall TMP �� can be obtained by summing the separate contributions from
Ex(t) and Ez(t). The Laplace equation can be expressed in prolate spheroids, and the
electric fields solved (Hu and Joshi 2009a).

Invoking continuity in potential and current density at the membrane interfaces
leads to appropriate boundary conditions, and a complete solution of the Laplace
equation in prolate co-ordinates. Consequently, the electric field can be obtained as
a derivative of this potential.
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3.2.4 Distributed Network Analysis for Transmembrane
Potentials

Analysis of the cellular response to electrical pulses requires, at the very least, an eval-
uation of the voltage and current distributions within the cell, their time-dependent
evolution, and the effects of such fields on the membranes. From a simple qualitative
standpoint, the presence of high electric fields at the membranes can be viewed as
being the source of a strong Maxwell stress associated with the discontinuity in the
dielectric permittivity between the membrane and its surrounding aqueous medium.
This electric field driven stress is the source for pore opening, molecular transport
and cellular responses. A possible approach to modeling that takes into account
the different dielectric properties of the constituent components (e.g., outer plasma
membrane, external medium, intracellular fluid, organelle membranes, endoplasmic
reticulum etc.), is to represent the electrical characteristics of the cells by a distributed
equivalent circuit. Node analysis can then be used to determine the voltages at a
set of distributed discrete points as a function of time, in response to the temporal
variations of the applied voltage. Using the node voltage values at the boundary
end points, a system of N-equations involving N-grid points can be obtained. This
system of linear equations can be represented via a sparse matrix, and easily solved
using numerical techniques such as the Cholesky method (Dereniowski and Dariusz
2004). Volume and shape changes of cells can be ignored since the external applied
pulse duration is short (~nanoseconds) for cells to deform much during this time
interval. However, time-domain solvers such as SPICE are not suited to the present
problem for the following reasons: (i) In SPICE, values of circuit parameters (e.g.,
resistors R, capacitors C, etc.) cannot be made time dependent; (ii) the stochastic
nature of pore formation cannot be included; (iii) the geometric dependence of R
and C make it inconvenient to run simulations with varying shapes and sizes; (iv)
soft-thresholds inherent in the pore formation process are difficult to implement, and
(v) it is difficult to use circuit models to simulate the gradual resealing of pores.
Also, the resealing process takes a long time (~microseconds), and the long-lived,
diffusion-driven currents cannot be modeled by circuit simulators.

Details of a time-domain nodal analysis involving a distributed equivalent circuit
representation of a cell and its membrane structures have been discussed in the
literature (Joshi and Schoenbach 2010; Joshi et al. 2004), Some salient features are
discussed below for convenience. Essentially, the entire cell volume was broken up
into finite segments, and each segment represented by a parallel resistive-capacitive
(RC) combination to account for the current flow and charging effects. The computa-
tional region was a sphere that included the cell with its outer membrane, the aqueous
intra-cellular medium, and surrounding suspension, discretized along the r, θ, and ϕ

directions. For simplicity, the cell membrane itself was taken as an integral unit, i.e.,
this sub-region was not further discretized. For interior nodes, the current continuity
equation is of the form:
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6∑

k=1

(
σ E + ε

∂E

∂t

)

k

× Ak =
6∑

k=1

Ik = 0, (3.5)

where Ik are currents along the six faces of an elemental cube with surface areas Ak ,
the local electric field is E, while ε and σ are the average permittivity and conduc-
tivity at the site of each cube. A schematic of the discretized geometry is shown in
Fig. 3.11a. Details of the equations for each elemental volume shown in Fig. 3.11a,
are given in the next paragraph. Combining the current continuity then leads to N
equations for the N unknown node voltages which can be solved using matrix de-
composition techniques. Potentials on each node were updated at every time step
based on the boundary conditions imposed by the externally applied field, and the
dynamic membrane conductivity which changes over time due to electroporation.
Nodes on the periphery of the simulation region of radius R, were assigned poten-
tial values as boundary conditions in keeping with the external electric fields. For
example, for an external field of magnitude E0 directed along the z-direction, the
boundary nodes were set to values of—E0R cos(θ ), with being the angular location
of the node relative to the z-axis. For fields applied along two or more principal,
appropriate superposition of voltages were applied as the potential at the boundary
nodes.

The current continuity equation applied at each elemental volume shown in
Fig. 3.11 leads to the following equation, which takes account of both conduction
and displacement currents. The algebraic sum of the currents across each of the six
surfaces on the elemental cube are taken into account.
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In the above, the areas Ai are given as:
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Nodes with j = 0 and j = m have to be treated carefully since these grid points
are independent of k. Only I1, I2 and I4 are nonzero in the equation, and the sum of
I5 and I6 would be zero. For j = 0 and 1 < i < Ni, Eq. (3.6) effectively becomes:
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Fig. 3.11 Sketch of the discretization used for an elemental volume encompassing each grid point
with six surfaces in: a transmembrane potential calculations, and b ion concentration calculations
(After Hu et al. 2005a, b)
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And for j = Nj and 1 < i < Ni, Eq. (3.6) effectively becomes:
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The advantage of using short duration pulses in affecting membranes of inner
organelles is perhaps not immediately obvious, and merits a quick discussion.
Figure 3.12 shows a sketch of a spherical shell with a concentric inner organelle.
We assume for simplicity that the conductivities of both membranes are zero, and
that current continuity applies across line ABCDE shown in Fig. 3.12. For long-
duration, slow-rising pulses, a near quasi-steady state prevails. Choosing the cell
center as the reference voltage, the node potentials are roughly: VD ~ 0 and VB ~ VC.
Also, as there is no current flow through the membrane, under the quasi-steady state:
VCD ~ VFG ~ 0. Thus, the potential across the inner membrane can be expected to be
very modest, at best. This implies that membrane poration and other electrical effects
would not be strong across cellular substructures and inner organelles. Fast rising,
ultrashort pulses, on the other hand, would force a large nonequilibrium transient,
and create substantially large values of VCD and VFG across the inner membranes.

For a quantitative demonstration of the above idea, a simple double-shelled cell
model was used with the parameters given in Table 3.1 that are typical of biological
cells. Most values were chosen from a report by Ermolina et al. (2001). The response
of a low-intensity 280 ns trapezoidal pulse width, and 40 ns rise and fall times, was
compared to that of a 11-ns high-intensity trapezoidal pulse width, and 1.75 ns rise
and fall times. Figure 3.13 shows the transmembrane potentials across both the inner
and outer membranes for the longer 280-ns pulse. The inner membrane potential is
seen to go down to zero before it can reach the traditional electroporation threshold of
~ 1V. This is due to innermembrane discharging and the evolution toward a low inner
membrane voltage as qualitatively discussed in the context of Fig. 3.13. However,
Fig. 3.14, for themuch shorter 11 ns pulse, shows the innermembrane transmembrane
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Fig. 3.12 Rough voltage analysis in the quasi-steady state for a model double-shelled cell in
response to a slow rising, long pulse

Table 3.1 Parameters for simulation

Conductivities

Environment 0.6 S/m

Cell membrane 0.0 S/m

Cytoplasm 0.6 S/m

Organelle membrane 0.0 S/m

Organelle inclusion 0.6 S/m

Relative permittivity

Environment 80

Cell membrane 8

Cytoplasm 80

Organelle membrane 4

Organelle inclusion 80

Geometric parameters

Radius of simulation region 10 μm

Radius of cell 5 μm

Thickness of cell membrane 5 nm

Radius of organelle 1 μm

Thickness of organelle membrane 10 nm



3.2 Computational Aspects 101

Fig. 3.13 Transmembrane potential of outer membrane and innermembranes for a 5 kV/cm, 280 ns
duration trapezoidal pulse for the cell model of Fig. 3.2 (After Joshi and Schoenbach 2010)

Fig. 3.14 Transmembrane potential of outer membrane and inner membranes for a shorter
25 kV/cm, 11-ns trapezoidal pulse

potential could easily reach the threshold. Its value is predicted to remain larger than
that of the outer cell membrane. This result quantitatively demonstrates the utility
and role of ultrashort pulses in bringing about electrical effects that permeate down
to cellular substructures, while potentially leaving the outer cell membranes intact.

More applications and example results based on the distributed circuit approach
discussed in this section will be presented in subsequent chapters.
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3.3 Flows Through Membrane Nanopores

Pore generation, growth and size-evolution are required to characterize time-
dependent membrane conductivity. These can be obtained based on the Smolu-
chowski continuum theory (Neu and Krassowska 1999; Barnett and Weaver 1991;
Pastushenko and Chhizmadzhev 1982; Freeman et al. 1994; Glaser et al. 1988). The
most accurate method for membrane pore transport is to solve the full Smoluchowski
model, rather than using the asymptotic approximation (Neu and Krassowska 1999).
This enabled calculations of the time-dependent pore density N(t) at different loca-
tions on the membrane surface (Joshi et al. 2001). Application of the external electric
field drives the pore generation and growth, through which ionic flow can occur. The
current density JEP(t) through a membrane pore is given as: JEP(t) = iE P(t)N (t),
where iEP(t) is the current through a pore, andN(t) is the pore density. The pore areas
on the membrane at different mesh locations and times, as well as the electric field E
can be obtained, which enables computations of ion flow across the cell membrane.
Diffusive flow of ions throughmembrane pores can bemodeled as (Schoenbach et al.
2015):

Jdiff = −D ∗ H ∗ K ∗ ∂Ci,j

∂x
. (3.10)

In the above, Jdiff is the flow rate per area,H denotes the Hindrance factor which is
related to average pore sizes with H ~ 1 for pore sizes larger than ions, K is partition
factor (= 0.83 for Ca+2), D is the diffusion coefficient, and Cij the concentration of
the ith ion at grid point j. The number of ions going through membrane in unit time
was calculated by: �m1

�t = Jdi f f ∗ Apore, with being the cumulative sum of the pore
areas. For other layers not adjacent to cell membrane, Jdi f f = −D ∂C

∂x was used. The
drift pore currents iEP(t) and changes in ionic concentration �C were taken as:

�Ci,j =
6∑

i=1

�Mi/Vs. (3.11)

In the above expression:

�M1

�t
=

{
Ci−1,j,kVsE1μApores, E1 > 0
Ci,j,kVsE1μApores, E1 ≤ 0

; (3.12)

where Ci,j,k is the molarity of the unit volume inside cell, Vs is the space volume
of the unit; μ is the ion mobility which equals DqZ

KbT
, with D being the ion diffusion

coefficient (~0.8 × 10−5 cm2/s), kB the Boltzmann constant, T the temperature in
Kelvin, q the electronic charge, z the valence charge of the ions (e.g., z= 2 for calcium
ions), and E1 the average electrical field across surface A1 as shown in Fig. 3.12b.
From Eq. (3.12), one can obtain the moles of ions (e.g., calcium) going into the cell
through the pores for E1 > 0, or getting out of the cell pores for E1 ≤ 0. Thus, the pore
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current iEP(t) in a time interval �t is given as: = �M1 �t z NA, with NA being the
Avogadro number. The model and technique are general, and can be extended for use
towards the analyses of multi-ion membrane flows. To maintain charge neutrality,
an equal concentration of immovable anions can be assumed in the simulation space
outside the cell.
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Chapter 4
Comparison Between Monopolar
and Bipolar Pulses for Effective
Nanoporation

Ravi Joshi

Abstract The utility of electric pulsing for attaining and driving a range of bio-
effects have already been discussed. This chapter focuses and probes the role of
pulse shape (e.g., monopolar-vs.-bipolar), multiple electrode scenarios, and serial-
versus-simultaneous pulsing. A possible analysis based on a three-dimensional time-
dependent continuummodel is discussed.Our results indicate thatmonopolar pulsing
always leads to higher and stronger cellular uptake. This prediction is in agreement
with experimental reports and observations. It is also demonstrated thatmultipronged
electrode configurations influence and increase the degree of cellular uptake.

4.1 Introduction

From the standpoint of drug/gene delivery, besides the biologically-related variables
(Pucihar et al. 2001; Prasanna and Panda 1997; Schoenbach et al. 2001; Kotnik
et al. 2015; Teissie et al. 1999), other important factors are the electrode shape
and geometries, as well as the electrical pulsing parameters (Santra et al. 2013;
Kinosita et al. 1988). Membrane electropermeabilization begins when the applied
field exceeds a critical transmembrane potential of about 1 V (Hibino et al. 1993) and
is followed by electrophoresis–based molecular uptake (Pucihar et al. 2008; Sadik
et al. 2014; Schoenbach et al. 2015; Mali et al. 2013). Thus, both permeabilization
(which opens the cell to transport processes) and subsequent delivery are controlled
in large part by electrical parameters such as the field strength, pulse duration, number
of pulses, and pulse shape (Joshi and Schoenbach 2010). Multi-electrode systems
have also been used (e.g., two parallel plates or six electrode arrays) for enhancing
the delivery (Gilbert et al. 1997; Hofmann et al. 1996).

The role of the electrical pulse shape on biological cell membrane permeabi-
lization has been the topic of multiple studies (Tekle et al. 1991; Teissie and Rols
1993; Kotnik et al. 2001; Kotnik et al. 2003; Faurie et al. 2010), though most have
focused on millisecond pulses. Most of these previous studies concluded that bipolar
pulses appear to have a stronger effect on electropermeabilization as compared to
monopolar pulses. The reason givenwas that bipolar pulses compensate for the asym-
metry inherent in the permeabilized areas at the poles of the cell that is introduced by
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the resting transmembrane voltage. However, more recent studies withmuch shorter
pulses (300 and 600 ns), applied to Chinese Hamster Ovary cells showed bipolar
pulses to be less effective at electropermeabilization (Ibey et al. 2014; Pakhomov
et al. 2014). They were also found not to be as efficient in increasing intracellular
calcium concentration. Now, application of pulses in this nanosecond domain (Beebe
et al. 2004) is certainly important for a variety of reasons. For example, the short
duration pulses mitigate muscle contractions, and so are a useful modality for the
ablative treatment of solid tumors (Daskalov et al. 1999; Sano et al. 2015). Elimi-
nating contractions helps improve the procedural safety of patients, since the need
for neuroparalytic drugs to inhibit muscle contraction is then virtually eliminated.
The short duration also eliminates localized thermal heating (Song et al. 2017) and
reduces the potential for side-effects such as hyperthermia or cell damage.

The use of electrical pulses also arises in electrochemotherapy (ECT), which
is used in clinics to treat patients with various types of cancers (Campana et al.
2019; Cadossi et al. 2014; Miklavčič et al. 2014). A common procedure for elec-
trochemotherapy includes intra-tumoral or intravenous delivery of chemotherapeutic
drugs, followed by the application of high voltage electrical monopolar pulses to the
tumor area (Mir et al. 2006; Gehl et al. 2018; Yarmush et al. 2014). Two chemother-
apeutics currently used against cancer in hospitals and clinics are bleomycin (Mir
et al. 1996) and cisplatin (Spreckelmeyer et al. 2014). The use of electric pulses
increases the permeabilization of the tumor membranes and facilitates the influx
of the chemotherapeutic drugs (Tozon et al. 2001; Jaroszeski et al. 2000). A prac-
tical issue and question that arises in this context is whether to use monopolar or
bipolar pulses. Traditionally, cell permeabilization was accomplished by application
of micro- and millisecond monopolar electric pulses (Teissie et al. 1999; Weaver and
Chizmadzhev 1996). In the context of suchmonopolar electrical excitation, however,
the application of 100 μs long monopolar pulses at a 1 Hz has been reported to
cause pain, discomfort and muscle contractions (Arena and Davalos 2012; Jiang
et al. 2015). This necessitates the use of muscle relaxants and anesthesia (Ball et al.
2010). These problems can be alleviated for example by applying pulses at higher
frequency (Županič et al. 2007), by using special electrode designs (Golberg and
Rubinsky 2012; Yao et al. 2017), or by delivering bursts of short high-frequency
bipolar pulses (Latouche et al. 2018; Dong et al. 2018).

Symmetric bipolar (BP) pulses, have been investigated as a method to improve
permeabilization of cell membrane by efficiently porating both sides of the cell.
For example, it was shown early on that 400 μs BP pulses increased transfection
efficiency while reducing cell death (Tekle et al. 1991). Related work (Kotnik et al.
2001) involving studies of the impact of 1000 μs mono- and bipolar pulses on the
permeabilization of cells to bleomycin, their survival, and uptake of Lucifer yellow.
They concluded that BP pulses offer the advantage of increased cell permeabiliza-
tion without the downside of increased cellular mortality. Furthermore, the use of
BP pulses for in vivo tissue ablation (Ahmed et al. 2011) based on irreversible elec-
troporation, was shown to be advantageous for reducing muscle contractions despite
requiring higher-amplitude exposure to achieve a similar lethal effect. Later, a theo-
retical study (Arena et al. 2011), predicted that bipolar pulses in the nanosecond



4.1 Introduction 111

range would be advantageous in limiting joule heating and penetrating epithelial
layers, resulting inmore efficient electroporation of underlying tissues. These studies
seemed to suggest an advantage in using BP pulses for electropermeabilization.

Nanosecond pulsed electric fields (nsPEFs) have been shown to permeabilize the
plasma membrane (PM), to create a large population of smaller nanopores (Schoen-
bach et al. 2007; Joshi et al. 2008). A few papers have examined the issue of whether
exposing cells to a bipolar pulse nsPEF would offer the same advantages as those
observed with longer (microsecond or larger) pulses. Using bursts of ~50 extremely
shortmonopolar (MP) and bipolar nanosecond pulses of 15 ns duration and an electric
field of 28 kV/cm, membrane reorganization was shown to occurred symmetrically
with BP pulses and asymmetrically with MP pulses (Vernier et al. 2006). However,
comparative assessments between nanosecond and long-duration (μs) pulses were
not presented or discussed. Another report based on bleomycin uptake, showed that
extremely short (total duration 1.6 ns at full width half maximum) BP pulses were
less effective than MP excitation at permeabilizing cells (French et al. 2009). More
recent reports based on 600 ns pulse durations have shown bipolar nanosecond pulses
to be less efficient at electropermeabilization and killing cells than monopolar pulses
(Ibey et al. 2014). Experiments from the Slovenian group indicate the possibility of
using high frequency bipolar pulses for electrochemotherapy, though at the expense
of higher electric fields than for the classical monopolar pulses (Scuderi et al. 2019).
The BP do have the potential to alleviate muscle contractions and pain in line with
previous reports (Sano et al. 2015; Latouche et al. 2018; Scheffer et al. 2014).

Simulations have shown that monopolar pulsing lead to higher and stronger
cellular uptake due to cellular electroporation. This prediction is in agreement with
previous experimental reports and observations (Gianulis et al. 2015; Roth et al.
2015; Sano et al. 2014). For instance, in experiments (Gianulis et al. 2015) it was
shown that the electric field polarity reversal hinders the electroporative efficiency.
The data also noted that the rate and amount of uptake for the marker dye YO-PRO-
1 was consistently two-to-three fold higher for unipolar pulses as compared to the
bipolar treatments. Similar conclusionswere reached by other researchers (Roth et al.
2015; Sano et al. 2014). Modeling work has also indicated that multi-pronged elec-
trode configurations would influence the degree of cellular uptake. Judicious pulse
sequencing would then add to the overall benefits.

4.2 Simulation Results

Here, the distributed circuitmodel already discussed is applied to evaluate and predict
transport and ion flows into cells through porated membranes in response to external
electric field pulsing.Ageneralwaveform, includingmonopolar or bipolar excitation,
can be chosen. Table 4.1 lists the various parameters used. These are standard values
that have typically been reported in the literature. For concreteness, the transport of
calcium ions was simulated with a diffusion coefficient of 0.8 × 10−5 cm2/s. For
the ion concentration, a density of 2 mM was initially set at the start in the aqueous
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Table 4.1 Simulation parameters used

Pulse types Monopolar and bipolar

Pulse rise time 1.5 ns

Pulse fall time 1.5 ns

Membrane permittivity 4 × 8.85 × 10–12 F/m

Membrane conductivity 5.3 × 10–6 S/m

Membrane thickness 5 nm

Cell radius 0.25 μm

Ca ion diffusion coefficient 0.8 × 10−5 cm2/s

Grid points R-direction 31 grid points

Grid points �-direction (0 − π/2) 11 grid points

Grid points �-direction (0 − 2 π) 20 grid points

mediumoutside the cell, while the initial valueswithin each elemental the cell volume
were set to zero. A representative schematic of bipolar and monopolar pulses with
a near-rectangular shape used in the present simulations is shown in Fig. 4.1. The
separation time between the end of any pulse and the beginning of the next pulse is
denotes by Ts. Each of the repetitive cycles (varied for different simulations) were
chosen to have short rise- and fall-times of 1.5 ns. The externally applied electric
field magnitudes were varied, though for concreteness, a value of 100 kV/cm has

Fig. 4.1 A representative time-dependent bipolar and monopolar waveforms used for the simu-
lations. The separation time between the end of any pulse and the beginning of the next pulse is
denotes by Ts (After Hu and Joshi 2017)
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Fig. 4.2 Simulation results showing the temporal growth of the calcium concentration inside a cell
subjected to bipolar and monopolar pulses, with and without diffusion taken into account (After Hu
and Joshi 2017)

been shown in Fig. 4.1. Monopolar pulses are similar to the bipolar train, except that
the negative fields are reversed to yield positive values at all times. For simplicity
only calcium ions were assumed to be present in the extracellular medium though
the approach is general and multi-ion situations can easily be treated.

Simulations of the time dependent calcium concentration within the cell in
response to both bipolar and monopolar pulses of the type shown in Fig. 4.1 were
carried out. These results are shown in Fig. 4.2, with a pulse “ON” time of 60 ns,
a peak field of 82 kV/cm, and an “OFF”-time of 60 ns. The pulses were applied
at the 9- and 3-o’clock positions, and hence, assumed to be along only one of the
three orthogonal axes. The monopolar pulses had the same pulse parameters as the
bipolar train except that all the pulses were positive in sign. For comparison, results
with and without the inclusion of diffusive flows are also given. Figure 4.2 shows
an initial delay for calcium ion entry since a finite time is required for membrane
electroporation, which is then followed by ion inflows into the cell. The inflow due
to drift is predicted to be rapid beyond the first pulse for the monopolar case, and
so an upsurge is seen after about 121 ns. For the bipolar pulses, on the other hand,
though pore formation is predicted to occur, the movement of ions keeps reversing
in direction.

The difference between the two cases is perhaps best understood in terms of the
transmembrane potentials (TMPs) over time, since the field values drive the flow.
The TMP values are shown in Fig. 4.3a, b at the 9-o’clock position for the two
polarities. With monopolar pulses, the TMP raises four times corresponding to the
start of the four pulses. The highest TMP (and hence transmembrane electric field)
value is reached for the first pulse. At subsequent times, due to pore formation, the
membrane conductivity increases leading to lower voltage drops and reduced TMP
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values. In this monopolar pulse scenario, the positive external electric field direction
is from left-to-right (i.e., from the 9- to 3-o’clock positions). Hence, positive ions
go into the cell at the 9 o’clock position upon pore formation; but there is no ionic
flow at the opposite end for the 3 o’clock position because the cell interior is devoid
of any ions. The ionic throughput for this case continues from the left side and is
most strong around the neighborhood of the 9-o’clock region. For bipolar pulses, the
initial field direction is from left-to-right for the first pulse, leading to a positive TMP
at the 9-o’clock position. However, this leads to a depletion of ions in the aqueous
medium outside (but close to) the cell surface in the neighborhood of the 3-o’clock
position. Since diffusion is a slow process, the recovery through ion flowback is slow,

and hence the neighborhood around 3-o’clock remains relatively depleted. The
second pulse, of reversed polarity, creates a negative TMP at the 9-o’clock location
(as seen in Fig. 4.3b) with the field direction pointing from right-to-left. At this
point in time, ion inflow into the cell is from the 3-o’clock neighborhood. Given
the depletion of ions in the aqueous medium in this region though, the inflow is not
as strong. Furthermore, reversal in the electric field leads to some outflow of ions
from the pores previously formed at the 9-o’clock neighborhood. The net effect is
that the ion content inside the cell is comparatively much lower than that for the
monopolar case. So overall, the two main points to note from Fig. 4.2 are that: (i)
with diffusion taken into account, the concentration in the cell is slightly higher,
though the difference is not significant. (ii) The response in terms of ion inflow from
monopolar pulsing is much stronger than that for bipolar pulses.

Next, simulations were carried out to gauge the amount of calcium inflows for
two pulses having the same energy content but different electric field amplitudes and
pulse durations. A simple calculation based on electrophoretic flow indicates that the
flow volume Fin should roughly be dependent as: v A dt, where v is the drift velocity,
dt the time duration, and A the effective pore area. The flow Fin would then scale as
Fin ~EA dt at constant mobility. The energyG, on the other hand, scales as:G ~E2dt.
Hence, for two pulses having the same energy but different electric fields (E1,E2) and
durations (dt1, dt2), one gets: [Fin1/Fin2] ~ (A1/A2) (dt1/dt2)½. The simulation results
for the time-dependent inflow are shown in Fig. 4.4 for pulse ON-times of 40 ns and
60 ns, having peak field amplitudes of 100 kV/cm and 82 kV/cm, respectively. The
curves reveal that the shorter pulse (having the higher electric field of 100 kV/cm)
drives more ions into the cell, as compared to a longer pulse of the same energy. This
indicates that pore areal changes after the initial pulse are consequential and field-
dependent. The outcome is a result of a higher density of pores at the higher fields,
despite the shorter time duration. This is also indicative of a short pore formation time
at these high fields, in keeping with experimental observations (Frey et al. 2006).
Also, as with the previous result of Fig. 4.2, the monopolar pulsing is more effective
at cellular loading.

The role of pulse separation (i.e., the pulse OFF time which represents the
time interval separating the active pulses) on calcium ion inflows was probed next.
Figure 4.5 shows simulation results for different pulse separation times Ts. A four-
pulse monopolar sequence is shown in Fig. 4.5a. The ON-time remained at 40 ns,
while the rise- and fall-times were set at 1.5 ns in all cases. The peak electric field
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Fig. 4.3 Transmembrane potentials at the 9-o’clock position for the two pulsing cases. aMonopolar
pulses, and b bipolar pulses (After Hu and Joshi 2017)

magnitude was taken to be 100 kV/cm. As might be expected, the calcium concen-
tration in the cell decreases as the pulse delay is increased. This occurs due to two
reasons. First, the calcium concentrations that might have been built up at the cell
membrane boundary during the ON-time, diffuse and slowly recover back to a more
uniform, equilibrium value. As a result, a lower density of calcium is available in the
vicinity of the cell surface for re-entry. Second, the slow but gradual pore closing
during the OFF state, reduces the total area of ion inflow through the membrane
surface.

With the use of bipolar pulses, the scenario is somewhat different as shown in
Fig. 4.5b for the same geometry and pulse parameters. Well after the pulse train is
over, higher inflows are predicted to be from pulses with the longer delay. This result
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Fig. 4.4 Temporal growth of the calcium uptake for pulses of equal energy. PulseON-times of 40 ns
and 60 ns were used, with corresponding field strengths of 100 kV/cm and 82 kV/cm, respectively.
Results include both bipolar and monopolar pulsing scenarios (After Hu and Joshi 2017)

Fig. 4.5 Simulation results probing the effect of changes in the pulse separation times Ts.
a Monopolar pulses, and b bipolar pulses (After Hu and Joshi 2017)

can qualitatively be understood as arising from the recovery of the ion concentrations
outside, but in the immediate vicinity, of the cell surface. As already mentioned, one
phase of the pulse drives the calcium away from the cell surface and deeper into the
aqueous medium at either the 9- or 3-o’clock (or any pair of diagonal) positions.
Hence, when the polarity is reversed for the succeeding stimulation, the amount
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Fig. 4.6 Simulation results probing the effect of a small 5 ns pulse separation time Ts for bipolar
pulses (After Hu and Joshi 2017)

of calcium available for inflow is lower due to the depletion that has taken place
during the preceding pulse. However, as the pulse delay time Ts is increased, such
depletions are quenched (and could nearly be restored) due to local diffusive flows.
This increases the availability of calcium for cellular entry at the subsequent pulse.
Expectedly though, the total magnitudes flowing into the cell are much lower for
bipolar pulsing, as opposed to the previous monopolar case.

For completeness simulations probing the effect of a small 5 ns pulse separation
time (Ts) for bipolar pulses were performed, with the results shown in Fig. 4.6 for
two different ON-times of 40 ns and 60 ns. Based on equal energy, the electric field
for the longer 60 ns ON time pulses was lower. In keeping with the trends of Fig. 4.4,
the cellular inflow for the lower electric field (i.e., the 60 ns ON time case) was also
corresponding lower. But more importantly, the uptake with the much shorter 5 ns
pulse separation time, is predicted to be much less than the values with the longer
separation. This is qualitatively in keeping with recent observations (Ibey et al. 2014;
Pakhomov et al. 2014) who reported practically no calcium uptake for such bipolar
pulses. Though a small amount of ion inflow is predicted in Fig. 4.6, the value
is small enough that it might not have been observed experimentally. Besides, the
temporal resolution available in the experimental measurements was not on such a
fine nanosecond scale, but rather was probed on a time scale of seconds after the onset
of the pulse. The long time scales could havemeant a much greater internal diffusion,
and hence dilution, of anymeagre intracellular flows that might have occurred during
the bipolar pulsing.
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Based on the above results, the following conclusions seem to emergewith regards
to the mechanisms for the lower cellular uptake by bipolar pulses. In this context,
different mechanisms have been discussed (Gianulis et al. 2015) discussed three
potential mechanisms previously proposed for the reduced uptake: (i) the assisted
membrane discharge which shortens the time when membrane is above the critical
breakdown potential, (ii) poration involves charge transfer and thus can be reverted
by the electric field reversal, and (3) the possibility to drive charged ions out of the
cell upon electric field reversal. Our calculations predict the uptake in the case of
bipolar pulsing to be smaller because high transmembrane potentials (TMPs) are
created over a shorter time duration. For example, a comparison between Fig. 4.3a, b
reveals the absolute values of the TMP over the 200 ns -to- 400 ns time span remain
relatively lower for the bipolar case. The primary reason is that with unidirectional
pulsing, a subsequent pulse can start to raise the TMP to a higher level (as compared
to a bipolar pulse) if the starting value was not at zero. For a bipolar pulse, on the
other hand, if one is at a nonzero TMP value just prior to a subsequent pulse, the
magnitude first goes through zero before being enhanced in the opposite direction.

Furthermore, based on the present results, the Ca-ions driven into the cell through
the membrane pores do not flow out immediately from the entry sites upon polarity
reversal. Instead, ions continue to flow in from the membrane region located diamet-
rically on the opposite side. The inflow though is less, since the external ion concen-
tration on the diametrically opposite side has fallen due to the prior movement from
the first pulse. Thus, charge reversal is not seen to play a dominant role in the present
simulations.

Next for completeness, the possibility of applying the voltage pulse in a sequential
versus simultaneous manner was compared. The sequential (or series) application
represented a situation wherein the electric pulse was first applied at the 9- and
3-o’clock positions (i.e. the field was taken to be along the horizontal direction).
Then after a 60 ns delay, the same pulse was applied in an orthogonal direction to
pass through the 12- and 6-o’clock positions. With simultaneous application, on the
other hand, both the 9- and 3-o’clock positions, as well as the 12- and 6-o’clock
locations, were exposed to the external voltage pulse simultaneously. Four sets of
pulses were simulated. Thus, for the simultaneous application four distinct pairwise
events occurred, while in the sequential case, eight separate events took place.

Results obtained for the cellular uptake are shown in Fig. 4.7 for a peak field
amplitude of 80 kV/cm, a pulse ON-time of 40 ns with a OFF-time of 60 ns. Only
the monopolar pulses were chosen since this modality has been shown to invoke a
larger cell uptake, and hence is of higher interest. In Fig. 4.7, and the cellular uptake is
predicted to be larger when both excitations are simultaneously applied at the 9–3 and
12–6 o’clock positions. Four distinct jumps in the ion concentration over time can be
seen in the plot corresponding to the four distinct events for simultaneous pulsing. On
the other hand, with serial pulses, eight distinct jumps in the ion concentration over
time are evident in Fig. 4.7 as expected. Synergies for the monopolar case become
apparent, for example, from the ion concentration around 400 ns. The predicted
value of ~0.6 mM at this time for the simultaneous pulsing case is seen to be more
than twice the concentration obtained for the serial case. Clearly, the two mutually
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Fig. 4.7 Results of cellular uptake comparing sequential and simultaneous application of the
external voltage pulse for monopolar pulses having a peak amplitude of 80 kV/cm. Four sets of two
orthogonal simultaneous pulses were applied for the simultaneous case. For the sequential case,
a total of 8 separate pulses were applied, first along one direction and then along the orthogonal
direction with a 60 ns delay. This delayed pair was repeated four times (After Hu and Joshi 2017)

orthogonal pulses affect a larger fraction of the cell surface, and hence create a much
larger effective pore area, to enhance the ion throughput for simultaneous excitations.
This outcome seems reasonable since for this situation, pores get formed at both pairs
of polar caps. Furthermore, poration is enhanced due to additive contributions of the
electric fields even over the off-axis regions.

Finally, as a test of the possible synergies, simulations with multiple pulses were
performed. Since monopolar pulses have consistently been shown to achieve higher
cellular inflow, results from the bipolar pulse cases were omitted for brevity. Total ion
concentration changes inside the cell were evaluated in response tomonopolar pulses
in the train having 40 ns duration, 1.5 ns rise-, 1.5 ns fall-times, and 60 ns off times.
The electric field intensity was set at 80 kV/cm. In order to keep the overall energy
delivered to the system equal, three cases are studied: (i) a scenario with six pulses
applied along the x-direction, (ii) a second situation with three pulses applied along
both the y- and z-directions simultaneously; and (iii) the simultaneous application
of two pulses along the x-, y-, and z-directions for the greatest synergy. It may be
emphasized, however, that there can be numerous ways of choosing values from a
parameter space for comparisons. Here, we have opted to use one simple means, that
of maintaining the input energy. Nonetheless, it must be clarified that electroporation
is an especially complicated and sequential process, and there is no simple scaling
formula that can factor in all the variables in a simple way.

In any event, results shown in Fig. 4.8 for the above three simulation cases reveal
that the largest throughput occurs when all three pulses are applied simultaneously
along the three mutually orthogonal directions. The weakest response is when pulses
are only applied along one direction, even though their numbers are higher. All this
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Fig. 4.8 Evolution of the ion concentration inside the cell in responses to pulses in a train with 40 ns
durations, 1.5 ns rise- and fall-times, and 60 ns off times. The peak field amplitude was chosen to
be 80 kV/cm. The three curves shown correspond to six pulses applied along the x-direction, three
pulses applied along both the x- and y-directions simultaneously, and two pulses applied along the
x-, y-, and z-directions simultaneously. The energy delivered to the system for all three cases was
equal (After Hu and Joshi 2017)

collectively points to the inherent synergies, and suggests that judicious pulse manip-
ulation, sequencing and multi-directional targeting can lead to enhanced cellular
delivery. Though the three-dimensional simulations were carried out for spherical
cells, it seems intuitive that suchmulti-directional pulsingwould be evenmore advan-
tageous for cells or tissues having irregular shape. By hitting the collective mass or
various irregularly-shaped cells at multiple sites, a stronger and more prolific bio-
response can be expected. This is quite likely in the case of tumor tissues. Ideas
associated with phased array delivery could also be probed as the next logical step
in this direction.

The strong performance of simultaneous pulsing in Fig. 4.8 is made clearer
through the time-development of transmembrane potentials (TMPs) across various
points on the membrane surface. Simulation results obtained are shown in Fig. 4.9
at the 30 ns time instant for the three cases. Since the pulses in the train had a 40 ns
duration, with 1.5 ns rise-, 1.5 ns fall-times, and 60 ns off times, the field at 30 ns was
80 kV/cm. In Fig. 4.9a, the monopolar pulses were applied with the electric fields
along the x-axis. For Fig. 4.9b, the external electric fields were along both the x-
and y-directions; while Fig. 4.9c shows the results obtained when pulse trains were
simultaneously applied along all three axes. In Fig. 4.9a, the green and bluish-green
regions in the y–z plane have relatively low TMP values since this area is normal to
the applied x–direction. The polar caps along the x-axis are the regions that exhibit
high TMP values exceeding a 1 Vmagnitude (yellow color at the front end, dark blue
towards the back). The result of Fig. 4.9b shows a much larger fraction of the surface
area with higher TMP magnitudes, while Fig. 4.9c reveals the highest percentage of
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Fig. 4.9 Transmembrane potentials on the cell membrane surface for the pulse train of Fig. 4.8 at
the 30 ns time instant. a Pulses applied only along the x-axis, b pulses applied along both the x-
and y-directions, and c pulses applied along all three x-, y-, and z-directions simultaneously (After
Hu and Joshi 2017)
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the membrane having TMP magnitudes near, or in excess of, 1 V which is a conve-
nient benchmark for electroporation. Since pore density scales nonlinearly with TMP
magnitudes, a significantly high number of pores are predicted upon the simultaneous
application of pulses in the three orthogonal directions. Though pore density distribu-
tion over the membrane surface could have been shown, the TMP profile was chosen
here because of its simpler, narrow range of values. For completeness, the fractional
values for the electroporated membrane area obtained from the simulations were
34, 36 and 63.95% for external fields applied along the x-, x and y-, and x-, y- and
z-directions, respectively.
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Chapter 5
usEP Effects on the Endoplasmic
Reticulum (ER)

Stephen J. Beebe

Abstract The endoplasmic reticulum (ER) is a tubular membranous labyrinth
throughout the cytoplasm that is continuous with the nuclear membrane, exhibits
contact sites with mitochondria and the plasma membrane, and displays domains for
specific functions. It is smooth or rough with ribosomes for protein synthesis and
is the home for folding proteins in their proper tertiary structures. The ER includes
cellular stress response sensors that can lead to unfolded protein response (UPR),
leading to regulated cell death (RCD). The ER is also a primary storage site for
Ca2+ that can be used for scores of Ca2+ mediated signal transduction responses
such as neurotransmitter release, muscle contraction, or contributors to RCD, among
others. Since usEPs were unique for intracellular electric field effects, usEP-induced
Ca2+ release was an excellent way to define these intracellular effects, albeit not
without caveats. Because usEPs also induced plasmamembrane permeabilization for
Ca2+ influx, which occurred at lower charging conditions than ER-induced nanopore
formation and Ca2+ release; because some cells expressed voltage-gated Ca2+ chan-
nels (VGCC), which could be directly activated or activated due to usEP-induced
plasmamembrane depolarization; because capacitativeCa2+ increases could increase
intracellular Ca2+; and Ca2+ increases from Ca2+-induced Ca2+ release, significant
care, and experimental manipulations were required to be sure that increases in intra-
cellular Ca2+ were due to release from internal stores. Also, because there were other
intracellular stores for Ca2+, other approaches were needed to ensure that the source
of intracellular Ca2+ release was from the ER. This chapter provides details from
several studies using many different experimental techniques that lead to the conclu-
sion that usEPs could induce Ca2+ release from the ER by forming ER nanopores.
Notably, another series of experimental studies supported theoretical evidence that
shorter pulse durations lead to more significant increases in intracellular Ca2+ than
longer pulse durations.

© Springer Nature Singapore Pte Ltd. 2021
S. J. Beebe et al., Ultrashort Electric Pulse Effects in Biology and Medicine,
Series in BioEngineering, https://doi.org/10.1007/978-981-10-5113-5_5

127

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-5113-5_5&domain=pdf
https://doi.org/10.1007/978-981-10-5113-5_5


128 5 usEP Effects on the Endoplasmic Reticulum (ER)

5.1 Introduction—ER Structure and Function-Interactions
with the Nucleus and Mitochondria

The ER is an extensively elaborated tubular network that covers the entire cellular
cytoplasm with intimate associations with the nucleus, mitochondria, and other
cellular organelles. The ER, which occupies more than 10% of the total cellular
volume, is the most single membranous structure in eukaryotic cells forming specific
structures that include the nuclear envelop, flattened sacs called ER lumen or cisternal
space, and tubular networks (English and Voeltz 2013). The ER membrane inter-
faces with the cell cytoplasm and regulates selective transport between the two
compartments (Alberts et al. 2002) ER is present as rough ER (ER), containing ribo-
somes for protein synthesis, and smooth ER (SER) without ribosomes (Fig. 5.1). The
major functions of the RER is protein synthesis, especially secretory and membrane
proteins. The ribosomes are attached to the outer ER membrane with ribophorin
I and II (Crimaudo et al. 1987) and are then transported into the ER lumen for
proteolytic processing and for other post translation modifications, most commonly,
N-glycosylation. Ribophorin I delivers the proteins as substrates too the oligosac-
charyltransferase that glycosylates asparagine residues of newly synthesized proteins
(Wilson et al. 2008) The RER also secretes proteins and some hormones from the ER
lumen. The SER is primarily involved in producing lipids and proteins and detox-
ification of lipid drugs and endogenous toxic substances by the cytochrome P450
enzyme family (Neve and Ingelman-Sundberg 2010). The chapter of usEP effects
on DNA and the nucleus (Chap. 7) discuss pulse-induced DNA damage, nuclear
membrane perturbations, and on possible telomer damage as it connects to the inner
mitochondrial membrane (Stacey et al. 2011). However, there are no studies that have
revealed how usEP might effect communications between the ER and the nucleus.

Fig. 5.1 The endoplasmic reticulum (ER) is continuous with the nuclear membrane and contains
ribosomes as rough ER. Modified from Schooley et al. (2012)
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Fig. 5.2 The interaction between mitochondria and ER. The figure shows interactions between the
ER and Mitochondria. from (Xia et al. 2019). See text for details. There are also interactions of
phospholipids between the mitochondria and ER that are not discussed here

Nevertheless, there are no doubt usEP effects here, however, the reagents, imaging
tools, and investigator intentions remain to be tapped.

The major sections of the ER are continuous with the nuclear envelop, which
consists of two-membrane bilayers separated by a luminal space (Fig. 5.1). The ER
is composed of distinct structural and functional domains with numerous contact
sites with the plasma membrane, mitochondria (Fig. 5.2), and other organelles such
as Golgi apparatus, endosomes, and peroxisomes (English and Voeltz 2013). These
tubular connections allow inter-organellar communication that facilitate various
homeostaticmechanisms.AsDNA is transcribed in the nucleus, the resultingmRNAs
are transported out of the nucleus through nuclear pores into the ribosomes that are
attached to the ER called rough ER (RER) and the codedmessages are translated into
proteins and folded into the appropriate conformation by chaperone proteins within
the ER. One of the important ER functions not yet mentioned and that is significantly
important is Ca2+ mobilization and homeostasis.

Ca2+ is a major signal transduction protein and is involved in a myriad of cellular
functions. The ER and mitochondria are major Ca2+ storage sites. The cellular
concentrations of Ca2+ are kept low by storage and selective, transient release
primarily from the ER, which is critical for Ca2+ signaling. Ca2+ is released from the
ER into the cytoplasm by the inositol 1,4,5 trisphosphate receptor (IP3R) and the
ryanodine receptor (RyR) (Berridge 2009; Lanner et al. 2010). When these receptors
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are activated and Ca2+ released, there is an additional Ca2+ release called Ca2+-
induced Ca2+ release (CICR), which causes rapid Ca2+ transients (Verkhratsky and
Shmigol 1996; Berridge 1998). The hormone IP3 can induce Ca2+ release from
theIP3R and calcium alone can induce Ca2+ release from the RyR (Seo et al. 2015).
To ensure that ER Ca2+ levels are not depleted, these Ca2+ release processes activate
a sarco/endoplasmic reticulum calcium ATPase (SERCA) in the ER membrane that
pumps Ca2+ from the cytosol back into the ER (Vandecaetsbeek et al. 2011).

Cellular stress can lead to an unfolded protein response (UPR) in the ER (see
Chap. 9 for cell stress response to usEPs inmore detail). This stops protein translation,
and the unfolded proteins are degraded. Cell signaling mechanism are activated and
chaperones participate in protein folding to assist maturation of functional proteins,
which requires ATP. In these situations, the contact sites between ER and mitochon-
dria are tightened as mitofusion I (MfnI) or MfnII on the OMM interacts with and
MfnII on the ER. Increased release of Ca2+ from the IP3R on ER is now immediately
adjacent to the mitochondrial voltage-dependent anion channels (VDACs) and the
IMM low-affinity, mitochondrial calcium uniporter (MCU) (Xia et al. 2019; Liu and
Zhu 2017) (see Fig. 5.2). Ca2+ entry into the mitochondria activates dehydrogenases
in the Krebs cycle (Wan et al. 1989; Traaseth et al. 2004) leading to increased ATP
synthesis to meet the continued need for energy sources.

The ER UPR exhibits three stress response sensors including protein kinase R-
like ER kinase (PERK) (Fig. 5.2), inositol-requiring enzyme 1 alpha (IRE1α), and
activating transcription factor 6 (ATF6). As discussed in Chap. 19, usEPs induced
activation of PERK in CT-26 colon carcinoma and EL-4 lymphoma cells. Correlated
with PERK activation is the plasma membrane externalization of calreticulin (CRT)
as it is transported from the ER. As a danger-associated molecular paterns (DAMP),
CRT is associated with activation of caspases 3/7 as apoptosis is induced (Rossi et al.
2019). CRT, ATP, and HMGB-1 are DAMPs that have been shown to be released
in response to usEPs (Nuccitelli et al. 2015; Guo et al. 2018; Rossi et al. 2019). In
contrast, human dermal fibroblast exposed to usEPs one hundred (1 Hz) 10 ns pulses
at 150 kV/cm (4.7× 10–3 Vs/cm), unlike tunicamycin, a known ER stress inducer,
did not exhibit UPR as determined by changes in ER stress genes or caspase-genes
determined by RTqPCR (Martens et al. 2018).

5.2 usEPs Induce Ca2+ Release

Because usEPs were known to have intracellular effects, one of the earliest studied
effects of usEPs was induction of Ca2+ mobilization, especially from the ER. By
the early twenty-first century studies by Vernier et al. (2003) on the West Coast
at USC and Beebe et al. (2003), Buescher and Schoenbach (2003), and White and
colleagues (2004) on the East Coast at Old Dominion University demonstrated that
usEP induced Ca2+ release from the ER. Vernier et al. (2003) used a MOSFET-based
pulser to pulse Jurkat cells in small chambers under a microscope. They demon-
strated intracellular Ca2+ bursts from the ER using Calcium Green as a fluorescent



5.2 usEPs Induce Ca2+ Release 131

Ca2+ sensor. By this time, it was becoming realized that usEPs induced pores in the
plasma membrane that were smaller than the commonly used permeability marker
propidium iodide (PI, ~1 nm), but large enough to allow Ca2+ to enter from the
outside (nanopores). So, it was critical to show that the Ca2+ was not entering through
nanopores in the plasma membrane Vernier et at showed that the intracellular Ca2+

fluorescence was uniform throughout the cell and occurred within seconds after ten
30 ns pulses at 25 kV/cm (2.4 × 10–3 Vs/cm). There was still increases in Calcium
Green fluorescence when EGTA chelated the extracellular Ca2+, so the Ca2+ source
was intracellular. When thapsigargin was used to specifically deplete Ca2+ from the
ER by inhibiting Ca2+ uptake into the ER (Thastrup et al. 1990), usEPs did not cause
intracellular Calcium Green fluorescence. The use of EGTA to eliminate extracel-
lular Ca2+ and thapsigargin to deplete ER calcium provided strong evidence that the
usEP-induced mobilization of Ca2+ was from the ER and not through nanopores in
the plasma membranes. The authors suggested that this Ca2+ release could be by one
or more of at least three different mechanism. These included activation and release
from ER voltage-activated calcium channels. The release of the second messenger
IP3 or other signaling molecule was also suggested as a possible mechanism for
ER Ca2+ release (see Fig. 5.2). UsEPs have been shown to induce increases in IP3
release in response to single 600 ns pulses at 16.2 kV/cm (9.6× 10–3 Vs/cm), which
are much more intense than those causing ER Ca2+ release. Electric field-induced
cytoskeletal stress was also suggested by Vernier et al.as a cause for ER Ca2+ release.
As indicated above, Rossi et al. (2019) demonstrated stress from the UPR with usEP
conditions that were much greater than those used by Vernier and colleagues. usEPs
were shown to induce cytoskeletal stress defined by disassembly of actin structure
after cell swelling. However, these conditions were induced by four 600 ns pulses at
1.9 kV/cm or 2.2 × 10–3 Vs/cm, which was much higher than the charging effect in
the ER Ca2+ mobilization studies (Pakhomov et al. 2014). Since Jurkat cells exhibit
T-lymphocytes the authors also considered direct or indirect effects on the T-cell
receptor associated with IP3 and tyrosine kinase activation. There are presently no
studies that address this as a possible mechanism. Although threshold studies were
not carried out, it appears that the usEP mobilization of internal Ca2+ occurs at lower
usEP-initiated charging levels that those shown for mechanisms related to stress or
IP3 signaling. From studies that followed the demonstration of ER Ca2+ release, it is
most likely that this response occurs by nanoporation of the ER, as will be addressed
by other studies that coincided with or followed those from Vernier et al. (2003).

Other early studies by Beebe et al. (2003) and White et al. (2004) addressed the
concept of intracellular Ca2+ release from a different perspective using a Blumlein
pulser. These author used real time microscopic analysis of cells with the fluorescent
calcium indicator Fluo-3, and fluorometric analysis of Fura-2 as the Ca2+ sensor.
The advantage of Fura-2 was that the Ca2+ concentration could be quantified. In
the microscopic analysis a significant majority of HL-60 cells showed increases in
intracellular calciumwhen exposed to pulses with 60 ns durations and 30 kV/cm (1.8
× 10–3 Vs/cm). Cells exhibited various fluorescence intensities with a mean of about
a tenfold increase in fluorescence over control. Under these same conditions there
were no increases in PI suggesting typical plasmamembrane permeabilization did not
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occur. However, it was later shown that these usEP conditions induce nanoporation
and Ca2+ entry from the outside. Nevertheless, the increase in Ca2+ was the same in
the presence and absence of EGTA. However, these experiments were complicated
by an HL-60 cell response to leak and ultimately drain their intracellular Ca2+ stores
when extracellular Ca2+ was chelated with EGTA.HL-60 cells are unable tomaintain
their internal calcium stores for very long (~100 s) when placed in a calcium-deficient
environment. Thus, like thapsigargin, EGTA depleted intracellular Ca2+ stores but
by a different mechanism. The use of EGTA was important to eliminate influxes of
Ca2+ from the culture media, so an EGTA dose response study indicated an EGTA
level that minimized the intracellular Ca2+ leak in the presence of EGTA. The authors
compared usEPs to the purinergic agonist UTP. This agonist increases intracellular
Ca2+ by binding to purinergic P2Y receptors present in HL-60 cells that involve
increases in the secondmessenger IP3, releasingCa2+ from IP3-sensitive intracellular
Ca2+ stores into the cytoplasm. This intracellular Ca2+ release stimulates capacitive
Ca2+ entry by opening of store-operated channels in the plasmamembrane permitting
Ca2+ influx into the cell for replenishment of the internal stores (Alemany et al. 2000).

Experiments with UTP demonstrated that by conducting experiments with extra-
cellular Ca2+ of 3μMtherewas aCa2+ gradientwith the outside concentration higher.
In this way the addition of EGTA cause a Ca2+ efflux from intracellular stores such
that by 200 s after adding EGTA the intracellular Ca2+ was ~ 50% of that seen at
zero time. The cells then were stimulated with 10 μM UTP at 200 s, and a modest
yet transient response of about 50 nM was still seen, confirming that the increase in
calcium was due to release from internal stores.

In order to measure the rapid response of intracellular calcium to UTP and usEPs
in the absence of extracellular calcium, fiber optic light guides were used to monitor
fluorescence in the cuvettes after stimulation.When EGTAwas added to themedium,
there was an immediate and steady decline in intracellular Ca2+, which was similar
to that seen with 10 μM UTP. When cells were pulsed for 60 ns at 15 kV/cm (9 ×
10–4 Vs/cm) in the presence of 1.5 mM EGTA, there was an immediate increase in
intracellular Ca2+ that began to decrease after ~10 s, and after ~60 s the intracellular
Ca2+ was back to base line and continued to decline below base line. The difference
in peak heights between the presence of calcium and when EGTA was present was
not significant. These data showed that usEP treatment produces a rapid and transient
mobilization of intracellular calcium similar to that observed with UTP.

To determine saturated Ca2+ responses, dose–response experiments were carried
out with UPT and usEPs. 10 μM UTP induced a maximum Ca2+ mobilization,
and a single 60 ns 15 kV/cm (9 × 10–4 Vs/cm) pulse gave a maximal response.
To determine if the intracellular Ca2+ released in response to usEP and UTP, a
series of studies were carried out with usEP, UTP, and thapsigargin. Experiments
with usEP 15 kV/cm (9x10−4 Vs/cm), 10 μM UTP, and 0.1 μM thapsigargin all
gave similar responses with rapid and sustained increases in Ca2+ in the presence
of Ca2+ and weaker but significant increases in Ca2+-deficient media (3 μM Ca2+).
With all stimuli, after an initial intracellular Ca2+ release was induced with each
agonist in Ca2+-deficient media, the addition of 2 mM extracellular Ca2+ gave a
rapid and sustained increases in Ca2+. Such a response to UTP is known to occur
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after IP3-induced Ca2+ release from IP3-R in the ER by store-operated Ca2+ chan-
nels in the plasma membrane as discussed above (see Fig. 5.2). To further support
the hypothesis that usEP are releasing Ca2+ from the ER and inducing capacita-
tive Ca2+ entry through store-operated Ca2+ channels in the plasma membrane usEP,
UTP, and thapsigarginwere added sequentially in Ca2+ containing andCa2+-deficient
media. So, when 4 or 15 kV/cm pulses (2.4 and 9 × 10–4 Vs/cm, respectively) were
applied in either media, rapid and transient increases in Ca2+ occurred. Upon the
post-stimulation, Ca2+ and UTP was added inducing another smaller but significant
Ca2+ increase. The same results occurred when UTP induced the primary response
and usEP induced the post-stimulation response. Given the similarity in response
it was proposed the usEPs acted on the IP3-R to release Ca2+, which activated the
capacitative Ca2+ influx from store-operated Ca2+ (Harper et al. 2003). To provide
further evident, thapsigargin, which results in Ca2+ release from the ER. Treatment of
HL-60 cells with thapsigargin induced Ca2+ leaking of the sarco-ER calcium stores
with subsequent stimulation of CCE. If usEP treatment depletes the sarco-ER of
calcium, then it would be expected that usEP treatment after thapsigargin treatment
would show a reduced release of calciumwhen compared with usEP treatment alone.
One 15 kV/cm pulse to increase intracellular Ca2+ after thapsigargin treatment was
reduced by ~63 to 20% S.E. (n= 3). This result supports the notion that usEP treat-
ment and thapsigargin are depleting the same calcium pool, which is believed to be
the sarco-ER.

Given the importance of Ca2+ in scores of cell functions, it is not surprising that
biological cells have evolved multiple ways to respond to Ca2+ and to store intracel-
lular Ca2+ for signal transduction and functional needs. Ca2+ can enter cells through
voltage-gated Ca2+ channels (VGCC). UsEP with 4 ns durations and 80 kV/cm (3.2
× 10–3 Vs/cm) and 5 ns, 50–60 kV/cm pulses (2.5–3.0× 10–3 Vs/cm) open VGCC in
the absence of plasma membrane electroporation (determined by YO-PRO uptake)
and no release from intracellular stores in the absence of extracellular Ca2+ (Vernier
et al. 2008; Craviso et al. 2012). It was also possible for usEPs to induce nanopores
that opened voltage gated Na+ and Ca2+ channels and Ca2+ release from intracellular
stores (Wang et al. 2009). VGCC are opened by membrane depolarization of 30–
50 mV, while electroporation occurs are a considerably higher magnitude (Kotnik
and Miklavcic 2006). The usEP condition for plasma membrane nanoporation in
CHO cells (5.4× 10–4 Vs/cm) discussed below (Semenov et al. 2013b) is also above
conditions for opening VGCC in chromaffin cells indicated above. Some of these
findings leaves open the possibility that usEP can modulate receptors (Hristov et al.
2018) and possibly other proteins (Beebe 2015).

Two papers by Semenov and colleagues (2013a, b) provided new and valuable
information concerning usEPs on Ca2+ mobilization. They used CHO cells, which
lack voltage-gated Ca2+ channels, thereby eliminating one of the mechanisms for
increasing intracellular Ca2+ so that effects of usEPs on intracellular Ca2+ could be
attributed to electroporation. In the first paper (Semenov et al. 2013a) using one 60 ns
pulse they observed two distinct thresholds for elevating intracellular Ca2+. A plasma
membrane threshold at 9 kV/cm (5.4 × 10–4 Vs/cm) and a threshold for release
from the ER at 19 kV/cm (1.1 × 10–3 Vs/cm). After these thresholds were reached
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Ca2+ levels increased linearly about 10 nM /for every kV increases. However, when
the intracellular Ca2+ reached about 200–300 nM, there was as an usEP -induced
Ca2+ elevation to near 3 μM caused by a mechanism known as Ca2+-induced Ca2+

release (CICR). This CICR is important to amplify physiological mechanisms that
require Ca2+, especially skeletal and cardiac muscle for contraction and to ensure
that intracellular Ca2+ stores are replenished. That this Ca2+ was coming from the
ER was shown that the amplification response was prevented by pretreatment with
thapsigargin,which depletesCa2+ stores in theER, and by preventingERCa2+ release
by the ER inositol-1,4,5-trisphosphate receptors (IP3R) by 2-aminoethoxydiphenyl
borate (2- APB). There was no response or change to the usEP-induced Ca2+ effects
in the presence of caffeine or dantrolene, both inhibitor or ryanodine receptors (RyR).
In fact, CHO cells lacked RyR, so the amplification of CICR was due to release from
ER IP3 receptors alone. In contrast to CHO cells, CICR in cardiac muscle cells
occurs through L-type Ca2+ channels in the plasma membrane that activates the RyR
receptors. This coupling between influx and internal release is both structural, where
the ensuring close proximity of Ca entry to sites of release, and functional, such that
on a beat to beat basis Ca2+ influx equals Ca2+ efflux (Eisner et al. 2017).

In this study, the authors isolated and quantified response mechanisms and their
sensitivities to usEP effects of intracellular calcium mobilization through nanopores
in the plasma membrane, release of Ca2+ from the ER and when intracellular thresh-
olds of 200–300 nMCa2+, CICR from the IP3 channels in the ER as an amplification
mechanism to provide sufficient Ca2+ for a Ca2+-mediated responses and to replenish
Ca2+ stores for subsequent responses. The CICR was not a direct effect of usEPs,
but a response to increases in intracellular Ca2+ through nanopores in the plasma
membrane and ER. These conclusions were based on the use of Fura-2 with its ratio-
metric Ca2+ imaging to determine intracellular Ca2+ concentrations, the presence and
absence of Ca2+ in the external media, a diverse range of electric fields with 60 ns
usEPs, and inhibitors of critical receptors. Notably, for 60 ns pulses they determined
that usEP threshold for ER Ca2+ release (19 kV/cm, 1.1 × 10–3 Vs/cm) occurs at
about twofold higher than the threshold for Ca2+ influx through the plasmamembrane
(9 kV/cm, 5.4 × 10–4 Vs/cm).

In the second paper, Semenov and co-workers (2013b) also used CHO cells and
ratiometic Fura-2 analyses. In 2mMCa2+ media, they observedCa2+ influxes through
the plasma membrane and in he absence of Ca2+ they only observed Ca2+ release
from the ER. Using 10 ns, 60 ns and 300 ns pulses with short (fast) rises times
(10%-90%) of 0.6 ns, 4.5 ns, and 4.5 ns, respectively, in Ca2+-free media, Ca2+ was
mobilized exclusively from the ER. In Ca2+-containing media, usEP induced Ca2+

transients through the plasma membrane from the culture medium and release from
intracellular stores. As observed in their previous paper, when the intracellular Ca2+

levels reached 200–300 ns Ca2+, intracellular Ca2+ levels were amplified by CICR.
The most notable finding of the studies in this paper is the unencumbered finding

that as the pulse duration is decreased there is a greater release Ca2+ from intracel-
lular stores. Thus, usEPs with shorter durations have greater effects on intracellular
structures, which in CHO cells is the ER. This is consistent with calculations and a
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simple cellular model, where the theory states that unlike conventional electropora-
tion with pulse duration in the micro- and milli-second range, up to the electropora-
tion threshold, usEPs can charge intracellular structures before the plasmamembrane
charges to protect them.

When 10 and 60 ns usEPs were adjusted to similar intracellular Ca2+ amplitudes,
as expected, it was necessary for the 10 ns pulse to have a greater electric field
amplitudes to match the 60 ns pulse. Generally, the electric field amplitudes were
about tenfold greater for the 60 ns pulses over a range of electric fields. However,
under all electric field amplitudes, all 10 ns pulses exhibited greater contributions
from the ER.

Figure 5.3 provides a simple and clean presentation of these findings. It clearly and
simply shows in red the Ca2+ transient in the presence of extracellular Ca2+ and in the
blue those Ca2+ transients in the absence of extracellular Ca2+. It can be observed that
increasing the electric field increased the stimulus intensity in a non-linear manner
because of the CICR response when the 200–300 nM Ca2+ threshold was reached
as seen above from the previous paper (Semenov et al. 2013b). Regardless of the
CICR, for all tested stimulus intensities, release of Ca2+ from the ER was greater for
the 10 ns usEP, intermediate for the 60 ns pulse and least for the 300 ns pulse.

Ca2+ mobilization through IP3Rs plays in CHO cells was not specifically
addressed, but it is well known that influxes of Ca2+ occur during many forms of
regulated cell death including apoptosis (Beebe et al. 2003). It is also clear that ligand-
gated channels such as the IP3R are an important component that modulates pro- and
anti-apoptotic factors; however specific roles for Ca2+ in usEP-induced apoptosis has

Fig. 5.3 Shorter usEPs induce greater release of Ca2+ from the ER. From Semenov et al. (2013b).
Red areas indicates the increases in intracellular Ca2+ in Ca2+ containing media. The blue areas
indicate the increases in intracellular Ca2+ from the ER in Ca2+-free media
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not been studied. Nevertheless, these Ca2+ mobilization studies and others (Zhang
et al. 2008; Beebe 2013) indicate that usEPs can simulate Ca2+ signaling that can
bypass the activation of membrane receptors and channels without invoking their
specific participation.

While this study demonstrated the that shorter pulse duration induce greater effects
from the ER, another study (Beebe et al. 2012, 2013) demonstrated that pulses with
shorter (faster) rise-fall times had greater intracellular effect to dissipate the ��m
and induce cell death (see Fig. 8.12 in Chap. 8). Together, the two studies support
the hypothesis that shorter duration usEPs with shorter rise-fall times have greater
effects on intracellular structures and their function.

Although most of these Ca2+ mobilization studies focused on mechanisms of
Ca2+ mobilization, only the study by Buescher et al. (2004) considered effects of
usEP on cell functions. These studies showed the usEPs could interrupt cells func-
tions. Although Ca2+ mobilization does play roles in inhibiting cell functions, it
is best known for activating functions such as proliferation, apoptosis induction,
muscle contraction and synaptic transmission. While usEPs were shown to induce
IP3 signaling (Tolstykh et al. 2013), this is most likely due to a plasma membrane
injury response (Demonbreun and McNally 2016). On study analyzed effects of
usEP on Ca2+ mobilization and function in human platelets, here they were shown
to induce Ca2+ influxes across the plasma membrane and release of Ca2+ from the
ER (Zhang et al. 2008). Platelets are small discoid blood cells that are associated
with diseases such as myocardial infarction and stroke when they form plugs in the
vascular and block blood flow to the heart or brain. However, they are important for
hemostasis and wound healing. Platelets harbor two type of granules that serve their
functions. Dense granules contain ATP, ADP, glycogen, and Ca2+ and ά granules
contain clotting and growth factors. When platelets are activated, they form gels that
can be applied to wounds that promote healing. Thrombin from bovine has been used
to activate platelets, but when used for wound healing they can cause problems such
as bleeding, due to the development of cross-reactive anti-bovine antibodies that
inhibit human coagulation factor V (Zehnder and Leung 1990). Possible contamina-
tion with bovine prions can cause Creutzfeldt-Jacob disease can resemble those of
other dementia-like brain disorders, such as Alzheimer’s, but develops more rapidly
(Vacca 2016).

In these studies (Zhang et al. 2008), newly outdated platelets were received from
the Red Cross and exposed to 300 ns pulses between 7 and 50 kV/cm (2.1 × 10–3

to 1.5 × 10–2 Vs/cm). Platelet were used washed or unwashed from sedimented
platelet rich plasma (PRP). Platelet aggregation was measured as increases in light
transmission as platelet coagulated in suspension. It was necessary for the suspension
to be constantly stirred and as a distinct gel formed it would pass in and out of the
light path causing a disruption of a constant light transmission. Overall, these studies
demonstrated that usEPs represented a new modality that act as a non-ligand agonist
for human platelet activation and can function as an alternative to thrombin and other
agonists. In fact, usEP-induced platelet gel formation is superior to thrombin since
it will not lead to thrombin side effects discussed above.



5.2 usEPs Induce Ca2+ Release 137

The usEP effects were quantified as electrical energy density (W) as Joules/cc
according to the formulaW= άE2τwhere ά is the conductivity of the media suspen-
sion and τ is the duration of the square wave pulse. This is a more traditional or
conventional way to quantify usEP strength. As discussed earlier, this measurement
is based on energy or thermal effects, yet usEP are low in energy and non-thermal.
Nevertheless, usEPs with 300 ns durations and as low as 7 kV/cm (2.1× 10–3 Vs/cm)
with a maximum effect at 30 kV/cm (9 × 10–3 Vs/cm), platelets were activated
to aggregate and form platelet gels. These could be used therapeutically instead of
thrombin to enhancewoundhealing.Thiswas thefirst clear example of usEP inducing
a cellular activation process. Both 4 pulses (1.8 × 10–2 Vs/cm) and one pulse with
one second intervals at 30 kV/cm, although the four pulse condition caused a more
rapid aggregation. There was a sigmoidal increase in light transmission from about
5% at 0.1 J/cc to about 30–40% with about 1.1 J/cc. For a given pulse duration,
this sigmodal relationship between percent light transmission and Joules/cc is also
observed for the charging effect as Vs/cm.

In typical protocol, platelets were stimulated with usEPs in the absence of extra-
cellular Ca2+ and increases in intracellular Ca2+ were measured, which represented
intracellular Ca2+ release, then the increases in intracellular Ca2+ weremeasured after
adding extracellular Ca2+, which represents Ca2+ influx. UsEPs cause small increases
in release of intracellular Ca2+ shown to be from the ER and a sigmoidal increases
in Ca2+ influx across the plasma membrane and as a function of increasing energy
density. This usEP-induced increase in intracellular Ca2+ was consistent with the
well-known fact that aggregation of platelets by agonists, such as thrombin, requires
an increase intracellular Ca2+. The data for usEPs on Ca2+ release and Ca2+ influx
was reminiscent of the well-known capacitative Ca2+ entry (CCE) or by channels
referred to as store operated Ca2+ channels (SOCC) induced by hormones in many
cell types (Taylor 2006; Smyth et al. 2006). In this process when intracellular Ca2+ is
released from the ER by IP3, it is coupled with an activation of a Ca2+ influx process
in the PM.

Since an increase in intracellular Ca2+ appeared to be associated with the usEP-
induced activation of platelets, the authors determine themechanism bywhich usEPs
caused the intracellular Ca2+ release. Thus, usEPs were compared with two different
agents that release intracellular Ca2+ by entirely different mechanisms, yet both
activate SOCC. Relative to the small release of intracellular Ca2+ caused by usEPs
and thapsigargin, thrombin caused a large increase intracellular Ca2+ release due to
the influx of extracellular Ca2+. Thapsigargin causes the increases in intracellular
Ca2+ by inhibiting the Ca2+-ATPase (SERCA) pump in the ER, thus causing Ca2+ to
leak out of the ER through the pump into the cytoplasm (Berman 2000). This small
increase intracellular Ca2+ induced by thapsigargin on Ca2+ release is explained by
the fact that when Ca2+ slowly leaks out of the ER it is immediately pumped out of
the cell by the Ca2+-ATPase pump in the PM (Dean andWhiteheart 2004). Thrombin
achieves this by increasing the second messenger IP3, which releases Ca2+ from the
ERand subsequently stimulates SOCC in thePM.Thapsigargin and usEPs, compared
to thrombin, produced smaller increases intracellular Ca2+ due to internal release,
yet produced a much larger increase in Ca2+ due to Ca2+ influx.
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The effects of usEPs on intracellular Ca2+ were more closely correlated with
the effects of thapsigargin, thus it appears that usEPs are likely causing the forma-
tion of nanopores (Gowrishankar et al. 2006; Pakhomov et al. 2009) in the ER
membrane and other intracellular membranes such as dense-granules. It is likely that
if the leak process occurs in the ER, it will cause activation of SOCC in the PM. A
pharmacological approach was used to inhibit SOCC with 2-aminoethoxydiphenyl
borate (Dobrydneva and Blackmore 2001) and diethylstilbesterol (Zakharov et al.
2004). Neither SOCC inhibitor had an effect on usEP-induced Ca2+ influx while
both inhibitors inhibited thapsigargin induced Ca2+ influx into platelets. Gd3 + ,
a non-selective Ca2+ channel blocker, was without effect on usEP-induced Ca2+

influx, except at concentration much higher than required to inhibit the thapsigargin
response. These finding indicated influx of Ca2+ in response to usEP was not due to
activation of SOCC but was due to formation of nanopores in the plasma membrane.

UsEPs were shown to not only release Ca2+ from dense granules but also release
platelet-derived growth factor (PDGF) from ά-granules. There was a linear relation-
ship between platelet aggregation as percent light transmittance when plotted against
PDGF release. Thrombin also caused a release of PDGF consistent with platelet gel
formation.

Overall, like other known platelets agonists, these studies demonstrated that usEPs
induce Ca2+ mobilization that causes platelets to aggregate forming platelet gels and
release the growth factor PDGF. The aggregation effects are electric field-dependent,
yet multiple pulses produce less than additive effects. This is likely due to initial
pulses desensitizing some step or steps in the aggregation process such as oxidizing
membrane lipids or affecting ion channels or other signaling proteins. These studies
also showed that the effects of usEPs and thrombin were additive, suggesting that
usEPswere acting less specifically and in amore globalmanner tomobilizeCa2+ from
a variety of intracellular stores through membrane nanopores. In contrast thrombin
only acts on elements of the ER that contain IP3receptors. The release Ca2+ in
response to IP3then leads to the activation of SOCC in the PM.
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Chapter 6
Intra-cellular Calcium Release Dynamics
Due to Nanosecond Electric Pulsing

Ravi Joshi

Abstract Permeabilization of cell membranous structures by nanosecond electric
field pulses triggers a transient rise of cytosolic calcium with multifarious down-
stream effects. Electroporation of intracellular membranes (such as those of the
Endoplasmic Reticulum) are likely responsible for the calcium release. This is an
important application of pulsed electric fields, since calcium is known as a ubiqui-
tous second messenger molecule that regulates several responses in cell signaling,
including enzyme activation, gene transcription, neurotransmitter release, secretion,
muscle contraction etc. In this chapter, a model based analysis of the dynamical
calcium release in response to an external electric pulse is discussed. The results
obtained are shown to match experimental data fairly well.

6.1 Introduction

The use of very high electric fields (~50 kV/cm or higher) with pulse durations in
the nanosecond range can lead to calcium release from the endoplasmic reticulum
(Zimmermann andNeil 1996; Deng et al. 2003; Vernier et al. 2003; Beebe et al. 2004;
White et al. 2004), with many of the experiments being conducted in the absence of
extra-cellular calcium. External voltage triggering of Ca2+ release could be a vital
element in artificially induced cell signaling. This aspect of electric field pulsing,
especially nanosecond stimulation, has been analyzed (Semenov et al. 2013). Since
intra-cellular Ca2+ release leads to some uptake by the mitochondria, such voltage-
triggered Ca-release could potentially have secondary effects on the mitochondria.
Alterations in the mitochondrial membrane potential due to cationic entry is a possi-
bility. Such trans-membrane voltage changes are known to trigger opening of the
permeability transition pore (Bernardi and Petronilli 1996; Ichas and Mazat 1998),
leading to cytochrome c release and cellular apoptosis.

The resting calcium concentration in most cell types is around 100 nM, and its
increases can lead to the activation of various Ca2+-dependent cascades. Calcium is
involved in effects as diverse as cell differentiation or division, cytoskeleton rear-
rangements, endo-and exocytosis, synthesis and release of neuromediators, activa-
tion of immune cells, apoptotic or necrotic cell death (Catterall 2000; Partridge
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et al. 1994; Roberts-Crowley et al. 2009; Bootman et al. 2002). Elevation of Ca2+

concentration by nsPEF (by permeabilization of either plasma membrane or the
endoplasmic reticulum) is a promising approach for non-chemical triggering of Ca2+-
signaling in various cell types. The role of nanosecond electric fields on intra-cellular
calcium releasewasmademore definitive by exposingCHOcellswhich lack voltage-
gated Ca2+ channels., so that any changes in calcium density could only arise from
membrane electroporation. Experiments (Semenov et al. 2013) showed that a single
60-ns pulse caused fast Ca2+ increase by influx from the outside and calcium efflux
from the endoplasmic reticulum,with the E-field thresholds of about 9 and 19 kV/cm,
respectively.

Calcium modeling calculations require determination of the time-dependent,
transmembrane electric fields and the poration process that facilitates Ca2+ ion flux
from the endoplasmic reticulum (ER). It is also critical to determine whether elec-
troporation might occur at the ER, and the time required for such a potential event.
An approach to calculating the dynamic electric fields and transmembrane potentials
is through a time-domain nodal analysis based on a distributed equivalent circuit
representation of a cell and its membrane structures (Hu et al. 2005). Essentially, the
entire volume can be broken up into finite segments, and each segment represented
by a parallel resistor–capacitor (RC) combination to account for the electrical current
flow and charging effects. The ER center was taken to be the r = 0 point, while the
intersection of the radial ray with the plasma membrane was the other boundary.
The externally applied electric field was taken to be along the axis of symmetry
for this spherical problem. Azimuthal symmetry was invoked to eliminate the third
dimension. The plasmamembrane (PM)was denoted as the “outermembrane,”while
the “inner membrane” represents the ER boundary. The model also included cytosol
between these twomembranes, as well as the regionwithin the ER. The outer circular
segment defined the overall simulation region.

Simple nodal analysis of circuit theory can be applied at each grid point to obtain
the time-dependent node voltages in response to the external electric pulse E0(t).
Potentials on each node are easily updated at every time step, and these values can
be used as the drivers for the pore dynamics based on the Smoluchowski equation
(Joshi et al. 2004). This would yield the time-dependent pore density and distribution
of pore area at every membrane grid point. In the process, a dynamic membrane
conductance taking electroporation into account would be naturally built in, and
yield drift and diffusive fluxes through the nano-pores. The latter would provide the
leak flux function and the time-dependent calcium ion outflow.

Intracellular Ca2+ dynamics has the unique feature of facilitating the generation of
global events (often of a periodic nature) from local, thermally-activated stochastic
opening/closing of channels on the ER membrane (Berridge et al. 2003, 1998; Joshi
et al. 2007). Such channels are typically closely packed into clusters, called focal sites
(Mak et al. 2000;Marchant andParker 2001)with a randomspatial distribution and an
average spacing in the 2–6 μm range. A typical channel present in the ER of many
cells that facilitates calcium movement, is the inositol 1,4,5-triphosphate receptor
(IP3R) channel. Ryanodine receptors (RyR) though present, are more important in
muscle cells (Sneyd and Falcke 2005). The IP3R channel has an activating binding
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site for the messenger molecule IP3 (m-gate), an activating site for Ca2+ (n-gate),
and an inhibiting Ca2+ binding site (h-gate). Experimental findings suggest that the
channel is open if both Ca2+ and IP3 are bound to the activating sites, and at the same
time Ca2+ is not bound to the inhibiting site. Binding of Ca2+ to the inhibiting site of
one of these subunits, closes the channel.

This “open channel” probability increases nonlinearly with the IP3 and calcium
concentrations. Hence, any Ca2+ released by one channel increases the open prob-
ability of neighboring channels. This provides a self-amplifying, positive-feedback
non-linear mechanism (A. Bugrim et al. 2003) referred to as “calcium-induced
calcium release (CICR)”. Very high Ca2+ concentrations inhibit the channels. The
Ca2+ SERCA pumps remove Ca2+ from the intracellular space. This is necessary
since elevated concentrations of Ca2+ are toxic for the cell.

Initial simulation efforts to quantify the intracellular Ca2+ dynamics primarily
focused on deterministic continuum models (De Young and Keizer 1992; Li and
Rinzel 1994; Jafri and Keizer 1995; Atri et al. 1993; Falcke et al. 1999). These
reaction-diffusion models were able to explain the observed wave patterns, oscilla-
tory, or bistable phenomena. Extensions to these models that allowed the channels
to act as discrete Ca2+ sources facilitated the transition from localized to traveling
structures (Bugrim et al. 1997). The stochastic behavior seen in spark and puff forma-
tion and the rather small number of channels creating a localized event, motivated
the introduction of stochastic models (Falcke et al. 2000; Falcke 2003; Swillens
et al. 1998; Shuai and Jung 2002, 2003; Keizer and Smith 1998; Keizer et al. 1998).
Mesoscopic aspects of the calcium-release phenomena were also probed (Shuai and
Jung 2002, 2003). They found that site clustering could effectively allow for collec-
tively enhanced, coherent calcium responses to signals. Homogeneously distributed
channels, on the other hand, would not be capable of producing the same large
response.

Discrete models have successfully predicted oscillatory dynamical regimes
and random, collective calcium enhancements. However, such localized, discrete
stochastic models are perhaps not necessary in the present context of field-assisted
calcium release for a variety of reasons. First, it has become apparent based on
improved spatial imaging (Haak et al. 2001) that the overall calcium release varies
in a continuous fashion despite the stochastic variations in the numbers of individual
channels recruited for release and the durations of their openings. Thus, macroscopi-
cally, a continuummodel remains relevant. Furthermore, the present focus is on very
high (>15 kV/cm) electric fields. This external stimulus produces very strong elec-
trostatic driving forces and gives rise to highly non-equilibrium conditions. Hence, it
can safely be assumed that all of the channels are effectively driven into the calcium
release (or “open”) state by the strong external electric signal. Statistical variability
can be expected to be minimal, and that all of the discrete sites would be collectively
forced past the calcium-release threshold.
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6.2 Intra-cellular Calcium Release Dynamics Due
to High-Intensity, Short Electric Pulse

Calcium release from the ER predominantly occurs through IP3R sites (Shuai and
Jung 2002). For example, theXenopus oocyte primarily has IP3 channels. Ryanodine
receptors are more important in muscle cells (Sneyd and Falcke 2005). It may be
mentioned that some open issues regarding the RyR mathematical models remain.
Hence for simplicity, here we have focused on the IP3R sites as the primary calcium
release channel. For other applications, such as cardiac fibrillation that are thought to
be coupled to calcium signaling in the ventricles, the RyR channels would need to be
included. Our study utilizes the Li-Rinzel two-variable simplification (Li and Rinzel
1994) of the De Young–Keizer model (De Young and Keizer 1992) with appropriate
modifications to account for electric field effects. The basic model has been used in
the past (but without any external electric stimulation) for various analyses (Bugrim
et al. 2003; Zwanzig 1961). According to this model, calcium flux between the ER
and the intracellular space is driven by the three following processes: (i) Ca2+ outflow
mediated by the IP3 channel, (ii) a small diffusion-driven Ca2+ leakage from the ER
into the cytosol, and (iii) the SERCA ATPase pumps that drive Ca2+ back into the
ER to maintain the resting (basal) calcium levels.

Here we include the additional mechanism of electric field driven Ca2+ outflow
from the ER to the cytosol. Electroporation of the ER membrane, coupled with the
electrical driving force on the calcium cations contributes to this outflow. In a sense,
the ER becomes more “leaky.” This effect has been included in our one-dimensional,
time-dependent reaction–diffusion model through a time-dependent leak-flux term.
The equations for Ca2+(z, t) density changes in the cytosol and ER are expressed, in
general, by the continuity equation as:

∂
{[
Ca2+

]}/
∂t = −∂F(z, t)

/
∂z + G(z, t)−R(z, t), (6.1)

where F(z,t) is the passive calcium flux at any location “z” and time “t,” while
G(z, t) and R(z, t) are possible [Ca2+] generation and recombination/attachment
rates that could include pumps, channels and pores. In our treatment, generation,
recombination/attachment of Ca+2 ions, action of pumps, channels, pores etc. has
been ignored within the bulk and only taken into account at the ER-cytosol boundary.
The passive flow of [Ca2+] ions can be expressed in terms of drift and diffusive
processes. Assuming that the drift velocity of the [Ca2+] ions in response to the
highest local electric fields is much smaller than their thermal velocities, and that the
role of scattering can be approximated by a relaxation time “τ”, the flux F(z, t) can
be cast into the following “drift–diffusion” form:

F(z, t) = [
Ca2+

]
μE(z, t) − D(z, t)

(
∂
[
Ca2+

]/
∂z

)
, (6.2)

where μ is the ion mobility, E(z, t) is the space- and time-dependent local electric
field, and D the diffusion coefficient. These parameters are simply related to the
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relaxation time “τ” as: μ = q < v2 τ > /(3 kB T), and D = (kB T/q) μ, where q is the
elementary charge, T the temperature, kB the Boltzmann constant, v is the individual
ionic velocity, while < > denotes an ensemble average over Ca2+ ions.

For completeness, it may be pointed out that there are some approximations
inherent in our use of the above drift-diffusion scheme. For example, the diffusion
coefficient andmobility are taken as fixed, invariant parameters. Strictly, this can only
be done if the system is stationary, not far from equilibrium, and strong local inho-
mogeneities do not exist. For non-stationary, non-Markovian processes, the diffusion
coefficient needs to be evaluated as an integral over a two-time velocity autocorre-
lation function (Zwanzig 1961). Due to the ultra-short electric pulse, we assumed
near stationarity. Treatments of time-variations of transport parameters in an aqueous
medium over time scales of nanoseconds or shorter, and in the presence of external
electric fields, have been reported by our group elsewhere (Sridhara et al. 2006). Also,
since the [Ca2+] release and other bio-chemical changes are relatively perturbative
in nature with almost no impact or deviations in overall internal scattering rates, the
μ and D transport parameters can essentially be assumed homogeneous. Thus, using
Eq. (6.2) in Eq. (6.1) yields:

∂
{[
Ca2+

]}/
∂t = D(z, t)

(
∂2[Ca2+

]/
∂z2

)

−μ∂
{[
Ca2+

]
E(z, t)

}/
∂z + G(z, t)−R(z, t). (6.3)

Since an analytical solution cannot be obtained for the above equation, a numerical
approach was used based on a uniform discretization in space (spacing “dz”) and
time (interval “dt”). The details are briefly given next for completeness. The entire
simulation region was divided into a set of “N” uniformly sized boxes of thickness
“dz.” In this discretized representation, index “i” denotes the ith time step (t = {i −
1} * dt), and “j” denotes the jth spatial step (z = {j − 1} * dz). Thus a total of (N +
1) grid points were chosen. Voltages were calculated at all of the (N+ 1) grid points,
while the Ca2+ concentration and electric field were defined at the center of each
box (i.e. between adjacent grid points). The indices j = (J − 1) and j = J represent
the two boxes on either side of the ER-cytosol boundary. The results of discretizing
Eq. (6.3) are given below for various regions within the simulation zone.

The governing transport equation in the outer cytosol region can be expressed as:

{
Ca2+i+1,j−Ca2+i,j

}/
(dt) = Dc

{
Ca2+i,j+1−2Ca2+i,j + Ca2+i,j−1

}/
(dz)2

−μc

[{
Ca2+i,j+1Ei,j+1

}
−

{
Ca2+i,j−1Ei,j−1

}]/
(2dz),

for J < j < N (6.4a)

where Ca2+i,j denotes the calcium ion concentration [Ca2+] at the ith time step, and Ei,j

similarly denotes the value of the discretized electric field. In Eq. (6.4a), Dc and μc

denote the diffusion coefficient and mobility values in the cytosol. At the last box
next to the plasma membrane boundary (j = N), the governing transport equation is:
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{
Ca2+i+1,j−Ca2+i,j

}/
(dt) = −Dc

{
Ca2+i,j − Ca2+i,j−1

}/
(dz)2

+ μc

[{
Ca2+i,j Ei,j

}
+

{
Ca2+i,j−1Ei,j−1

}]/
(2dz),

for j = N (6.4b)

Similarly, the discretized continuity equation in the inner ER region can be
expressed as:

{
Ca2+i+1,j − Ca2+i,j

}/
(dt) = DE

{
Ca2+i,j+1− 2Ca2+i,j + Ca2+i,j−1

}/
(dz)2

−μE

[{
Ca2+i,j+1Ei,j+1

}
−

{
Ca2+i,j−1Ei,j−1

}]/
(2dz),

for 1 < j < (J − 1) (6.4c)

where DE and μE denote the diffusion coefficient and mobility values in the ER. At
the j = 1 grid point (corresponding to the first box within the ER), the discretized
equation is:

{
Ca2+i+1,j − Ca2+i,j

}
/(dt) = DE

{
Ca2+i,j+1− Ca2+i,j

}
/(dz)2

−μE

[{
Ca2+i,j Ei,j

}
+

{
Ca2+i,j+1Ei,j+1

}]
/(2dz), for j = 1.

(6.4d)

For j = J + 1 (cytosol box just to the right of the ER boundary), the continuity
equation becomes:

{
Ca2+i+1,j− Ca2+i,j

}/
(dt) = Dc

{
Ca2+i,j+1− Ca2+i,j

}/
(dz)2 + g(t)

−μc

[{
Ca2+i,j+1Ei,j+1

}
+

{
Ca2+i,j Ei,j

}]/
(2dz)

+ [JIP3R−JSERCA + JLeak]
/
FC, (6.4e)

where g(t) denotes a poration dependent “leak flux” function. In Eq. (6.4e), JIP3R,
JSERCA and JLeak denote the usual flux terms at the ER boundary, while FC is the
volume fraction of the cytosol relative to the total cell volume. Similarly, for j= (J−
1), one has:

{
Ca2+i+1,j − Ca2+i,j

}/
(dt) = −DE

{
Ca2+i,j −Ca2+i,j−1

}/
(dz)2−g(t)

+ μE

[{
Ca2+i,j Ei,j

}
+

{
Ca2+i,j−1Ei,j−1

}]/
(2dz)

−[JIP3R−JSERCA + JLeak]
/
FE, (6.4f)

where FE is the volume fraction of the ER relative to the total cell volume (i.e. FE +
FC = 1).



6.2 Intra-cellular Calcium Release Dynamics Due to High-Intensity … 149

Initial starting concentrations were set on the basis of Ei,j = 0 and [JIP3R − JSERCA
+ JLeak] = 0. A Ca2+ value of 0.1 μM was chosen inside the cytosol (i.e., Ca2+i=0,j
= 0.1 μM for J ≤ j ≤ N), while the concentration inside the ER (say Ca2+ER0) was
obtained from the initial steady-state condition of [JIP3R – JSERCA + JLeak]= 0. Thus:
Ca2+i=0,j = Ca2+ER0 for 1 ≤ j ≤ (J-1).

The discretized value of the electric field Ei,j{=E(z, t)} is dictated by the duration
of the externally applied voltage stimulation. The requisite internal electric fields
were derived at each time instant from the distributed electric representation. Upon
termination of the external voltage, the Ei,j term quickly falls to zero at all grid points
in the simulation region. Beyond such times, only the diffusion term is operative for
Ca2+ transport. The “flux leak function” g(t) accounts for the ERmembrane poration
process, and includes the finite delay in its creation in response to the external voltage-
pulse. It is obtained as an input parameter from calculations of membrane poration
based on the Smoluchowski equation, discussed in the previous section. Thus, the
function g(t) models time dependent “poration” and Ca2+ outflow from the ER at
the ER-cytosol interface. In the scenario simulated here, the external voltage pulse is
sufficiently large to porate the ER before its termination. Hence, during the later part
of the voltage pulse (nanosecond regime), we have in effect a source term continually
feeding Ca2+ into the cytosol, together with the drift of the Ca2+ ions away in the
direction of the plasma membrane.

It may be mentioned that the above numerical implementation is based on an
explicit scheme. An implicit scheme is easily realized by replacing terms such as
Ca2+i,j on the right side of Eqs. (6.4a)–(6.4f) by [(Ca2+i,j + Ca2+i+1,j)/2]. This results
in a set of coupled simultaneous equations that can be cast in a matrix form and
solved to yield the relevant concentrations at the succeeding time steps. The implicit
scheme has the advantage of greater numerical stability. In our case, the implicit
scheme was implemented as well, and solution to the system of equations obtained
through LU decomposition of the matrix. The difference between the two solutions
was negligible, and there were no stability issues with the explicit scheme for the
grid sizes chosen.

The mathematical expressions used for the various fluxes at the ER-boundary (for
example indicated in Eqs. (6.4e) and (6.4f)) are given next. A similar discretized
numerical implementation was used, and for simplicity, only the algebraic equations
are given below. The constituent current densities JIP3R, JSERCA, and JLeak can be
expressed as (Wagner et al. 2004):

JIP3R = VIP3Rm(t)3h(t)3
([
Ca2+

]
E − [

Ca2+
]
C

)
, (6.5a)

JLeak = VLeak
([
Ca2+

]
E − [

Ca2+
]
C

)
, (6.5b)

and, JSERCA = VSERCA
([
Ca2+

]
C

)2/[
(KSERCA)2 + ([

Ca2+
]
C

)2]
. (6.5c)
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In the above formulation, VIP3R, VLeak, and VSERCA are constants that have been
reported in the literature. The variables m(t) and h(t) are time-dependent, and given
by the following expressions:

m(t) = (
[ IP3]

/
[ IP3 + KIP3]

)([
Ca2+

]
C

/([
Ca2+

]
C + KAct

))
, (6.6a)

and, dh(t)/dt = [ h∞ − h(t)]
/
τ , (6.6b)

where h∞ = KInh
/[(

KInh + [
Ca2+

]
C

)]
. (6.6c)

In Eq. (6.6a)–(6.6c), KAct (and KInh) are the activating (and inhibiting) Ca2+

binding site dissociation constants, [IP3] is the time-dependent, spatially variable
concentration of IP3 in the cytosol, while τ is the inactivation time constant. Values
of the various constants and parameters are generally well established in the litera-
ture, and here many of those (e.g., Wagner et al. 2004) have been implemented. For
completeness, the parameter set used in our simulations is given in Table 6.1.

Table 6.1 Parameters for the Ca model simulations

Model parameter Value

KIP3 0.15 μM

KAct 0.8 μM

VIP3R 8.5 s−1

VLeak 0.01 s−1

VSERCA 2.6 μM/s

KSERCA 0.2 μM

VProd 0.075 μM/s

KProd 0.4 μM

V1 0.001 μM/s

V2 0.005 μM/s

V3 0.02 μM/s

DC 16 μm2/s

DE 16 μm2/s

DIP3 283 μm2/s

KInh 1.9 μM

τ 2 s

λ 30.0

FC 0.8

FE 0.2
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The complete dynamics requires inclusion of IP3 production and its degradation.
Basically, Ca2+ -induced IP3 production at the ER and plasma membranes, is given
by the following relation:

JIP3_ Prod = VProd
([
Ca2+

]
C

)2/(([
Ca2+

]
C

)2 + K 2
Prod

)
, (6.7a)

with appropriate constants VProd and KProd. The IP3 degradation model (e.g., Wagner
et al. 2004) is based on IP3 hydrolysis by 5-phosphatase to inositol-1,4-bisphosphate
(IP2) and the phosphorylation by3-kinase to inositol-1,3,4,4-tetrakisphosphate (IP4).
The corresponding rates, JPhos and JKinase are given as:

JPhos = V3[IP3]
/
([IP3] + 30), (6.7b)

and, JKinase = (1 − θ) V1[IP3]
/
([IP3] + 2.5) + θV2[IP3]

/
([IP3] + 0.5), (6.7c)

whereV1,V2, andV3 are constants, and θ= [Ca2+]C/([Ca2+]C + 0.39). The concentra-
tions [IP3], [Ca2+]C, and [Ca2+]E are all in micro-molar units. The dynamical evolu-
tion of the IP3 concentration is then given in terms of the various creation-annihilation
rates and the flux as:

∂[IP3]/∂t = DIP3∂
2[IP3]/∂2x + [JIP3_Prod− λ (JKinase−JPhos)] /FC, (6.7d)

with λ being the IP3 rate scaling factor.
Itmay bementioned that theoretically, besides the ionic drift, diffusion through the

electrically creatednano-pores can also occur.However, such calciumdiffusivefluxes
can be expected to be relatively negligible for the following reasons. (i) Discontinu-
ities in permittivity between the ER membrane and its surrounding aqueous medium
impede ionic transport in the vicinity of a nano-pore. Such small-area nanopores (radii
~ 1 nm or less) within lipid membranes have been predicted based on continuum
approaches (Vasilkoski et al. 2006) and also on the basis ofmolecular dynamics simu-
lations (Hu et al. 2005). Their small diameters result from the ultrashort time scales
during which the external driving fields are applied, thereby preventing sustained and
large pore expansions. Experimentally, the nanopores have indirectly been detected
by using various fluorescent dyes (Sun et al. 2006). For nanopores, both the electro-
static interactions and Born solvation energy (Cherepanov et al. 2003; Parsegian
1969) of ions approaching such apertures are strongly enhanced. Hence, in the
absence of an electric field (upon termination of the ultra-short voltage pulse, for
example), the ionic Ca2+ diffusion into the cytosol through the “nano-pipe” would
be minimal. Nano-pore re-sealing can be expected to be fairly rapid after termination
of the nano-second pulse given the small pore size. Very short resealing times (under
5 ns) have been reported in the literature (Tarek 2005) based on molecular dynamics
simulations. Such resealing would further severely restrict any additional contribu-
tions to diffusive leak-out from the ER. For the above reasons, electrically induced
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Ca2+ transfer from the ER was taken to be the operative via the drift mechanism only
during external pulsing.

Some qualitative insights into the Ca2+ release dynamics are provided by the
concentration-dependent rates. The JSERCA function is sigmoidal and increasesmono-
tonically with the calcium concentration in the cytoplasm. A qualitative sketch is
given in Fig. 6.1. The values were obtained from Eqs. (6.4–6.7) on applying the
parameters listed in Table 6.1. The calcium release rate exhibits a bell-shaped curve
as sketched in Fig. 6.1. The JIP3R contribution to release depends on “m” and the
differential {[Ca2+]E − [Ca2+]C}. The rate of calcium leakage is relatively very
small, and does not have much bearing on the dynamics (Wagner et al. 1998). These
rates, which do not take any account of electrically induced fluxes, underscore the
possibility of attaining either bistable or oscillatory operating points. For example, in
Fig. 6.1 the intersections of JSERCA with {JIP3R + JLeak} are represented by points “A”,
“B”, and “C”. Of these, “A” and “C” are stable operating points, while “B” denotes
an unstable, oscillatory state. Thus, it would seem possible to drive the system from
an initial state of low cytosolic Ca2+ levels towards relatively high calcium levels by
initiating a triggered release.

The primary role of an external voltage is the additional release of Ca2+ due to
nano-poration at the ER and the electrically induced drift. This outflow (to first order),
would only depend on the calcium concentration within the ER, the voltage magni-
tude and pulse duration, and be independent of the Ca2+ concentration in the cell.
Effectively, the electrical triggering would shift the calcium release curve vertically,

Fig. 6.1 Qualitative sketch of the calcium release and pumping rates as a function of the calcium
concentration in the cytosol (After Joshi et al. 2007)
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raising the outflow rates for a given [Ca2+]C concentration. Two possible scenarios
might then result. First, for long voltage pulses, the electrically driven outflowwould
be relatively long lived, and a high calcium concentration (with additional capacitive
entry Putney 2005; Barritt 1999) from the extra-cellular medium) could be attained.
A second outcome however, for short pulse durations, is that the electrically induced
flow would start from an initial higher level (as compared to the equilibrium level),
but merge with normal JIP3R curve at the end of the voltage pulse. This could lead to
two intersections with the sigmoidal JSERCA curve—points “B” and “C”.

For completeness, it may be pointed out that the above scenario changes slightly
in the absence of calcium within the extra-cellular medium. Such conditions have
been created experimentally through the use of chelating agents such as BAPTA,
and the resulting calcium dynamics were reported (Beebe et al. 2003, 2004). If
capacitive entry through store-operated calcium channels in the plasma membrane
(Putney 2005; Barritt 1999)] was inhibited, then the high intra-cellular Ca2+ levels
required for the bi-stable state “C” would be very difficult to attain.

Simulations for the time-dependent calcium concentrations within both the cyto-
plasm and endoplasmic reticulum, in response to a 60 ns, 15 kV/cm electric pulse
were carried out. These electrical pulse parameters were chosen to match previous
experimental reports (Beebe et al. 2004; White et al. 2004) on electric-field-induced
calcium release. All calculations assumed an absence of extra-cellular calcium. The
results for the averaged Ca2+ concentration in the cytosol are given in Fig. 6.2. The
plot also includes experimental data points that have been reported in the litera-
ture (White et al. 2004). In Fig. 6.2, the Ca2+ concentration starts from an initial
0.1 μM value and increases in time to a maximum of about 0.23 μM. The data is

Fig. 6.2 Simulation results for average Ca-concentration in cytosol as a function of time. The
experimental data points are from reports
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for HL-60 cells. The sharp increase, seen during the initial phase, is due to elec-
tric field-induced poration within the ER that leads to a Ca2+ outflow. Drift rather
than diffusion is the primary transport mechanism during this initial phase when
the external voltage remains applied. Beyond this initial sharp Ca2+ release, IP3R-
activated calcium transfer arising from the CICR mechanism begins to set in. A
slow and more gradual recovery down to the initial concentrations is predicted, with
final steady state being achieved after about 300 s. This ~4–5 min recovery time is
in accord with reported measurements (Beebe et al. 2004; White et al. 2004) and
involves a dynamical interplay between the CICR mechanism, action of the SERCA
pumps and ER membrane leakage. The experimental data shown (White et al. 2004)
shown in Fig. 6.2 matches the predictions well. The model predictions were within
the experimental error deviations for all the points. Due to limitations in the temporal
resolution of experimental techniques, values of the Ca2+ concentration at the earlier
times could not be measured, and hence, such data points could not be shown. It
is also interesting to note that our simulations demonstrate that very high densities,
as needed to attain the bistable-state “C” of Fig. 6.1, cannot be achieved. Hence, a
long-lived, Calcium-loaded state for cells is precluded in situations of extra-cellular
free media. Even the oscillatory state is predicted to be difficult to attain at these
relatively modest increases. The experimental data in Ca-free extra-cellular environ-
ments (Beebe et al. 2004; White et al. 2004) is in accord with this prediction, with
no reports of oscillations.

The changes in the Ca2+ density with time within the ER are shown in Fig. 6.3. It
exhibits an initial rapid decrease due to Ca2+ outflow following field-induced pora-
tion. The CICR mechanism continues to cause some Ca2+ outflow, and the density

Fig. 6.3 Simulation results for average Ca-concentration in the ER as a function of time (After
Joshi et al. 2007)
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within the ER remains relatively low for a long duration. The overall plot of Fig. 6.3
roughly exhibits an inverted U-shape. Following initial depletion in the ER, the
gradual restoration of the Ca2+ concentrations through SERCApumping is predicted,
after about 5 min.
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Chapter 7
Effects of usEPs on DNA, Nuclear,
and Subnuclear Compartments

Stephen J. Beebe

Abstract As the largest intracellular structure in mammalian cells, the nucleus,
its double phospholipid nuclear envelope, and its chromatin/DNA content were
suspected targets for usEPs. Many different methods were used to determine DNA/
nuclear damage including analyses with the comet assay, DNAmigration on agarose
gels, mitotic indices, and chromatid structures, fluorescent in situ hybridization
(FISH). In Jurkat cells exposed to (3.6 × 10−3 Vs/cm), the telomers were displaced
from the nucleus, and nuclear membranes were sheared from the nucleus. SV40
fibroblasts did not show this apparent telomer and nuclear membrane damage, indi-
cating cell-type differences., It was also shown as adherent cells were less suscep-
tible to usEP-induced damage. Other studies showed that usEP induced significant
physical damage to the nuclear membrane, cytoskeleton, and telomers, which form
protein–protein or protein-DNA interactions with the nuclear envelope. Some usEP-
induced nuclear/DNA damages were suspected due to effects similar to ionizing
radiation caused by reactive oxygen species (ROS). Other studies using stably trans-
fected cells with fluorescently labeled Histone-2b (H2B), which is tightly wound
with DNA, and PCNA (proliferating cell nuclear antigen), which is loosely associ-
atedwithDNA, indicated that H2B remained in the nucleus. In contrast, translocation
of PCNA from the nucleus to the cytoplasm showed permeabilization of the nuclear
membrane. So, usEPs had relatively severe and seemly rapid effects on nuclear struc-
tures. Yet, when phosphorylated Histone 2AX (γH2AX) was used as an early indi-
cator ofDNAdamage in Jurkat cells, the damage appeared to be related to apoptosis’s
end stages since it was caspase-dependent. While all these methods are valid indica-
tors of effects on DNA and/or the nucleus, the results between the comet assay and
γH2AX under similar conditions with the same cell type are not readily reconcilable.
One other study demonstrated that usEP also had effects on nuclear substructures
called nuclear speckles, which are part of splicing factors and small nuclear ribonu-
cleoproteins (snRNPs) that exhibit roles to provide splicing factors at transcription
sites. So, there are apparent effects of usEPs on DNA, the nucleus, and subnuclear
factors; the full extent of these effects requires additional experimentation.
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7.1 Introduction

Given that usEP affects intracellular structures and the nucleus is the biggest andmost
impressive structure in cells, thereby the first intracellular structure to be identified
by microscopy, nuclei, are likely targets for usEPs in vitro and in vivo. In fact, what
happened to the nucleus and DNA in response to usEPs was one of the earliest
topics of interests for investigating pulse power effects on biological cells. Before
discussing effects of usEPs on DNA, nuclear membrane, and nuclear sub-structures,
some general background material will be presented to set the stage for how these
structures respond to usEPs.

7.2 Structure of DNA and the Nucleus

Eukaryotic DNA is not a free-floating structure in the nucleus (Lodish et al. 2020).
DNA is bound to proteins, especially histones to form chromatin. This structure
includes intervals of 147 base-pairs of DNA wrapped around cores of histone
proteins. This structure is the basis of 147 base pair DNA fragmentation cleaved
during apoptosis. The N- and C-terminal of these histone extend from the nucle-
osome and can be modified reversibly. Modifications such as acetylation affects
the condensation of the chromatin and thereby its accessibility to proteins that are
required for gene transcription. The length of DNA in single cells is about 2 m and
must be wound into a cell with a diameter of about 10–20 μm. Specialized proteins
associate, fold, and organize nuclear DNA into structures of protein and DNA that
appear as individual chromosomes duringmitosis. Important functional units ofDNA
are the genes that code for all structures and function of living existence. A gene is
defined as an entire nucleotide sequence that is needed for the synthesis of a func-
tional gene product of RNA and a translated polypeptide. However, this so-called
coding region cannot be realized for function alone. The coding region lies with other
nucleotide sequences required for the synthesis of the gene product. These include
transcription control regions called enhancers that lie around 50 kb away from the
coding regions. Other DNA sequences needed for production of the gene product
include sequences of the 5′ cap site and sequences that 3′ cleavage and polyadeny-
lation called poly(A) sites, slicing sites needed for splicing of the primary RNA
transcript. The coding region of the gene includes exons that are interspersed with
other nucleotides call introns that are removed during transcription as the exons are
spliced together. All DNAcoding regions andmany other nucleotide sequences lie on
chromosomes that include a centromere in the middle, which binds to spindle micro-
tubules during mitosis, meiosis, and telomeres, which are DNS-protein structures
located at the ends of the chromosomes.

The non-codingDNA sequences within the genomemake up the greatest numbers
of sequences such that exons that are coded for gene products includes only about
1.5% of the total DNA in the genome. Only about 5% of human DNA codes for
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proteins and functional RNA and regulatory sequences that control their expression.
A chromosome consists of a single sequence of DNA as long as ~280 Mb organized
at various levels of condensation by the histone and non-histone proteins with which
it is complexed (Lodish et al. 2004).

This genome is protected by a nuclear membrane that is a double layered lipid
nuclear envelop. This membrane separates the nucleoplasm from the cytoplasm.
While the cell membrane is a phospholipid bilayer, the nuclear membrane is a double
bilayer—that is two phospholipid bilayers or four rows of lipids surrounding the
nucleoplasmwith its DNA. The nucleoplasm is essentially a suspensionmediawithin
the nucleus including chromosomes, nucleolus, nucleotides involved in DNA repli-
cation and enzymes involved in nuclear function, among other functional proteins
involved in transcription and transport between the nucleus and cytoplasm. The
nuclear envelop is tethered to the cytoskeleton (Goldberg 2017). The outer nuclear
membrane is uninterrupted from rough endoplasmic reticulum and both are covered
with ribosomes where proteins are synthesized. The integral proteins in the inner
nuclearmembrane interactwith nuclear lamin proteins to form the nuclear lamina that
provides additional support to the inner nuclear membrane. In addition to protecting
theDNA, the nuclearmembrane determines, in part,what enters and exits the nucleus.
It contains nuclear pores containing complexes of proteins that span the double
layered membrane (see Fig. 5.1). The nuclear pore complex (NPC) is a mega struc-
ture of more than 120 MDa in humans containing more than 450 separate proteins
of more than 30 different types. The proteins that form the NPC are called nucle-
oporins. While the number of NPC varies with cell type and developmental stage,
there are an average of 1000 NPCs in a typical mammalian cell (Maul and Deaven
1977). The diameter of the NPC is about 5 nm, which is about the size of a 40 kDa
protein. Macromolecules larger than this requires transport receptors (Kabachinski
and Schwartz 2015). The two membrane bilayers of the nuclear envelop are joined
at the points of contact to the NPC. Electron microscopy of this complex shows
structures describes as “rings”, “spoke” complexes and “plug-spoke” complexes
as structures features arranged with octagonal symmetry. The NPC is the largest
protein complex in the cell (Reichelt et al. 1990). Structurally the NPC is composed
of a cytoplasmic ring, an inner pore ring and a nuclear ring as well as cytoplasmic
filaments and a nuclear basket. The LINK complex (Linker of Nucleoskeleton and
Cytoskeleton) is the best known structure anchoring the nucleus to cell architecture.
This structure bridges the nuclear envelop and the nucleoskeleton to the cytoskeleton.
In effect, the LINC complex is formed by SUN and KASH-domain proteins inserted
in the outer nuclear membrane interacting with the nuclear laminin, which covers the
inner nuclear membrane (Meinke and Schirmer 2015; Demircioglu et al. 2016; Gold-
berg 2017; Beck and Hurt 2017). These integral proteins are generally called NETs
(nuclear envelop transmembrane proteins). This complex coordinates nuclear move-
ment and anchorage and organizes chromatin. Forces that impact the cytoskeleton
are transferred through the nuclear envelope to the nuclear lamina through this LINC
complex. In this way communications between the cytoskeleton and the nucleus
affected the entire cytoskeletal structure (Starr and Fridolfsson 2010; Lee and Burke
2018).



162 7 Effects of usEPs on DNA, Nuclear, and Subnuclear Compartments

As an understanding of the NPC became clearer, the older notion that the nuclear
envelop served to merely protect DNA became much too abridged. These macro-
molecular structures that cover the nuclear envelop not only serve diverse func-
tions, but are also dynamic. The NPC is involved in nucleocytoplasmic transport,
chromatin organization, and regulation of gene expression. The NPC allows trans-
port into and out of the nucleus as bidirectional nucleocytoplasmic transport. Small
molecules (<40 kDa, ~5 nm diameter) diffuse according to their concentration gradi-
ents. Active transport across the NPC dependent on receptor-mediated import and
export routes occur for nuclear import of proteins, export of RNA and ribonucleo-
proteins (RNPs) and bi-directional shuttling of molecules including RNA, RNPs and
proteins involved in signaling, such as SMAD, p53 and spliceosomal small nuclear
RNP particles (snRNPs) (Beck and Hurt 2017). These active transport mechanisms
are conducted by nuclear transport receptors (NTRs) called importins and exportins,
which bind to the nuclear localization signal of cargo, facilitating its movement
through the NPC, and with the functions of the small GTPase protein RAN, releases
the cargo into the nucleoplasm and then export the NTR complex to the cytoplasm
(Beck and Hurt 2017).

Some nucleoporins are also DNA binding proteins suggesting that they interact
with chromatin affecting both chromatin structure and gene transcription. During
interphase, there is a 3-dimensional architecture of non-random genome organi-
zation at these sites, providing structural and dynamic stability provided by the
nuclear lamina at the inner nuclear membrane. NPCs, lamins, and NETs of the inner
nuclear membrane can all interact with such nuclear components such as DNA, chro-
matin proteins like histone, epigenetic marks on chromatin and transcription factors,
which can promote transcription (generally NPC) or sequester transcription factors
(generally NETs) (Mattout-Drubezki and Gruenbaum 2003).

Telomeres at the ends of each chromosome are also transiently tethered to the
nuclear envelop playing roles in nuclear organization and regulation of the cell cycle,
gene expression, and telomere maintenance (Crabbe et al. 2012). During interphase,
the telomeres are randomly distributed throughout the nucleus. At the end of cell divi-
sion and while the nuclear membrane is re-assembling, telomeres are localized and
bound to specific proteins at the nuclear rim, which was identified by co-localization
with lamin A/C as structural components of the nuclear lamina associated with the
nuclear envelop. Telomeres form protein–protein or protein-DNA interactions with
the nuclear envelop or proteins associated with it during nuclear assembly. This
appear to be a mechanism whereby telomeres bind to the nuclear envelop as a means
to reorganize chromatin domains after cell division.

7.3 Effects of usEPs on the Nucleus and DNA

A number of studies have shown that usEP affects the nuclear membrane and subnu-
clear structures including telomeres and associated structures, splicing factors and/or
nuclear DNA. The earliest study investigated 10 different cell lines that were either
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adherent or non-adherent including several cell lines from patients with genetic
diseases that include hypersensitivity to genotoxic agents, defective DNA repair,
and check point controls, which results in increased incidence of cancer (Stacey
et al. 2003). These cell lines were treated with usEP conditions with 10, 60, and
300 ns durations and different electric fields, some of which were matched for the
same energy density. Analyses included comet assays, DNA extractions immedi-
ately following cell lysis and agarose electrophoresis and cytogenetic analysis. As
an overview, results indicated that cells grown in suspensionweremuchmore suscep-
tible to DNA damage than adherent cells. It is possible that adherent cells have a
more structured cytoskeleton, which by being bridged to the nucleus by the LINC
complex, provides greater stability to the usEP charging effects. This is addressed
by these and other authors as indicated below. Loss of cell viability was suspected
to be due to immediate DNA damage based on comet assays or single cell gel elec-
trophoresis assay. Measurement of the comet tails or DNAmigration determine how
much DNA damage is present in a given cell (Tice et al 2000; Kumaravel and Jha
2006). Another assay included longer DNA migration patterns on agarose gels after
exposure to usEPs. When suspension cells were treated with one and five pulses, it
was determined that essentially all damages occurred due to the first pulse since 5
additional pulses produced no greater loss in viability. It was also determined that
there were no sub-populations of Jurkat cells that were resistant to usEPs, since cell
surviving the first pulse regimen exhibited similar loss in viability as cells in the first
treatment. Adherent cells were much less sensitive to usEPs showing survival higher
than 60% survival after 5 pulses, except 3T3-L1 with ~6% survival after 1 pulse and
SV-FA (SV-40 transformed fibroblasts with Fanconi’s anemia with defective DNA
repair) with 40% survival after 5 pulses.

The mitotic indices of these cells were analyzed, which indicate the percentage of
cells that have entered mitosis. When DNA damage occurs, cells normally activate
cell cycle checkpoints that prevent cells from dividing until DNA repair has taken
place. After DNA damage the mitotic index is reduced until DNA repair is complete.
AT-LCL cells, which exhibit mutations in the ATM gene that regulates cell division
afterDNAdamage, andBS-LCL cells, which exhibit deficientDNA repair capability,
did not recover for as long as 7 days after usEPs, with mitotic indexes remaining
below the mitotic index of untreated cells. The mitotic index in Jurkat and HL-
60 cells took 7 days (168 h) to recover while adherent cells that expressed higher
survival levels recovered mitotic indices within 72–96 h after treatment. Compared
to untreated cells, AT-LCL cells exposed to usEPs were shown to have increases in
chromatid aberrations including chromatid gaps, chromatid breaks and fragments,
which were consistent with these aberrations in cells treated with ionizing radiation.

In a subsequent paper, further support for these findings was reported suggesting
usEP-induced physical damage to nuclear membranes, cytoskeleton, and chromo-
somal telomeres (Stacey et al. 2011). Again, Jurkat cells grown in suspension exhib-
ited greater damage than HeLa and SV-40 normal fibroblast grown as adherent cells.
When cells were exposed to one 60 ns pulse at 15 kV/cm (9.0 × 10−4 Vs/cm) Jurkat
cells became roundedwith intensely stained actin sites and did not survive. In contrast
HeLa cells exposed to the same conditions, cells became more rounded and actin
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filaments became spotted as the cytoskeleton appeared to breakdown and cells no
longer adhered to surfaces but recovered and remained mostly viable. When HeLa
cells and SV-40 fibroblasts were treated with cytochalasin B to prevent cytoskeletal
polymerization, they were more susceptible to usEPs indicating that a polymerized
cytoskeleton provided support that enhance survival in response to usEPs.

This study also demonstrated disruption of the actin cytoskeleton and nuclear
membrane and damage to telomeres that appeared to decrease Jurkat cell survival
exposed to single 60 ns 60 kV/cm pulses (3.6× 10−3 Vs/cm). Telomeres also appear
to sustain damage to these conditions. The authors used fluorescent in situ hybridiza-
tion (FISH), a molecular cytogenetic method that uses fluorescent probes that bind
to specific complementary nucleic acid sequencies. Here the authors used a pan-
telomere specific probe. In interphase Jurat cell nuclei, the telomers are adhered to
the nuclear membrane. The results indicated to the authors that these telomer-nuclear
membrane binding sites were potential targets for usEP nuclear damage. In untreated
cells, the FISH-identified telomers were located within the DAPI stained nucleus.
However, after a single 60 ns pulse at 60 kV/cm (3.6 × 10–3 Vs/cm), the telomers
were displaced from the nucleus. The nuclear membrane appeared to be sheared
from the nucleus. SV40 fibroblasts did not show this apparent telomer and nuclear
membrane damage.

To quantify these results, the authors counted telomers in exposed and unexposed
Jurkat cells and found that usEP-treated Jurkat cells exhibited only 11.5% of these
structures compared to untreated cells. However, with software enhancement, these
differences were not present. The author concluded that the probe was no longer
binding efficiently in the usEP-treated cells. This suggested that usEPs induced
conformational changes in the telomere-nuclear membrane structure interpreted as
severe damage to these structures. The authors envisioned usEPs inducing electro-
chemical effects that reduced intracellular stability making the nuclear membrane
more fragile, pulling it away from the nucleus. It was also possible that usEP caused
depolarization of nuclear lamina increasing the weakness of the nuclear membrane.
Such conformational changes could be responsible for the apparent lower affinity
or efficiency of the telomer probe binding to telomer sequences associated with the
nuclear membrane. The nearly absent effects in adherent cells are likely due to a
more stable cytoskeletal structure such that the usEP effects are dispersed through
the cell cytoskeletal structure rather than affecting the less stable nuclear membrane
and associated telomers in cells growing in suspension.

Romeo et al. (2011) showed with Jurkat cells under “milder”, non-lethal usEP
conditions (single 60 ns, 10–25 kV/cm; 1.0 × 10–4 to 1.5 × 10–3 Vs/cm) that there
was a transient electric field-dependent decrease in the comet assay DNA migra-
tion. The authors suggested that their results were due to pulse-induced transient
conformational change in the living cell nucleoprotein. Others observed transiently
disrupted cytoskeleton and transient increase in nuclear size in adherent HCT116
cells exposed to three 60 or 300 ns, 60 kV/cm pulses (3.6 × 10–3 and 1.8 × 10–2

Vs/cm, respectively) (Hall et al. 2005).
Data from both studies suggest that usEPs caused immediate and apparent direct

DNA damage, especially to cells grown in suspension, presumably because they
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have a less well-developed cytoskeleton. The cytoskeleton, nuclear membrane, and
telomeres were also damaged. In the first study (Stacey et al. 2003), the nature of
the DNA damage appeared to be similar to that caused by ionizing radiation (IR).
IR-mediated DNA damage is known to be caused by oxidative stress that results
in oxidation of DNA as well as to oxidation/peroxidation of lipids and proteins.
IR exposure to cellular water rapidly generates the reactive oxygen species (ROS),
hydroxyl radical (•OH), and ionized water (H2O+). Within picoseconds (10−12 s),
secondary ROS products such as superoxide (O2

•) and hydrogen peroxide (H2O2)
materialized as IR as damaging agents.While this may be rapid it is not a direct effect
or IR, but rather indirect effects (Thompson 2012; Reisz et al. 2014). In any event,
there does not appear to be a sub-population of Jurkat cells that exhibit resistances
to usEPs among the cells that are sensitive to usEPs. This indicates that usEPs have
effects across an entire population regardless of cellular heterogeneity. In the second
study (Stacey et al. 2011), using even lower electric field conditions, the damage to
cytoskeleton, nuclearmembrane, and telomeres suggests physical forces are involved
in these effects and that they should be considered in contrast to or in addition to
plasma membrane nanoporation as a cause of cell death.

Permeabilization of the nuclear membranewas also indicated in stably transfected
CHO cells with fluorescently labeled Histone-2b (H2B) and PCNA (proliferating
cell nuclear antigen (Thompson et al. 2016). H2B is tightly wound with DNA in
structures called nucleosomes and not mobile within the nucleus. In contrast PCNA
is loosely associated with DNA and is transiently associated during replication to
secure polymerases. Both 10 ns and 600 ns usEPs, especially at high pulse numbers,
permeabilize the nuclear membrane as indicated by translocation of PCNA from the
nucleus to the cytoplasm, while H2B remained in the nucleus. These pulses also
appear to cause disruption of the nuclear lamina, which are intermediate filaments
that form a meshwork underlying the inner nuclear membrane and is associated with
most the proteins in the inner nuclear membrane. They provide mechanical strength
to the nuclear membrane (Goldberg et al. 2008; Chi et al. 2009).

In another study using acridine orange (AO), 10 ns 65 kV/cm (6.5 × 10–4 Vs/cm)
or 60 ns 26 kV/cm (1.6 × 10–3 Vs/cm) pulses affected DNA in nuclei of HL-60
cells (Chen et al. 2004). AO binds to DNA in live cells. After usEP treatment, the
intracellular AO fluorescence decreased. This was suspected to be due to one or
more responses. It was possible, that AO alone or bound to nuclear DNA leaves the
nucleus, the AO bound to DNA decreases, and/or the AO fluorescence is reduced by
the usEP. This couldmean that usEPs alter the characteristic of the nuclearmembrane
and plasma membrane or the pulses change the DNA molecules so that AO binding
to DNA is decreased.

In the study shown in Fig. 7.1, effects of usEPs on DNA damage defined by repair
mechanisms were shown to be related to caspase activation and apoptosis. Double-
stranded DNA damage was defined by Histone 2AX (H2AX) phosphorylation on
serine 139 (γH2AX) (Rogakou et al. 1998), one of the earliest and most sensitive
indicators of DNA damage. In this study Jurkat cells were treated in the absence
(middle panel) or presence (right panel) of z-VAD-fmk, a caspase inhibitor with ten
60 ns pulses at 60 kV/cm (1.1 × 10–2 Vs/cm), which was considerably more intense
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Fig. 7.1 UsEP induced DNA damage is caspase-dependent—Jurkat A3 clones were sham treated
or treated with ten 60 ns pulses at 60 kV/cm (1.1 × 10–2 Vs/cm) in the presence and absence of the
caspase inhibitor z-VAD-fmk, a caspase inhibitor. Six hours later, cells were permeabilized, labeled
with an antibody to phosphorylated Histone 2AX (γH2AX) labeled with FITC and analyzed by
flow cytometry

than the studies showing DNA or nuclear damage above. The binding of γH2AX
appeared late (~4–6 h) and was attenuated by caspase inhibition, suggesting this
DNA damage was related to late- stage apoptosis. When cells were analyzed 6 h
after treatment for γH2AX, the presence of this DNA damage indicator increased
from less than 1% in sham treated cells to nearly 30% in treated cells. However,
in the presence of the caspase inhibitor, levels of γH2AX were near control levels.
This demonstrated that the presence of DNA damage in usEP-treated Jurkat cells
was caspase-dependent, indicating that the DNA damage under these conditions in
Jurkat cells was related to apoptosis. This conclusion is also supported by the finding
that DNA damage did not occur until late; it was not present at 2 h and very low at
4 h (data not shown). The timing of the presence of caspase-dependent DNA damage
gives us some perspectives of the kinetics of caspase-mediated cell death in response
to usEPs.

From a power perspective, it might be possible for usEPs to transiently disrupt
single hydrogen bonds, but highly unlikely to disrupt millions of hydrogen bonds
that stabilize DNA molecular structure. Nevertheless, a major factor proposed to
determine usEP effects on cell membranes as well as intracellular structures and
functions is immense charging effects on molecules, which could alter molecular
structures, changing their conformation as suggested above. Based on the results
of DNA damage reported by Stacey et al. (2003, 2011), Thompson et al. (2012,
2016) and Chen et al. (2004), and the results of Ren and Beebe above, provide
contradictory evidence of usEPs on DNA damage. All of the damage assessment
strategies are valid. The comet assay has been used in multiple laboratories as a
method of risk assessment for characterization of biohazards (Møller 2006) and as
measures of DNA damage and repair (Azqueta et al. 2019). The γH2AX biomarker
has been suggested for use as a genotoxicity assay and as use for roles in genotoxicity
risk assessment (Kopp et al. 2019). Thus, while it is clear that usEPs can damage
DNA, it is difficult to determine the damage mechanism. Most experts suggest that
the energy or power in usEPs is not sufficient to directly alter the double-stranded
structure of DNA, so DNA damage is most likely due to indirect effects of usEPs
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on DNA caused by ROS or caspase-dependent mechanisms. It would be interesting
if all of these approaches were applied in the same study so that conditions and cell
types would be standardized.

The nucleus and DNA have been the focus of a number of studies. As reviewed
above, many studies showed that usEPs induce DNA damaged determined by
TUNEL, comet assays, fragmentation by flow cytometry, and γHistone-2AX. The
earliest and perhaps the most thoroughly study analyzing effects of nsPEF on DNA
demonstrated that nsPEF-induced genotoxicity was cell type-dependent, with non-
adherent cells being more sensitive than adherent cells (Stacey et al. 2003). After a
single 60ns, 60kV/cmpulse (3.6x10-3), unlike all but oneof seven adherent cell types,
non-adherent cells exhibited 10% survival, induction of DNA damage and a decrease
in the number of cells reaching mitosis. Comet assays immediately after usEP treat-
ment of Jurkat cells increased comet tail lengths 1.3- and 2.6-fold with one and 10
pulses, respectively, with the same conditions indicated above, indicating that DNA
damage was a direct effect of electric fields. HL-60 cells also showed similar effects,
albeit less striking. When DNAwas isolated immediately after pulsing and analyzed
by electrophoresis on agarose gels, a smear of DNA occurred in cells exposed to five
pulses with conditions above while DNA from unexposed cells was present as a tight
band, again indicating direct usEP-induced DNA damage. Examining lymphoblas-
toid cell line (LCL) from a homozygous patient with ataxia telangiectasia (AT), who
are unable to repair DNA damage in response to radiation, chromatid aberrations
were identified in 78% of cells exposed to a single 600 ns, 60 kV/cm pulse (3.6x10-2)
Vs/cm), while only 22% were observed in control cells. In all, 41 types of damage
were observed in exposed cells including more chromatin gaps, breaks and frag-
ments than in control cells. However, the finding that DNA damage by γH2AX in
Jurkat cells was late and caspase-dependent (Fig. 7.1) is inconsistent with results
from the comet assay, which were analyzed immediately after pulsing. There are
no simple explanations for these differences since both detect double strand breaks.
The comet assay is less sensitive, more variable, and subject to other factors such
as materials that generate variations and temperature, which is not a problem with a
single pulse under the applied conditions. While these issues might raise questions,
the comet assay is considered a sustainable method (Lynch et al. 2011). It would be
suspected that such comet-detected and telomer-detected damages ultimately lead
to signaling from the nucleus to the mitochondria ultimately leading to cytochrome
c release and caspase-mediated apoptosis. However, these signals are reported to
come from the nucleus via BH-3 only proteins Puma and Noxa in response to geno-
toxic stress such as a radiation, telomer erosion, and hypoxia, cytokine depletion,
tumorigenic stress signals, among others (Villunger et al. 2003); however, Jurkat cells
treated with the same conditions in Fig. 7.1, which were more intense than studies by
Stacey et al. (2003, 2011) and Romeo (2011), did not exhibit either of these nuclear-
mitochondrial signal molecules on immunoblots (Beebe et al. 2013), yet these same
conditions induced cytochrome c release and caspase activation (Beebe et al. 2003,
2013; Ren et al. 2012). Taken together, additional studies are required to determine
the mechanism of usEP-induced DNA damage.
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7.4 Effects of usEPs on Nuclear Substructures

Intracellular usEP effects affect subnuclear structures. Figure 7.2 shows usEP effects
on nuclear speckles (NSs) in Jurkat cells in both M-phase and G1-phase of the cell
cycle (Chen et al. 2007). While NSs during mitosis are called mitotic interchro-
matin granules (MIGs) in the M-phase from metaphase to telophase, we refer to
them in all cell cycle phases as NSs. Nuclear speckles, which are also called inter-
chromatin granular complexes (IGCs) and SC35 domains and represent one of the
subnuclear compartments or nuclear bodies along with nucleoli, paraspeckles, Cajol
bodies and Gems (gemini of Cajol bodies), among other structures. An increasing
number of other nuclear domains have been described including nuclear stress
bodies, histone locus bodies, polycomb bodies, DNA damage foci, cleavage bodies,
matrix-associated deacetylase bodies and clastosomes (Dundr 2012; Sleeman and
Trinkle-Mulcahy 2014).

The earliest understanding of NSs, which included splicing factors and small
nuclear ribonucleoproteins (snRNPs, U1, U2, U4,5, 6), was a role in splicing,
primarily to provide splicing factors at transcription sites (Spector et al. 1983, 1991).
Generally, the conventional view held that NSs function in assembly, modification,
temporary storage, and recycling of splicing factors. It is now known that NSs are
focal points or hubs that synchronize all nuclear gene expression regulation steps

Fig. 7.2 Flow cytometric quantitative analysis in nuclear speckle changes in M-phase and G1-
phase Jurkat cells at various times after usEP treatment with pulse(s) of 10 ns and 150 kV/cm.
Human Jurkat cells were synchronized to the M-phase (95%) with nocodazole (a and b) or to the
G1-phase (70%) with mimosine (c and d) and treated with 1 pulse (1.5x10-3 Vs/cm)(a and c) or 5
pulses (3.4x10-3 Vs/cm) at 1 Hz (b and d) usEPs with a duration of 10 ns and electric field intensity
of 150 kV/cm. At indicated times (10, 60, and 180 min), nuclear speckles were detected by flow
cytometry (relative FITC fluorescence intensity, Y axis) after intracellular immuno-labeling with
Y12 antibody, a specific nuclear speckle marker. P value were determined by Student’s test, two-tail
of the log converted values. Error bars indicated SD. e Representative confocal microscopic images
of Y12 antibody binding to speckles in M-phase Jurkat cells unexposed (left) and 3 h (right) after
five consecutive pulseswith 10 ns duration, 150 kV/cm electric field. f Typical confocalmicroscopic
three-dimensional images of Y12 antibody binding to speckles in a Jurkat cell in M phase before,
at 10 min, 1 h and 3 h after five consecutive 10 ns, 150 kV/cm pulses (400 × images) (Taken from
Chen et al. 2007)
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(Galganski et al. 2017). Importantly, NSs are dynamic structures with changing
sizes, shapes and numbers depending on levels of transcription, metabolic activity
and environmental signaling factors. Their constituents can constantly exchange
within the nucleoplasm, other nuclear locations (Lamond and Spector 2003; Spector
and Lamond 2011) and within the cytoplasm (Cáceres et al. 1998). NSs enhance
the efficiency and integration of gene expression steps from transcription to mRNA
export (Hall et al. 2006). Although transcriptions does not occur within most NSs
(Cmarko et al. 1999) and DNA does not appear to be within NSs, but close to it
(Hall et al. 2006), all of these steps are linked with RNA polymerase II transcrip-
tion, which occurs in close association to and with NSs. Several reports have shown
splicing activity occurs within NSs (Dias et al. 2010; Girard et al. 2012).

The NS-IGC proteome includes 146 proteins with 81% associated with IGCRNA
metabolism and 54% as splicing factors. These NS-IGCs also include RNA associ-
ated proteins, cleavage and polyadenylation factors, RNA polymerase II subunits,
transcription factors,mRNAexport proteins, apoptosis proteins amongothers (Saitoh
et al. 2004). Nuclear speckle proteins that are involved in chromosome localization,
chromatin modification, transcription, splicing, 3 end processing, mRNA modifica-
tion, mRNA coating with proteins and messenger ribonucleoprotein (mRNP) export
are assembled in NSs (Biggiogera and Fakan 1998; Galganski et al. 2017).

Structurally, these proteins form NSs with SC35 domains of about 20–25 nm in
diameter and assemble into 20–50 irregularly shaped “speckles” of 1–3 μM that
are ultrastructures referred to as IGCs. These NS self-assemble. Although an under-
lying scaffold has not been clearly defined, but there are several structural proteins
including lamin A and snRNP-associated actin have been identified in NSs (Lamond
and Spector 2003). Actin and myosin Ic may be needed for transcriptional initiation
and elongation (Galganski et al. 2017).

Hall and colleagues (2006) demonstrated several useful findings related to the
structure and function of NSs. Nuclear speckles accumulate snRNPs and splicing
factors, many of which contain RS motifs (Arg-Ser sequences) as part of their struc-
tures. One of these RS splicing factors is SC35, which is a common antigen for iden-
tifying NSsmaking them synonymous with SC35 domains. These SC35 domains are
always enriched in poly(A) RNA. These poly (A) RNAs are present in transcripts of
protein coding genes and SC35 domains can contain multiple specific pre-mRNAs
from different genes that are often highly expressed in metabolically active cells.
These pre-mRNAs accumulate within SC35 domains with their corresponding gene
just on the periphery of the domain. Splicing occurs outside of the SC35 domain,
yet spiced mRNA appears to pass through the domain. These splicing factor accu-
mulations of NSs indicate locus-specific organizations of active genes with large
domains of metabolic factors. There appears to be important links between SC35
domain accumulation for quality control and mRNA export from these domains.
These SC35 domains (NSs, IGCs) function as nuclear foci that are spatially linked to
specific pre-mRNAs transcription, splicing and export that rapidly recycle of RNA
metabolic complexes (Hall et al. 2006).

An important characteristic of these NSs (SC35 domains, IGCs) is their dynamic
nature. The shape and size of NS can be manipulated, and subsets of SR proteins
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have been shown to shuttle into and out of NS or remain within them depending,
at least in part, to their phosphorylation state. These dynamic protein movements
have been analyzed by inhibiting of RNA polymerase II with actinomycin D or DRB
plus cycloheximide; by inhibiting phosphoprotein phosphatases PP2A with okadaic
acid or cantharidin or inhibiting PP1 with tautomycin; or by overexpressing the SR
protein kinase cdc-like-kinase (Clk)/STY (Cáceres et al. 1998; Sacco-Bubulya and
Spector 2002; Hall et al. 2006). For example, inhibition of PP2A results in hyper-
phosphorylated SC35 causing it to aggregate along with poly(A) RNA aggregation.
In contrast, inhibition of PP1 or overexpression of Clk/Sty resulted in SC35 and
poly(A) RNA disassembly. Inhibiting RNA polymerase II resulted in SR proteins
SF2/ASF and SRp20 to shuttle into the cytoplasm while SC35 and SRp40 remained
in the nucleus (Cáceres et al. 1998).

In Jurak cells, usEPs with 10 ns durations and electric fields of 150 kV/cm (1.5
× 10–4 Vs/cm), a relative low charging delivery, affected nuclear speckles (NSs),
also known as small nuclear ribonucleoprotein particles (snRNPs) or interchromatin
granule clusters (IGCs) in both theM-Phase andG1phase of the cell cycle (Chen et al.
2007). Figure 7.2 shows NS in M-phase (Fig. 7.2a) and G1-phase (2C) that usEPs
with a single 60 ns, 150 kV/cm pulse with transiently decreases NS formation 10min
after pulsing followed by time-dependent increases in NS formation 1 and 3 h post
pulse. In contrast, 5 pulses at 1 Hz in M-phase (2B) and G1 phase (2D) with relative
stability enhance NS formation up 10 3 h after pulses, especially in the G1-phase10
min and 1 h and 3 h. Increased NS formation was greater in the G1-phase than the
M-phase. Figure 7.2e show M-phase microscopic images of increased cell numbers
expressing NSs and Fig. 7.2f shows M-phase confocal images of time-dependent
increases in NS formation after usEP treatment with 5 pulses. These studies indicate
that NPS can also affect RNA–protein nuclear substructure complexes and/or mRNA
processing. How might NPs have affect NSs?

It is known that the size (fluorescence intensity) (as in Fig. 7.2a–d) and shape of
NSs reflect the steady state dynamics of protein constituents that arrive and leave
the NS domains. For example, NS tend to round up (as in Fig. 7.2f) when mRNA
Pol II transcription is inhibited or when pre-mRNA splicing is inhibited with siRNA
(Lamond and Spector 2003; Spector and Lamond 2011). Decreased gene expres-
sion is associated with decrease in chromatin content and NS dispersion (as in
Fig. Fig. 7.2a, C, 1 pulse). However, it is unclear if the usEP effects on NSs are
direct effects on the complex structures themselves or effects on NS functions that
affect RNA metabolism, SR protein phosphorylation status and/or inhibit mRNA
export.

Given that there are a number of subnuclear structures, it is important to understand
what theY12 antibody and other antibodies specifically recognize. TheY12 antibody
recognizes common core proteins of snRNPs involved in RNA processing (Lerner
et al. 1981; Zieve and Sauterer 1990). More specifically, it recognizes snRNPs in
SC35 domains that bindU-1, U-2, andU-4-6 small nuclear RNAs (snRNAs), so these
are NS splicing factor proteins—RNA binding proteins. However, the Y12 antibody
is now known to bind some coilin-rich Cajal bodies, so they may not be absolutely
specific for NS, although they have been routinely used for decades (Hall et al. 2006).
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In these studies antibodies could be used that identify splicing factor proteins that
have been identified, although some transiently in dynamicNSs, including antibodies
that identify RS (Arg-Ser motifs) domain containing proteins SC35, 9G8, S2/ASF,
SRp40, SRp20 and SRm 300 (Fu and Maniatis 1990; Cavaloc et al. 1994; Cáceres
et al. 1998; Hall et al. 2006). Among these, SC35, SRm 300 and SRp40 remain in
NSs, while SF2/ASF, 9G8 and SRp20 shuttle in and out of NSs/nucleus (Cáceres
et al. 1998; Hall et al. 2006). These antibodies specifically recognize their cognate
antigens (proteins).

Koga and colleagues (2019) showed that usEPs induced the extracellular release
of chromosomal DNA and histone citrullination in DMSO-differentiated HL-60
neutrophils. HL-60 cells are an acute myeloid leukemia cell line. The authors’ intent
was to show effects of usEPs on immune cells. They show that the cells were well-
differentiated into neutrophil-like cells. The differentiated cells expressed neutrophil-
likemorphologywith nuclear changes of lobulation with invaginated nuclear rim and
expressed CD11b, which is typical of activated neutrophils and absent in undifferen-
tiated HL-60 cells. These differentiated cells also exhibited down-regulation of the
hTERT gene, a telomerase reverse transcriptase that is expressed in undifferentiated
HL-60 cells.

The authors used SYTOX green, which stains DNA but does not enter intact
cells. UsEPs with forty pulses with 80 ns durations at 20 kV/cm (1.6x10-3 Vs/cm)
exposure to differentiated cells, therewas a filamentous green staining in the extracel-
lular space, indicating DNA extrusion from the cell, as well as intracellular nuclear
staining. The results indicate that the usEPs permeabilized the plasma membrane
allowing the cell impermeable CYTOX green to stain intracellular DNA and staining
DNA that was released from the cell. As a positive control the authors used iono-
mycin, aCa2+ ionophore, know to induce this responsemimicked the effects of usEPs.
The extrusion of chromosomal DNA in neutrophils is known as neutrophil extracel-
lular traps (NETs) that function to trap pathogens as a mechanism of defense. This
response leads to neutrophil cell death known as NETosis. These NETs, composed
of decondensed chromosomal fiber aggregates, trap and kill pathogens. NETs also
lead to phagocytosis of trapped pathogens by other neutrophils. Prior to extru-
sion, the NETs exhibit post-transcriptionally altered histones as arginine residues
are hydrolyzed forming the un-conventional amino acid citrulline. This process is
known as citrullination. This promotes the chromatin decondensation by reducing
the histone positive charges (Wang et al. 2009). Kogo et al., also demonstrated
that the extruded DNA was citrullinated in time-, electric field- and pulse number-
dependent manners. The extrusion of DNA was enhanced in the presence of Ca2+

and citrullination as Ca2+-dependent. Both responses required that the HL-60 cells
be differentiated. These studies indicate that usEPs induce a non-infection or sterile
activation of neutrophil-like cells. While the mechanism(s) responsible for usEP-
induced NETosis, it is known to require ROS, which are increased by usEPs in a
Ca2+-enhanced manner (Nuccitelli et al. 2013; see Fig. 8.8). Pakhomov (2012) also
demonstrated that usEPs increase ROS.
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Chapter 8
Mitochondria as usEP Sensors

Stephen J. Beebe

Abstract The endocytotic and symbiotic inclusion of a prokaryote by an early
eukaryote, its subsequent evolution as mitochondria, and its collaboration with the
nucleus provided these new symbiotes with enough ATP to evolve a new world
of extraordinarily diverse organisms. Mitochondria assumed roles for lives replete
with energy from ATP and control over the death of cells when their usefulness
was finished or when they malfunctioned or were injured beyond repair. The outer
mitochondrial membrane (OMM) protects the electron transport chain (ETC) in
the inner mitochondrial membrane and the mitochondria’s DNA, which is used for
some of the proteins in the ETC. The ETC is supplied with electrons from NADH,
FADH2 produced by oxidative phosphorylation (OXPHOS) as Complexes I, III,
and IV pump proton (H +) out of the matrix to generate a proton motive force
and a mitochondrial membrane potential (��m). H + reenter the matrix through
ATP synthase for the production of ATP. All this complexity provides usEPs with
multiple targets for effects on cell life and death. UsEP’s role in cytochrome c release
in apoptosis and other regulated cell death (RCD) mechanisms in cancer ablation has
been a significant application with clinical medicine, which is still in developmental
stages in clinical trials. UsEPs increase reactive oxygen species (ROS) and dissi-
pate the ��m, which can occur without permeabilization of the IMM, especially in
the presence of Ca2+ that enters cells through nanopores in the plasma membrane.
This loss of ��m is facilitated by usEP effects on the Ca2+-dependent and redox-
sensitive protein cyclophilin D (CypD). CypD regulates the mitochondrial perme-
ability transition pore (mPTP) that dissipates the ��m, leading to regulated cell
death and apoptosis if mitochondria release cytochrome c into the cytoplasm to acti-
vate caspases. We also discuss the possible identity of the mPTP as ATP synthase.
Experiments continue to test this hypothesis. Experiments here also show that usEPs
with a shorter (faster) rise-fall time are more effective to dissipate ��m than usEPs
with a longer (slower) rise-fall time. It also appears that over-expression of BCL-xl
and BCL2 cannot protect the mitochondria from the effects of usEPs. Experiments
measuring oxygen consumption in cells treated or not with usEPs indicate that the
usEPs attenuate oxygen consumption in Complexes I and IV of the ETC. These
results suggest that usEPs inhibit electron transport in the ETC. We also show that
usEPs that ultimately lead to cell death in 4T1-lucmammary cancer cells up-regulates
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essential subunits in the ETC. Thus, usEPs target several mitochondrial components,
including those that regulate ��m and electron transport in the ETC.

8.1 Introduction

Given the dogma that usEPs affected intracellular structures and functions, the
nucleus, mitochondria, and endoplasmic reticulum (ER) were primary suspected
targets for major usEP effects. Given that the nucleus was considered the “execu-
tive suite” of the cell and was covered by a membrane with large complex pores, it
was thought that for electric fields that “went through the cell”, the nucleus seemed
like an important target for intracellular electromanipulation. As early studies were
being carried out on usEP effects on cell DNA damage, cell cycle analysis and
viability (Stacey et al. 2003), usEPs were shown to induce apoptosis in human Jurkat
cells (Beebe et al. 2002, 2003). Increases in caspase catalytic activity, late phos-
phatidylserine externalization and cytochrome c release were coincident in response
to 10, 60, and 300 ns pulses. These results were time-, electric field-, and pulse
duration-dependent, yet energy density-independent (Beebe et al. 2003; see section
usEPs induced RCDmechanisms, Chap. 9 ). While some caspase mechanisms occur
independently ofmitochondria involvement, the importance of this organelle in apop-
tosiswaswell-known at that time and remains so.Other studies focused on theERand
Ca2+ mobilization (Vernier et al. 2003; Beebe et al. 2004;White et al. 2004; Buescher
et al. 2004) as well as the most common usEP target, the plasma membrane (Beebe
et al. 2002, 2003; Vernier et al. 2003, 2004a, b; Deng et al. 2003; Pakhomov et al.
2007a, b). However, given the high resting voltage in mitochondria, usEP effects
on these membranes are expected to be principal intracellular targets (Kotnik and
Miklavcic 2006). Other than the release of cytochrome c, it was not until 2010 and
after that more specific usEP effects on these organelles were clearly shown. As
indicated earlier, mitochondria are considered today to be a primary target for usEP
effects on many aspects of cell physiology including oxygen consumption, reactive
oxygen species (ROS) generation, cytochrome c release, regulated cell death (RCD),
and others. Before additional studies on usEP effects of mitochondria are reviewed,
it is of considerable interest to review the origins of mitochondria and consider how
their roles in cell functions have affected animal and plant (chloroplasts) life on earth.
It is also intriguing to contemplate whether the nucleus and/or mitochondria occupy
the “executive suite” of the cell. Since mitochondria are provided by the mother,
they could be considered the Queen of the cell; this would allow the nucleus to be
the King of the cell. And while they occupy different “suites”, they have excellent
communications that resulted in quite a royal symbiosis for advancing life forms on
planet earth.
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8.2 From Prokaryotes to Eukaryotes—The Origin
of Mitochondria

Prokaryotes, which include archaea and eubacteria (bacteria), do not have intracel-
lular structural organization, such as organelles or membrane-bound intracellular
structures (cyanobacteria are a notable exception). They do not have a nucleus but
have a single circular chromosome of double stranded DNA in a cellular location
called the nucleoid. Prokaryotes consist of a capsule-like cell wall and an inner
cell membrane that surrounds the cytoplasm containing DNA, ribosomes for protein
synthesis and some raw materials. Eukaryotes or multicellular organisms are more
structurally organized and complex. They have a cytoplasm surrounded by a plasma
membrane, but no cell wall. They also have a nucleus consisting of a double layered
lipid nuclear membrane or nuclear envelop with a perinuclear space between the
two lipid layers. The nuclear envelop surrounds and protects the chromosomal DNA
genome. The double lipid bilayer contains many pores, which are complex struc-
tures containing more than 30 different proteins. These pores regulate the passage
of large molecules such as RNA and ribosomal proteins out of the nucleus into the
cytoplasm and signaling molecules and transcription factors from the cytoplasm into
the nucleus (Maul and Deaven 1977; Lin et al. 2016). Eukaryotes also contain many
mitochondria, which carry out oxidative phosphorylation and reduce oxygen towater
and synthesize ATP for cellular energy. They also regulate cell death. Eukaryotes
also have a cytoskeletal system and a system of membrane bound compartments
called organelles. The cytoskeleton is a highly organized and intricate system of
scaffolds built with tubulin-containing microtubules and actin-containing microfil-
aments. The dynamics of the eukaryotic cytoskeleton with molecular motors and
self-organizing mechanisms can only best be described by computational models
(Jekely 2014). The cytoplasm is filled with other membranous structures, Golgi
apparatus, lysosomes, peroxisomes, and endoplasmic reticulum (ER) with (rough)
and without (smooth) ribosomes. The ER is contiguous at sites with invaginations
from plasma membrane and makes connections with mitochondria and is contin-
uous with the nuclear membrane (see Chapter 5, Figs. 5.1 and 5.2). Communications
between the ER and mitochondria maintain cellular homeostasis and determine cell
fate, but these connections are also important for integrating nutritional and hormonal
signals in normal metabolism as well as playing roles in metabolic diseases and other
pathologies (Tubbs and Rieusset 2017). While the nucleus must communicate with
the mitochondria, since most of the genes in the mitochondrial electron transport
chain come from nuclear genes, themitochondria also communicate with the nucleus
inwhat is called retrograde signaling,which regulates gene transcription among other
activities at the request/demand of the mitochondria (Cagin and Enriquez 2015).

Mitochondria are remarkable structures and have a most interesting origin in
evolutionary history. They provide us with a rich source of ATP for life functions as
well as intra-mitochondrial constituents for cell euthanasia when cells need to die.
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Fig. 8.1 The endosymbiotic origin of mitochondria

During evolution, eukaryotic cells are believed to have evolved from prokaryotic
cells. These results had an extraordinary impact on bioenergetics and biosynthesis
and consequently a historic and evolutionary influence on life on earth (Dyall et al.
2004) (Fig. 8.1).

Since these events occurred more than 1.5 billion years ago, there are many theo-
ries about how these incidents unfolded. All these ideas about the origin of mitochon-
dria from bacteria are only theories and must remain so. These theories can never be
scientifically proved because the evidence or the means to test hypotheses are lost in
the past. Perhaps the most noteworthy hypothesis for the origin of mitochondria was
the inclusion of anα-proto-mitochondria from aα-proteobacterium-like ancestor into
an Archaea-type bacterial host (or into an already eukaryotic host) about 1.5 billion
years ago. This event forever changed life on planet earth. This phenomenon is
also fascinating because it was a once-occurring event in earth’s evolutionary history
(Dyall et al. 2004; Gray 2012).When cyanobacteria initiated theGreat Oxygen Event
or the Great Oxidation by producing enough oxygen by photosynthesis to saturate
iron deposits on land and in sea, free oxygen escaped into the atmosphere. This epoch
has also been called the Oxygen Catastrophe or Oxygen Crisis (even Oxygen Holo-
caust) becausemost of life on earth at that time could not utilize or tolerate oxygen and
became extinct. About this time these α-proteobacterium-Archaea symbionts began
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to use oxygen and flourish with extraordinary and amazing diversity. Cyanobac-
teria used sunlight to oxidize water, thereby producing oxygen as a waste product.
This Great Oxidation coupled with the utilization of oxygen by eukaryotes changed
the direction of life on earth and commenced an astonishing evolution of plant and
animal life (Sessions et al. 2009). Multicellular organisms independently evolved
into at least 6 different eukaryotic groups (Rokas 2008). The utilization of oxygen
by mitochondria through the electron transport chain (ETC) was a revolution of
nature and provided the basis for ATP production by organisms in much greater
quantities than was previously possible. The oxidation of water producing oxygen
as waste by cyanobacteria and the reduction of oxygen producing water as waste by
mitochondria were evolutionary genius and demonstrates an astounding conserva-
tion of nature’s resources by completing an oxidation reduction cycle over a billion
years—a kind of universal equilibrium.

Since this origin of mitochondria from bacteria is a hypothesis, there should
be some evidence to support it. First, there are several overt features shared
by bacteria and mitochondria. Bacteria and mitochondria have similar sizes and
shapes, and both have double layered membranes. The outer and inner mitochon-
drial membrane (OMM, IMM) are suggestive of the bacterial cell wall and plasma
membrane. Also, mitochondria divide independently of the cell, on their own, much
like individual bacteria. Furthermore, like bacteria, the mitochondrial genome is
circular, lacks introns and transcription is coupled to translation. However, the real
evidence that α-proteobacteria evolved into mitochondria is based on comparative
genomic, proteomic, and phylogenetic commonalities between mitochondria and
α-proteobacteria such that they descended from a common evolutionary ancestor
or group not shared by any other group—a monophyletic origin of bacteria from
within α-proteobacteria (Gray 2012). Whichever hypothesis of origin is correct,
pro-mitochondria arose only once in evolution. Thus, the origin of eukaryotes and
humankind in their most complex form was a once-in-a-lifetime or planet-time
phenomena! A eukaryote singularity.

In the symbiosis, the primitive eukaryote provided ample nutrients to the
prokaryote, which then provided bountiful quantities of ATP for the primitive
eukaryote. These new energy levels afforded new opportunities for additional devel-
opments. Since their proto-mitochondrial origin, mitochondria have advanced in
drastically different directions, far and away from its α-proteobacterial origin (Gray
2012). In the evolution of the endosymbiont to an organelle, endosymbionts lost
most of their genes and most of those that remain were transferred from the proto-
mitochondria to the nucleus. It is estimated that 1000–3000 genes were lost in the
bacterial endosymbiont to proto-organelle evolution. Interestingly, of the more than
800 human genes that carry α-proteobacteria signatures, only about 200 are found in
the human mitochondrial genome, indicating that proto-mitochondrial contributions
to eukaryote evolution extend beyond mitochondria to other cellular constituents
(Gray 2012). Mitochondrial DNA code for only 13 subunits in the oxidative phos-
phorylation complexes that include the mitochondrial electron transport chain and
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ATP synthase, while nuclear DNA codes for 77 subunits. Thus, most mitochondrial
proteins are transcribed in the nucleus, synthesized in the cytoplasm, and must be
transported through one or twomitochondrialmembranes to find their final functional
sites.

This enormously important incident of an α-proteobacterium-Archea symbiont
was a prodigy of evolutionary nature. Yet during this vast evolutionary time and
the incredible diversity giving rise to 8.7 million species of eukaryotes on earth
today (Mora et al. 2011), none of the organisms, nor the unknown millions that are
extinct, had ever been exposed to a usEPs until very recently. Thus, how different
cells respond to usEPs and whether they are normal or distinctively cancerous can be
expected to be diverse. This diversity will be amplified when we consider that low
usEP conditions can activate cells and high or intense conditions can eliminate them.
As will be discussed later, these differences can be observed within mitochondria
themselves.

8.3 Up Close and Personal with Mitochondria

UsEP can affectmitochondria—There is enough evidence that usEPs can affectmito-
chondria, especially themitochondrialmembrane potential (��m); however, there is
evidence that other mitochondrial structures and functions are affected. Given known
effects of electric fields on cell membranes, one obvious usEP-mediated mechanism
is to permeabilize, or nanoporate, the IMM allowing ions to enter the matrix and
dissipate the ��m (Vernier 2011; Batista Napotnik et al. 2012; Beebe 2012, 2013,
2015). While this does happen at relatively high electric fields, there is accumu-
lating evidence that usEPs can induce non-permeabilizing effects on mitochondria
affecting the��m (Beebe et al. 2012, 2013, 2015) and affectingmitochondrial func-
tion in other ways including effects on the rate of oxygen consumption (Estlack et al.
2014a, b; Lassiter, Tanaz, BoniHani, Lai, andBeebe unpublished; Fig. 8.16), electron
transport chain complexes (Lane andMartin 2010; Figs. 8.4, 8.16 and 8.17), themito-
chondria permeability transition pore (mPTP) (Beebe et al. 2012, 2015; Fig. 8.9) and
perhapsATP synthase (Figs. 8.14 and 8.15). To understand usEP effects onmitochon-
dria, it will be helpful to review some basic principles of mitochondrial structures,
generation, and function of ��m, structure and function of the electron transport
chain (ETC) and their complexes as functional units of respiration, the mPTP, struc-
ture and function and ATP synthase, which is responsible for synthesizing ATP and
may be a structural unit of the mPTP.

Mitochondria structure and function—The primary function of the mitochondria
is to carry out cellular respiration in order to provide energy for cellular activities
and to regulate metabolism. They do this by synthesizing ATP as a primary energy
source. In so doing, mitochondria provide energy by oxidizing substrates from the
citric acid or Krebs cycle and generate ��m. As with all biological systems, the
function of mitochondrial components critically depends on their structure.

Figure 8.2 shows the basic structure of a mitochondrion. These rod-shaped mito-
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Fig. 8.2 A basic diagram of a mitochondrion. Mitochondria contain two membranes. The outer
mitochondrial membrane (OMM). The OMM is permeable to small molecules. The inner mito-
chondrial membrane (IMM) is folded into cristae, which include the electron transport chain for
ATP synthesis. The OMM and IMM are separated by an intermembrane space. The mitochondrial
DNA, which contain 37 genes, exists in the matrix space within the IMM

chondria have two membranes—an outer mitochondrial membrane (OMM) and an
inner mitochondrial membrane (IMM), creating an intermembrane space between
them. Like the plasmamembrane these are composed of phospholipidwith imbedded
proteins. The OMM is porous. It contains a significant number or proteins called
porins. These structures allow exchange of materials between the intermembrane
space and the cytoplasm, such as ions, nutrients, metabolites, ADP, and ATP among
other relatively larger molecules. Because of the porous OMM, the intermembrane
space has a similar composition to the cytoplasm. However, there are differences
in the protein content of the inner membrane space compared to the cytoplasm.
The IMM is a more complex, folded structure forming cristae providing a much
larger surface area inside the organelle. This membrane is much more selective for
molecular transport between the intermembrane space and the inside matrix. The
IMM surrounds the matrix and contains an array of chemical reactions including the
respiratory chain or electron transport chain and ATP synthase that work together
to produce ATP and generate the ��m. The mitochondrial circular DNA is also
contained within the mitochondrial matrix. The DNA is a small circular chromo-
some encodes only 37 genes (Anderson et al. 1981). It consists of heavy outer and
a light inner strand encoding 13 proteins, including subunits of NADH dehydro-
genases, cytochrome c oxidases, and ATP synthase; ribosomal RNAs and transfer
RNAs. Note that the greatest number of genes encoding proteins in mitochondria are
encoded in the nucleus, where they are transcribed, translated and the protein prod-
ucts imported into mitochondria. This requires mitochondrial proteins to transport
these across the IMM. In humans and many other organisms, mitochondrial DNA
is only inherited from the mother. This affords the basis for studying evolutionary
history and relationships between and among individuals and groups of organisms
(phylogenetics).

Mitochondrial DNA (mtDNA) has recently been shown to have a unique role
distinct from producing mitochondrial transcripts and proteins. It is known that
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permeabilization of the OMM results in the release of pro-apoptotic factors for mito-
chondria, such as cytochrome c, to induce non-inflammatory apoptotic cell death.
Under similar circumstances, mtDNA has been shown to be released into the cyto-
plasm as the inner mitochondrial membrane is ruptures (Riley et al. 2018). The
mtDNA, which has a prokaryotic origin, then activates signaling pathways that are
used by cells that are invaded by bacteria and viruses. These organisms also release
DNA into the cytoplasm causing innate immune response and inflammasome activa-
tion. Such DNA fragments can activate cellular signaling systems sensed by Toll-like
receptors (TLR) among other receptors as discussed in the section on usEPs induce
RCD mechanisms. This can cause cytokine production such as IL-1β and/or type I
IFN. It appears that caspase activation is important to prevent type I IFN produc-
tion and inflammation during apoptosis (White et al. 2014; Rongvaux et al. 2014;
Giampazolias et al. 2010).

The electron transport chain (ETC) and the mitochondrial membrane potential
(��m)—One of the most important structural and functional units in the IMM is
the ETC comprising a series of four complexes referred to as complex I through IV.
ATP synthase, which produces ATP, is complex V. During most efficient respiratory
function, these complexes form a super-complex. With various conformations and
stoichiometries, complexes I, III and IV form a stable supercomplex unit or respi-
rasome (Guo et al. 2016; Melber and Winge 2016; Letts and Sazanov 2017), which
“channels” electrons between and among active sites within and through the ETC.
In these complexes, electrons are transferred from donor to acceptor molecules as
oxidation (donating electrons) and reduction (accepting electrons) reactions or oxida-
tion–reduction reactions, which is often referred to simply as redox reactions. These
redox reactions are directly coupled with simultaneous transfer of proton across the
IMM, which is from the matrix to the inner mitochondrial space (IMS). These same
respiratory processes generate an electrochemical proton gradient or a proton motive
force (PMF) that is used to synthesize ATP from ADP and inorganic phosphate (Pi)
by ATP synthase or complex V. This chemiosmotic energy coupling generates the
��m, which is about−120 to−180 mV, negative inside. Under homeostatic condi-
tions, the��m ismaintained by the balanced generation and utilization of ATP. This
is a governing feature of mitochondria and is a sensitive indicator of cell function
and fate.

Mitochondria have generally been considered to be individual “batteries” with
a single unified mitochondrial membrane potential (��m) along the cristae of the
IMMof eachmitochondria. This conceptwas supported by usingmembrane sensitive
dyes and relative low resolution microscopy, showing that the ��m was continu-
ously homogeneous within the organelle (Amchenkova et al. 1988; Skulachev 2001).
The authors also showed that the��mwas lost simultaneously along the IMMwith
laser-induced injury to a≤ 5μm section. This appeared as if the filament was similar
to a string ofChristmas light,where loss of one light extinguished all the others. These
studies and other used dyes and microscopy that lacked spatial resolution to visu-
alize the fine structural filaments of along the IMM.Wolf and colleagues (Wolf et al.
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Fig. 8.3 HeLa cells are stained with mitoTracker green (MTG) and TMRE (red) a The dashed
line indicates an expanded region, indicating that the signal intensities across the long axis (green
and red lines) arrow heads indicate cristae membranes of the vary (scale bar 500 nm). b HeLa cell
mitochondria stained with Rho123 to indicate,; dashed line is zoomed—in mitochondrion showing
more intense signal at cristae (arrowheads). Scale bar 500 nm. (From Wolf 2019)

2019) resolved intramitochondrial structures in HeLa, L6 (rat myoblasts) and H1975
cells using LSM880 and Airyscan-based microscopic technology, which allowed
separation of cristae (Fig. 8.3).

The authors used 0-N-nonyl acridine orange (NAO), a fluorescent probe that
preferentially stains cardiolipin, and other stains to confirm they identified cristae
in the IMM. Using TMRE and RHO123 to determine the ��m, they found there
��m indicators were non-homogeneously associated with the IMM and the most
robust TMRE signals were colocalized with NOA stained cristae. They observed that
the ��m appeared along segments of the cristae. Providing a new concept for the
��m, they found that different cristae within the mitochondria had different ��m.
Over a length of about 3 μm along a mitochondrial filament the ��m differed
between −145 and −174 mV. So, the cristae act as individual energetic units such
that each mitochondrion consist of hundreds of little “batteries” along the cristae that
act independently of each other instead of one per mitochondria. It also prevents a
dysfunction in a specific cristae (“small battery”) from spreading the collapse to the
rest of the unit. “The battery experts I had originally talked to were very excited to
hear that they were right,” Shirihai said. “It turns out that mitochondria and Teslas,
with their many small batteries, are a case of convergent evolution” (Williams 2019)
(Fig. 8.4).

Within the ETC, electrons enter complex I from NADH where they are oxidized,
and electrons are transferred through co-factor FMN and iron-sulfur clusters to
ubiquinone converting it to reduced ubiquinol. Electrons also enter complex II from
succinate from the citric acid cycle to ubiquinone. Electrons from ubiquinol (CoQ)
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Fig. 8.4 The electron transport chain (Complexes I–IV) and ATP synthase (Complex V)

are transferred to complex III, then to cytochrome c and finally to complex IV where
oxygen is reduced to water. When there electrons are transferring through the ETC,
protons (H +) are pumped out of the mitochondrial matrix and into the intermem-
brane space by complexes I, III and IV. Together a proton (pH) gradient is produced
and the mitochondrial membrane potential (��m) of about −140 mV inside is
generated. The energy in this electric field, referred to as ��m, is used to generate
ATP from ADP and Pi as the protons pass through complex V or the ATP synthase
(Zorova et al. 2018; Alpert et al. 2018).

The ECT functions as a supercomplex unit that transports electrons through the
respiratory chain to molecular oxygen. Complex V is ATP synthase where ATP is
synthesized. There will be more on ATP synthase later regarding the mitochondrial
permeability transition pore (mPTP). Complexes I, III and IV are oxidoreductases
that tightly couple ET to translocation of protons (H +) across the IMM to the inter-
membrane space; mutations, drugs or other factors that affect efficiency of electron
transfer directly affect efficiency of proton translocation and therefore affect oxygen
consumption and ATP synthesis.

Complex I, also known as NADH: ubiquinone oxidoreductase, NADH-CoQ
reductase or NADH dehydrogenase, is L-shaped and is the largest complex,
consisting of a total of 45–46 proteins, seven of which are coded by themitochondrial
genome, the rest are encoded by the nuclear genome (Guaras and Enríquez (2017)).
Fourteen of these mammalian proteins are conserved from prokaryotes to humans.
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This suggests that these proteins highly likely serve critical roles in redox reactions
and proton translocation (Brandt et al. 2003; Yagi and Matsuno-Yagi 2003). The
complex also consists of Fe-S complexes that mediate electron transfer. Electrons
enter complex I from NADH to Coenzyme Q, then to Complex II, cytochrome c and
finally to complex IV. Electron transport in complex I is coupled to proton transport
from the inner to the outer side of the IMM, that is from thematrix to the IMS, thereby
contributing to the proton motive force of the ETC, which also occurs in complexes
III and IV. Along with complex III, complex I is a known source of reactive oxygen
species (ROS) generation, which in small amounts functions as chemical messengers
in signal transduction pathways in normal cellular function; however, intermediate
amounts ROS can produce inflammation and in higher amounts serves as a source
of oxidative damage to DNA and other cellular damage due to peroxidation of lipids
and proteins. Complex I exhibits most mutations of respiratory complex proteins and
is implicated in a number hereditary and several neurodegenerative and neuromus-
cular diseases of mitochondrial origin. Thus, understanding complex I functions has
important implications for carcinogenesis, aging and mitochondrial diseases.

Complex II, also known as succinate dehydrogenase or succinate-CoQ reductase,
is a more free-floating complex in the IMM because it functions as a component of
the Krebs cycle as well as in the ETC (Cecchini 2003). It is the only complex that
participates in the citric acid cycle and ETC. It consists of 4 protein subunits and
received electrons from succinate that are used in the citric acid cycle to catalyze
citrate to fumarate, contributing electrons to the ETC. Other electrons from fatty
acids, for example, enter the ETC through complex II. From succinate, the electron
transport sequence is Complex II to Coenzyme Q to Complex III to cytochrome c
to Complex IV. Thus, complex II is a distinct electron transfer pathway starting at
a site that is not a part of the NADH pathway. Unlike complex I, complex II is not
a significant source of ROS. Also, unlike complex I, as well as complex II and IV,
complex II does not couple electron transport with proton transport, so it does not
contribute directly to the proton motive force and the ��m.

Complex III, also knownas ubiquinol cytochrome coxidoreductase or cytochrome
bc1 complex, is a multisubunit transmembrane protein that contains three transmem-
brane subunits that are conserved from bacteria to mammals contain all prosthetic
groups involved in the redox reactions: the diheme cytochrome b encoded by the
mitochondrial genome, cytochrome c1 encoded by the nuclear genome and a unique
Fe-S protein cluster. Complex III has been associated with the generation of reactive
oxygen species (ROS). It couples electron transport with proton pumping, thereby
contributing to the ��m. Cytochrome c accepts the electrons and passes them to
complex IV (Xia et al. 2013; Cooley 2013).

Complex IV or cytochrome c oxidase is the last step in the ETC catalyzing the
transfer of electrons from ferrocytochrome c to molecular oxygen reducing it to
water. Being a major regulatory site in oxidative phosphorylation makes it the most
frequent cause of respiratory chain defects in humans. It is composed of 12 and 13
different subunits. The 3 largest subunits form the catalytic core and are encoded
by mitochondrial DNA. The functions of the other polypeptides coded by nuclear
DNA are less well established, but do not contribute to catalysis or protein pumping
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and likely serve roles in assembly and stability of the complex. Complex IV also
couples electron transport with proton transport contributing to the ion gradient that
establishes the ��m (Barrientos et al. 2002; Li et al. 2006).

Complexes I, III and IV of the respiratory chain are all redox-coupled proton
transporters involved in generating the PMF; however, each one uses a fundamentally
unique mechanism to transport protons out of the mitochondrial matrix. Complex
III moves protons across the IMM but is not a true pump. In contrast, complex I and
complex IV are true proton pumps; however, differences in their structural organi-
zation indicate that their mechanisms for coupling electron and proton transport are
different. Complex II is the entry point of electrons from the citric acid cycle and
does not contribute proton transport or generation of the PMF.

As mentioned previously, the mitochondrial respiratory ETC complexes I, III and
IV can assemble into a supermolecular structure called the respirasome. The respi-
rasome contributes a significant kinetic advantage by facilitating catalysis through
substrate channeling or the direct transfer of intermediates between active sites of two
different catalytic mechanisms. For mobile subunits, efficiencies of ET and coupled
proton translocation are facilitated by minimizing distances when ubiquinone and
cytochrome c accept and then transfer electrons from complexes I / II and complex
III, respectively. Other kinetic advantages may occur as the respirasome forms
higher levels of organization consisting of respiratory “strings” or megacomplexes
composed of repeating I2 + III2 and IV2 units (Bultema et al. 2009; Guo et al. 2016;
Melber andWinge 2016; Letts andSazanov 2017). Thus, efficiency of ET is enhanced
by the formation of these megacomplexes of the respirasome. So, the illustration of
the ETC and complex V allows a simplistic representation of the mitochondrial ETC
but allows an educational picture of electron entry and their coupled transport with
proton transport.

The function of the ETC is to couple electron transport with proton transport
producing a proton gradient across the IMM that the protons can flow back into the
matrix along their electrochemical gradient through the ATP synthase to produce
ATP. The processes of electron transport and the proton gradient it establishes are
the basis for oxidative phosphorylation (OXPHOS) as the final stage of respiration.
These transport mechanisms are fueled by electrons from NADH and succinate to
generate and establish the proton motive force andmaintain the��m. Oxygen is the
final electron acceptor as it is oxidized to water. This then removes electrons from
the system so that the ETC can continue to transport protons, synthesize ATP, and
maintain the ��m and life’s functions (Fig. 8.5).

Cytochrome c is an especially noteworthy component of the ETC. It is a heme
containingprotein that is loosely associatedwithin IMMon the sideof intermembrane
space. As indicated above, one of its major functions is to transport electrons from
complex III to complex IV and thereby it provides a vital function for ATP synthesis.
The prosthetic heme of cytochrome c is covalently bound at positions Cys14 and
Cys17.The prosthetic heme iron of cytochrome c is hexa-coordinated form with four
covalent bonds from the nitrogen atom in the porphyrin ring and two axial ligand
His18 andMet80.These ligands remainbound as it shifts from the ferric [Fe(III)] state
to the ferrous state [Fe(II)] oxidation states. This provides for very efficient function
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Fig. 8.5 Cardiolipin oxidation and cytochrome c release in themitochondrial pathway to apoptosis.
From Briehl (2015)

in electron transport and delivery from complex III to complexes IV (Bushnell et al.
1990). In another model, when cytochrome c binds complex III, Met80 moves away
from the covalently bound iron to facilitate the reduction (Godoy et al. 2009).

These structural features become important when we more specifically consider
electric field effects onmitochondrial structures and their functions and cytochrome c
release during apoptosis. Cytochrome c loosely interacts by electrostatic interactions
with a protein called cardiolipin (CL),which provides a new function to cytochrome c.
CL is an important lipid in the IMMserving a structural role aswell as a functional role
for complexes III, IV andV in the ETC. This is the protein thatWolf et al. (2019) used
to specifically identify the IMM with NAO binding [see above]. While cytochrome
c has a life-supporting functions in electron transport activities in the ETC, when the
cell receives an apoptotic signal, cytochrome c binds to cardiolipin, its conformation
is changed, and it turns to life-terminating functions as a peroxidase, catalyzing the
peroxidation of its substrate cardiolipin. In the presence of reactive oxygen species
(ROS), cytochrome c is released through the OMM, by a mechanism that remains
unclear (Mohammadyani et al. 2018). It has been suggested that cytochrome c has
several functions that depend on levels of oxidative as well as nitrative stress serving
as a redox sensor of levels of stress. In resting cells, it functions in electron transport
while under low levels of stress a subpopulation may translocate to the nucleus and
serve some preconditioning functions to further stresses. Under toxic stress, activated
Bcl-2 leads to increased cytochrome c release and apoptotic cell death (Godoy et al.
2009).

One hypothesis is that the pro-apoptotic protein tBID is recruited to oxidized cardi-
olipin on the outer mitochondrial membrane, which enables cytochrome c release as
well as other apoptotic proteins from themitochondrial intermembrane space (Briehl
2015).The switch from redox activity to peroxidase activity initiates the kiss-of-death
as cytochrome c leaves the mitochondria and binds to APAF 1 in the cytoplasm as
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the point-of-no-return to form the apoprotosome with APAF-1 and ATP [See usEP
induce RCDmechanisms]. This complex recruits and activates initiator caspase-9 in
the apoptosome, which then activates caspase-3 to begin apoptotic disassembly of
the cell. Once cytochrome c is released, it is ten minutes to dead (Green 2005). More
on in the RCD section.

Described from another perspective, cytochrome c is released from mitochon-
dria in a two-step mechanism (Ott et al. 2002; Iverson and Orrenius 2004; Kagan
et al. 2004). It must first dissociate from CL and then connect with pro-apoptotic
pore formation. The peroxidation of CL is believed to function as a positive feed-
back mechanism leading to more CL peroxidation. This can lead to induction of
apoptosis when CL peroxidation is sufficient. To differentiate between lethal and
non-lethal stimuli, a threshold exists. Mitochondria respond to non-lethal injury by
redistributing CL into the intermembrane space without peroxidation giving rise to
mitophagy instead of apoptosis (Chu et al. 2013).

The cytochrome c heme protein plays a role that is carefully balanced between a
life’s respiration and death’s apoptosis. In respiration it functions to shuttle electrons
in the electron transport chain from complex III, cytochrome c reductase, to complex
IV, cytochrome c oxidase. In apoptosis, it functions after its release from the IMM
to form the apoptosome in the cytosol by binding to APAF-1, dATP and caspase-9,
which activates thepro-caspase-9 and subsequently activates the executioner caspase-
3 to induce apoptotic cell death.

The heme ligation in cytochrome c is in a flexible domain of the protein and disso-
ciation of the heme Fe from Met80 transforms its respiratory role to its apoptosis
role by activating its peroxidase activity (Bren and Raven 2017). As cytochrome c
makes this respiratory—apoptotic transition, Molecular Dynamic (MD) simulations
show that it undergoes a structural change from a B1 state to a B2 state, a major
tertiary structural alteration. Unlike the B1 state, B2 cannot accept electrons from
complex III, but functions as a peroxidase to catalyze the peroxidation of cardi-
olipin, which leads to its degradation and increased permeability of the IMM and the
release of cytochrome c. MD simulations also show that electric fields of 2.5 mV/
nm, which is one fourth of the upper value found at membrane interfaces, causes
an increased mobility and structural distortion of cytochrome c, inducing a distor-
tion of the sixth axial ligand Met80 from the heme. This five-coordinate species
has a dramatically lower reduction potential and an increase in peroxidase activity.
The positively charged region where negatively charged heme and Met80 reside and
negatively charged regions on either side of this domain have been reported to be
displace in opposite direction by an electric field. This structural movement results
in a slight separation of Met80 from heme and the transition from B1 redox function
to B2 peroxidase function (De Biase et al. 2009). Based on these simulations, it is
possible that ultrashort electric fields with high enough amplitudes that effectively
penetrate intracellular domains could cause an equilibrium shift from the B1 to B2
conformation of cytochrome c, which cannot accept electrons from complex III, but
can increase the peroxidation of cardiolipin. This has been suggested to increase
permeability of the IMM causing the release of cytochrome c into the cytoplasm
and induce apoptosis. However, while these electric field effects on cardiolipin and
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cytochrome c are possible, it is not proven to be responsible for usEP-induced apop-
tosis or programmed cell death. There are other possible mechanisms for cytochrome
c release that could occur in response to usEPs.

Like cytochrome c, cardiolipin (CL) plays important roles in promoting elec-
tron and proton transport, albeit indirectly through membrane dynamics, as well as
inducing cell death. CL peroxidation by cytochrome c is essential for the release of
cytochrome c as the point of no return from apoptosis. Cardiolipin is composed of
four fatty acid acyl chains, two phosphates and three glycerol per molecule and is
only found in mitochondria. It has a promiscuous affinity for proteins and facilitates
protein associations, domain formation and clustering with robust organizing effects
on the IMM. CL is an important component of the ADP/ATP carriers and respi-
ratory complexes I, III and IV, functioning as a scaffold that facilitates formation
of these complexes as well as ETC supercomplex formation. In addition, the small
head group and long hydrophobic tails produces a conical shape that tends to impose
negative curvature on lipid-water interfaces. The acyl groups can be remodeled and
support mitochondrial dynamics in fission and fusion mechanisms as well as stabi-
lize negative curvature in membrane invaginations and cristae tips and junctions.
Generally, CL supports spatial organization of mitochondrial cristae and stimulates
dynamic mitochondrial membrane behavior. Normally, CL is on the matrix side of
the IMM while cytochrome c is on the other side facing the intermembrane space.
When formation of ROS occurs, CL flips to the outer leaflet of the IMM where
cytochrome c is. Upon binding CL, cytochrome c undergoes a structural conversion
into a CL-specific peroxidase, which catalyzes the peroxidation of CL as indicated
above. The transformation from electron carrier to a peroxidase involves specific and
stoichiometric binding of cytochrome c to CL (Haines and Dencher 2002; Ren et al.
2014).

Cytochrome c exhibits two lipid binding sites. The so-called site A pool binds to
ionic phospholipids, particularly CL, loosely by electrostatic interactions involving
interactions of lysine 72 and 73 in cytochrome c with negative charged phosphate
groups of CL, which can be disrupted with salt and does not cause any confor-
mational changes. The other pool binds tightly to so-called site C with hydrogen
bonding and hydrophobic interactions of nonpolar cytochrome c residues with one
or more CL fatty acids. This binding causes conformational changes and interrupts
the bond between Met80 and the heme iron. Like the possible electric field effect on
cytochrome c, this tight associationwith themembrane significantly disrupts electron
transport and transforms the protein into a peroxidase.

These two cytochrome c pools have different functions. About 85% is loosely
bound while the remainder is tightly bound. The loosely bound participates in
electron transport and superoxide anion scavenging thereby preventing oxidative
stress. The tightly bound form does not participate in electron transport and func-
tions as a peroxidase, eliminating hydrogen peroxide and preventing its diffusion
into the cytosol. However, under apoptotic stimuli, mitochondrial electron transport
is disrupted, large amounts of hydrogen peroxide and other reactive oxygen and
nitrogen species are produced, the peroxidase activity of CL-bound cytochrome c is
increased, and significant peroxidation of CL is induced (Kagan et al. 2004).
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ATP synthase or complex V is a highly conserved enzyme complex that functions
as two rotary reversible motors, catalyzes the synthesis of ATP fromADP and Pi with
a clockwise rotation and hydrolyzes ATP as it rotates in a counterclockwise rotation.
The ATP synthase is a rotary enzyme located in the IMM of mammalian cells and is
the smallestmolecular rotormotor known. TheATP synthase has evolved from that of
the ancestral Archaea and has been amazingly conserved throughout evolution; their
structures are essentially the same in bacteria and mitochondria of fungi, plants, and
animals. However, there are some differences in how they are regulated depending
on the needs of the organism. Through evolution, the enzyme evolved with ever
increasing efficiency (Suzuki et al. 2014).

Structurally, the ATP synthase is a complex enzyme composed of a F1 catalytic
domain that faces the matrix and a hydrophilic Fo domain seated in the inner mito-
chondrial membrane. These two units are connected by a lateral and central stalk.
The bacterial ATP synthase is a simpler structure (Fig. 8.6) (Yoshida et al. 2001).

The F1 catalytic component consists of three α– and three β–subunits and a
complex of γδε-subunits. The Fo domain consists of one α–, one β–subunits and 10–
12 c-subunits. As the name implies, the vital function ofATP synthase is to synthesize
ATP. To do this, the ATP synthase uses the electrochemical proton gradient generated

Fig. 8.6 ATP synthase—a marvellous rotary engine of the cell (from Klaus Schulten K, Stone J
and Sene M. Theoretical and Computational Biophysics Group; Beckman Institute for Advanced
Science and Technology. National Institutes of Health, National Science Foundation, Physics,
Computer Science, and Biophysics. University of Illinois at Urbana-Champaign)
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by the coupled electron-proton transport in the ETC so that the protons flow through
the Fo subunit causing its rotation to induce a conformational change or rotate the
F1 subunit to drive ATP synthesis. In the reverse reaction, the Fo motor rotates in
the opposite direction and ATP is hydrolyzed. The synthesis of ATP is energetically
unfavorable; it is more favorable to hydrolyze ATP.

The mammalian ATP synthase is more complex (Fig. 8.7) (Jonckheere et al.
2012). The F1 catalytic components of mammalian ATP synthase are like the E-coli
enzyme with the γδε-subunits forming the central stalk. The mammalian Fo domain
contains rotary c subunits as well as subunits a, b, d, F6, OSCP and the accessory
subunits e, f, g and A6L. The peripheral stalk is formed by subunits b, d, F6 and
OSCP. Mechanically, the mammalian enzyme can be separated into “rotor” (c-ring,
γ, δ, ε) and “stator” (α3β3, a, b, d, F6, OSCP) components (Devenish et al. 2000).
The ATP synthase functional unit is thought to be a dimer. In the presence of Ca2+

and Pi, the regulatory protein CypD interacts with subunits in the lateral stalk to
inhibit the enzyme. The fungal peptide, CsA reverts this inhibition by binding to
and dissociating CyPD, thereby opening a Pi binding site that inhibits pore opening.
CypD bonds to the extrinsic part of the lateral stock that faces the mitochondrial
matrix. In cross-linking experiments, it binds the OSCP, b and d subunits. The ATP
synthase is thought to exist in oligomer forms for optimal activity and binding CypD
may enhance oligomeric formation of the enzyme or otherwise favor a more active
conformation. CsA displacement of CypD may favor a less active conformation
(Giorgio et al. 2010).

Fig. 8.7 Mitochondrial ATP synthase: architecture, function, and pathology. Jonckheere et al.
(2012)
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There are several remarkable distinctions concerningATP synthase (Yoshida et al.
2001). Despite differences between the bacterial and mammalian enzymes, ATP
synthases is one of the most conserved proteins during evolution with 60% amino
acid homology among all catalytic β–subunits in nature. This is not necessarily
surprising since the generation of ATP is required for essentially all energy requiring
reactions in living systems. This enzyme has generated considerable interest over the
years for several reasons. ATP synthase is the most abundant enzyme on the planet,
and as might be expected, ATP synthesis is the most ubiquitous chemical reaction
in nature. Furthermore, the molecular rotary mechanism of ATP synthesis is unique
among all in nature; only the bacterial flagellum has a rotary motion. The scientific
community expressed considerable skepticism concerning this rotary mechanism
for more than a decade after it was proposed (Gresser et al. 1982) until an actin
filament was observed to exhibit a rotary motion when attached to the γ-subunit of
ATP synthase (Noji et al. 1997).

8.4 Effects of usEP on Mitochondria

Given this overview of the ETC and some of its associated functions, it is reasonable
to consider that an applied usEP superimposedon the highly negative��mgenerated
by transport of negatively charged electrons through the ETC and positive charged
protons across the IMM would have significant effects on mitochondrial functions.
Given these lightening-like fluxes of charged ions in, around and through the IMM,
it may also be reasonable to consider that there could be effects related and unrelated
to permeabilization of the IMM. There are in fact effects on both the membrane itself
and apparently on other membranes and structures that remain under investigation.

UsEPs induce cytochrome c release and apoptosis in a cell-type specific manner
[see section on usEP induce RCD mechanisms, Fig. 9.5]—The first effects of usEP
on mitochondria were shown to be cytochrome c release from mitochondria into the
cytoplasm of human Jurkat cells exposed to three 10, 60 and 100 ns pulses at 1 Hz
intervals. However, this in no way indicated that these were direct effects on mito-
chondria. Themethod for showing cytochrome c release included isolating cytoplasm
and mitochondrial fractions and analyzing them on Western blots (immunoblots).
Under these circumstances cytochrome c is released from the inner mitochon-
drial membrane space (IMS) through the OMM into the cytoplasm. Electric fields
were adjusted for each pulse duration to provide near equal energy conditions of ~
1.7 J/cc/pulse (Beebe et al. 2003). Importantly, the cytoplasm fractions were shown
to be free of mitochondria as indicated by the absence of the integral mitochondrial
protein cytochrome c oxidase (subunit IV), demonstrating that mitochondria were
not present in the cytoplasm to account for the presence of cytochrome c. There was
a pulse duration-dependent increase in cytochrome c release about 30–40 min after
treatment as energy densities remained constant [see Fig. 9.5 in usEP induce RCD
mechanisms]. This demonstrated that usEP-induced cytochrome c releasewas energy
density-independent. Thesemitochondrial effectswere used to demonstrate that usEP
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could induce apoptosis, since cytochrome c release was a well-characterized marker
for apoptosis. Furthermore, caspase-3 activation was also demonstrated. Thus, these
usEP-induced responses were down-stream biological effect of usEPs rather than a
direct effect of usEPs on mitochondria. However, later data suggesting that usEP
may have more direct effects on mitochondria will be presented; however, it is diffi-
cult to rule out indirect effects since usEP have numerous cellular targets. As indi-
cated above, there are several different ways that usEPs may cause cytochrome c
release from the mitochondria into the cytoplasm. As usual with biological systems,
mitochondrial functions are complex.

Earlier it was described that cytochrome c is loosely bound to cardiolipin (CL) by
electrostatic forces. It is not difficult to see how electric fields could interfere with
such interactions. In fact,MD simulations have shown that a sufficiently large electric
field could lower the reduction potential of cytochrome c and increase its peroxidase
activity (De Biase et al. 2009). As pointed out earlier, in response to an apoptotic
signal, the conformation of cytochrome c is altered to function as a peroxidase that
oxidizes cardiolipin. Now in the presence of ROS, cytochrome c dissociates from
cardiolipin and is released into the cytoplasm.

UsEPs generate reactive oxygen species—Reactive oxygen species (ROS) refers
to several molecules or free radicals derived from oxygen. Unlike molecular oxygen,
which has two un-paired, relatively non-reactive electrons with opposite spins in the
outer orbit, superoxide anions have a single un-paired, highly reactive electron in the
outer orbit and are powerful oxidants. Superoxide anions are the precursors of most
ROS species and can react with superoxide dismutases to produce hydrogen peroxide
(H2O2), which can be fully reduced to water or partially reduced to hydroxyl anions
(OH−); both hydrogen peroxide and hydroxyl anions act as oxidants. Superoxide
anions can also react with nitric oxide forming a reactive nitrogen species (RNS),
peroxynitrite, another powerful oxidant.

Lower levels of ROS or RNS can act as signalingmolecules that reversibly oxidize
protein thiol groups that alter their structure and thereby their function. Several
redox sensitive enzymes are affected by signaling ROS levels including kinases,
phosphatases, GTPases and deacetylases among others. Roles for ROS signaling
are important for many cell functions including cellular proliferation, differentiation
tissue regeneration and prevention of aging (Finkel 2011). Redox signaling is based
on cysteine (Cys) biochemistry in which reactive cysteines are reversibly oxidized
to a sulfenic acid form. For example, ROS activates ERK and p38 pathways and
inactivates protein tyrosine phosphatases (PTP). Many other kinases are activated by
oxidation as are voltage-gated potassium channels and transcription factors such as
hypoxia-induced factor, among others (Freund-Michel et al. 2013).

When ROS levels increase further, they can cause dysfunctions by damaging
proteins, lipids, and DNA. This can cause activation of the innate immune system
such as in response to damage-associated andpathogen-associatedmolecular patterns
(DAMPs and PAMPs). This leads to inflammatory responses by activation of inflam-
masomes, such as through the Nod-like receptors (NLR), most commonly NLRP3
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(Martinon et al. 2006; Anand et al. 2011). Common DAMP stimuli include extracel-
lular ATP, urea crystals, bacteria, virus, and fungal infections. These lead to local-
ization of NLRP3 to mitochondria, activation of caspase-1 and IL-1β production as
a proinflammatory cytokine. Higher ROS levels produce oxidative stress that can
target proteins, lipids and DNA induce inflammation, molecular malfunctions, and
apoptosis (Turrens 2003; Circu and Aw 2010). As was discussed above, this can lead
to oxidation of CL and cytochrome c release and as will be discussed below in more
detail, oxidation of CypD, dissipation of the ��m and initiation of regulated cell
death pathways. Elevated ROS levels can also oxidize and active hypoxic-inducible
factor (HIF-1) that enhances the survival and progression of tumors by upregulating
cell metabolism, and angiogenesis (Gao et al. 2007).

The issue with low versus high ROS levels and cell function provides a conun-
drum for normal cell function, but an opportunity for successful cancer therapy.
While considerable emphasis has been placed on uses for antioxidant to avert oxida-
tive stress, it was intriguing to find that vitamin E and N-acetyl cysteine (NAC),
acting as antioxidants, increased proliferation of Ras-mediated lung cancer models
by decreasing ROS levels, DNA damage, and p53 expression. This suggested that
some oxidant stress can promote cancer (Sayin et al. 2014). In general, some oxidants
contribute to unstable genomes and tumor growth. However, the increased oxidant
stress that is generated and used in newly forming tumors may make them more
susceptible to excessive stress that can slow tumor progression and promote death.
This is what Paul Schumacker aptly referred to ROS in cancer as “dancing with the
devil” (Schumacker 2015).

It is generally considered that mitochondria are major sources of ROS; however,
others have suggested that the endoplasmic reticulum and peroxisomes may produce
even greater ROS levels, especially in the liver (Fridovich 2004). There are numbers
ofROSproducing centers in themitochondria, cytosol, andplasmamembrane. Super-
oxide are produced in the outer mitochondrial membrane, the matrix and on both
sides of the inner mitochondrial membrane (Turrens 2003; Rimessi et al. 2016) and
their ROS production depends upon activity of the respiratory chain. All complexes
in the ETC can produce superoxides. These are produced by mass action, increasing
when electron transport slows down and when oxygen tensions are high. Complex
III is a major source in heart and lung mitochondria, while Complex I is a primary
source in the brain and most often in pathological conditions (Turrens and Boveris
1980; Turrens 2003). Complex I superoxides primarily remain in the mitochondrial
matrix and Complex III superoxides exit the mitochondria and enter the cytoplasm
through the voltage-dependent anion channel (Han et al. 2003). Other sources of
ROS in the cytosol often exit the mitochondria from cytochrome b5 reductase and
monoamine oxidase as well as from cytosolic dehydrogenases and oxidoreductases
(Turrens 2003;Rimessi et al. 2016).Theplasmamembranehas an active redox system
that balances the NAD +/NADH ratio that is essential for energy metabolism. This
plasma membrane redox system will be covered when usEP effects on the plasma
membrane are presented (Chap. 2).
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There is experimental evidence that usEPs in fact cause increases in intracellular
oxidation products including ROS and H2O2; however, the role of oxidation itself
in cell death did not seem likely (Pakhomov 2012; Pakhomova et al. 2012). In this
well-designed and thorough study, usEPs were shown to not only cause intracellular
oxidation (biological), but also extracellular oxidation (electrochemical), especially
when using the non-specific ROS indicator (dihydro-dichlorodihydrofluorescein
diacetate, H2DCFDA). This commonly used dye is deacetylated intracellularly to
H2DCF, which is oxidized to highly fluorescent DCF. However, this dye is prob-
lematic because of self-oxidation, photo oxidation and leaking out of cells that were
permeabilized by usEPs, which caused electrochemical oxidation in the extracellular
media. Nevertheless, when this was considered, there were time-, electric field- and
pulse number-dependent increases in intracellular oxidation products in response
to usEPs. However, Jurkat cells were much more sensitive or more vulnerable for
production of usEP-induced oxidation and cell death than U937 cells, so ROS gener-
ation in response to usEPs is cell type-dependent. Amplex Red was also used to
show that H2O2 was also generated by usEPs. The authors concluded from exper-
iments with Jurak cells that usEP-induced cell death was likely caused by some
other mechanism(s) unrelated to H2O2 production. To rule out the possibility that
dye leakage from electropermeabilized did not contribute directly and/or indirectly
to the observed oxidation in Jurkat and U937 cells, to evaluate usEP effects of oxida-
tion, the authors used highly adherent CHO cells, microscopy and dihydroethidium
that forms DNA-binding ethidium when oxidized, which can much less readily leak
out of permeabilized cells. It was also possible to exchange media with adherent
cells with this approach. These experiments confirmed that usEPs induced oxida-
tion of DHE. In all, these studies allowed valid conclusions that plasma membrane
permeabilization, ROS formation and cellular anti-oxidant systems are factors that
contribute to cell and tissue cytotoxicity in response to usEPs.

UsEPs were also shown to induce ROS production in human pancreatic cancer
cells (Nuccitelli et al. 2013). Using pulses with durations of 100 ns and electric field
strengths of 30 kV/cm and carboxy-H2DCFDA (carboxy-2′,70′-dichlorofluorescein
diacetate) as a ROS-detection reagent, usEPs were shown to induce ROS production
in a pulse number-dependent manner that was Ca2+-dependent, Trolox-sensitive.
Trolox C (6-hydroxy-2,2,5,7,8-pentamethylchroman) is an antioxidant that scav-
enges free radicals. The authors concluded that the requirement for ROS in apoptosis
induction (Sato et al. 2004), suggested that usEP-induced increase in Ca2+ is an early
step in the apoptosis pathway.

UsEP-induce generation of mitochondrial ROS is Ca2+-dependent–While mito-
chondria are an obvious source of ROS, especially from Complex I and III, other
organelles such as endoplasmic reticulum, nucleus and the plasma membranes can
also produce superoxides. In addition, numbers of other catalytic reactions can
produce ROS such as catabolism of purine nucleotides (xanthine oxidase), fatty
acids metabolism including prostaglandins and leukotrienes synthesis from arachi-
donic acid (lipoxygenase reaction), and several biochemical reactions in peroxisomes
(Freeman and Crapo 1982). Nevertheless, mitochondria are the predominant source
of ROS produced in most apoptotic systems. While other studies measured effects
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of usEP effects of ROS in the cytoplasm, the most relevant source of reactive species
that affect possible oxidation of CL and cytochrome c release as well as possible
oxidation of CypD is superoxide anion production in the mitochondria as the major
source of ROS in mitochondria.

Mitochondrial superoxide is generated as electrons leak primarily from
Complexes I and III of the ETC and interact with molecular oxygen as byproducts of
oxidative phosphorylation. However, there are other sources of ROS in mitochondria
from pyruvate and α-ketoglutarate dehydrogenases, among others in the matrix and
IMM (Remessi et al. 2016). In recent studies in the author’s laboratory, usEPs were
shown to increase mitochondrial superoxide anions in 4T1-Luc mammary cancer
cells in a pulse number-dependentmanner (Fig. 8.8), usingMitoSOX™Red,which is
readily oxidized by superoxide, but not by other reactive oxygen or nitrogen species.
Unstimulated cells exhibited low levels of superoxide anion and hydrogen peroxide,
used as a positive control, significantly increased superoxides in mitochondria. As
usEP numbers were increased, there were pulse number-dependent increases in cells
expressing superoxide anions. These studies demonstrate that usEPs can generate
superoxide anions as they leak from the ETC providing significant sources of ROS
to induce regulated cell death. In theory this could be enough to cause opening of the
mPTP, loss of��m and cytochrome c release; however, caspase-3 is not activated in
4T1-luc cells indicating that usEPs do not induce apoptosis in these cells, although
cytochrome c release from these cells has not been determined (Beebe et al. 2018).
It is not known if these ROS-mediated oxidation events have different thresholds
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Fig. 8.8 UsEPs induced mitochondrial superoxide generation is Ca2+-dependent. Mitochondrial
superoxide was determined in H9c2 cells cardiac myocytes using MitoSox™ (dihydroethidium-
triphenylphosphonium, 2 μM) fluorescence by flow cytometry 15–20 min after treatment. H9c2
cells were treated with different pulse numbers with 60 ns durations and 40 kV/cmUnder conditions
of 3, 10, 20, and 50 pulses, usEPs included 0.0042, 0.0071, 0.013, and 0.17 Vs/cm, respectively. N
= 3, p < 0.05 (Ruedlinger, Potter, Bani Hani, Lassiter, and Beebe unpublished)
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or if these increases in ROS are enough to cause these responses in these cells. It
should be noted that cancer cells have enhanced antioxidant mechanisms because
they express elevated levels of ROS compared to normal cells, which can enhance
proliferation and adaptation to hypoxia as a survival strategy (Reczek and Chandel
2017).

There are many proteins that are regulated by Ca2+ and nearly all effects of Ca2+

are mediated by proteins. These are also many proteins that are redox sensitive and
many of these are regulated by Ca2+. So, it is possible the usEPs can affect proteins by
elevatingCa2+ and/or elevatingROS.These data suggest that usEPs can have effect on
proteins (Beebe 2015). It turns out that many of the Ca2+ regulated, redox sensitive
proteins are in the mitochondria. One protein of primary interest in cyclphilin D,
which is Ca2+-dependent and redox sensitive. It is one of the best characterized
regulators of the mPTP. Given that CypD is Ca2+-dependent, can be redox-regulated,
and usEPs induce significant levels of Ca2+ influx through the plasma membrane and
increases in mitochondrial ROS, it is probable that usEP-induced cell death occurs
as a result of opening the mPTP and loss of the mitochondrial membrane potential
(��m) as a result of Ca2+ and ROS-induced oxidization of CypD. In some instances,
CL can be oxidized, and cytochrome c released to induce apoptosis. As indicated
above, apoptosis does not appear to be induced by usEPs in all cells.

Before reporting studies of usEPs on these studies, a closer look at structure and
function of CypDwill be helpful because it is one of several suspected mitochondrial
sensors of usEPs. Other likely sensors including complexes I and IV of the ETC and
ATP synthase will be presented below. While the structural component of the mPTP
is still in question, CypD is an undisputed regulator of that high conductance pore
that forms in the IMM.CypD catalyzes the cis–trans isomerization of peptidyl propyl
bonds (PPIase activity) and this activity is thought to be important in CypD regulation
of the mPTP. CypD is also a well-known CsA binding protein, which inhibits CypD
PPIase activity and thereby inhibits opening of the mPTP (Giorgio et al. 2010).
In unrelated activities, CsA is also well-known immuno-suppressants inhibiting the
phosphatase activity of calcineurin. The PPIase activity is required for CypD-induced
activation of mPTP and CsA inhibition of this activity is required for inhibiting
CypD effects on mPTP. The larger CypD family of proteins (16 isozymes) has been
highly conserved during evolution with a characteristic 109 amino acid Cyp-like
domain, suggesting important functions, likely associated with the PPIase activity
as a chaperone for protein folding. However, data suggest that this activity is likely
limited to select proteins in cell type-specific activities. CypD has been characterized
as a mitochondrial redox sensor that participates in the thioredoxin system, which
consists of NADPH, thioredoxin reductase and thioredoxin (Linard et al. 2009; Folda
et al. 2016). Thioredoxins are critical for redox regulation of protein function and
signaling via thiol redox control in several important biological processes (Arnér
and Holmgren 2000). The role of CypD in this system appears to be important for
controlling the oxidation state of mitochondrial membrane complexes. It has been
shown that CypD activity is under redox control. CypD has four (4) Cys residues
and the oxidation state of Cys 157 and Cys 203 affect its conformation, which has
an impact on its catalytic activity and therefore its regulation of mPTP. Specifically,
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oxidation of CypD can lead to opening the mPTP, so it has greater activity in the
reduced state. The thioredoxin system plays an important role in maintaining CypD
in the reduced form since reducing and oxidizing conditions increase and decrease
the PPIase activity of CypD, respectively, and thereby its control of mPTP (Linard
et al. 2009; Folda et al. 2016). The role of these players in regulation of mPTP
is emphasized since the mPTP can be inhibited by knocking out CypD, inhibiting
CypD with CsA, nitrosylation of Cys 203 or mutation of Cys 203 to Ser in CypD.
Alternatively, opening themPTP can occur by inhibiting or knocking out thioredoxin,
which keeps CypD in the oxidized state (Folda et al. 2016). Considering these data,
we determined more fully whether CypD was a usEP sensor for dissipation of ��m
by determining effects of Ca2+ and CsA on��m and consider the finding that usEPs
generate ROS within mitochondria, which could oxidize and inactivate CypD as a
mechanism inactivate mPTP and dissipate ��m. One diagnostic indicator of CypD
is inhibition or sensitivity to Cyclosporin A (CsA).

UsEP-induced dissipation of ��m is mediated by effects on CypD—Fig. 8.9
show results from a series of studies analyzing effects of Ca2+ andCsAon��m in rat
cardiomyocytes H9c2 myoblasts (Ruedlinger, Lassiter and Beebe 201 unpublished).
These cells were chosen because they were derived from normal rat myocardium
and contain a rich supply of mitochondria, and thereby sufficient levels of CypD, to
provide adequate levels of ATP for cardiac function. In addition, these cells exhibit
many normal skeletal muscle properties (Kimes and Brandt 1976). The strategy was
to determine if CypDwould inhibit usEP-induced dissipation of��m in the absence

Fig. 8.9 UsEP effects on H9c2 cardiac myoblasts are Ca2+-dependent and CsA-sensitive. H9c2
cardiac myoblasts were loaded with TMRE to determine��m. Cells were treated with twenty-five
(25) 60 ns (5 ns rise-fall time) pulses at 40 kV/cm or 0.012 Vs/cm in the presence of increasing
concentrations of Ca2+ and in the presence and absence of CsA (5 μM). 15–30 min after pulsing,
cells were analyzed by flow cytometry for TMRE expression. n = 3, mean ± SD. ± CsA—p <
*0.0001; # 0.001; 200 μM Ca2+, p = 0.069 (Ruedlinger and Beebe unpublished)
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and increasing presence of Ca2+. To determine effects of Ca2+ and CsA on usEP-
induced dissipation of ��m, H9C2 cells were loaded with TMRE to determine
effects on ��m and treated with 25 pulses (1 Hz) with 60 ns durations (~ 5 ns rise
time) and an electric field of 40 kV/cm in the presence of various concentrations
of Ca2+ and the presence and absence of CsA (5 μM). This single usEP condition
was chosen because it produced a significant effect on ��m in the presence of
Ca2+. Unlike the usEP effects on ��m in rat N1-S1 HCC and human Jurkat cells,
which were essentially insensitive to usEP in the absence of Ca2+ until very intense
conditions (Beebe et al. 2012, 2013), some H9c2 cells (20–25%) exhibited loss of
��m in the absence of Ca2+. Between 0 and 100 μMCa2+, there was a progressive
loss of ��m from 20% of cells to 40% of cells, respectively, that was attenuated
by CsA. Over the range of Ca2+ concentrations (10–250 μM) the progressive Ca2+-
dependent loss of��mwas inhibited byCsAby 15–30%. TheCa2+-dependence and
CsA-sensitivity is highly predictive for an effect of usEPs on mitochondrial CypD.
Since CypD is a known regulator of the mPTP, is Ca2+-dependent, redox sensitive,
and CsA-sensitive, these studies demonstrate that usEP-induced dissipation of��m
is highly likely due to effects on the mPTP, which dissipates the ��m. Given that
usEPs induce mitochondrial ROS levels (Fig. 8.8) and that oxidation of CypD leads
to opening the mPTP, it is likely that the mechanism for usEP-induced opening the
mPTP is by usEP-generated ROS that oxidizes CypD, especially in the presence of
Ca2+ (Fig. 8.8).

Wewere interested to determine other characteristics of usEP effects of dissipating
��m. In analyzing effects of EP effects on ��m, we generally determined effects
soon (10–15 min) after pulsing. To determine the determine time-dependent effects
on ��m after an usEPs treatment, we treated Jurkat A3 cells with ten 60 ns pulses
at 60 kV/cm (1.9 × 10–3 Vs/cm) and analyzed population of cells with higher and
lower ��m by flow cytometry (Fig. 8.9). Only about 5% of untreated Jurkat cells
exhibited low ��m. There was a time-dependent increase in cells that lost their
��m such that in the first 5–10 min about 40% of cells had a lowered ��m, but by
1 h after treatment over 80% of cells had lost their ��m. While this usEP treatment
condition was generally lethal for a significant population of cells, some cells were
less vulnerable, requiring longer times before dissipating their ��m, indicating a
rather heterogeneous population of cells based on sensitivity to usEP. Similar time-
dependent decreases in ��m were shown on N1-S1 cells between 1 and 30 min
post pulse (Beebe et al. 2012) (Fig. 8.10).

When usEP conditions of electric field and/or pulse number are sufficiently intense
and at least in some cases when Ca2+ is present, loss of ��m happens relatively
quickly, within 15–20 min, in populations of cells after usEP treatment. This is a
seriously catastrophic cellular event if it is not corrected soon, because this would
be disastrous for not only mitochondrial function, but also for cellular existence.
Under these conditions, the basis for oxygen utilization and ATP production is lost.
Given that mitochondria are the ATP-producing powerhouse of the cell as well as
the executioner, mitochondria are valuable usEP targets when usEP conditions are
designed to kill cancer.
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Fig. 8.10 UsEP-induced dissipation of��mare time-dependent. Jurkat A3 cells were loadedwith
TMRE as an indicator of the ��m and then treated with ten 60 ns pulses (10 ns rise-fall time)
and 60 kV/cm or 0.011 Vs/cm. At various times after treatment (1–60 min) cells were analyzed for
TMRE fluorescence by flow cytometry. The data show the percentage cells with a decreased��m.
(Sain and Beebe unpublished)

Loss of��m results in an influx of water and ions such as Ca2+ and other cations
flow down their electrochemical gradients across the IMM, tending to equalize their
concentrations between the mitochondrial matrix and the cytoplasm, thereby losing
the proton gradient that is required for ATP production. Since electric field effects
are best known for affecting lipid membranes, when even low usEP conditions were
observed to dissipate the ��m, it was reasonable to consider that this was likely
due to nanoporation of the IMM. Yet permeabilization of the IMM could occur by
opening the mPTP (Vernier 2011; Batista Napotnik et al. 2012). Jurkat cells were
shown to lose their��m in a time-dependent manner over 5 h that was pulse number
dependent in response to pulses with a pulse duration of 20 ns and an electric field
of 20 kV/cm (4 × 10–4 Vs/vm /pulse) (Vernier 2011). Using three different ��m
indicators, 4 ns, 100 kV/cm pulses (4 × 10–4 Vs/cm/ pulse) were shown to induce
a time-dependent and pulse number-dependent dissipation of ��m 30 s to 3 min
after pulsing. Under these same conditions their studies also showed a differential
plasmamembrane permeabilization of YO-PRO-1 over propidium iodide, indicating
nanopore formation, especially at lower usEP conditions (Batista Napotnik et al.
2012).

Given that usEPs permeabilize plasma membranes, dissipate the ��m and
decrease cell viability, it was interesting to see the relationship among these char-
acteristics. Figure 8.11 shows these relationships in Jurkat E6.1 cells 10–15 min
after treatment with ten 60 ns pulses at various electric fields. There was an electric
field-dependent increase in intracellular Ca2+ with electric fields as low as 10 kV/cm
or (1.9 × 10–3 Vs/cm. As electric fields were increased there were electric field-
dependent loss of ��m and decreases in cell viability beginning at about 30 kV/cm
or 5.7× 10–3 Vs/cm. Decreases in��m and cell viability were closely coordinated.
Thus, among these three cell indicators, influx of Ca2+ through the plasmamembrane
was the most sensitive cell response. Furthermore, intracellular Ca2+ were elevated
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Fig. 8.11 UsEPs increase Ca2+ influx, dissipate��m, and decrease cell viability. Jurkat E6.1 cells
were loaded with Fluo-4 as a Ca2+ indicator and TMRE as an indicator of ��m. Cells were then
treated with ten 60 ns pulses at various electric fields and analyzed by flow cytometry 10–15 min
after pulsing. To determine cell viability cells were assayed 24 h later using the MTS assay. * n =
3, p < 0.05 vs control (Sain and Beebe unpublished)

at electric fields when significant decreases in ��m occurred. Similar results were
observed in N1-S1 cells (Beebe et al. 2012).

UsEP waveforms with short rise-fall times have greater effects on ��m and cell
death–An original hypothesis for usEP effects on cellular biology was that, unlike
pulses in themicro- andmilli-second range, shorter pulses with shorter rise-fall times
and thereby higher frequency components, had greater probability for affecting intra-
cellular structures and functions (Schoenbach et al. 2001). To address the question
of possible differential effects of pulse rise-fall times, pulses with waveforms with
short rise-fall times (15 ns) were compare with pulse waveforms with longer rise-fall
times (150 ns) (Fig. 8.12). Relatively long pulse durations of 600 ns were tested,
which were significantly longer than the membrane charging time constant of about
70 ns (Cole 1937; Schoenbach et al. 2001), so the tested rise-fall times were near and
far, respectively, from the membrane charging time constant (Beebe et al. 2012).

Effects of usEPs on N1-S1 hepatocellular carcinoma (HCC) cells, a model for
usEP liver cancer treatment, were used to determine effects on mitochondria (��m
with TMRE) and plasma membranes (Ca2+ with Fluo-4 and PI) using single 600 ns
pulses with varying electric fields (0–80 kV/cm) and short (15 ns) vs. long (150 ns)
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Fig. 8.12 UsEP short rise-fall time has great effects on ��m ad viability. N1-S1 HCC cells were
treated with durations of 600 ns with short (15 ns) and long (150 ns) rise-fall times at various electric
fields delivering 0.006–0.048 Vs/cm. The ��m was determine with TMRE 10–15 min post-pulse
and viability was determined 24 h post-pulse by CellTiter-Glo Luminescent Cell Viability Assay
Kit (Promega, Madison, WI) in Beebe et al. (2012). The inset shows the pulse waveforms for 15
(blue) and 150 ns (red) rise-all time pulses. The data represents a different experimental set from
previous studies in Beebe et al. (2013)

rise and fall times. Figure 8.12 shows experiments of usEPs with 600 ns durations
with short 15 ns and long 150 ns rise-fall times on the ��m using TMRE as a
mitochondrial indicator solid lines and cell viability (dotted lines). Cells exposed to
pulses with a 15 ns rise fall time (solid blue trace) begin to lose their ��m, as indi-
cated by decreased TMRE fluorescence, at lower electric fields (40–50 kV/cm, 0.024
Vs/cm vs. 70–80 kV/cm, 0.042 Vs/cm) and with a greater slope than cells exposed
to the 150 ns rise-fall time (solid red trace). When cell viability was determined 24 h
later at the same usEP conditions, viability was closely correlated with loss of��m.
There were no differences of rise-fall times on permeability of the plasmamembrane,
which occurred at about 10 kV/cm (0.006 Vs/cm) like that shown for the 15 ns rise-
fall time in Fig. 8.11 above (Beebe et al. 2012). These results supported the concept
that pulses with shorter rise-fall time have greater effects on ��m, which appears
to be a determinant of cell viability, than pulse with longer rise-fall times, This is
consistent with the hypothesis that intracellular effect occur during the rise-fall times
while effect on the plasma membrane occur at the pulse plateau (Schoenbach et al.
2001).

This study also demonstrated that under these pulsing conditions that Ca2+ perme-
abilization of the plasma membrane was more sensitive than dissipation of the��m
(~10 kV/cm, 0.006 Vs/cm vs. ~ 40 kV/cm, 0.042 Vs/cm) (Beebe et al. 2012). This
indicates that the elevated cytoplasmic Ca2+ is present when effects on ��m are
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observed, consistent with Ca2+-dependent effects on ��m (Fig. 8.9). For these
short rise fall time pulses, loss of cell viability for these cells occurs as charging
effects exceed about 2–4 × 10–2 Vs/cm. In addition, since the shorter 15 ns rise-fall
time pulse exhibits higher frequency components than longer 150 ns rise-fall time,
it is possible that higher frequency components of usEPs are responsible for greater
intracellular effects, especially on mitochondria and consequently on cell viability.

Since mitochondria are purveyors of cell death, Bcl-2 was shown to protect mito-
chondria (Thomenius and Distelhorst 2003; Shimuzi et al. 1998) and Bcl-xl was
shown to inhibit redistribution of cytochrome c from the intermembrane space to the
cytosol preceding loss of ��m (Vander Heiden et al. 1997). To determine effects
of Bcl-2 family members on usEP—induced loss of ��m, we treated Jurkat cells
that over expressed Bcl-xl (Fig. 8.13) and Bcl-2 (not shown) for their effects on
usEP-induced loss of ��m.

Bcl-xl overexpression does not protect usEP-induced dissipation of ��m—It is
thought that loss of��m is an early step in apoptosis programs and that stabilization
or prevention of this loss in ��m can be prevented by anti-apoptotic proteins as a
mechanism of resistance to chemotherapy (Decaudin et al. 1997). Bcl-2 and Bcl-xl
bind to and prevent homo-oligomerization of pro-apoptotic family members, such
as Bax and Bak, inhibiting their pro-apoptotic activation. Specifically, Bak adapts an
amphipathic alpha-helix that interacts with Bcl-xl through hydrophobic and electro-
static interactions (Sattler et al. 1997). Another proposed mechanism indicates that
Bcl-xl binds to the mitochondrial ATP synthase β subunit by stabilizing ��m and
therebymitochondrial energetic capacity (Alavian et al. 2011;Chen et al. 2011).More
recently it was proposed that another mechanism for Bcl-2 family member proteins
to protect mitochondria against Ca2+-mediated apoptosis is that the Bcl2/Bclxl BH4
domain binds and inhibit the IP3 receptor from transferring excessive Ca2+ loads
to mitochondria through the ER IP3 receptor-mitochondria VDAC interaction site
(Monaco et al. 2015).

To determine if Bcl-xl could protect Jurkat cells from usEP-induced dissipation
of ��m, we treated Jurkat E6.1 cells that stably over-expressed Bcl-xl with usEPs
and compared effects on ��m and cell viability with controls cells containing an
expression empty vector. The inset showing a western blot that Bcl-xl was over-
expressed nearly sevenfold in the Jurkat clone. Jurkat cells were treated with ten
60 ns pulses with increasing electric fields and analyzed cells for effects on ��m
10–15 min after treatment (Fig. 8.13a) and 24 h later for viability (Fig. 8.13b). There
was an electric field-dependent decrease in ��m and a corresponding decrease
in cell viability with Jurkat cells that did and did not over-express Bcl-xl, with
no detectable differences between them. In data not shown, similar results were
observed in a Jurkat clone over-expressing Bcl-2. These studies indicate that over-
expressionof anti-apoptotic protein could not prevented the usEP-induceddissipation
of ��m. Whether these anti-apoptotic proteins prevent homo-oligomerization of
pro-apoptotic proteins at the mitochondria membrane or whether Bcl-xl binds to
the β-subunit of ATP synthase to stabilize ��m or whether Bcl2/Bclxl prevents
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Fig. 8.13 Bcl-xl does not protect usEP-induced dissipation of ��m. Jurkat clones that over-
expressed Bcl-xl in psFFV neo or the empty vector were loaded with TMRE and treated with ten
60 ns pulses with electric fields 0–60 kV/cm or 0.002–0.011 Vs/cm. Ten-15 min post pulse cells
were analyzed by flow cytometry for ��m and 24 h later analyzed for viability as indicated in the
legend to Fig. 8.12. The Jurkat clone were generous gifts from Dr. JD Robertson Department of
Pharmacology, Toxicology and Therapeutics, University of Kansas Medical Center, Kansas City,
Kansas. (Ruedlinger and Beebe et al. unpublished)

excessive Ca2+ transfer from the ER to the mitochondria, none of these mechanisms
are effective to prevent or attenuate the usEP-induced loss of ��m in Jurkat cells.

Mitochondrial permeability transition pore (mPTP)—is a megachannel
connecting the cell cytoplasm to the mitochondrial matrix through the IMM and
the OMM. In the late 1979s, Hawthorn and Hunter (1979) described the opening
of a high conductance channel in the IMM induce by Ca2+ that resulted in swelling
of mitochondria among other aspects of this megachannel in mitochondria (Hunter
and Hawthorn 1979a, b). The pore is large enough to allow molecules as large as
1.5 kDa to cross the otherwise impermeable IMM. When this channel is fully open,
the ��m collapses. ATP is hydrolyzed instead of synthesized, oxidative phospho-
rylation is uncoupled, reactive oxygen species (ROS) are generated, matrix Ca2+ is
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released and respiratory control is lost. If the proton gradient across the IMM is not
restored,mitochondria swell, theOMM is ruptured, mitochondrial proteins andDNA
are released into the cytoplasm and cell death ensues. Depending on the context, cell
death can be by apoptosis, if ATP levels are sufficient, or otherwise by regulated
necrosis (Halestrap et al. 2006). However, as will be presented later regulated cell
death is determined by factors other than ATP levels(See section of usEP induce
RCD mechanisms, Chap. 9). The pore is modulated by several factors including
activators such as Ca2+ with Pi and reactive oxygen species (ROS) and inhibitors
such as adenine nucleotides, low pH, divalent cations like Mg2+ and cyclophilin
inhibitors like cyclosporine A (CsA) (Crompton 1999). The mPTP is likely regu-
lated by post-translation modifications such as phosphorylation (Halestrap et al.
2006). Unregulated or prolonged opening of the mPTP and cell death are associated
with several diseases such as cerebral and myocardial ischemia/reperfusion injury,
muscular dystrophy caused by defects in collagen IV and other degenerative disor-
ders (Hurst et al. 2017; Rasola and Bernardi 2007; Pérez and Quintanilla 2017).
Although regulation and dysfunction of the pore are understood, and it is agreed that
mPTP is composed of proteins, the exact structural composition of the pore remains
controversial.

Although the identity of the proteins that make up the mPTP is still debated,
CypD is a well-characterized, genetically proven regulator of the mPTP (Giorgio
et al. 2017). It has been suggested that in addition to the Na+/Ca2+ and H+/Ca2+

exchangers, flickering or transient opening of the mPTP may be a mechanism of
Ca2+ efflux from the mitochondrial matrix to diminish sustained mitochondrial Ca2+

overload. Another possible physiological role for transient opening of the mPTP is
in the production of brief “flashes” of ROS, which have been shown to be concurrent
with decreases in ��m and attenuated by CsA and CypD knockdown. This may be
cell type-specific since it is not observed in skeletal muscle (Kwong and Molkentin
2015). However, under conditions of usEP-induced dissipation of��m, this is likely
to benon-reversible, since there is a time-dependent increase in cellswith lower��m
(Fig. 8.10) and this is closely correlated with numbers of cell that lose viability
(Figs. 8.11 and 8.12) (Beebe et al. 2012, 2013, 2015). As might be suggested by
the evolutionary conservations of cyclophilins (CyPs), they have been shown to
be involved in a wide variety of pathophysiological conditions from inflammation,
infections, vascular diseases, and innate immunity, in addition to its role in regulating
the mPTP (Giorgio et al. 2017; Kwong and Molkentin 2015).

It is important to note that CypD is not a structural protein of the mPTP, but a
regulator of the pore. The CypD bound form of the mPTP has a higher probability for
the opening conformation. CsA binds to and removes CypD from its mPTP binding
site, thereby revealing a Pi binding site, which upon binding decreases the probability
of pore opening. Thus, CsA binding to CypD allows Pi to inhibit mPTP opening.
Thus, CsA is really a desensitizing agent as the mPTP is more resistant to opening
after the uptake of Ca2+. In the presence of CsA, pore opening requires about twice
the Ca2+-Pi concentrations compared to when it is absent.

Figure 8.14a shows the original and newmodel of the mPTP. The earlier model of
the mPTP included voltage-dependent anion channel (VDAC) in the OMM, adenine
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Fig. 8.14 Schemes of the original and newmodels of the mPTP. FromKarch andMolkentin (2014)

nucleotide transporter (ANT) in the IMM and CypD in the matrix. These three
components formed CsA-sensitive pore in lipid membranes. Further, VDAC exhib-
ited similar electrophysiological characteristics to mPTP and it was a non-selective
pore in the OMM. However, mitochondria lacking all three VDAC isoforms still
exhibited permeability transition (PT). The ANT in the IMMwas suggested because
it exchanged ADP for ATP in the matrix and was an important ATP synthesis
machinery. Furthermore, it directly interacted with CypD. However, deletion of ANT
did not knockout Ca2+-induced PT, ruling out ANT as a structural mPTP component.
Figure 8.14b shows a newer model of the mPTP (Karch and Molkentin 2014).

Another candidate for the mPTP is the ATP synthase or complex V of the ETC
(Fig. 8.15; also see Fig. 8.4 above and 8.17). The F0 domain is in the IMMwhile the F1
catalytic domain faces thematrix. These two components are connected by the central
and peripheral stalk, which exhibits an OSCP (oligomycin sensitivity conferral
protein) subunit that binds CypD. When ATP synthase dimerizes, which have been
hypothesized to form the pore, were included in lipid membranes, typical mPTP

Fig. 8.15 The schematic models of ATP synthase serving as the mitochondrial permeability
transition (mPTP). From Long et al. (2015)
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characteristics were observed. When the purified c-subunit was included in lipo-
somes, a voltage gated channel with high conductance was observed that was sensi-
tive to adenine nucleotides, but not to CsA. However, when the F0 and F1 domains
were included with the OSCP subunit from the peripheral stalk, a CsA-sensitive,
CypD-regulated pore was observed. Finally, when shRNA was used to reduce the
c-subunit, Ca2+-mediated mPTP opening was prevented. These studies suggest that
the c-subunit of the F0 ATP synthase domains functions as the mPTP. However,
when the c-subunit genes were disrupted, vestigial ATP synthase complexes were
formed without c-subunits, mPT was still observed. These results suggest that c-
subunit of ATP synthase is not an essential structural component of the mPTP. There
are also requirements for hydrophilic surfaces when pores are open and hydrophobic
surfaces when pores are closed, that do not appear to be met by ATP synthase dimers.
Nevertheless, ATP synthase subunits e, f, and g have not been examined as structural
components and could possibly fill this role. There are other possible candidates for
themPTP. For example, the pro-apoptotic proteins Bax and Bak have been connected
asmPTPproteins. These proteins bind to theOMM,can cause increasedpermeability,
mitochondrial swelling, OMM rupture, and cytochrome c release. Mitochondria that
do not express Bax and Bak do not show mPT and are protective against cardiac
ischemia–reperfusion injury, suggesting that Bax and Bak are essential components
of the mPTP.

The earlier mPTP model with VDAC in the OMM and ANT as a CypD binding
protein in the IMM is replaced with a developing model. This mPTP model, the
ATP synthase associated with ANP and PiC, all CypD binding proteins, in the IMM
and Bax and Bak in the OMM constitute a present working model for the mPTP.
These proteins are also part of the ATP synthasome as an important IMM complex
constituting an association among ANT that makes ADP available, and Pi that makes
Pi available to the ATP synthase for the energy metabolism.

Effects of usEPs on mitochondrial respiration–While many studies with usEPs
have been designed to use lethal effects for cancer ablation, not all effects of usEPs on
cells are lethal. For example, when 600 ns pulses with long 150 ns rise-fall timeswere
applied to N1-S1 cells with a mismatched load, Ca2+ influx occurred at low electric
fields (~10 kV/cm), which was not different than when the load was matched with
600 ns durations and 150 ns or 15 ns rise-fall times, but therewere no effects on��m
or cell death (Beebe et al. 2013). When ten 10 ns, 50 kV/cm pulses (0.005 Vs/cm)
were applied to intact Jurkat and U937 cells, oxygen consumption was increased.
However, when > 100 pulses were applied, oxygen consumption in Jurkat cells was
decreased, but no effects were observed n U937 cells. When these similar pulses
were applied to mitochondria isolated from U937 cells, no effects were observed
(Estlack et al. 2014a, b). These studies indicated that usEPs could affect metabolic
activity in cells.

In studies from the authors’ laboratory, Fig. 8.16 shows effects of usEPs on
metabolic activity determined by measuring oxygen utilization in Jurkat cells treated
with ten 60 ns 20 kV/cm pulses, (0.0038Vs/cm). It can be seen in Fig. 8.11 that under
these same conditions (20 kV/cm) with this same Jurkat clone that only small effects
were present on ��m and viability in the major population of cells compared to
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Fig. 8.16 High resolution respirometry of Jurkat cells–Jurkat E6.1 cells were treated with usEPs
in Miro5 buffer with and without Ca2+ and analyzed for oxygen consumption with high resolution
respirometry using the Clark electrode (Oroboros O2K). Cells were treated with ten 60 ns pulses
at 20 kV/cm or 0.0038 Vs/cm. A typical experiment is illustrated (Lai and Beebe unpublished)

control. In order to measure mitochondrial respiration, it is necessary that the major
population of cells exhibit a relatively high ��m like those in the study shown
here. Consequently, effects measured here on cell respiration were at electric fields
that were below lethal levels and below conditions that caused (tense of the para-
graph needs to be checked) significant loss of ��m and opening of the mPTP.
These studies were done under condition that allowed measurement of basal respi-
ration levels as well as when cells are permeabilized and exposed to substrates such
as succinate, ADP, uncoupling agents such as CCCP, which depolarizes mitochon-
dria by abolishing the proton gradient across the inner mitochondrial membrane;
rotenone, which inhibits complex I; and antimycin, which inhibits complex III, which
is between cytochrome b and cytochrome c1.Using these reagents, it is possible to
dissect the ETC to determine where usEPs affects respiration. These analyses are
expected to measure the subtle effects of usEPs on mitochondrial metabolic function
as determine by oxygen utilization.

When oxygen utilization is determined in intact cells, basal respiration is
measured. It can be seen that usEPs attenuate respiration by around 60% in the
presence or absence of Ca2+. When the complex I substrate pyruvate was added,
there was no effect. This demonstrated that the cells were intact because intact cells
would not be permeable to pyruvate or malate, which was also added, but not shown.
Then cells were permeabilized with a known amount of DMSO, which must be
titrated for each cell type to ensure minimal mitochondrial damage. When ADP was
added, respirationwas stimulated except under non-pulsed conditions in the presence
of Ca2+. In the absence of Ca2+, but not in the presence, effects of usEPs on basal
respiration were less. When the complex II substrate succinate is added, there were
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no effects on usEPs regardless of the presence or absence of Ca2+. Thus, the pres-
ence of complex II substrates resolved effects of usEPs on mitochondrial respiration.
When electron transport was uncoupled for oxidative phosphorylation, no effects of
usEPs were observed. In order to determine effects usEPs on complex I, rotenone,
a complex I inhibitor was added. The difference between uncoupled respiration and
that observed in the presence of rotenone, shows effects of usEPs on complex I. In
the absence of Ca2+ there were only small effects of usEPs on complex I, suggesting
that effects of usEPs on complex I were Ca2+-dependent. This is reminiscent of the
effects of Ca2+ on loss of ��m. In the presence of Ca2+, usEPs inhibited complex I
by more than 60%. When the complex III inhibitor antimycin was added, ascorbate
was also added as an electron donor and TMPD facilitate electron transport from
ascorbate to cytochrome c and then through Complex IV to determine its rate of
electron transport. These observations indicate that usEPs have significant effects on
complex IV in the absence and presence of Ca2+ by about 30% and 75% respectively.
Thus, usEPs inhibited respiration at complex I and IV of the ETC.

Sites of superoxide anion andROSproduction in the ETC—As shown in Fig. 8.16,
high resolution respirometry of Jurkat cells shows that usEPs cause attenuation in
respiration primarily from complex I and complex IV. As usEP induces attenuation of
oxygen utilization, electron flow through the ETC is decreased and the probability for
superoxide anion release is increased. It is reasonable thatComplex I is considered the
most vulnerable complex in the ETC (Papa et al. 2008)—it is a regulated entry site for
electron transport, a primary site of ROS production only in the mitochondrial matrix
(complex-III generated ROS also diffuses into the cytoplasm) and mitochondrial
membranes and proteins are very near these ROS-generating mechanisms. Given
these considerations, it is not surprising that usEPs affect complex I of the ETC.
Antioxidant mechanisms are vital for protecting this essential respiratory machinery
such that they do not become overloaded, which would give ROS free reign to induce
oxidative damage and causemitochondrial dysfunction.Much of these effects appear
to be Ca2+-dependent. Such effects on complexes I and IV are likely predictive
of Ca2+-dependent effects on ��m and the mPTP when usEPs condition become
more intense. In fact, complex I has been reported to regulate the mPTP (Li et al.
2012). Althoughmechanisms that affect oxygen consumption by attenuating electron
transport at complex I and IV are not clear, it is likely that usEPs affect electron
transport in the ETC.When oxygen flux is decreased, electron transport is decreased
as is ATP production. UsEP also inhibit redox activity in the plasma membrane
(see us effects on the plasma membrane, Figs. 2.5–2.7). UsEPs attenuate electron
transport by some mechanism that remains to be determined.

Complexes I and III produce low levels of superoxide anions, which have a short
half-life and are quickly converted to H2O2 by superoxide dismutase (SOD). H2O2

can be converted to highly toxic hydroxyl radical (HO−) by the Fenton reaction when
ferrous iron (Fe2+) reacts with H2O2 to produce ferric iron (Fe3+) hydroxide ion and
hydroxyl radical. Damage due to hydroxyl radicals can be limited by converting
H2O2 to water by mitochondrial antioxidants such as glutathione peroxidase (GPX)
or thioredoxin-dependent peroxiredoxin (PRDX) (Kauppila et al. 2017).
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Complex I contains 7–8 iron-sulfur complexes that transfers electrons in the
forward direction (FET) between flavin mononucleotide (FNM, called IF), where
NADH is oxidized to NAD+, and Q-binding site (called IQ) and where electrons
are transferred to ubiquinone. IF, IQ, and iron sulfur complex N2 are the putative
sites for superoxide anion production (Scialo et al. 2013, 2017). If usEPs inhibit
electron transport through complex I like rotenone does, blocking electron trans-
port through complex I at IQ causes NADH to accumulate, over-reducing the IF site
where electrons leak to reduce oxygen to superoxide anions through FET (Scialo
et al. 2017). When the pool of coenzyme Q (CoQ) is over-reduced, reverse electron
transport (RET) occurs towards complex I. Thus, the redox state of the CoQ pool
can determine electron leak and superoxide anion production as a mitochondrial
signaling mechanism. This also occurs when succinate is supplied complex II as
some of the electrons flow in the reverse direction. Interestingly, shifting oxidation
of glucose to fatty acids alters the NADH:FADH2 ratio from 5:1 to 2:1 favoring
oxidation through complex II and reshuffling complex I for ROS production by RET
(Guaras et al. 2016). Under RET conditions, superoxide anion leak from the IF or IQ
sites. ROS is produced by FET or RET at complex I, affecting oxidation of several
proteins, suggesting site-specific ROS signaling that can activate specific signaling
pathways (Bleier et al. 2015). For example, when macrophages respond to infec-
tion, they switch metabolism from oxidative phosphorylation to glycolysis, decrease
levels of complex I and increase oxidation of succinate through complex II, which
favors ROS production through RET. Inhibiting succinate oxidation blocks RET and
ROS production and inhibits pro-inflammatory cytokine production implicating RET
ROS signaling in metabolic immune cell programming (Scialo et al. 2016).

The model proposes that usEPs act on complex I to attenuate electron transport
as determined by the decrease in oxygen consumption, which generates super oxide
anions as ROS, which diffuse through the mitochondrial matrix. In the presence of
Ca2+ ROS generation is enhanced. In the presence of superoxide anions (ROS) and
Ca2+, CypD is modified to open the permeability transition pore, which dissipates the
��m. The OSCP subunit of ATP synthase may also be affected by ROS and Ca2+

and participate in the mPTP response. Some superoxide anions may be provided
from complex III, which diffuses into the matrix and cytoplasm. Complex I and III
and their ROS products are in the matrix with complex V or ATP synthase/mPTP.

Possible mechanisms for usEP effects on oxygen consumption—How might
usEPs affect oxygen consumption through the ETC? It is possible to understand
how superimposition or “injection” of usEPs might be expected to affect movement
of charged electrons and protons in the transport pathways like charged particle
in among redox enzymes. Such effects would be expected to last if electric fields
were applied, but not necessarily for long periods of time that are required for these
measurements. It is possible that charging effects of usEP directly affect electron
and proton movements, but it is unlikely that this is responsible for observed long
lasting effects on oxygen consumption. Given that electron and proton transport
are closely coupled, it is possible that usEPs could selectively affect either process
directly and thereby affect overall transport of both ions and oxygen utilization.
However, given the relationship between slowing electron transport and increases in
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superoxide anions, it is most likely that usEPs primarily attenuate electron transport.
In any event, effects of usEPs to decrease the efficiencies of complex I and complex
IV are long lasting, lasting more than an hour, which is required for making these
measurements. These long-lasting effects suggest thatmore “stable” usEP effect have
occurred. Long lasting effects could occur by direct effects of usEPs on proteins or
more likely indirect effects on proteins and/or lipids by oxidation.

Water is very likely a usEP target; again, this is not likely to be long lasting unless
it affects behaviors of other molecules due to stable hydration effects. Another possi-
bility is that usEPs could affect charged mechanisms in water chains as reversible
proton wires (Hummer and Wikstrom 2016). Because of differences in structural
arrangements of ET and PT pathways in complex I and complex IV, the difference in
transport mechanisms would appear to be due to howET is coupled to PT.Movement
of protons through hydrophobic membranes is not a simple task, so it is likely that
mechanisms of PT in complex I and complex IV have some conserved elements.
Molecular dynamic simulations in complex I indicate that water can penetrate the
center of 3 antiporter-like subunits L, M and N in the membrane arm forming a
half channel as part of a possible PT pathway (Hummer and Wikstrom 2016). A
half channel on the positive side of the membrane is separated from another half
channel on the negative side of the membrane. Such channels are filled with ioniz-
able residues appropriate for water connections. Simulations clearly indicate water-
mediated connections between half channels in the membrane arm of complex I.
Since these channels are on different sides of the membrane, they are not always
continuous, but appear to function as valveswithwet and then dry periods that prevent
proton leakage. Charged clusters of residues create a significant electric field within
the membrane. Water is pulled into this inhomogeneous electric fields like an elec-
troporation effect that wets the pore. Once the proton is pulled into the pore, the nega-
tive charge neutralizes and weakens the electric field and the water chain becomes
unstable. It is certainly conceivable that usEPs could affect this electroporation-like
effect on these proton conduits in membranes containing these proteins. However,
such effects would be active only during the presence of the electric field, not for later
times during oxygen consumption measurements. Once again, long lasting effects
on oxygen consumption are likely due to other usEP mechanisms.

These effects on Complexes I and IV also appear to be rather stable since it takes
more than an hour to determine respiration through this protocol and these usEP
effects are still present. Like effects of usEPs onCypD, effects onComplexes I and IV
are likely on proteins. Given the generous usEP-induced production of superoxides
in mitochondria and the high affinity of superoxide anions for iron-sulfur cluster in
proteins, it is possible that proteins given the potential vulnerability of complex I as
a major superoxide anion producer, lipids and proteins in this ETC complexes are
susceptible to effects of oxidation when oxidant exceed the antioxidant protective
mechanisms. This can initiate the release of iron, which causes structural alterations
of proteins, especially at Cys residues (Rimessi et al. 2016). Lesions in proteins
can also occur by carbonylation, nitration or tyrosine derivatization as well as by
formation of adducts with lipid peroxidation products, such as malondialdehyde
(MDA) and 4-hydroxynonenal (HNE). Thus, it appears that complexes I and IV as
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well as CypD are targets that change functions due to usEP-induced oxidative effects.
Since usEP-induced effects on oxygen flux or consumption do not result in significant
cell death under these conditions, it is possible that usEP-induced decrease in electron
transport through altered or possibly damage to complex I and IV may be like or
related to aging (Kumaran et al. 2004, Preston et al. 2008; Tatarkova et al. 2011) or
related to mitohormesis as an adaptation to stress. Mitohormesis is a synchronized
mitochondrial response to mild stress that enhances subsequent responses to similar
pressures (Yun and Finkel 2014).

There are other possible considerations for how usEPs could attenuate oxygen
consumption. However, given that mutations in subunits most distant from the
oxidoreductase and iron-sulfur clusters can affect both redox activity and proton
pumping in complex I (Michel et al. 2011; Hummer andWikstrom 2016), predicting
usEP effects on specific subunits in complex I will be challenging. As suggested, it
is likely that these usEP effects are due to relatively long-lasting effects on proteins
and/or polypeptides in complex I and IV. The usEP effects are on genuine proton
pumps that closely couple electron transport with (ET) proton translocation (PT).
However, although the structural organization for electron channeling and PT path-
ways in these two complexes are different, there are likely similar structures that are
affected by usEPs, suggesting that some aspects of their functional mechanisms are
similar. Thus, it is possible that by identifying how usEPs affect both complexes,
usEPs can serve as a tool to probe effects on complex I and IV and enhance our
understanding of how these disparate structures function with such thermodynamic
efficiency.

Recalled from effects of redox activity in the plasmamembrane, [see usEP effects
on the plasma membrane, Figs. 2.5–2.7] usEPs decreased redox activity, which is
essentially electron transport, in the plasmamembrane suggesting the usEPs attenuate
electron transport in the mitochondria as determined by oxygen consumption and
plasma membrane as determined by redox enzyme activity. So, usEPs have more
generalized effect on electron transport. Thus, the redox enzymes that transport
these electrons may be affected by usEPs, either directly or indirectly by effects
of ROS-mediated modifications.

It is possible that usEPs could have direct effects on proteins as previously consid-
ered (Beebe 2015). Since proteins are essentially complex dipoles, it is possible they
could be rearranged bymodulating one ormore of their local structures having effects
on overall structure and function. This would be analogous to effects of phospho-
rylation, whereby negatively charged phosphate groups from ATP at specific phos-
phorylation sites alter conformation and functional properties of phospho-proteins.
This is a highly conserved mechanism for reversibly regulating cell function by
activities of kinases (adding phosphates) and phosphatases (removing phosphates)
in cell function (Graves and Krebs 1999; Cohen 2000; Pawson and Scott 2005) and
in mitochondria (Lim et al. 2016; Lucero et al. 2019).

Another way that usEPs could directly affect protein structures and functions is
to disrupt their active structures. Proteins must assume a structure that supports their
appropriate function. Many enzymes depend on chaperones to help them fold into
functional conformations. Chaperones assist the covalent folding of proteins and
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prevent assembled subunits from aggregating and losing their functional structures.
An example of possible denaturing effects of usEPs on a protein structure was shown
by the inactivation of the catalytic activity of the catalytic (C) subunit of the cAMP-
dependent protein kinase (PKA) in a pulse duration- and electric field-dependent
manner (Beebe 2015). Given that PKA is the prototype protein kinase, this has
broader implications for usEPeffects onkinases, in particular and enzymes in general.
This may also be important because PKA is known to be important for mitochondrial
function (Acin-Perez et al. 2009; Monterisi and Zaccolo 2017).

UsEPs could also indirectly regulate proteins that are Ca2+- and ROS-regulated as
opposed to direct usEP actions. In fact, given the known mechanisms for regulation
by many proteins by these signaling molecules, this indirect mechanism is hard to
disprove. In fact, we hypothesize that usEPs affects CypD (Figs. 8.9 and 8.17) by
increasing Ca2+ (Fig. 8.9) and generate ROS in a Ca2+-dependent manner (Fig. 8.8).
UsEPs attenuate oxygen consumption on Complex I (Fig. 8.16), which is likely to
generate ROS.

Another possibility for usEP effects on redox proteins would to be affect the
secondary or tertiary conformation of proteins in complex I and/or complex IV.
It is also known that the ETC can establish supramolecular organizations forming
supercomplexes with interactions among individual complexes forming a so-called
respirasome, such as I + III2 + IV1–2 or “complex strings” with complex V or
ATP synthase into oligomeric chains (Melber and Winge 2016; Guo et al. 2016).
Such supercomplex organization exhibit greater efficiency in oxygen utilization and
enhanced respiration and ATP production (Dudkina et al. 2010; Genova and Lenaz
2014). It is possible that usEPs attenuates respiration by affecting participation of

Fig. 8.17 The electron transport chain and ATP synthase (Complex V) as the mPTP— Adapted
and modified from Zhou et al. (2019) and Jonas et al. (2015)
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complex I and or IV in these supercomplexes. Since complexes III and IV are neces-
sary for the assembly and stability of complex I (Blakely et al. 2005) and complex
I is necessary for the full assembly of complex III (Ugalde et al. 2004), it is not
difficult to see how decreased oxygen efficiency could be affected by usEP effects
on complex I and/or IV in supercomplexes.

Yet these suggested mechanisms do not include consideration for the enhance-
ment of Ca2+ on usEP-induced ROS formation. The intracellular Ca2+ is made avail-
able by the nanoporation of the plasma membrane and an influx of Ca2+ down its
electrochemical gradient. One possibility for enhanced ROS production by complex
I increased activity of the Krebs cycle with Ca2+ dependent dehydrogenases such
as alpha-ketogluterate dehydrogenase and others, as the CoQ pool becomes over-
reduced with excess electrons from complex II reducing capacity of forward electron
transport. This would cause NAD + production from NADH with electrons from
ubiquinol by reverse electron transfer (RET) generating ROS (Scialo et al. 2017;
Adam-Vizia and Starkovb 2010; Bertero and Maack 2018).

Regardless of how usEPs slows respiration, it is most likely that usEPs attenuate
electron transport through complexes I and IV as shown in Fig. 8.16. Furthermore,
usEPs increase Ca2+ influx through the plasma membrane as shown in Fig. 8.11.
Effects of usEPs on complex I and IV are exacerbated by increases inCa2+ (Fig. 8.16).
Since complex I is a primary site of superoxide anions production, the slowed elec-
tron transport is expected to increase production of ROS like that shown in Fig. 8.8.
As the ROS levels increase and surpass antioxidant protection mechanisms in mito-
chondria, there is likely further damage to electron transport mechanisms, which
further increasesROSgeneration. This is expected to slow electron transport andATP
production even more. As ROS levels accumulate, they begin to oxidize lipids and
proteins including oxidation CypDwhich in the presence of elevated Ca2+ ultimately
causes opening of the mPTP, loss of ��m and regulated cell death.

8.5 usEPs Upregulate Genes in the Electron Transport
Chain and ATP Synthase

In order to determine usEP effects on cells, we have used several cell types depending
on the questions asked and the experimental design. In order to determine effects of
usEPs on gene expression, we used a 4T1 mouse mammary cancer model, where we
have demonstrated successful tumor ablation and an immune-mediated protective,
vaccine effect after ablation (Guo et al. 2018; Beebe et al. 2018), which will be
presented later. We carried out RNA sequencing on samples 2 and 4 h after treating
cellswith various usEP conditions, including ones that induced cell death by 25–90%.
When these sequences were analyzed by Ingenuity Pathway Analysis (IPA), under
condition of 80–90% cell death (24 h after treatment, 100 pulses, 60 ns 50 kV/cm),
the two major changes in gene expression 2 h after treatment were analyzed under
pathways classified as mitochondrial dysfunction and oxidative phosphorylation.
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Figure 8.18 shows the electron transport chain complexes I-V and ATP synthase as
complex V. Subunits from each complex that were up-regulated > 1.5-fold are shown
in red. There was increased gene expression in all complexes of the ETC and ATP
synthase in response to these usEP treatment. There were 13 genes up-regulated in
Complex I, 2 genes up-regulated in complexes II and III, 5 in complex IV and 3 in
ATP synthase. The greatest number of up-regulated genes in complexes I and IV and
ATP synthase agree with inhibitory effects on oxygen utilization observed in H9c2
cells (Complex I and IV) and for effects on CypD in ATP synthase as the mPTP.
While these analyses are the results of a single RNA sequence analysis, these genes
were up-regulated at the 2- and 4-h time points for 100 pulses, the 4 h time point for
50 pulses and the 2 h time point for 150 pulses. RNA at the 4-h time point for 150
pulses was degraded and not analyzed. Thus, for as long as 4 h at 50 and 100 pulses
and for 2 h at 150 pulses, cells are up- and down-regulating (not yet analyzed) genes
without significant degradation of RNA, demonstrating that they are not yet past a
point of no-return, although 25–90% will be dead by 24 h after treatment.

Confirmation of RNA sequencing results by RTqPCR of 4T1 cell RNA—In
order to confirm the RNA sequencing data, we concentrated on genes that were
upregulated ≥ 1.5-fold in complex I based on single RNA sequencing samples. This
is a reasonable usEP target because it is a regulatable and vernerable complex (Papa
et al. 2008), is very sensitive to usEPs and is a common sourse of ROS. In addition,
dysfunction of complex I arises from decreased catalytic activity caused by increased
superoxide production (Hirst et al. 2013), which is induced by usEPs (Fig. 8.8).
Primers were designed from 5 different genes in Complex I in the hydrophobic arm
of complex I including mt-Nd1 and mt-Nd2, both expressed from mitochondrial

Fig. 8.18 UsEP treatment increase expression of genes in the electron transport chain and ATP
synthase—4T1mammary cancer cellswere treatedwith 100 pulses, 60 ns 40 kV/cmor 0.024Vs/cm.
Two hours later, RNA was isolated and defined as intact by bioanalysis based on ratios of intact
28S and 18S ribosomal RNA. The mRNA is then reverse transcribed to cDNA and sequenced to
analyze changes in gene expression in response to usEPs. Complexes in the ETC and ATP synthase
are shown as indicated. The red colored images in each ETC complex indicates subunits of each
complex that have been up-regulated. The results are based on a single mRNA sequencing analysis
and are conformed by RTqPCR for selected genes (see below) (Bani-Hani and Beebe unpublished)
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genes; and Ndufa1, Ndufa4, Ndufb4 and Ndufaf2, all genes encode in the nucleus.
RNA sequencing changes as fold increase above control, non-pulsed 4T1 cells are
shown for each complex I subunit for the indicated number of pulses. While RNA
sequencing determined that the genome-encoded subunits Ndufa1, Ndufa4, Ndufb4
and Ndufaf2 were increased 1.5–1.7-fold, these small increases were not found to
be statistically significent by RTqPCR. In contrast, the mitochondrial gene-encoded
subunits Nd1 and Nd2 were significantly up-regulated two hours after 4T1 cells are
exposed to 50 and 100 pulses at 60 ns and 40 kV/cm (Fig. 8.19).

Figure 8.19 show PTqPCR analyses on several genes that were p-regulated in
complex I. The Nd1 subunit contains several important distinction regarding its role
in the function and assembly of the most complex complex in the ETC (Sekiguchi
et al. 2009; Gonzalez-Halphen et al. 2011; Zurita Rendón and Shoubridge 2012).
Along with Nd2, Nd4 and Nd6, the Nd1 (Nqo8 in T. thermophilus) subunit it is
a core protein of complex I and the most evolutionarily conserved subunits in the
complex, suggesting it is a fundamental component important in complex I. It is at the
interface of the hydrophobic membrane arm where proton transport occurs and the
hydrophilic arm where electron transport occurs and also contributes to the quinone
binding site or Q site xcx (Sekiguchi et al. 2009). Nd1 is included in the initial
assembly of complex I. Assembly starts with two separate intermediates including
the hydrophobic arm nuclear-coded subunits and the membrane-associated module
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Fig. 8.19 Confirmation of RNA sequencing of ETC complex I subunits from 4T1mammary cancer
cells by RTqPCR—Specific primers for the indicated ETC complex I subunits were designed, and
RNA isolated from 4T1 cells treated with 50, 100 and 150 pulses at 60 ns and 40 kV/cm. The RNA
was isolated in 4 individual experiments (including that was RNA sequenced), reversed transcribed
(RT), amplified by qPCR and indicated as the fold increased over control RNA from un-pulsed 4T1
cells. The Figure shows the mean and standard deviation of 4 separate RNA isolation experiments
for RTqPCR and one from RNA sequencing, * p < 0.01; # p < 0.05
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containing Nd1in a 400 kDa subcomplex. Nd1 is included in the module with 4 early
assembly factors (NDUFAF3, NDUFAF4, C8orf38 and C20orf7), which dock and
stabilize Nd1. If any one of this is knocked-out, Nd1 is not included and complex I
assembly stalls and falls apart (Zurita Rendón and Shoubridge 2012). Nd1 appears
to be part of a hot-spot in complex I for disease-causing mutations. Nd1 lies at
the interface of the hydrophilic domain of the membrane domain of complex I,
involving the large ubiquinone (Q) binding pocket, which is a structural compo-
nent that is responsible for transmitting redox signals that induce conformatiomnal
changes to proton pumpingmodules. Interestingly, subunitNd2was also significantly
up-regulated byRNA sequencing andRTqPCR (Fig. 8.19). AlongwithNd4 andNd5,
these subuniyts appear to be antiporter-like subunits due to their homology to the
Na+/H+ antiporter family, so are believed to be sites of proton tranport and form the
core of the proton transport mechanism for complex I (Hirst et al. 2013). The further
importance of Nd1 is indicated by a commion site for disease-causing mutations.
Several different diseases are caused by complex I dysfunctions that map to Nd1,
Nd4, Nd5 and Nd6, which appear in a conserved hydrophobic loop that protrudes
into the matrix. Nd1 is associated with several diseases including Leber’s hereditary
optic neuropathy (LHON) and severe,multi-systemic clinical diseases such as mito-
chondrial encephalomyopathy, lactic acidosis and stroke-like syndrome (MELAS)
and Leigh syndrome (Gonzalez-Halphen et al. 2011). Based on using a software that
predicts probability or possibility of mutation damaging effects on protein funtion
Nd1, along with Nd4 and Nd5 and Nd6, are most affected by pathogenic muta-
tions. This suggest these subunits form an operational nucleus in the bioenergetic
machinery of complex I (Gonzalez-Halphen et al. 2011).

Yet another distinction of the Nd1 subunits is nature of effects of complex I
inhibitors. In addition to being common sites for mutations, Nd1, Nd4 and Nd5
are binding sites for potent complx I inhibitors including rotenone, synthetic pesti-
cides and plant acetogenins. Nd1 is at the interface between the membrane domain
and the hydrophilic domain at the Q binding and reduction site. This is the site of
the complex that produces large conformational changes that couple electron trans-
port to proton pumping mechanically transmitted from Nd1along the membrane arm
involving Nd2, Nd4 and Nd5. Complex I inhibitors such as fenperoxymate, asimicin,
piericidin, rolliniastatins may displace Q and/or prevent the mechanical transmission
of these redox-linked conformational changes. Some of these inhibitors more effec-
tively inhibit protonpumping thanblocking redox activity ofmitochondrialNADH-Q
recutase activity (Gonzalez-Halphen et al. 2011).

Regarding effects of chemical complex I inhibitors, it is interesting to considered
usEPs as an complex I inhibitor of a different sort. While usEP-induced inhibition of
complex I is generally considered to primarily affect electron transport, a biased and
unsubstantiated opinion, like chemical inhibitors of complex I, usEP could affect
proton pumping, which uncoupled from electron transport could produce ROS in
the same way as effects on electron transport. In any event, the finding that usEPs
induce upregulation of Nd1 and Nd2, suggest that profound inhibition of complex I
induces these cells to upregulate at least two critical components of the largest ETC
complex. It is easy to see why the Nd1 subunit of complex I is important. It is one of
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the most evolutionary conserved subunits in complex I, the site of disease-causing
mutations and an apparent universal site of action for complex I inhibitors. It is at
the crux of the the boundary between the membrane and hydrophilic arms of the
complex where conformational changes occur that couple electron transport with
proton pumping. Furthermore, its early and essential participation is required for the
successful biogenesis of complex I. This further defnes complex I as a vulnerable
ETC complex and a suseptable target for usEPs.

In summary,given that usEPs have effects on intracellular structures and conse-
quently can modify their functions and affect their fate, it is not surprising that
mitochondria are targets for these ultrashort pulses. This raises the question of what
are the specific mitochondrial receptors or sensors for these usEPs. From the avail-
able data, it appears that there are several mitochondrial sensors for usEPs. These
include components in the ETC, most likely iron-sulfur clusters in complex I and IV
that transport electrons and pump protons; CypD as a regulator of the mPTP, which
may be ATP synthase; and likely CL and cytochrome c in their roles in regulated cell
death by apoptosis. However, evidence that CL and cytochrome c are actually usEP
sensors is only circumstantial and may be cell-type specific occurring only when
usEPs induce apoptosis. The usEP sensors in the ETC complexes I and IV are more
senstive than CypD because they are affected at lower usEP conditions than loss of
��m and opening of the mPTP. Based on available data from 2 laboratories with
Jurkat cells, usEPs induce increases in oxygen utilization under low usEP conditions
of 0.002 Vs/cm (Estlack et al. 2014a, b). Under similar conditions, we saw decreases
in oxygen utilization with 0.004 Vs/cm (Fig. 8.16). At a higher usEP condition of
0.012 Vs/cm (Fig. 8.9 ), the mPTP is opened and ��m was decreased. When usEP
conditions are increased tenfold to 0.36 Vs/cm, loss of ��m is Ca2+ independent
and could be due to permeabilization of the IMM. Interestingly, permeabilization of
Jurkat cell plasma membrane occurred at 0.006 Vs/cm. This is about 6-times lower
than that required for dissipating ��m by affecting CypD in a Ca2+-dependent
manner and 60-time lower than that required to permeabilize the IMM according
considerations in Figs. 8.13 and 8.14.

Thus, there is a hierarchy of usEP sensors in the mitochondria and elsewhere.
The following mechanistic scenerio is likely. As electric field charging conditions as
Vs/cm increase, effects on mitochondria begin with increases and then decreases in
oxygen consumption as usEPs affect electron and proton transport as they traverse
the ETC. In actuality, usEPs are increasing and then decreasing oxidation—reduction
(redox) reactions in the ETC. Such measurement could only be made with an intact
mitochondrial membrane, so ��m is intact. Since these effects on redox reactions
are long lasting, they are most likely due to increasing effects of ROS by oxidizing
redox-sensitive enzymes and other proteins.

Increase in ROS levels changes the redox balance in the ETC first and formost,
which can shift electron transport from forward to reverse, generating more ROS in
potentually feed-forward reactions that lead to progessive mitochondrial dysfunction
until RCD intervenes. So, as oxygen utilization decreases in complex I and IV, there
are greater increases in ROS production affecting their iron-sulfur clusters, setting in
motion increases in oxydation state of an hierarchy of redox-regulated proteins. The
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oxidation-sensitivity of these proteins likely progresses from more sensitive (lower
Km) ROS signaling second messenger sensors such as kinases and phosphtases,
GTPases and deacetylases, among others (Finkel 2011; Freund-Michel et al. 2013),
to inflammasome-mediated complexes that are sensitive to DAMPs and PAMPs in
innate immunemechanisms (Jin and Flavell 2010; Rathinam et al. 2012). And finally
CypD becomes oxidized and controls of the mPTP is lost and the permeability pore
opens and ��m is lost. About this time usEP conditions have lowered the reduction
potential of cytochrome c, changing its conformation and its function to a peroxidase
that oxidizes CL (De Biase et al. 2009). Cytochrome c dissociates from cardiolipin
and is released into the cytoplasm to activate the apoptosome, caspase-9 and caspase-
3. After cytochrome c release, the decision for and the point of life’s no return, there
is then “ten minutes to dead” (Green 2005).
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Chapter 9
usEP Induce Regulated Cell Death
Mechanisms

Stephen J. Beebe

Abstract Cells employs many different mechanisms for their expiration. The best
known and studied regulated cell death mechanism is apoptosis. Cell death subtypes,
including regulated cell death (RCD), programmed cell death (PCD), and acci-
dental cell death, are discussed. A discussion on and caution for the use of the term
“necrosis” is included. Apoptosis was the earliest RCD mechanism shown in Jurkat
cell responses to usEPs as determined by cytochrome c release and caspase activa-
tion. This apoptotic cell death was enhanced by usEP-induced supraelectroporation,
as electric fields with nanosecond durations and short(fast) rise-fall times passed
through the cell, while pulses with microsecond duration go around cells. However,
using Jurkat clones that did and did not express APAF-1, which is an essential protein
for apoptosome formation as a platform for caspase-9 and caspase-3 activation, it
was also shown that usEPs induced caspase-dependent and caspase-independent cell
death. A role for caspases depended on the usEP charging intensity with lower usEP
impact causing caspase-dependent cell death while higher charging caused caspase-
independent cell death. Although a full discussion of all RCD mechanisms is not
included, evidence is presented that not all cell types responded to usEP by apoptotic
cell death. The presence or absence of Ca2+ has an impact on the RCD mechanisms.
Human triple-negative breast cancer cells expressed either or both necroptosis and
parthanatos. Necroptosis is sometimes considered regulated necrosis because plasma
membrane pores form from intracellular proteins. Finally, usEPs are also shown to
induce cell responses downstream of toll-like receptors (TLRs). Considerations for
immunogenic cell death (ICD) are also considered.

9.1 Introduction

The first considerations for regulated cell death (RCD) were with the discovery
of apoptosis referred to as programmed cell death (PCD). Genetic studies of
programmed cell death in C. elegans led to the identification of genes conserved from
thisworm to humans that identified homologousmolecularmechanisms for how cells
programmed their own death (Conradt et al. 2016). Many genes and conserved cell
death pathways were identified that activated suicide or euthanasia programs that
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disassembled dying cells and removed them without inflammation and damage to
adjacent cells. Since the discovery of apoptosis, many other PCD mechanisms have
been defined. They all exhibit delayed death that is programmed or regulated by
genetic mechanisms with specific signaling pathways that bring about cell demise
(Tang et al. 2019; Stockwell et al. 2017; Linkerman et al. 2014; Galluzzi et al.
2018). RCDs are evolutionarily conserved mechanisms that are critical to cellular
and tissues homeostasis. RCD is designed to eliminate unneeded cells or ones that
are potentially dangerous. It can be silent immunologically or immunogenic. Cells
can die passively by accidental cell death (ACD) due to immediate injury. In RCD,
cells do not die immediately but attempt to respond to a stress and survive or to die
actively by committing suicide or altruistic euthanasia to maintain the functions of
surrounding cells. How quickly necrosis, or a final cell death, is reached, depends on
the stimulus and its intensity. Viruses, bacteria, and cancers have scores of strategies
that either induce or block specific RCD mechanisms, most notably recognized for
apoptosis. Some bacteria inhibit apoptosis during infection by increasing expres-
sion of anti-apoptotic proteins, inhibiting cytochrome c release, scavenging ROS,
and/or by activating cellular mechanisms that increase pro-survival proteins such as
PI3K/Akt or Raf/MEK/EFK, which are also anti-apoptotic. PCD, RCD and ACD are
discussed below (Fig. 9.1).

Successful exogenous and endogenous diseases, such as viruses and cancer,
respectively, have evolved mechanisms that attempt to prevent the most common
natural cell euthanasia or suicide mechanisms that affect cell survival. In fact, we
have learned significantly about apoptosis and survival mechanisms based how they
affected disease entities. This makes sense because the most successful viruses have
evolved because they modulate the most effective RCD mechanisms in the host.
The scientific community also used this understanding of disease mechanisms to
target and stop them with therapeutic interventions. In any of these events, apoptosis
appears to be one of the major RCD or PCDmechanisms that are affected by natural

Fig. 9.1 Cell death
subtypes: from Galluzzi
et al. (2015)
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invaders as well as by intrinsic mutations and other anti-cancer mechanisms that
cause these diseases.

9.1.1 The Meaning of Necrosis

Before 1972, when apoptosis was realized (Kerr et al. 1972; Kerr and Searle 1972;
Kerr 2002), the biological community considered one kind of cell death, which was
called necrosis. There was not much to say about these cells and tissue other than
defining the morphology of the dead cells. The membranes were ruptured, and cells
were lysed leaking their intracellular contents into the surrounding environment.

Necrosis has other adjectives such as caseous, fat and fibroid necrosis (Kumar
et al. 2010; D’Arcy 2019). Necrosis is specifically a descriptive characterization of
“dead.” The term necrosis comes from Greek nékrōsis, “death” or “state of death”.
And disappointedly, it does not tell us anything about molecular routes or passages
that were taken to get to this deadness or necrotic end, because there were none;
there is nothing programmed here. No signaling pathways of stress, hypoxia, anoxia,
cell repair, DNA damage control or survival operations are defined. This is seen
when cells or tissues are irreversibly injured with immediate membrane rupture.
Necrosis was and is the result of death of tissues due to trauma, injury, which is now
called accidental cell death (ACD). Necrosis is the end result of cell death. It is an
uncontrolled cell death that has no specific pathways or mechanisms that regulate it.
Necrosis is the observations of the histologists after the death process is completed.
It should be noted that necrosis, membrane rupture, is the last event in any cell death
mechanism, programmed or accidental.

However, there are several classifications of necrosis depending on other events
that surround cell death. There is coagulative necrosis due to severe ischemia;
gangrenous necrosis, a type of coagulative necrosis resembling mummification of
tissues; and liquefactive necrosis, when dead cells are exposed to digestive enzymes
due to inflammation or bacterial infection. The term “autolysis” is used to refer to
death due to cell destruction by the action of its own enzymes. Necrosis is a cold and
unimaginative term, a state of not being alive. It is like looking at a dead organism
or piece of injured tissue, for example. After the death process is complete, all cells
and tissues will be classified as necrotic. However, as a scientific term, “necrosis”
is frequently misused, such as by saying “cell death by necrosis”. This does not
tell us anything about the death process. Nevertheless, there is an understandable
conflict with the term necrosis. Before apoptosis and PCD was realized, historically
cell death was referred to as necrosis. This is when cells have succumbed to death
processes and lose their membrane integrity and become leaky. These cells are dead
or are necrotic. Regardless of how a cell dies, it will eventually lose its membrane
integrity and lyse, unless it is phagocytized. It is now said to be necrotic, no matter
how it died. The morphological features of necrosis is cell swelling or oncosis and
plasma membrane permeabilization. Again, this is best defined as accidental cell
death (ACD).
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9.1.2 Pyroptosis and Necroptosis Are Called Regulated
Necrosis

As it turns out, there are at least twoRCDmechanisms that end life bymaking pores in
cell membranes causing oncosis and plasma membrane permeabilization; however,
this occurs by regulated mechanisms that produce pores in cell membranes from
the intracellular proteins. These have often been referred to as “regulated necrosis”.
However, these two mechanisms lead to a common result by different mechanisms
and therefore have different names called necroptosis and pyroptosis. Both mech-
anisms establish plasma membrane channels and pores, respectively, by specific
mechanisms that are part of inherent regulated pathways. These mechanisms will be
discussed below.

9.2 Cell Death Can Be Programmed or Regulated

Circa 1972, a new concept concerning death was revealed. It actually took more than
a decade to be accepted or noticed outside of a relatively small group of histologists
and morphologists. However, when it did become known, it expanded and made a
tremendous impact and immensely enhanced our understanding of events far beyond
death itself, about causes of death, howcancers avoid cell death, and howmechanisms
of cell death can be manipulated. When cell death is looked at closely, there is so
much more to learn about the diverse and wonderful mechanisms of survival and the
infamous and offensive yet shrewd and cunning mechanisms of cancer’s survival.
In coming to understand these complicated life and death processes, Nature has
given scientists everlasting employment because there are so many processes and
mechanisms that differ among cancers, which can change as the cancers are treated.
It impossible to see the end of it all, until…. necrosis.

It was recognized that cell loss was necessary to compensate for new cell growth
to maintain homeostatic control of cell function, form, and size. It was believed
that cell turnover was due to cell death, but such processes had not been defined.
The systematic physiological cell death was referred to as necrobiosis. In the late
1960s, textbooks used the term “coagulative necrosis” to define control of cell popu-
lations. For decades, dying cells in healthy tissue was observed, but sufficient notice
of a uniquely characterized cell death mechanisms appeared in 1971–1972. Kerr
(1971), Kerr et al. (1972), Kerr and Searle (1972) described a unique kind cell
death mode referred to as shrinkage necrosis. The term “apoptosis” was taken from
Greek apóptōsis, “falling off” as the falling off of petals of a flower or leaves from
a tree. The verbal stress is on the penultimate syllable “ptosis” (silent “p”) from the
root word “to fall”, which was already used to describe drooping of the eye (Kerr
and Searle 1972). It is now known that apoptosis is responsible for the control of
cell populations as a homeostatic complement to mitosis for maintaining normal
population control. A series of studies demonstrated the presence of apoptosis in a
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wide range of cellular process (Kerr et al. 1972; Kerr and Searle 1972; Wyllie et al.
1972, 1973, 1980). These events and processes include the appearance of apoptotic
bodies in normal organ development, embryonic mesenchyme, ACTHwithdrawal in
the adrenal cortex, germinal centers of lymphoid tissues, orchidectomy, involution
of the corpus luteum and specific stages and positions in embryogenesis. Reading
any of these early papers by Kerr, Wyllie, Currie, and colleagues provides a wealth
of scientific perspective with breadth, depth and consideration of analyses and is
especially instructive for applying the scientific method.

These earliest understandings of apoptotic characteristics came from histolo-
gists, electron microscopist and morphologists. Necrosis carried terms like pyknosis,
where the nucleus shrinks and chromatin condenses; karyolysis, where the nucleus
is destroyed by swelling and the chromatin losses its affinity for staining; and kary-
orrhexis, where the chromatin is distributed irregularly throughout the cytoplasm.
In contrast, during apoptosis cells shrink, nuclei fragment, chromatin condenses and
cell membranes bleb and expel apoptotic bodies. As time passed, it became clear
that morphology was not the best way to define apoptosis because there are over-
lapping morphological characteristics among cell death mechanisms. For example,
it was realized that phagocytosed apoptotic bodies were mistaken for autophagic
vacuoles, which are vacuoles originating within cells that degrade their own dysfunc-
tional cellular materials for recycling. Apoptotic bodies are phagocytized and recy-
cled by other cells. Interestingly Kerr and Searle (1972) indicated that in mammary
carcinoma induced by an anthracene (the simplest tricyclic aromatic hydrocarbon,
a carcinogen), most of the apoptosis cells were phagocytized by the tumor cells.
In addition, nothing in the morphology of apoptotic features foretold the biochem-
ical, enzymatic, post-translational changes, and complex signaling events from the
mitochondria, nucleus endoplasmic reticulum, and lysosomes that lead to these
morphological characteristics. So, through the 1990s, there were hundreds of papers
published describing this so-called programmed cell death. During these revelations,
it became clear that these death processes occurred over time, that they appeared to
be controlled so they were referred to as programmed cell death (PCD). As the
CD mechanisms were being revealed, PCD became synonymous with apoptosis.
Historically cell death based on morphology was classified with apoptosis as type I
cell death, autophagy as type II cell death and) and necrosis as type III cell death.
However, as the CD scene became more complicated, and as we looked more closely
at how cells die through agents that kill cancer and ablate other tissue, and as we
define these CD processes more closely, apoptosis does not necessarily have to be
synonymous with programmed cell death, per se.

Again, cell fate is determined by a balance between anti-apoptotic survival mech-
anisms and pro-apoptotic CDmechanisms. Generally pro-apoptotic mechanisms are
in inactive states but importantly can be rapidly activated (Green 2005); however,
they need to be activated at appropriate times. These activation mechanisms demon-
strate the importance of cells dying in a timely manner. When CD is eminent,
default mechanisms are invoked, and RCD mechanisms overrule survival mecha-
nisms. Under these conditions, cells commit suicide, a kind of cellular euthanasia.
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These are programmed and therefore regulated events,meaning they function in path-
ways and ultimately target key components of CD machinery. Regulated cell death
mechanisms are genetically encoded by and can be manipulated with pharmacologic
and/or genetic intervention(s).

Cell death is generally classified as three subtypes including accidental cell death
(ACD), which is independent of the other two subtypes, and programmed cell death
(PCD), which is a subset of regulated cell death (RCD), the third subtype. There
are many known RCD mechanisms that are the purveyors of life’s end. Among
these RCD mechanisms is PCD, which specifically occurs as a means of cell and
tissue homeostasis, during embryonic development, and some immune responses
and microenvironmental stresses (Galluzzi et al. 2015). These are natural mecha-
nisms that remove unwanted or damaged cells without inflammation and without
damage to surrounding clonal mates and adjacent tissues. Classical examples are
apoptosis and elimination of cells that formed the frogs’ tails during metamorphosis.
Another example is sculpting our fingers and toes during embryogenesis, when cells
between the digits die by apoptosis. There are other intrinsic mechanisms regulated
by hormones as well as autocrine and paracrine factors that induce PCD to maintain
homeostasis. For example, after ovulation the dominant follicle forms the corpus
luteum, which produces progesterone to maintain the endometrium as preparation
for pregnancy. If pregnancy does not occur, the cells of the corpus luteumdie by apop-
tosis so new follicles establish during the next menstrual cycle. Another example is
the turnover of millions, even billions of neutrophils in our bodies that are ready
for fighting foreign invaders but are not needed because we stayed safe. Basically,
PCD is nature’s euthanasia (painless killing) mechanism. PCD is the counterpoint to
mitosis and proliferation. Together they maintain appropriate cell numbers in tissues
and organs that provide normal function. Set aside from RCD processes the term
PCD are specific to natural mechanisms of development and the maintenance of
homeostasis and does not lead to inflammation.

It is now clear that there are many different cell death mechanisms that are regu-
lated, but they most often result in inflammation. These mechanism have been
presented and reviewed in excellent detail (Tang et al. 2019) and will not be
specifically presented here except in reference to induction of them by usEPs.

When studies with usEPs began in the mid-late 1990s, there were two defined
mechanisms for cell death – apoptosis and “necrosis”. Apoptosis was then called
PCD. As now, necrosis was not programmed; it was CD by misfortune or murder
or dead cells that could not be removed before inflammation occurred. The term
necrosis is too commonly used but remains part of the medical terminology because
the term has been used for centuries but has become jargon and often used when a
real RCDmechanism is not known. Necrosis is not a cell death mechanism and does
not tell us anything about how a died, only that it is dead. It is now equivalent to
ACD However, Wyllie and Kerr (1980) used necrosis as the antithesis of apoptosis.
Necrosis was indicted by irreversible changes in the nucleus (karyolysis, pyknosis,
and karyorhexis) and in the cytoplasm (condensation and intense eosinophilia, loss of
structure, and fragmentation). These are the characteristics of cells’ cadavers. They
do not tell us how the cells died—by toxin, ischemia, heat, cold, mechanical trauma,
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apoptosis, or other RCD mechanisms (Majno and Joris 1995). In early studies with
usEPs it was noteworthy that cells did not die by sudden ACD, although not desig-
nated as ACD because the term was not in use until later (Beebe et al. 2002, 2003).
However, when pathologists analyzed slices of tissues many hours after usEP treat-
ment or in fixed samples of tissues, they called it necrosis and rightly so, because
the cells in the tissue were dead. However, that terminology ignores how the cell
really died. That is because the CD processes have reached their end, cells have
lost their defining structures, and molecular mechanisms have terminated; regardless
of how they died they show necrotic features. What has been lost is the defining
characteristics of the RCD process; the occurrences of cell biology, enzymology,
cell signaling, and gene expression that preceded this ultimate end. Many of the
morphological features of cell death overlap. For these reasons, defining CD mech-
anisms by morphology is problematic (Galluzzi et al. 2015). It is not impossible to
use morphology for RCD criteria, but it is dependent on when the observations are
made. They need to caried out during the death processes; calling for time courses and
carried out within a dose–response study during the kinetics of the RCD processes
(see Parvathenani et al. 1998; Beebe et al. 2003). In larger tissue masses that do not
allow rapid removal of the dead and dying cells by macrophages, such as in dying
solid tumors, cells will appear necrotic at the end of their lives, regardless of how
they died. In vitro, where there are no phagocytes, regardless of how a cell dies, the
final end result when the RCD processes are complete will look like necrosis.

Since our overall behavior is defined by the responses from cells that make us,
survival is paramount at the cellular and organismal level and is carried out by the
samevital survivalmechanisms.Whenan individual’s survival is threatened, theywill
do all they can do to survive. So, when a cell receives a potentially lethal stimulus,
like usEP signals, cells will try to survive, by whatever mechanisms available to
them—and there are many mechanisms for survival, interestingly, like there are
many mechanisms for RCD.

So, the question arises, when cells receive lethal usEPs, into which Zenn diagram
sphere in Fig. 9.1 do they fit? Under usEP conditions that are used to treat cancer
and to study cell death mechanisms in vitro, cell death is not in the ACD sphere.
For essentially all cells and cancer types, when cell death is not ACD, the cell death
mechanism is RCD. Since the PCD sphere fits inside the RCD domain, as discussed
above, it is a specialized form of RCD that occurs when cells die naturally during
development or during homeostatic control of cell number. There is nothing natural
about usEPs.

So, philosophically, we could ask if cell death due to a sunburn, as death by heat
(Fulda et al. 2010), or frost bite, as death by cold (Neutelings et al. 2013), would
be considered RCD because the damage was not due to a physiological processes.
However, these cell death stimuli are not natural. Cell death induced by chemothera-
peutic agents or usEP, which induced one or another delayed cell death processwould
also cause damage to cells adjacent to cancer cells due to inflammation because dead
and dying tumor cells would not be removed before they died and released their
internal contents. These cells died by RCD or if death was immediate, they died by
ACD; Nevertheless, they will all look necrotic in the end.
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9.3 Cell Stress Responses to usEPs

usEPs do not exist naturally like heat, cold and radiation (Maier et al. 2016). So,
cells have no evolutionary specifically established mechanisms to respond to usEPs.
As might be expected, cells responses to usEPs can be defined as stress mechanisms
that cells use to provide sufficient time to recover from the stress, to re-establish
homeostasis and repair if necessary. Before discussing lethal stress and RCD in
response to usEPs, it is was most interesting to discover how Morotomi-Yano et al.
(2013) defined unique responses to usEPs compared to heat and radiation,which have
well known responses to stress. Cell stress responses are initiated by phosphorylation
from one or more four stress-related kinases. Among these include PERK, which is
a double stranded-dependent RNA-dependent kinase localized in the endoplasmic
reticulum (ER) and activated by unfolded protein response. Another stress-activated
kinase in GCN2, which is known to be activated by amino acid deprivation and UV
radiation. PKR (is it PERK?) is activated by double-stranded viral RNA to prevent
viral protein synthesis as well as halting general host protein synthesis under viral
stress. Finally, HRI is a heme-regulated inhibitory stress kinase. Downstream of all of
these kinases is phosphorylation of the ά-subunit of eIF2, which is the rate-limiting
enzyme in initiation of protein synthesis. This phosphorylation event inhibits protein
synthesis to conserve energy. This is referred to as an integrated stress response under
many stressful stimuli. Another regulatory mechanism is the phosphorylation of 4E
binding protein (4E-BP), which blocks cap-dependent initiation of translation. This
phosphorylation is independent of kinases that phosphorylate eIF2ά, but initiated by
mTORc1(mammalian target of rapamycin complex 1), which regulates homeostasis
and proliferation and is sensitive to energy, oxygen and nutrient levels and growth
factors.

The authors used 80 ns pulses (Morotomi-Yano et al. (2012)). As electric fields
and/or pulse numbers were increased usEPs rapidly phosphorylated eIF2ά, demon-
strating a robust integrated stress response. A threshold for phosphorylation of eIF2ά
as about 20 kV/cm with 20 pulses or 7.2 × 10–2 Vs/cm. Using cells that were devoid
of PERK or GCN2, eIF2ά was still phosphorylated; however, when both kinases
were absent phosphorylation was greatly reduced. The authors suggested that there
was functional compensation between the two kinases as opposed to the presence
of another kinase that could at least marginally phosphorylate eIF2ά. These results
suggested that cells responded to usEPs like they did to UV radiation and unfolded
proteins. However, additional studies demonstrated usEP elicited different char-
acteristics than other ER stress responses when expression of other proteins were
analyzed.

Overall, these studies showed that usEPs activated PERK/GCN2-mediated eIF2ά
phosphorylation and the concurrent decrease in 4E-BP1 phosphorylation in a
PERK/GCN2-independent manner. Both of these events inhibit translation. The
authors considered the ER stress response because PERK, which is involved. PERK
is located with its N-terminus inside the ER, which senses unfolded proteins, and
the C-terminus kinase domain in the cytoplasm is regulated by phosphorylation.



9.3 Cell Stress Responses to usEPs 235

The ER stress response includes suppression of translation (Ron 2002). The ER
stress response also induces Bip andChop transcription expression andXBP1mRNA
splicing. All of these were shown to be increased by thapsigargin, a well-known ER
stress stimulus. In contrast, usEPs did not induce these responses. Thus, the canon-
ical ER stress response was not stimulated by usEPs. This suggests that under these
conditions, usEPs does not cause protein unfolding in the ER. In further investiga-
tion of common gene expression induced by UV radiation and heat shock. both of
these stress stimuli increase GADD45β RNA expression and decrease expression of
XIAP and BL2. Heat shock increases expression of both Hsp27 and Hsp70. Interest-
ingly, usEP elicited none of these responses. Taken together, like unfolded protein
response and response to UV radiation, usEPs inducestress responses as indicated
by the PERK- and GNC-induced phosphorylation of eIF2ά and the decreased phos-
phorylation of 4E-BP. However, usEPs-induced stress is sensed and responded from
characters that are distinct compared to heat, radiation, and the un-folded protein
response. As the authors point out, there are additional studies to be carried out in
these domains. Importantly, the authors indicate that usEP responses from 4E-BP1
suggests that mTORc1 could be a sensor of usEPs.

Morotomi-Yano et al. (2013) did not analyze stress levels that induced cell death,
but threshold for stress-induced RCD is cell-type dependent. It has been shown that
as the charging levels approach and exceed 1 × 10–2 Vs/cm RCD will occur by
mechanisms that are cell type-dependent.

What aspects or components of usEPs induce cell death? usEP are considered
to be non-thermal and this is the case when the pulse repetition rate is relatively
slow. Most often units of usEP-induced cell death are discussed in J/cc despite the
fact that these pulses are non-thermal. This is a carryover from considerations of
conventional electroporation and radiation. Cellular responses to usEP are different
than effects of conventional electroporation. In the presentations and discussions of
usEP conditions, we use the charging unit of Vs/cm. This is based on the concept
that usEP with short or fast rise times have intracellular effects (Schoenbach et al.
2001, 2004, 2009; Gowrishankar et al. 2006). These intracellular effects are believed
to induce apoptosis and RCD mechanisms in a cell type and context-dependent
manner. These intracellular effects contribute to immunogenic cell death (ICD) if
they induce appropriate responses in dying cancer cells as will be discussed (Kepp
et al. 2014).

9.4 Regulated Cell Death (RCD) Responses to usEPs

A simple electrical model for effects on biological cells predicted that electric fields
with durations in the nanosecond range would interact with intracellular structures
This was supported by the experimental finding that the 60 ns pulses with electric
fields of 53 kV/cmmodified intracellular granules of human eosinophils (Schoenbach
et al. 2001). Shorter pulse duration (10 ns > 60 ns > 100 ns) had greater effects on
intracellular Ca2+ release from the endoplasmic reticulum (Semenov et al. 2013).
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For pulse rise times, shorter (15 ns) rise times had greater effects to decreasethe
mitochondrial membrane potential and induce cell death than pulses with longer
(150 ns) rise time (Beebe et al. 2012, 2013). These short duration, short (fast) rise
time pulses that affect intracellular structures were predicted to induce apoptosis in
Jurkat cells (Beebe et al. 2002, 2003; Gowrishankar et al. 2006) and regulated cell
death when apoptosis is not the major mechanism of cell suicide in usEPs. These
usEP with fast rise times are also suspected to induce immunogenic cell death (ICD)
and induce host immune responses when some tumor types are treated with usEPs
(Fig. 9.2).

When discussing cell death, it is key to remember that except for accidental cell
death (ACD) by immediate injury, cell death is a process. Dying is a progression
of events that generally begins with a stimulus that is stressful or toxic, proceeds
through RCD-specific pathways, and ends in lifelessness.

Processes in apoptosis occur in three stages as initiation, effector, and execution
phases. Induction is the rate-limiting step anddepends on the stimulus and its intensity
and the cellular context. Figure 9.3 shows this can be through the intrinsic pathway
due to DNA damage, for example, or external factors such as UV light, growth factor
withdrawal or other stresses leading to cytochrome c release, and caspase activation
by apoptosome formation with APAF-1, cytochrome c and ATP. Apoptosis can also
occur through the extrinsic pathway with engagement of death receptor activation
by FAS, or TRAIL, for example, formation of the death induced signaling complex
(DISC) and caspase activation. Each of these pathways uses different sets of induction
proteins. The intrinsic pathway leads to cytochrome c release and initiator caspase-9
in the apoptosome and executioner caspase-3 activation while the extrinsic pathway
activates initiator caspase 8, which can lead directly to executioner caspases or can

Fig. 9.2 Cellular responses to microsecond conventional electroporation versus nanosecond supra-
electroporation. Slow pulses with 7 μs durations and rise times greater than 100 ns do not readily
penetrate cells but go around them. In contrast, fast pulses with 60 ns durations and rise times less
than 100 ns go through cells affecting intracellular organelles. Adapted from Gowrishankar et al.
(2006)
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Fig. 9.3 Extrinsic and Intrinsic Apoptosis mechanisms. Extrinsic apoptosis occurs through death
receptors such as the FAS receptor (Fas-R) or tumor necrosis factor (TNF-R) when the FAS or
Trail ligand (FAS-L) or TNF-L binds to activate Caspase 8 at the death-induced signaling complex
(DISC). In Type I cells caspase -8 directly activates caspase-3. In type II cells caspase-8 cleave
BID, forming t-Bid, which leads to cytochrome c release and the formation of the apoptosome
with the accumulation of APAF-1, ATP, and caspase-9, which is activated to activate caspase-3.
Apoptotic events that occur intracellularly, such as acting on the mitochondria, occur through the
intrinsic pathway with the release of cytochrome c, apoptosome formation, caspase 9 and caspase-3
activation. Modified from Beebe et al. (2013)

cleave BID and use the intrinsic pathway strategy with cytochrome c release and
caspase activation with apoptosome formation. The activation of the caspases begins
the effector phase. The steps from cytochrome c release to effector caspase activa-
tion are rapid. The final phase is the execution or degradation phase when caspase
proteases start to disassemble the cell structure, and apoptotic morphology becomes
apparent. There are feedback loops that continue the execution phase as more signif-
icant levels of cytochrome c are released, apoptosis inhibitors are inactivated, and
caspases are exponentially activated as one caspase activates many more caspases.
In vitro, under these conditions, cells will eventually lose membrane integrity. If
the apoptosis process is observed at this late time, cells will have appeared to have
died by ACD. In vitro, where phagocytosis does not occur, apoptosis may have
been activated, but cells will eventually lose pasma membraneintegrity, appearing
morphologically as necrosis if their molecular or morphologic histories were not
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investigated. This appearance of death after apoptosis is referred to as post-apoptotic
necrosis. Thus, as indicated above, artificial in vitro environments can pose prob-
lems for the analysis of apoptosis and other RCD in general, because they exhibit
overlapping features, and the final appearance is cells with ruptured membranes or
necrosis. It is for this reason that morphologic characteristics of apoptosis in vitro
can be misleading concerning RCD identification. However, in vivo, there is another
set of phases to consider.

As shown in Fig. 9.3 for apoptotic cell death, this begins as extrinsic or intrinsic
apoptosis by the formation of one of the caspase activation platforms or complexes.
The extrinsic mechanism uses the DISC with FAD/TNF receptor, FADD/TRADD
and initiator caspase-8 and the intrinsic mechanism uses the apoptosomewith APAF-
1, cytochrome c, and ATP to activate initiator caspase-9.

Extrinsic apoptosis begins at death receptors on the plasma membrane of cells,
most often defined using the FAS and TRAIL receptors and their cognate ligands and
formation of the DISC, a caspase activation platform activating initiator caspase-8
or caspase-10. Intrinsic pathway is initiated by intracellular events, such as stress
or damage to organelles, but is also used in some cell types through the extrinsic
pathway. As indicated above, this involves the mitochondrial release of cytochrome
c, and formation of the other caspase activation platform with APAF-1 and ATP
recruiting initiator caspase 9 and then caspase-3 activation.

Apoptosis activation at the DISC is assembled by the homeotropic interaction of
domains on the proteins that form the complex. These proteins include an intracellular
death domain (DD) of the FAS or TNF receptor that binds the DD of FAS-associated
death domain or TNF receptor-associated death domain (FADD/TRAAD). At the
other end of FADD/TRAAD are death effector domains (DED). They recruit and
bind the DED of caspase-8. This forms the DISC, which activates caspase-8. C-
FLICE inhibitory protein (c-FLIP)can also be recruited that prevents capsase-8/10
activation. The relative abundance of theDED-domain containing proteins appears to
determine when caspases can be activated. For example, when inhibitory cFLIP is in
low abundance, the probability that two caspase homodimers will combine is greater,
and caspase-8/10 activation is more likely than when c-FLIP is in high abundance
(Schleich et al. 2012).

What happens after the DISC is formed depends on the cell type. In some cells,
called type I cells (thymocytes), caspase-8/10 activation leads directly to caspase-3
activation. In other cell types, called type II cells (hepatocytes), caspase-8 activation
leads to cleavage of the protein BID forming a truncated protein called t-Bid that
promotes cytochrome c release from the mitochondria, which activates the intrinsic
apoptosis pathway. When there are sufficient quantities of caspase-8 and FADD for
DISC formation, caspase-8 directly activates caspase 3. Alternatively, caspase-8 can
cleave Bid and proceed through the intrinsic pathway. It has been suggested that the
efficiency of caspase-8 cleavage of BID is the rate-limiting step in the involvement
of death receptor TRAIL-induced apoptosis (Kantari and Walczak 2011).

Since the realization that cells died by regulated pathways was first defined as
apoptosis, ten or twelve different RCD pathways have emerged, although they are
interconnected. Tang et al. (2019) illustrated the chronology for RCD mechanisms
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from the discovery of apoptosis in 1972up to 2018.An evolution ofRCDmechanisms
can also be discerned by reviewing the nomenclature committee’s recommendations
from2009 (Kroemer et al. 2009) to 2018 (Galluzzi et al. 2018).Galluzzi and cell death
recommendation of the nomenclature committee on cell death 2018 (Galluzzi et al.
2018) listed twelve different RCD mechanisms from morphological, biochemical,
and functional assessments (Fig. 9.4).

Although we will not discuss all RCD pathways in detail, those pathways that are
induced by usEPs will be discussed. Nevertheless, defining CD is a more complex
exercise than originally conceived in the late twentieth century. However, to simplify
classifications, it is expedient to define CD as “regulated” or “accidental”. In the late
1990s, when CD responses to usEPs were first investigated, RCD was synonymous
with apoptosis and accidental cell death (ACD) was equivalent to “necrosis”. PCD
and apoptosis were sometimes used interchangeably; however, PCD, as indicated in
Fig. 9.1, is RCD that occurs as part of developmental programs or maintenance of

Fig. 9.4 Major cell death subroutines.Usingmolecularly orienteddefinitions of terms,RCDmecha-
nisms include intrinsic apoptosis, extrinsic apoptosis, mitochondrial permeability transition (MPT)-
driven necrosis, necroptosis, ferroptosis, pyroptosis, parthanatos, entotic cell death, NETotic cell
death, lysosome-dependent cell death, autophagy-dependent cell death, immunogenic cell death,
cellular senescence, and mitotic catastrophe (from Galluzzi et al. 2018)
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normal homeostatic functions. Apoptosis is now known to be one of several RCD
mechanisms (Fig. 9.4). Several non-apoptotic RCDmechanisms have been shown to
be programmed as in “programmed necrosis” and distinct from primary necrosis or
ACD. Thus, the term “necrosis” has historically referred to primary necrosis as non-
regulated CD, which is now referred to as accidental cell death (ACD) with imme-
diate loss of plasmamembrane integrity. The presence of non-apoptotic regulated cell
necrosis was generally missed because TUNEL staining was often considered to be
a maker for apoptosis. However, TUNEL staining identifies apoptotic cells as well as
non-apoptotic cells or “necrotic cells”, some of which should have been considered
regulated necrosis. TUNEL staining does not specifically identify apoptotic DNA,
which is identified as DNA laddering on an SDS-PAGE gels. DNA laddering is a
distinguishing characteristic feature of DNA degraded by caspase-activated DNAses
(CAD), which is a specific event during apoptosis. CAD can only cleave DNA at
regions that are available between or among histone nucleosomal cores that are
180–185 base pairs apart, giving a ladder appearance upon electrophoresis. TUNAL
identifies random DNA fragments on gels. So, “regulated necrosis” pathways are
other RCD programs as in non-apoptotic, caspase-independent CD. If CD is not
immediate, it is highly likely to include some regulated aspects, either stress-related,
pro- or anti-survival. While there are many RCD mechanisms, apoptosis will be the
major one discussed in responses to usEPs in this chapter, primarily because it was
the first RCD realized and is the considered the prototypical RCDmechanism (Napo-
letano et al. 2019). However, other RCDmechanisms are induced by usEP including
necroptosis (Fig. 9.9), which includes programmed lytic CD by pore formation in
the PM and parthanatos (Fig. 9.10), which is CD induced by PAR poly(ADP-ribose)
formation on proteins related to excessive DNA damage.

Another RCD mechanism is characterized by caspase-1 activation and leads to
programmed lytic CD. Although usEPs lead to increases in ROS (see the section
on mitochondria), pyroptosis has not been shown to be induced by usEPs; but that
may be because it has not been specifically targeted for identification. Like necrop-
tosis, pyroptosis results in formation of protein-bearing plasma membrane pores and
results in cell membrane lysis (Chen et al. 2016; Rathkey et al. 2018; Robinson
et al. 2019). However, these RCD mechanisms are regulated pathways and differ
from plasma membrane lysis due to accidental cell death. Pyroptosis is provoked by
activation of inflammasome, which activates pro-inflammatory caspases (caspase-
1/11) leading to the release of interleukin-1β [IL1β] and IL18 (Tang et al. 2019).
These inflammatory signals are sensed by TLRs or Nod-like receptors (NLR) as
pathogen-associated molecular patterns (PAMPs) or damage associated molecular
patterns (DAMPs). They lead to upregulation of nuclear factor of κB (NF-κB) that
triggers proinflammatory caspase-mediated pyroptosis (Broz and Dixit 2005). It is
now appreciated that gasderminD (GSDMD), a protein cleaved by pro-inflammatory
caspases, is the fundamental component of pyroptosis. Pro-inflammatory caspases
cleave GSDMD, which translocates to the cytosolic side of the plasma membrane,
binds phospholipids and forms a pore that lyse the cell membrane. These processes
are well documented (He et al. 2015; Kayagaki et al. 2015; Chen et al. 2016; Ding
et al. 2016; Liu et al. 2016; Shi et al. 2017). Mitochondrial reactive oxygen species
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(mitoROS) appear to play an important role in IL-1β release and pyroptosis, medi-
ated by both NLRP3 and GSDMD (Platnich et al. 2018). Caspase-1 exhibit redox-
sensitive cysteine residues and can be modulated by ROS by reversible oxidation
and glutathionylation (Meissner et al. 2008). Specific mechanistic understanding of
the processes of in pyroptosis are developing (Robinson et al. 2019).

Cell death has also been associated with a process called autophagy. The term
comes from self (auto) eating (phagy). It is generally an effort to preserve cell
integrity under insults of stress as a resistance to starvation or exposure to toxic
substances. It is also a means of housekeeping to eliminate defective cell struc-
tures of organelles, such as dysfunctional mitochondria, called mitophagy or quality
control of defective proteins (Yonekawa and Thorburn 2013; Napoletano et al. 2019)
Autophagy is a catabolic process that delivers dysfunctional cellular constituents to
lysosomes for degradation and recycling. This is accomplished by forming a cellular
compartment called that phagosome, a double membrane structure that fuses with
lysosomes, which are acidic organelles containing nucleases, proteases, and lipases
among other degrading proteins that hydrolyze and degrade the phagosome cargo.
Autophagy connects with most, if not all, RCD mechanisms, especially apoptosis,
which has been most studied. These are complex and complicated interactions. This
is exemplified by autophagy roles in promoting cell death and protecting against cell
death (Yonekawa and Thornburn 2013). While there have been many studies inves-
tigating these phenomena, there is still missing mechanistic understanding of these
interactions. It has also been considered that there is an autophagic cell death process.
This has been difficult to unravel because of the interactions with other RCD mech-
anisms and in many cases, the artificial methods of experimentation (Yonekawa and
Thorburn 2013). Perhaps an easy way out of this discussion, although likely correct,
is to consider that nature has conceived multiple ways to eliminate cells and perhaps
has conserved autophagy through evolution as a means of survival in stressful times.
In this scenario, autophagy attempts to survive, perhaps by interacting with apoptosis
mechanisms, and upon failure depends apoptosis or other mechanisms for demise.
What has been considered CD by autophagy is better defined as CD with autophagy.

Considered through an in vivo scope, there is the decision to induce the apop-
tosis program or another RCD mechanism, the actual suicide or disassembly of the
cells, the engulfment of dying cells by phagocytes, and the final degradation of the
apoptotic cell inside the phagocyte. So, in cases of PCD under developmental or
homeostatic conditions, the cellular neighborhood never “sees” the dying cells lose
their membrane integrity because the final stage of apoptosis in the PCD routine takes
place inside a phagocyte; PCD never causes inflammation, which occurs when cells
leak their content into their environment. However, in the case of usEP-induced apop-
tosis or other RCDmechanism induced in larger tumor masses that cannot be cleared
by phagocytes, many cells will lose their integrity before they can be removed; it
takes a week or more for a 4–6 mm tumor in mice to be cleared from the treatment
site after elimination by usEPs.



242 9 usEP Induce Regulated Cell Death Mechanisms

9.5 Examples of usEP-Induced RCD

The earliest characterization of apoptosis in vivo was defined bymorphological char-
acteristics that differentiated cells were undergoing apoptosis from cells dying by
primary necrosis or ACD. Apoptotic cells exhibited cytoplasmic shrinkage, chro-
matin condensation, nuclear fragmentation, PM blebbing, and formation of apop-
totic bodies with intact membranes (Wyllie et al. 1972, 1973; Kerr 2002). However,
because many different RCDmechanisms are known and have overlapping morpho-
logical characteristics, defining RCD based on morphological features is not recom-
mended by the Nomenclature Committee on Cell Death (Galluzzi et al. 2015). There
are several RCD routines that finish with ruptured cell membranes; however, these
occur by regulated pathways with different upstream phenomena. Also, morpholog-
ical definitions do not report or reveal the molecular events that lead to the final
cell demise. It is these molecular details that are the most defining characteristics of
RCD. It is most suitable to establish at least two different unambiguous molecular
features for an appropriate definition of any RCD mechanism.

The early studies in the authors’ laboratories indicated that usEPs killed biological
cells, including cancer cells; however, they were not eliminated immediately. This
delayed cell death suggested that the great majority of these cells did not die by what
we now call ACD, although the common historical term for that condition was called
necrosis or immediate loss of cell membrane integrity (ACD). The only other cell
death process, known at the timewas apoptosis, so identifying apoptosis markers was
the focus of these early studies. Human Jurkat and HL-60 cells were commonly used
cancer cells in the lab, so those were subjected to assays that would demonstrate the
presence or absence of apoptosis markers such as active caspases, which were known
to be the enzymes of apoptotic cell death (Porter and Janicke 1999; Budihardjo et al.
1999), and the release of cytochrome c from the mitochondria into the cytoplasm
(Beebe et al. 2002, 2003).

To prove that a given response is specific to a given stimulus, it is crucial to
demonstrate a stimulus-dose-dependent response. For usEP, the dose–response is
generally considered as electric field- or pulse number-dependent effects. Although
not evaluated in this way at the time of the studies, considered another way, the
responses were considered as a charging effect in Vs/cm, which, as discussed earlier,
is calculated as electric fields in volts/cm (E) times the pulse duration in seconds
(τ) times the square root of the pulse number (n½). This square root is based on the
scaling law, where the square root of pulse number is in accord with the randomwalk
theory (Schoenbach et al. 2009). So, for caspase activation, cytochrome c release,
and annexin-V binding the responses were dependent of the pulse duration, which
determined the charging effect of Vs/cm.

Caspase was assayed by catalytic assay (Beebe et al. 2002) that was established
before active caspase kits were available (Parvathenani et al. 1998) and an indicator
of active caspases z-VAD-fmk. Active caspase were shown to be present in an usEP-
duration-dependent manner in the hours after treatment. So, for Jurkat cells treated
with five pulses with durations of 10, 60, and 300 ns and electric fields adjusted
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to equalize energy density (~ 1.7 J/cc), (150, 60, and 26 kV/cm, respectively) it
was found for that the 300 ns condition (1.7 × 10–2 Vs/cm) was greater than the
60 ns (8.1 × 10–3 Vs/cm) condition, which was greater than the 10 ns (3.4 × 10–3

Vs/cm) condition. These studies demonstrated that the usEP effects were due to
charging effect rather than energy density effects. When cells were analyzed four
hours after treatment, caspase-activity with the 10 ns condition 4 h after treatment
was nowsimilar to the 60 ns condition 2 h after treatment, indicating a time-dependent
increases in usEP-induced apoptosis with the lower 10 ns condition. The 60 ns and
300 ns condition were saturated 2 h after treatment, so analyses at 4 h were not
greater. One interpretation of these results is that usEP effects are dependent on the
pulse duration, and this is correct; however, for the same energy density conditions
the pulse duration determines the charging effects. Thus, these findings indicated that
this effect of usEPs on apoptosis induction was due primarily to charging effects.
The results also indicated that usEPs did not directly activate caspases but did this
through effects that induced cytochromec release from themitochondria. (See section
on usEP effects on mitochondria,cytochrome c release).

Cytochrome c release is another definitive marker of apoptosis, as illustrated in
Fig. 9.3. Figure 9.5 shows the results from Jurkat cells treated with usEPs as the
mitochondrial fraction, which includes cytochrome c oxidase as an integral mito-
chondrial protein is separated from the cytosol fraction before electrophoresis. The
fractions show from left to right the mitochondrial pellet (MP) fraction containing
both cytochrome c and cytochrome c oxidase followed by the cytosol fractions from
the 0, 10, 60, and 300 ns treated cytosol fractions containing only cytochrome c. This
indicates that the cytochrome c in the cytosol is not due to mitochondria contami-
nating the fraction, as noted in the absence of cytochrome c oxidase. The increase
in cytochrome c is dependent on the pulse duration or the Vs/cm with the 60 ns and
300 ns fractions saturated with cytochrome c, like the caspase activity in the cell
extracts discussed above. These results suggest that the mitochondria are one of the
major targets for usEPs. This theory is addressed in the section on mitochondria.

Fig. 9.5 usEPs induce cytochrome c release from Jurkat cells in a Vs/cm manner. Jurkat cells were
treated with usEPs with 10 ns an energy density ~ 1.7 J/cc using three pulse with durations and
electric fields of 10 ns 150 kV/cm, 60 ns 60 kV/cm, and 300 ns 26 kV/cm Two hours after treatment.
The cytosol or mitochondrial fractions were prepared for SDS-PAGE by using standard procedures.
Proteins (5–10 μg) were separated by 10% SDS-PAGE and transferred to PVDF membranes.
Membranes were treated with a mouse monoclonal anti-cytochrome c antibody or a mouse mono-
clonal anti-bovine cytochrome c oxidase subunit IV, an integral mitochondria membrane-specific
marker. Proteins were visualized by using enhanced chemiluminescence (from Beebe et al. 2003)
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These cells also demonstrated usEPs increased Annexin-V binding on treated cell
membranes, a known indication of apoptosis. Annexin-V binds to phosphatidylserine
(PS) on the plasma membrane’s external leaflet as it is externalized from the interior
leaflet of the lipid bilayer. This effect was also dependent on the charging effect.
It was later found that the usEP could “pull” PS from the inside to the outside
leaflet of the plasma membrane as a physical means of PS externalization as opposed
to an enzymatic mechanism (Vernier et al. 2006a, b). However, in these studies,
PS externalization was attenuated by a caspase inhibitor, suggesting that at least
some of the PS externalization was due to caspase activation. Nevertheless, it is
now suggested that, to avoid this pulse-induced physical appearance of apoptosis-
related PS externalization, this assay should be carried out at least 30 min after
usEP treatment (Batista Napotnik et al. 2012). These studies also demonstrated that
cytochrome c was released into the cytoplasm, indicating a likely intrinsic apoptosis
mechanism. So, the cytoplasmic appearance of cytochrome c was also dependent
on the charging effect on cells rather than the input of energy. This Vs/cm finding
provided further support that the effects of usEPs are not due to thermal effects.

9.6 Use of Jurkat Cell Mutants to Demonstrate
usEP-Induced Caspase-Dependent Apoptosis
and Caspase-Independent RCD

The earlier studies with effects of usEP on Jurkat cell (Beebe 2003) were extending
by analyzing Jurkat clones that were deficient in elements of the DISC, which is
activated in the extrinsic apoptosis pathway and deficient in APAF-1, which is acti-
vated in the intrinsic apoptosis pathway (Ren et al. 2012). One clone used was also
deficient in caspase-8, another deficiency in FADD, which are components of the
DISC that activate caspase 8 in the extrinsic pathway. Figure 9.6 shows usEP effects
on the clone that is deficient in APAF-1, which prevents the apoptosome formation
and holoenzyme with cytochrome c and ATP to activate caspase-9 in the intrinsic
apoptosis pathway (see Fig. 9.3).

Figure 9.6 showsviability electric field-dependent responses to the Jurkatwildtype
clone that expressed APAF-1 as a critical component of the apoptosome (blue line)
and the APAF-1 knock out clone without formation of an apoptosome (gold line).
At lower electric fields there was a decrease in viability in the APAF- knock out
clone compared to the wildtype clone. In the studies by Ren et al. (2012) and Beebe
(2013), these lower electric fields also showed decreased capase-9 and -3 activity
as expected because APAF-1 was not present to activate them. Thus, cell death was
caspase-dependent, as indicated by the red line spanning 10 and about 40 kV/cm.
As the electric fields were increased to 50 and 60 kV/cm, cell death (and caspase
activation (Ren et al. 2012) did not rely on the presence or absence of the APAF-1
knock out clone -cell death was caspase-independent.



9.6 Use of Jurkat Cell Mutants to Demonstrate usEP-Induced … 245

Fig. 9.6 usEPs induces caspase-dependent and -independent activation in Jurkat cells. –Awildtype
Jurkat clone (light blue) and a Jurkat with APAF-1 knocked out clone (gold) were treated with ten
60 ns pulses with various electric field as indicated. Twenty-four hours post pulse cell viability was
determine using the CellTiter-Glo luminescent assay (Promega), which determines ATP content.
Volt-seconds/cm was determined as in the introduction to biological effect of usEPs (Schoenbach
et al. 2009) The inset shows the apoptosomewith cytochrome c, ATP, caspase-9, andAPAF-knocked
out (amended from Ren et al. 2012)

These studies shed new light on usEP-induced cell death in several ways. This
study in Fig. 9.6 showed for the first time that usEPs could induce RCD caspase-
dependent apoptosis and caspase-independent cell death depending on the electric
field intensity. This is an important distinction because previously the presence of
active caspases was only coincident with usEPs cell death; it could not be stated that
cell death was dependent on active caspases until the absence of active caspases was
shown attenuate cell death, which is shown here.

We analyzed Bid (22 kDa) and t-Bid (15 kDa) on quantitative western blots with
the caspase-8- and FADD-deficient Jurkat clones. Surprisingly, t-Bid was present in
these clones as well as the wildtype clone, meaning the usEPs induced Bid cleavage
even when the upstream extrinsic apoptosis mechanisms were absent or present.
Thus, Bid could be cleaved without formation of the DISCwith FADD and activation
of caspase-8, suggesting another mechanism induced by usEPs. Looking into this
further and considering that usEPs induced increases in intracellular calcium (see
Chap. 8 and Beebe et al. 2012, 2013), we considered the possibility that usEPs also
activated Ca2+-dependent proteases. We found that usEPs induced calpains, Ca2+-
activated proteases in addition to activating caspases. Thus, usEPs activate multiple
RCD mechanisms that involve caspase, calpains and caspase-independent systems
in Jurkat cells as well as in other cells.
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Nevertheless, there was a threshold above which caspases were not needed to
induce cell death. Furthermore, these studies demonstrated that usEP-induced apop-
tosis in Jurkat cells primarily through the intrinsic pathwaywith cytochrome c release
because cell death was decreased when the intrinsic apoptosis activation platform
APAF1 was absent. While this could occur through the extrinsic pathway using
Bid/t-Bid to affect mitochondria but there were no effects on viability when caspase-
8 or FADD were absent (Ren et al. 2012; Beebe 2013). These data provided further
support that usEPs do not depend on the extrinsic apoptosis pathway to induce cell
death. However, usEPs did activate another pathway involving Bid/t-Bid and Ca2+-
dependent and—independent calpains (Beebe et al. 2013), which may be part of a
caspase-independent pathway.

Regarding caspase-dependence and independencemechanisms,more specifically,
using ten pulses, 60 ns durations, and electric fields between 40 and 50 kV/cm as
a dividing condition, caspase-dependent apoptosis is induced with ≤ 7.6 × 10–3

Vs/cm and caspase-independent apoptosis is induced with≥ 9.5× 10–3 Vs/cm. This
study also shows that the IC50 for usEP in the wildtype is below 50 kV/cm or 9.5 ×
10–3 Vs/cm and the IC50 for the APAF-1 knockout clone is greater than 9.5 × 10–3

Vs/cm. However, there is not a rigid delineation between the two mechanisms, and
we can consider that through a middle part of the usEP “dose” that both mechanisms
are operating. In any case, by invoking caspase-independent cell death, these finding
provided evidence that usEPs can bypass defects in apoptosis such as an APAF-1
deficiency and still induce apoptosis. Consistent with this conclusion is the finding
illustrated in the section onmitochondria (Chap. 8) that Jurkat clones over expressing
Bcl-xl as a means to protect mitochondria had no effect on usEP-induced cell death
compared to the wildtype clone (Fig. 9.13, mitochondria section). Analysis of the
mitochondrial membrane potential (��m) with the APAF-1 knock out clone in
Fig. 9.7 provided additional evidence about caspase-dependent and-independent cell
death.

The absence of the apoptosome and caspase activation does not affect the
usEP-induced dissipation of the ��m. In Fig. 9.7, we used the same wildtype
and APAF-1 knock-out clone that was used in Fig. 9.6. Unlike the wildtype clone,
APAF-1 knock-out clone did not exhibit caspase-9 catalytic activity and therefore
no caspase-3 catalytic activity (Ren et al. 2012). As indicated in Fig. 9.6, Jurkat
clone exhibited usEP-induced caspase-dependent cell death at lower electric fields
up to 40 kV/cm (shown in the solid blue line in Fig. 9.7), where cell death was
absent or attenuated in the APAF-1 deficient clone (Fig. 9.6). Caspase-independent
cell death occurred at higher electric fields greater than 40 kV/cm (dotted red line in
Fig. 9.7), where the absence of APAF-1 did not matter and there were no differences
in cell death between the two clones (Fig. 9.6; Ren et al. 2012; Beebe et al. 2013).
While it appeared that usEP-induced RCD in Jurkat clones occurred through an
intrinsic pathway with cytochrome c release and caspase activation, it was not clear
if cytochrome c release and caspase activation occurred before or after the loss of
��m.Data in Fig. 9.7 shows that for cells exposed to 60 ns pulses at all electric fields,
there were no differences between wildtype and APAF-1-deficient cells for usEP-
induced dissipation of ��m. There was an electric field-dependent loss of ��m
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Fig. 9.7 Effects of usEPs on the ��m of Jurkat that exhibit different RCD mechanisms—E6.1
Jurkat cells that exhibited APAF- 1 knocked out or were wildtype were loaded with TMRE to
determine effects on the��mwere treatedwith ten usEPswith durations of 60 ns and electric fields
intensity of 50 kV/cm. Ten-15 min the ��m, was determined by flow cytometry. The experiment
represents three independent experiments (n = 3). + indicates statistically significant difference,
p < 0.05 (Ruedlinger and Beebe, unpublished)

with as many as 50% of the cells with a low ��m 10–20 min after pulsing. Loss
of ��m appeared to be independent of whether cells died by a caspase-dependent
mechanism (below 40 kV/cm) or a caspase-independent mechanism (above 40–
50 kV/cm). These data indicate that first, there is a loss of ��m regardless of
whether usEPs activate caspases or not. Second, the loss of ��m likely occurs
upstream of caspase activation, which suggests that usEP are inducing intrinsic cell
death in these cells. Notice that usEPs at 30 kV/cmwere just sufficiently high to cause
a significant loss of ��m and loss in cell viability (30%) in both clones (Fig. 9.6),
yet the APAF-1 knock-out clone was still 100% viable 24 h later. Using these clones,
caspase-dependent cell death reached 40% cell death in the wildtype and 30% cell
death in the APAF-1 clone.

Figure 9.8 shows a study with usEP treatment of E4 squamous carcinoma cells
demonstrated that RCD mechanisms were as complex or more complex than that
observed in usEP treated Jurkat cells and apoptosis was more heterogeneous than
a single pathway (Ren and Beebe 2011). By analyzing several cellular markers,
electric field thresholds were identified for morphologic and molecular markers
that typified cell responses to ten 300 ns usEPs. As electric fields were raised to
24 kV/cm (1.2 × 10−2Vs/cm) and then above, there were increases in PI uptake,
indicating plasma membrane permeabilization, and Annexin-V binding, indicating
phosphatidylserine externalization. As the electric field was increased to 32 kV/cm
(3.0 × 10–2 Vs/cm), there were increases in caspase activation and decreases in the
mitochondrialmembrane potential; however, cytochrome c release did not occur until
after electric fields exceeded 50 kV/cm (4.7× 10–2 Vs/cm). This hierarchy of cellular
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Fig. 9.8 Sensitivity thresholds for usEP effects on cell membranes, caspase activation and
cytochrome c release. E4 cells were exposed to 10 pulses at 300 ns ranging from 0 to 60 kV/cm and
percentage of cells that showed significant responses were analyzed by flow cytometry for decreases
in the�ψmwith TMRE 15min post pulse, active caspases with FITC-VAD-fmk 1 h post pulse, and
cytochrome c using the InnoCyte (Method I) 1 h post pulse. FITC-Annexin-V and PI were added
immediately after nsPEF exposure and incubated for 15 min before analysis by flow cytometry.
After initial measurements, all responses were stable for a given electric field for at least 90 min.
Values are presented as percent cells with positive responses. The graph represents the mean ± SE
of three independent experiments. * P < 0.05 and ** P < 0.01 (from Ren and Beebe 2011)

changes occurred beginning first at the plasma membrane at lower electric fields and
then with intracellular changes including cytochrome c release from mitochondria
at the higher electric fields and charging effects in the usEP regimen. Also, there
was caspase activation at electric fields that did not include cytochrome c release,
suggesting that an extrinsic apoptosis pathway had been activated at these lower elec-
tric fields. Results from Jurkat cell apoptosis suggested intrinsic apoptosis because
cytochrome c release occurred near the time that caspaseswere activated (Beebe et al.
2003). Extrinsic apoptosis pathways initially activated caspase-8, which could then
activate caspase-3 directly and/or activate Bid, which would lead to cytochrome c
release, which occurred late in the E4 cells. There was a time-dependent Bid cleavage
that was partially dependent on calpain activation. Thus, in the midst of caspase acti-
vation, calpains-inducedBid cleavage to promote cytochrome c release that enhanced
caspase-dependent apoptosis through the mitochondrial pathway. While this study
with E4 cells investigated more usEP effector responses than the Jurkat cell study,
it appeared that usEP-induced cell death could be more complex including both
extrinsic pathways in E4 cells and intrinsic apoptosis suggested in the Jurkat study.
It could also be considered that E4 cells were type I cells and Jurkat type II cells.
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Fig. 9.9 Necroptosis- usEPs induce necroptosis in TNBC cells - HCC1937 TNBC cells were
untreated (control, top panel) or treatedwith usEPs in cuvettes (0.1mm)with forty pulses (1Hz)with
60 ns durations and electric fields at 50 kV/cm (bottom panel). Cells were plated in chamber slides
for 3 h, fixed and stained sequential with rabbit anti phospho-MLKL (red) and rabbit anti phospho-
RIPK3 (green) and secondary goat anti-rabbit antibodies with the indicated colors. A typical 10×
image is shown as represented in 3 independent experiments with 5–7 frames analyzed in each
experiment. Significant increases occurred with usEPs (p < 0.05). Burcus and Beebe, unpublished

9.7 usEPs Induce RCD in a Cell Type-Dependent Manner

It was fortuitous that Jurkat, HL-60 and E4 cells were used for these initial studies
sincewewere looking for apoptosis, because it is nowknown that usEPs donot induce
apoptosis all cell types; usEP-induced apoptotic and specific RCD processes are
cell type-dependent. This was clearly shown by comparing cell death characteristic
between Jurkat cells andHeLa S3 cells (Morotomi-Yano et al. 2013). In these studies,
the authors confirmed the presence of apoptosis in Jurkat cells using different assays
as indicators then those used by Beebe et al. (2003), Ren et al. (2012). These authors
used conditions for analyzing RCD mechanisms in the same range as those studies
above (Beebe et al. 2002, 2003). They used durations of 80 ns, electric fields at
20 kV/cm with 20 pulses or 7.2 × 10–3 Vs/cm, with a roughly estimated usEP EC50
value of 5.1× 10–3 Vs/cm, which closely matched Jurkat cell data above (6.0× 10–3

Vs/cm) (Beebe et al. 2003; Ren et al. 2012). Using western blots with caspase-3-
specific antibodies, they showed that usEPs induced caspase activation as indicated
by the presence of smaller active caspase-3. They also showed the presence of DNA
ladders that are typical of apoptosis when DNA is cleaved by caspase activated
DNAases and that PARP1 was cleaved as a common apoptosis marker. In contrast,
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Fig. 9.10 Parthanatos- usEPs induce parthanatos in TNBC cells - HCC1937 TNBC cells were not
pulsed (control, top panel) were treated in cuvettes (0.1 mm) with usEPs with forty pulses (1 Hz)
with 60 ns durations and electric fields at 50 kV/cm (bottom panel). Cells were plated in chamber
slides for 3 h, fixed and stained sequential with rabbit anti-[poly(ADP ribose)] (PAR) (red) and
rabbit anti caspase-3 (green) and then counter stained with DAPI for localization of cell nuclei. A
typical 10× image is shown as represented in 3 independent experiments with 5–7 frames analyzed
in each experiment. Significant increases occurred with usEPs for PAR, but not for caspase-3 (p <
0.05). a distance of 200 μm is indicated. Burcus and Beebe, unpublished

HeLa S3 cells did not show either of these apoptosis markers, indicating that HeLa
S3 cell death was not caused by activation of caspase proteases under their exposure
conditions of 80 ns, 20 kV/cm and 40 shots or 1.0 × 10–2 Vs/cm. These cells were
slightly more resistant to usEPs with roughly estimated EC50 of 9.5 × 10–3 Vs/cm.
Interestingly, this condition induced caspase-independent apoptosis in Jurkat cells in
the studies above (Ren et al. 2012). As a control, they demonstrated thatHeLaS3 cells
exposed to UV radiation (100 mJ/cm2) could induce caspase activation and DNA
laddering, proving that HeLa S3 cells could in fact express both of these apoptosis
markers but not responses to usEPs.

In contrast to apoptosis induction, usEPs causedHeLaS3 cells to produce a signifi-
cant increase in expression of PAR,which is due to the accumulation of proteinmodi-
fication by poly ADP-ribosylation (PAR). Although called necrosis by the authors,
this RCDmechanism with increased levels of PAR is called parthanatos (David et al.
2009; Tang et al. 2019). This results from excessive activation of PARP-1, which
is a chromatin-associated nuclear protein normally responsible for repairing single-
stranded or double-strand DNA breaks. Recognizing DNA breaks, PARP1 uses ATP
and nicotinamide adenine dinucleotide (NAD+) to induce polyADP-ribosylation and
generating PAR polymers. RCD by parthanatos is caused by depleting NAD+ and
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ATP and by loss of the mitochondrial membrane potential (��m). During apop-
tosis, PARP1 is inactivated by caspases since DNA repair is counter-intuitive to
disassembling the genome. As shown in this study, PAR formation and parthanatos
is independent of caspase activation and DNA laddering, both typical of apoptosis.
Hyperactivated PARP1binds to apoptosis inhibitory factor (AIF),which leads release
from mitochondria and translocation to the nucleus. This study demonstrated that
usEP-inducedRCD is dependent on the cell type.WhileHeLaS3 cells clearly express
apoptosis machinery, as shown by UV radiation, and share apoptosis operations
that can lead to cell death, such as dissipation of ��m, this cell death is caspase-
independent. Jurkat cells were also shown to undergo caspase-independent cell death
at higher electric fields, that RCDmechanismswas not further investigated (Ren et al.
2012; Beebe et al. 2013).

usEP-induced RCD is dependent on Ca2+ and culture conditions
In a subsequent study Morotomi-Yano et al. (2014) continued these RCD studies

in Jurkat and HeLa S3 cells using a wider range of usEP conditions in the presence
and absence of the ubiquitous second messenger Ca2+. Interestingly, they found that
usEP-induced PAR formation was only present in the presence of Ca2+ and below
40 their 40-shot condition or about 1.0 × 10–2 Vs/cm. Above those conditions in the
presence of absence of Ca2+ PAR was not expressed. In contrast, in the absence of
Ca2+ but not in its presence at 60 shots (1.1× 10–2 Vs/cm), active caspase-3 andPARP
cleavage were observed. Thus, in these HeLa S3 cells, Par formation and parthanatos
is a Ca2+-dependent RCD at lower usEP conditions and apoptosis is present in the
absence of Ca2+ at higher usEP conditions. When they analyzed apoptosis with
and without Ca2+, they found apoptosis was Ca2+-independent; apoptosis was time-
dependent in the presence and absence of Ca2+. Finally, they showed that parthanatos
was a usEP-induced RCD mechanism in HEK293 and K562 cells with up to 40–50
shots (1.1 × 10–2 Vs/cm) with no appearances of active caspase-3 or cleaved PARP,
while apoptosis was the RCD mechanism in HL-60 cells with a threshold of about
30-shot or 8.7 × 10–3 Vs/cm, which confirmed the finding of Beebe et al. (2002).
All of these finding are consistent with usEPs induced RCD in a Vs/cm-dependent
manner and context-dependent.

In another valuable study of cell death mechanisms, usEP-induced cell death was
analyzed humanmonocyte U937 cells, (Pakhomova et al. 2013). TheU937 cells were
muchmore resistant to usEPs then Jurkat cells or HeLa S3 cells different from Jurkat.
Rough estimations of the usEP EC for these cells are 7.3× 10–2, 9.5× 10–3 and 5.1–
6.0 × 10–3 Vs/cm, respectively; so Jurkat cell > 10 times more sensitive than U937
cells. This was later explained because usEPs induce FAS expression in Jurkat cells,
which facilitated apoptosis, and U937 cells overexpress a cFLIP, a caspase action
inhibitor that inhibited apoptosis (Estlack et al. 2014). Nevertheless, while the studies
by Ren et al. (2012) demonstrated that RCDmechanisms depend on electric fields or
Vs/cm, this study demonstrated that RCD also depended on the culture conditions,
another example of context-dependent RCD. When U937 cells were treated with
two different usEP conditions in cell culture media, there was very little caspase
activity or cleaved PARP expressed. These cell swelled and formed blebs defined as



252 9 usEP Induce Regulated Cell Death Mechanisms

necrotic-type blebs. In contrast when cells were treatedwith the same condition in the
presence of sucrose to prevent swelling, both caspase activation and PARP cleavage
were observed. Conditions included 300 ns, 7 kV/cm with 600 pulses or 5.1 × 10–2

Vs/cm and 60 ns, 30 kV/cm, with 50 pulses or 1.2 × 10–2 Vs/cm. As predicted by
apoptosis condition induced by charging effects, 5.1 × 10–2 Vs/cm produced more
caspase activation and PARP cleavage than 0.2 × 10–2 Vs/cm.

Pakhomova et al. (2014) extended their RCD studies by considering roles for
Ca2 + in cell death process in U937 cells, CHO cells (Chinese hamster ovary), and
BPAE cells (bovine pulmonary artery endothelial). As indicated above, when U937
cells were in media with no Ca2+ and sucrose, the sucrose appears to have prevented
cell rupture by oncosis, yet the cells died later by apoptosis. When the media contain
Ca2+, there was a rapid (within 1.5 h) death of 90% of cells with a reduced level
of caspase catalytic activation. Sucrose only partially protected the early oncosis
response when Ca2+ was present. The authors concluded that either the pores were
large enough for sucrose to enter the cell and thereby unable to prevent cell swelling
or that Ca2+ caused an early RCD that was independent of an osmotic mechanism.

In order to evaluate the early permeability events altered by Ca2+, the authors
invoked an inventive approach used indium tin oxide (ITO)-coated slides, which
provided an inert coating for cell adhesion and allowed the replacement of media
on cells that were fragile after usEP treatment thereby avoiding centrifugation. The
ITO coverslips exhibit high electrical conductance, which allows a uniform usEP
exposure to the cells on an optically transparent slide. The usEP conditions on these
slides is about 20-fold fewer pulses, or about 4.5 times lower Vs/cm (8.1 × 10–4 vs.
3.6 × 10–3).

When Ca2+ was not present, the cells were spared the early cell death cell perme-
abilization, which the authors cell necrosis instead of oncosis, but the cells died
later in the presence of caspase3/7 activation indicating apoptosis. However, when
Ca2+ was present for the first 60–90 min after pulse treatment, there was an abrupt
increase in propidium iodide uptake indicating membrane permeabilization in what
the authors called necrotic cell death. This cell death was associated with growth of
membrane blebs in a Ca2+-independent and delayed osmotically-independent pore
expansion.

Like many papers evaluating usEP-induced cell death, the absence of finding
apoptosis as a RCD mechanism tends to summon a definition of necrotic cell death.
This was the case in the study by Morotomi-Yano et al. (2013) while overlooking
the presence of PAR, which indicates RCD by parthanatos, rather than a marker for
necrosis. While the U937 cells did not die by a caspase- or PARP cleavage-mediated
manner, these U937 cells did not lose membrane integrity until hours after usEP
treatment. A delayed cell death is most often a RCD.

While the term “necrosis” does not tell us anything about how the cell dies, it is
now known that these cells died by one or the other of two RCD mechanisms that
result by forming plasma membrane pores from the inside of the cell by developing
protein complexes that insert into the plasma membrane (Tang et al. 2019). The
swelling cell death described in these usEP treated U937 cells is similar to ischemic
cell death, which results by a failure of plasma membrane ion pumps to maintain an
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ionic equilibrium. This is defined as oncosis, which is derived from “ónkos”,meaning
swelling. Oncosis is also accompanied by increases in membrane permeability and
blebbing, which as described by the authors, are blister-like, fluid-filled structures
and empty of organelles (Majno and Joris 1995).

It is likely that the delayed increase in osmotic-independent permeability is due
to one of the RCD mechanisms that generate the formation of pores in the plasma
membrane by using intracellular protein to include increases in permeability as a
means of regulated cell demise (Tang et al. 2019). These protein-containing pores
are distinct fromusEP-induced nanopores that were characterizedwith lipid channels
properties and different from nanopores that can expand with higher usEP conditions
that mimic pores produced by classical electroporation (Pakhomov et al. 2009; see
section on usEP effects on plasma membranes). While osmotic increases in cell
volume or oncosis and increases in cell permeability are typical of necrosis, when cell
death is delayed, these RCDmechanisms have been called programmed or regulated
necrosis.

Necroptosis is considered programmed necrotic RCD because it shows morpho-
logical characteristics like necrosis (Pasparakis and Vandenabeele 2015). Protein
kinases RIPK1 and RIPK3 induce formation of what is called the necrosome, which
is a signaling platform that recruits the pseudokinase MLKL. RIPK3 than phospho-
rylates MLKL causing conformational changes that stimulate binding to membrane
phospholipids and formation of a MLKL oligomer that causes plasma membrane
(Murphy et al. 2013; Dondelinger et al. 2014; Hildebrand et al. 2014). Some studies
suggested that mitochondrial production of ROS (Vanden Berghe et al. 2010), acti-
vation of a mitochondrial serine/threonine protein phosphatase (PGAM5), and/or
activation of the mitochondrial permeability transition pore (mPTP) may trigger
necroptosis (Wang et al. 2012). While it is not clear how ROS leads to opening the
mPTP, it has been suggested redox-sensing events upstream of RIPK1 and RIPK3
may be involved (Zhang et al. 2017). In addition, studies from the authors’ labora-
tories indicate that usEPs can induce ROS, especially in the presence of Ca2+. that
may oxidize cyclophilin D, which opens the mPTP (see Fig. 9.9 in section on usEP
effects on mitochondrial). As shown below, usEPs induce phosphorylation of RIPK3
and MLKL in triple negative breast cancer cells (TNB)C cells to induce necroptosis
(Fig. 9.9).

usEPs induce necroptosis and parthanatos RCD programs in human triple
negative breast cancer cells in vitro

Figure 9.9 shows that usEPs induce necroptosis in these human TNBC HCC-1937
cells. This is indicated by the co-localization of phosphorylated RIP3 (receptor-
interacting serine/threonine-protein kinase 3) and phosphorylated MLKL (mixed
Lineage Kinase Domain Like Pseudokinase). RIP3 is a member of the receptor
interacting protein family of serine/threonine protein kinases and a component of
the TNF complex. The interaction of two of these family members RIPK-1 and
RIPK-3 for what is called the necrosome complex. This complex recruits MLKL,
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which is phosphorylated (Cho et al. 2009; He et al. 2009; Zhang et al. 2009) and ulti-
mately oligomerizes and inserts into the plasma membrane with negatively charged
phospholipids to form pores (Wang et al. 2014; Zhang et al. 2016; Robinson et al.
2019).

Figure 9.10 show that usEPs induce parthanatos in human TNBC cells HCC1937
TNBC cells as indicated by the significant increase in staining for PAR. However,
like mouse 4T1-luc and rat N1-S1 cells, these TNBC cells do not respond to usEPs
with caspase activation. Interestingly, Figs. 9.9 and 9.10 shows that usEPs induces
necroptosis and parthanatos in HCC-1937 TNBC cells.

Given that these RCD mechanisms are caused by specific events, it is possible
to suggest some likelihood of how usEPs induced these RCD mechanisms in these
TNBC cells. Parthanatos is a poly [ADP-ribose] polymerase 1 (PARP1)-dependent,
caspase-independent RCDmechanism; usEP-cells did not express active casapse3/7.
PARP-1 is a protein associatedwith chromatin and is involved in repairing single- and
double-stranded breaks in DNA. Upon recognizing DNA damage, activated PARP1,
which exhibits (ADP-ribosyl)-transferases activity, transfers ADP-ribose residues as
highly negatively charged polymers fromNAD+ onto proteins, mainly histones at the
sites of DNA damage and also PARP1 itself. These ribosylated or PAR proteins func-
tion as scaffolds for DNA repair enzymes and are recognized as a parthanatos marker
(Wei and Yu 2016; Pascal 2018; Alemasova and Lavrik 2019). The mechanism of
parthanatos is binding of hyperactivated PARP1 to apoptosis-inducing factor (AIF)
and its release from themitochondria and translocation to the nucleus where it results
in fragmenting DNA into large (20–50 kb) fragments (Andrabi et al. 2008; Wang
et al. 2011). The major cause of DNA damage induce through parthanatos is oxida-
tive stress-induced. Key features of parthanatos are common in many usEP-treated
cell types including caspase independence, decrease in mitochondrial membrane
potential (��m), ROS production, Ca2+ dependence, ��m, independence of the
cytoprotective effects of BCL2 proteins (Robinson et al. 2019) The role of ROS, Ca2+

and BCL2 in usEP-induced effects are discussed in the section of mitochondria and
DNA damage is discussed in the section on the nucleus. usEPs were also shown to
induce parthanatos in HEK293 and K562 cells (Morotomi-Yano et al. 2014) without
caspase activation.

So, from these two series of experiments with human reagents for apoptosis,
parthanatos and necroptosis, it becomes clear that the same cell types can die bymore
thanonemechanism, andusing humanHCC1937TNBCcells, caspase is not an active
RCD mechanism, but the latter two are active RCD mechanisms. We could ask the
question, is it possible for more than one cell death mechanism to be functioning in
the same cell type; this is not an unreasonable possibility given that cells have not been
specifically equipped to respond to usEPs like they are for other dangerous stimuli
like heat, cold and radiation. However, looking closely at these two experiments and
considering some morphological characteristics of these to RCD programs (Tang
et al. 2019), it appears likely that these two cell death programs are not occurring in
the same cells. Parthanatos does not occur with cell swelling. Figure 9.10 shows that
parthanatos positive cells do not appear to be swollen. In contrast, cells that die by
necroptosis do swell and it appears that cells that exhibit co-localization of RIPK3
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and MLKL appear swollen. However, morphology was not a focus of this study.
Since the electric fields are relatively homogeneous within parallel plate cuvettes,
differences in induction of RCD is not likely due to responses to different electric
fields. Nevertheless, under limiting conditions, cells in the S-phase exhibited greater
membrane integrity and maintained cytoskeletal structure more than cells that were
not synchronized to S-phase (Hall et al. 2007). Although these studies are done with
low passage numbers, it is likely there are clonal variations in cell cultures that could
account for different responses to usEPs or other cell death inducing stimuli. Still,
Jurkat cell exhibited caspase-dependent and caspase-independent mechanisms that
likely crossed over at some electric fields, and both Jurkat and E4 cells exhibited
activation of caspases and calpains. So, it is possible that there are instances of
cross-overs between or among RCD mechanisms.

Necroptosis can be induced by a number of stimuli including FAS ligand (Holler
et al. 2000) and TLRs-3 and -4 (He et al. 2011). TLRs function to connect the innate
and adaptive immune systems by recruiting mechanism that activate transcription
factors including NF-κB and interferon (IFN)-regulatory factors (IRFs) that lead to
innate immune responses (Kawasaki and Kawai 2014).

Figure 9.11 shows TLRs are in a family of pattern recognition receptors (PRRs)
that recognize danger-associatedmolecular patterns or DAMPs, which aremolecules
released from dead and dying cells. Pathogen-associated microbial patterns or

Fig. 9.11 TLR signaling pathways and downstream effector molecules. TLRs are shown with
agonist, downstream mediators, and functional response elements (amended with possible NPS
From O’Neill et al. 2009)
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PAMPs are expressed by microbes. Antigen presenting cells (APCs) like dendritic
cells (DCs) express these PRR that lead to the activation of adaptive immunity.
TLR and other PRR initiate inflammatory responses as part of host defense systems.
Other PRRs include nucleotide-binding oligomerization domain (Nod)-, leucine-
rich repeat–containing receptors (NLRs), C-type lectin receptors (CLRs), RIG-I-
like receptors (RLRs), and AIM-2 like receptors. (Wu and Chen 2014; Iwasaki
and Medzhitov 2015). Another interesting system is the cGMP-cAMP synthase
(cGAS)-STINGmechanism, which is a DNA sensor that activates the innate immune
systemby producing the secondmessenger cGAMP,which activates the endoplasmic
receptor (ER) adaptor protein STING (Burdette and Vance 2013; Li and Chen 2018).

Possible role for Toll-like receptors (TLR) in usEP-induced RCD

In other studies, DCs, usEPs and LPS appear to activate different pathways in mouse
monocyte-derived dendritic cells (moDCs). Response to usEPs and LPS were differ-
entiated in moDCs because LPS increased and usEPs decreased expression of activa-
tionmarkerCD86; LPS increased and usEPs had no effect on expression of activation
marker CD40; usEPs increased and LPS had no effect on activation marker CD68
expression. Knowing LPS uses TLR-4, usEPs most likely use, at least in part, the
TLR-3.

Figure 9.11 shows at least 11 isotypes of TLRs. Increasing evidence indicates that
administration of TLR agonists enhances humoral and cellular immunity. TLR are
expressed on the plasma membrane like TLR-1, -2, -4, -5, and -6. In contrast, TLR-
3, -7, -8, and -9 are expressed on endosomes and/or endoplasmic reticulum so their
agonists must be internalized, primarily by antigen presenting cells (APCs). While
the Figure is complex, importantly notice that TLR-4 and TLR-3 signal through
TRAF3-TBK1-IRF3, which is unique among TLR signaling; TLR9 signals though
MyD88-TRAK1/4-IRF7. Both pathways activate IFN inducible genes and NFκB
mechanisms.

Taking data from Figs. 9.9 and 9.10 with TNBC cells and studies with moDCs
presented above, it is not unreasonable to suggest that usEPs could cause release of
mitochondrial DNA, which would be senses by the cell as a mimic of the presence
a of microbial PAMPs. Although it is academic, it could also be sensed as a DAMP
since it is possible the cell would respond to a misplaced pieces of DNA in the
cytoplasm as a danger signal. Either pathogen or danger signal, mitochondrial DNA
would be sensed by an endosomal/cytoplasmic receptor such as TLR-3 as opposed
to an extracellular TLR-4, which senses pathogen patterns such as LPS before they
enter the cell. In fact, the data suggests an intrinsic paradigm for cells responding to
intracellular molecular patterns as opposed to extracellular molecular patterns.

In the examples of the TLR cell PRR responses to DAMPs and PAMPs, the
innate immune system is highlighted as the first responders to invasion by pathogens
or mutiny by cancer. The innate immune cells not only identify danger signals and
pathogen molecular patterns, but they also alert the adaptive immune system for
assistance by secreting cytokines that recruit and alert adaptive immune cells. Innate
cells called antigen presenting cells (APCs), which include dendritic cells (DCs),
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also phagocytize pathogens or cancer antigens, digest them, and present them to T-
cells as possible antigens on major histocompatibility complex (MHC) I and MHC
II molecules. In this way T-cells develop and express specific, high affinity T-cell
receptors that very specifically recognize those antigens presented to them by APCs
and use them to identify and eliminate cells that express those antigens. But rather
than go into exactly how these T-cell receptors develop and how adaptive immune
cells function to eliminate cancer, the discussion will focus on the recent findings
that usEPs can actually activate innate and adaptive immune cells in the host to help
eliminate cancer. Interestingly, that immune cells can act against cancer cells is only
a relatively recent insight.

In a series of studies in the authors’ lab, we asked whether usEPs could induce
activation of TLRs on cancer cells or immune cells. Such a cellular response would
suggest that usEPs could be sensed by cells like they respond to bacteria, viruses
or to other danger signals perceived identified by their PRRs. A likely possibility
would be activation of TLRs if usEPs caused mitochondrial DNA to be released
into the cytoplasm. As discussed in the section on mitochondria, the mitochondria
are of bacterial ancestral origin, so it is possible that appearance of mitochondrial
DNA in the cytoplasm, which could be sensed as foreign under normal conditions,
could appear as a mimic of bacterial DNA, and activate TLR. If this were the case,
a response to usEPs through TLRs could induce necroptosis (Fig. 9.12).

usEPs activate a unique TLR-3-like pathway. Administration of TLR agonists
enhances humoral and cellular immunity (He et al. 2011;Kawasaki andKawai, 2014).
TLRs signaling pathways are possible sites of usEPs on the plasma membrane or at
intracellular sites on endosomes. Although some TLRs including TLR-4 are on the
plasmamembrane, TLR-3, -7,- 8, -9 are on endosomes and/or endoplasmic reticulum.
usEPs can affect intracellular structures. Based on scheme in Fig. 9.11, usEPs appears
to act through a TLR3-like pathway, using TRAF3-TBK1-IRF3, (tumor necrosis
factor receptor-associated factor 3- TNF-alpha/NF-kappa B (TANK) binding kinase
1- interferon regulatory factor 3),which is unique amongTLR signaling, but not likely
through a TLR-4 pathway. usEPs (60 ns 50 kV/cm, 50 pulses, 0.02 Vs/cm) induce
transient IRF3 phosphorylation (at 30 min, but not at 120 min) (panels C), but has no
effect on stimulator of interferon genes (STING) phosphorylation (panels A). This
suggests usEPs activate TLR pathways through a unique TLR signaling mechanism
that is MyD88-independent, TRAF3-TBK1-IRF3 pathway. The central signaling
node in this pathway is the TANK (TRAF-associated NFκB kinase), which is a non-
canonical IKK kinase that phosphorylates the nuclear factor kB (NFκB) known for
its role in innate immune antiviral response. However, TBK1 also regulates anti-
tumor immunity, cell proliferation, apoptosis and autophagy (Helgason et al. 2013).
usEPs signal through this kinase to phosphorylate and activate IRF3, which mediates
downstream signaling to gene transcriptionmechanisms that set IFN-inducible genes
in motion through the JAK-STAT pathway.

In summary,RCDmechanisms are numerous and complex.Manyof theirmorpho-
logic characteristics overlap,makingmorphology a riskymethod for specific identifi-
cation ofRCDmechanisms.TwoRCDmechanisms endwith plasmamembranepores
formed from protein complexes inside cells. These can give appearance of necrotic
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Fig. 9.12 usEPs activates a TLR3-like pathway in human breast cancer cells. Human triple negative
breast cancer cells (HCC1937) were treated with usEPs as indicated or unstimulated, labeled 30min
and 120min after treatment with fluorescent antibodies for phosphorylated proteins including Sting,
TBK1 and IRF3 and then analyzed by flow cytometry. The data represents a typical experiment.
(Lassiter and Beebe, unpublished)

cells with lysed plasma membranes, but differ from ACD, which is immediate but
with the same end morphologies. usEPs have been shown to induce several RCD
mechanisms including apoptosis, necroptosis and parthanatos.However, studies have
not been idesigned to use markers for all RCD mechanisms. It seems unlikely that
usEPs induceACD, except in a small population of cells that are exposed to extremely
high electricfield conditions.Generally,whencells in vitro are exposed togreater than
0.01 Vs/cm, some RCD mechanisms in a cell type specific manner are highly likely.
It is hypothesized that RCD mechanisms are caused by charging events induced by
electric fields that affect both the plasma membrane and intracellular structures and
functions.
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Chapter 10
Model Rate Equation Evaluation
of an Extrinsic Apoptotic Pathway

Ravi Joshi

Abstract Apoptosis is one of the most complex signaling pathways, and can be
triggered by a number of factors, radiation, chemotherapeutic drugs, electric field
application, etc. The apoptotic pathways can generally be divided into signaling
via the death receptors (extrinsic pathway) or the mitochondria effects (intrinsic
pathway), and each pathway implies caspases as effector molecules. The role and
extent of electric field modifications to the apoptotic pathways remains unclear.
Here in this chapter, we attempt to qualitatively probe some of the issues pertaining
to apoptotic cell death based on simple model simulations. The objectives of the
present discussions are: (i) to determine if a pulse-number threshold might suitably
apply to cell killing by nano-second, high-intensity pulses, and (ii) to assess whether
the intrinsic or the extrinsic pathway is more dominant following electric pulsing.

10.1 Introduction

Despite the potential applications of electrical pulsing to biomedical engineering,
the biophysical details and mechanisms of electrically triggering cellular apoptotic
pathways are not well understood. From a high-level, systems standpoint, cell death
canbeviewedas being causedby the inactivationof one (or several) critical enzymatic
sub-systemsor process pathways. Such inactivation should be regarded as a stochastic
event given the variability in growth-cycles of exposed cells, their age, individual
orientations and locations relative to the pulsing electrodes, differences in sizes and
shapes, and other heterogeneities (e.g., concentrations and molecular states) that
can affect various reaction rate constants. Assuming that the inactivation times are
random variables, and that the cellular system consists of several components of
which the most severe defect leads to biological failure; then theWeibull distribution
becomes an appropriate descriptor for cell survivability (Martz and Waller 1982;
Smith 1991; van Boekel 2002). Survivability based on such a Weibull distribution
yields a threshold followed by either a concave, convex or an exponential fall-off
based on the characteristicWeibull parameters.However, such analytical descriptions
ignore the underlying physical details.
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From a biophysical standpoint, two pathways to cellular apoptosis are recognized.
An “extrinsic pathway” which is instigated at the cellular plasma membrane through
death receptors; and the “intrinsic pathway,” which responds to intracellular cues
through mitochondrial-initiated processes. The former pathway can be triggered by
extracellular death signals linked with CD95 molecules and tumor necrosis factor
(TNF)-related apoptosis-inducing ligands. Apoptosis (which is important in main-
taining homeostatic balance (Krammer 2000; Horvitz 1999; Jacobson et al. 1997)
can be activated by deprivation of survival signals, genetic or toxicological damage
(Brune 2000), or through external electrical pulsing. A common observation in
response to these stimuli is the activation of caspases, a group of cysteine proteases
that serve as the main initiators and effectors of apoptosis. For example, death recep-
tors, such as CD95, enable the binding or clustering of molecules to form the death
inducing signaling complex (Green 2000; Peter and Krammer 2003). Trimerization
of death receptors upon cross-linking recruits procaspase-8. Subsequent proteolytic
activation through several cleavage steps (based on proximity interactions) leads to
caspase-8 (C8) activation. A series of biochemical reactions are then set into motion
leading to apoptosis.

In some cells, activation of caspase-8 in large quantities leads to the activation of
other caspases, including the executioner caspase-3 that ultimately leads to apoptosis.
In other cells, the amount of caspase-8 generated at the DISC could be small, and
the activation cascade would not propagate directly, but instead could be amplified
via the mitochondria. This process is initiated by the cleavage of Bid by caspase-8,
followed by the translocation of the truncated Bid (tBid) to the mitochondria, which
induces the release of proapoptotic molecules such as cyt c and Smac/DIABLO to the
cytoplasm. Cytochrome c release closely depends on the opening of mitochondrial
permeability transition pores (MPTPs).

Thus, the mitochondria-dependent activation (intrinsic pathway) involves
cytochrome c release from mitochondria induced by stress, irradiation, or inflam-
mation (Budihardjo et al. 1999; Li et al. 1997). In the more recent electrical pulsing
context (Schoenbach et al. 2008), it is postulated that the externally applied elec-
tric field modulates the transmembrane mitochondrial potential. This can directly
open the mitochondrial permeability transition pore (Marzo et al. 1998), leading to
cytochrome c release, with subsequent downstream apoptotic events. There is also
a linkage between the electric field-initiated events at the plasma membrane and the
mitochondrial processes. For example, caspase-8 has been shown to cleave the Bcl-2
family member Bid, causing release of cytochrome c. A mathematical model of this
cascade leading to the activation of caspase-3 and the eventual DNA fragmentation
and cell death was recently discussed (Bagci et al. 2006).

The role and extent of electric field modifications to the apoptotic pathways is
unclear. Hard experimental data is lacking, in part due to the complexity of the
biophysical mechanisms and the underlying competition between various processes.
However, possible consequences of the applied field from a biophysical standpoint
can be conjectured. This should help drive and focus experimental studies on specific
hypothesis. Consequences of the applied voltage include the stimulation of CD95 and
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recruitment of procaspase-8 through enhanced dipole-interactions. Another possi-
bility is that membrane poration by the external field leads to molecular diffusion
through the pore bottleneck as observed with phosphatidylserine externalization (Hu
et al. 2005). Such molecular transport towards local pores (in keeping with the fluid
mosaic model (Singer and Nicolson 1972), should increase the proximity between
molecules and enhance their interactions.

Quantitative modeling of the overall electric field-induced cellular apoptosis is
an extremely difficult task. Details of the various biomechanisms, their temporal
dynamics andmutual interactions are not known, andmany of the parameters and rate
constants have not beenmeasured. Given these difficulties, a less ambitious and fairly
simplified systems-level approach is taken here. The current modeling objectives are
limited to the following: (a) ascertain whether a pulse-number threshold emerges
for cell killing by the nanosecond, high-intensity pulses. Such a result would lend a
qualitative biophysical explanation of the experimental observations. (b) Gauge the
relative importance of the extrinsicmechanism relative to the intrinsic, mitochondrial
pathway. This become germane, given that the ultrashort (nanosecond) pulsingmight
be expected to have a stronger effect on intracellular organelles (Schoenbach et al.
2007). (c) Lend qualitative support to the hypothesis that cell apoptosis is due to
discrete events initiated at specific sites. By extrapolation, use of multi-prong electric
pulsing systems would then be more effective in cell killing (or in triggering cellular
electro-biochemistry) due to the variable field orientations and the possibility to affect
multiple targets.

Time-dependent kinetics of the caspases and the various molecular species within
the apoptotic pathway, can be simulated using a rate-equation model (Bagci et al.
2006); in part because of the availability of published rate parameters. This model
contains a system of 31 coupled rate equations for the temporal evolution of the
various concentrations. The initial equilibrium concentrations were determined by
running the time-dependent rate-equation simulation until steady state. This model
includes the growth of Bid due to Caspase 8 activation, followed by a C3-Bid positive
feedback process, wherein increases in [C3] lead to enhanced cleavage of Bid, which
in turn feed into enhancing the [C3] concentrations through release of cytochrome c
and caspase-9 activation.

The role of the externally applied electric field from a modeling standpoint, is to
trigger C8 release from specific sites within the plasma membrane. On the assump-
tion that C8 release occurs at discrete sites on the plasma membrane, one can expect
different cells to exhibit varying degrees of C8 activation depending on their orienta-
tion with respect to the external field. Our notion of discrete sites and specific death-
signaling domains ties in with emerging evidence that lipid microenvironments on
the cell surface, known as lipid rafts, may be critically involved in the ultimate cell
fate (Simons andToomre 2000;Holthius andLevine 2005).Death-inducing signaling
receptor (DISC) molecules are known to be located at membrane rafts and act as the
linchpins from which apoptosis signals are launched (Mollinedo and Gajate 2006).
From amodeling standpoint, assignment of random caspase-8 release concentrations
to each cell through a stochastic, Monte Carlo type implementation, can take this
discrete nonuniformity into account. Hence, for our simulations (Song et al. 2010),
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the caspase-8 concentration released in each cell was assigned a value “r [Cmax],”
with “r” being a random number and [Cmax] a preset concentration upperbound.
Clearly, a large caspase-8 release can be expected to lead to irreversible increases
in caspase-3, and predictions of cell death. In keeping with previous values (Bagci
et al. 2006), initial concentrations of all compounds in our simulation were taken to
be zero, except for procaspase-3, procaspase-9, Apaf-1, Bid, Bax, Bcl-2, inhibitor of
apoptosis (IAP), and cytochrome c_mito, which were all set to 4.0 nM.

The activation and release of C8 by the voltage pulse takes time since a sequence
of processes such as the formation of the death-inducing signaling complex (Kischkel
et al. 1995), clustering followed by cleavage of C8 etc. are involved. Consequently,
the physics-based model needs to account for a finite time delay in the availability
of caspase-8 following the external pulsing. Furthermore, in response to an electric
field impulse, the concentration of C8 must gradually rise as a function of time and
eventually saturate. This aspect, not treated by the Bagci model, was included based
on aCD95 activation approach (Bentele et al. 2004).As a result, these time-dependent
C8 concentrations, following an excitation electrical pulse, were used as input to the
rate-equation model for caspases.

10.2 Single Cell Simulation Results

Calculation results are presented for a single cell based on the above approach.
Figure 10.1a, b show caspase-3 concentrations as a function of time starting from
two different assumed levels of C8. At the lower 0.01 nM caspase-8 concentration,
a decay in C3 over time is predicted; while increased values of C3 with time are
seen in Fig. 10.1b for the higher 0.1 nM caspase-8. These results are indicative of a
bi-stability in the apoptotic process and the requirement of a critical C8 level for cell
death induction. For the higher 0.1 nM caspase-8 value, appreciable C3 activation
is predicted to occur roughly in the 1–2 h time frame. This time scale turns out to
be approximately in keeping with experimental data that gauges caspase activity
and gathers intracellular data. The simulations suggest that if more C8 were to be
activated (e.g., either due to a higher voltage pulse or through multiple pulsing), then
the probable outcome for cell death in the overall population would be enhanced.

To gauge the response of C8 over time to multiple pulsing and evaluate possible
cumulative effects, simulations were next carried out with low, but repetitive, 0.4 pM
caspase-8 injections. Simulation results for the time-dependent [C3] concentration
are shown in Fig. 10.2 in response to 1 and 10 pulses (at 1 Hz), respectively. The
injectionswere taken to begin after 10,000 s (∼2.7 h) from the initial time to allow the
system to reach an initial steady state. The 10-pulse case points towards unstable cell
behavior as reflected through the [C3] increase, despite the low caspase-8 injection
levels.

The above calculations were based on instantaneous caspase-8 release following
a voltage pulsing event for a cell. However, as already mentioned, the caspase-8
concentration should be taken to rise gradually in a time-dependent fashion. Using
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Fig. 10.1 Single cell simulation results for the caspase-3 concentration ([Casp3]/nM) versus time
in hours (t/h) for two different starting caspase-8 values. a Caspase-8 value of 0.01 nM, and b initial
caspase-8 value of 0.1 nM (After Song et al. 2010)

the Bentele model (Bentele et al. 2004), the normalized concentrations of caspase-
8 and the blocked DISC states obtained through numerical simulations are shown
in Fig. 10.3. As expected, both increase over time. However, a saturating trend is
obtained for the concentration [C8]. This is due to a regulatorymechanism associated
with the role of c-FLIP, which efficiently blocks caspase-8 activation at the DISC.
The characteristic time delay seen in Fig. 10.3 is roughly 5 min. This is quite small
compared to much longer period spanning hours over which C3 activation and even-
tual cell death occurs. This thus confirms that to a good approximation, biochemical
triggering by an electric pulse can be taken to be a very rapid process.
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Fig. 10.2 Predicted logarithm of concentration C3 ([Casp3]/nM) versus time in hours (t/h)
following 1- and 10-injections at 1 Hz of 0.4 pM caspase-8 in a single cell. The injections were
taken to begin after 10,000 s (After Song et al. 2010)

Fig. 10.3 Single cell simulation results for the temporal evolution of the normalized concentra-
tion (NC [nM/nM]) for caspase-8 and blocked DISC states versus time in minutes (t/min). The
normalization is with respect to the maximum value of 0.2 nM for caspase-8 (After Song et al.
2010)

10.3 Predictions of Ensemble Population Dynamics

Having discussed some aspects of single cell response, ensemble simulations were
carried out next to include the statistical variability inherent in actual experiments.
Thousand cells were used, and the C8 injection in each cell was randomly varied
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Fig. 10.4 Predicted logarithm of cell-survival ratio (Log f(s)) versus pulse number for 1000 cells.
Survival ratio f(s)=N(s)/Ntot with N(s) the number of surviving cells and Ntot the total cell number
(After Song et al. 2010)

between zero and a maximum value (Cmax) by assigning random numbers. Predic-
tions of cell survival versus pulse number for low level C8 injection (with [Cmax] =
0.04 pM) are shown in Fig. 10.4. The injections, corresponding to the pulse numbers,
were set at a frequency of 1 Hz, in keeping with the experimental data (Pakhomov
et al. 2004). Figure 10.4 clearly shows a threshold effect, and virtually all cells
are predicted to survive until about 50 pulses are incident on the cells. Beyond
the threshold, a near-exponential fall-off in survival is predicted, which again is in
keepingwith the nanosecond electric pulsing experiments. However, at the very large
pulse numbers, a shift towards a somewhat saturating trend can be seen in Fig. 10.4.
Physically, this outcome arises from our choice of a fixed set of random numbers
for each C8 injection at the 1 Hz frequency. In other words, those cells assigned a
relatively high random number, were always associated with higher C8 activation,
leading to their more likely (and faster) outcomes of cell death. Those with low
random numbers continued to survive. This constant random number assignment to
the cells is a likely scenario under in vivo conditions using electrical pulsing that is
fixed in location and orientation.

In any case, results of Fig. 10.4 are roughly in keeping with the experimental
cell-survival data. In particular, a pulse-number threshold is predicted followed by
a near-exponential fall-off. The analysis is more insightful and based on biophysics
instead of the statistical treatments that invoke survival distributions. Also, the
intrinsic pathway is shown to be much weaker as compared to the extrinsic mecha-
nism for electric pulse induced cell apoptosis. In addition, delays of about an hour
are predicted for detectable molecular concentration increases following electrical
pulsing. Furthermore, since cell killing depends on the amounts of caspase-8 acti-
vation and cytochrome c released, differing survival thresholds are to be expected
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between different cell types. For instance, our previous experimental reports on elec-
tric pulsing of cells showed a relative lack of PS externalization in B16 cells, whereas
Jurkat cells have shown strong PS effects (Schoenbach et al. 2008). This underscores
inherent differences in cell parameters and their responses to external stimuli.

A feature of this rate-equation modeling discussed in this chapter is the predicted
delay of about an hour in the time taken for molecular concentration increases
following electrical pulsing. This delayed biochemical process in response is similar
to a recent report on cellular dye update upon electric pulsing (Kennedy et al. 2008).
The experiments by Kennedy et al. identified two distinctive electroporative uptake
signatures: an initial almost negligible dye absorption immediately after the pulse
exposure, followed by a high-level, accelerating uptake at much longer times. This
trend is generally also in line with earlier reports (for example, Neumann et al. 2008)
indicating multi-stage evolution following electrical pulsing.

A number of aspects were ignored in our simple treatment. For example, it was
assumed in the simulations that a chosen amount of cytochrome c releasewould result
from each electrical pulsing. This assumes that the cytochrome c outflow is roughly
similar to field-induced intracellular calcium release (Joshi et al. 2007), and that its
concentration within the mitochondria is large enough to discount depletion effects.
Similarly, it was assumed that in the multiple-pulsing scenario, the continued pres-
ence of strong external fields would not alter the rates and that the reaction kinetics
would continue to follow the parameters of the Bagci model. The role of reactive
oxygen species (ROS) generation by the electric pulsing has also been ignored in the
present treatment. Reports in the literature (Wartenberg et al. 2008) suggest that appli-
cation of electric fields could elevateROS.This, in turn,would alter apoptotic destruc-
tion through theROS-mediated pathways involving oxidative stress (Kannan and Jain
2000; Zamzami et al. 1997). For example, ROS is known to induce dissociation of
cytochrome c from cardiolipin on the inner mitochondrial membrane, and facilitate
its release via mitochondrial permeability transition-dependent mechanisms. Last
but not least, our numerical implementation of the simple multiple-pulsing scenario
assumed a fixed amount of caspase-8 activation repeatedly in response to the external
pulsing. However, quite conceivably, there could be a depletion effect and the CD95
initiated process might not produce as much C8 after multiple pulses. However,
the activation could physically arise from different discrete sites within the plasma
membrane. A multitude of such sites would alleviate the depletion issue and provide
an electrically-induced effect after each electrical pulse. This hypothesis of multi-
targets and sites would be in keeping with the observed enhancements in cellular
apoptotic killing and gene delivery through multi-electrode systems (Jaroszeskia
et al. 1999). Such multi-electrode systems would provide sufficiently high electric
fields at different locations and orientationswithin cells for greater bio-effects (Heller
et al. 2010).
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Chapter 11
Thermal Effects in Bioelectrics

Karl H. Schoenbach

Abstract Electroporation is considered a nonthermal process, and when used in
medical therapies great care is taken to ensure that temperature effects due to Joule
heating are avoided by limiting the average electrical power of the electropora-
tion pulse train. However, moderate temperature increases, far below those which
are used in hyperthermia therapies, have shown to increase safety and efficacy
of electroporation-based therapies. This chapter provides an introduction into the
heating mechanisms by applied electrical pulses, Joule heating and heating due to
dielectric relaxion, followed by a short introduction of external heat sources, with
emphasis on infrared light sources. The second part describes basic thermal effects
on cells, particularly on cell membranes. This is followed by an overview of recent
in vitro and in vivo studies on the effects of thermal assistance in electrotherapies
with emphasis on its application in cancer treatments. Moderate heating of tumors
in combination with electrical pulse treatments was found, for a wide range of pulse
durations, to cause a significantly higher rate of complete tumor regression compared
to the use of pulsed electric fields alone.

11.1 Introduction

Nanosecond pulsed electric field effects are considered nonthermal effects, that
means that the only parameters that determine the outcome of bioelectric studies
and applications are the electrical parameters such as pulse amplitude, pulse dura-
tion, pulse shape, pulse number and repetition rate. However, considering that cells
and tissues are defined by a finite resistivity and permittivity, the interaction of elec-
tric fields with these targets always leads to heating, be it resistive heating (Joule
heating), or heating caused by dielectric relaxation. In most of the studies, scientists
have made every effort to limit the increase in temperature particularly for the case
that multiple pulses need to be applied to obtain a desired effect. This can be done by
reducing the repetition rate, or increasing the time between pulses, respectively. The
thermal losses due to heat conduction and convection between subsequent pulses
allow the average temperature to be kept at the desired low level.
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However, a moderate, controllable increase in temperature might actually help
to provide a better outcome of a desired process or treatment. We will show in
the following that a moderate temperature increase, either through Joule heating or
dielectric relaxation, or by using external heating sources, can be used to support the
nonthermal effects of pulsed electric fields, e.g. by reducing the need for large electric
fields or large number of pulses in medical treatments. This will be documented by
presenting experimental results for bioelectric applicationswith electrical pulseswith
durations ranging from milliseconds to hundreds of picoseconds.

Before describing such experiments, we will briefly introduce the main mecha-
nisms for heat generation by electrical pulses in cell suspensions and tissues: Joule
heating, and the localized heating of cell structures, particularly cell membranes, by
means of dielectric relaxation.Also, a short introduction of the use of external heating
sources, microwaves and infrared radiation will be given. This will be followed by a
discussion of the temperature effects on single cells, particularly on their membranes,
and on tissues. In the last section, we will demonstrate the advantages of controlled,
moderate heating for medical applications.

11.2 Heating Mechanisms in Bioelectrics

11.2.1 Joule Heating

Joule heating, or resistive heating, respectively, is based on the transfer ofmomentum
from ions, which are accelerated in the electric field, tomolecules, charged or neutral,
through elastic collisions. This causes a randommotion of particles, knownas thermal
motion, which is superimposed to the directedmotion of the ions along the field lines,
the so-called drift motion. It is generally assumed that almost all the acquired energy
of the ions from the electric field is converted into thermal energy. In this case, the
increase in temperature,�T, caused by a square pulsewith an electric field amplitude,
E, and a duration τ, is:

�T = σ E2τ/ρc (11.1)

where ρ is the density (mass/volume), c is the specific heat capacity, and σ is the
electrical conductivity (the inverse of resistivity). Assuming that the density of a
cell suspension in a cuvette is approximately that of water (ρ = 1 g/cm3) and the
specific heat capacity, c, is 1 cal/g K (1 cal = 4.2 J), we can estimate the temperature
increase in the medium in a cuvette when an electrical pulse is applied. With an
electrical conductivity of the cell suspension of σ = 10 mS/cm, typical for many of
the commercially available solutions, in a 2 mm cuvette, a square pulse of 6 kV and
100 ns duration causes an increase in temperature by 0.22 K.
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Fig. 11.1 Measured temperature decay time constant (bold) of themedium in an exposure chamber.
The temperature by the time the probewas placed in the exposure chamberwas 40 °C, and it decayed
to 23 °C. The initial thermal decay time constant (<2 s)wasmeasured to be 3 s, while it was increased
to 4.85 s at times beyond 2 s (Camp et al. 2012)

The temperature decreases after the pulse and reaches its base level after a suffi-
cient time. The recovery time is determined by the heat loss processes,mainly through
thermal conduction. Figure 11.1 shows the temporal development of the temperature
in an exposure chamber after quickly heating the medium in the center between the
electrodes to a temperature of 40 °C (Camp et al. 2012). It consists of two parts, an
initial fast temperature drop with a 1/e time constant of 3 s, followed by a somewhat
slower decay with a time constant of 4.85 s. The initial decay is likely determined by
thermal conduction through the planar electrodes, the following, slower decay likely
by convection.

Most bioelectric studies as well as the therapeutic applications require multiple
pulses. This causes an accumulative effect with respect to temperature. In the experi-
ment (Fig. 11.1), the temperature after each pulse at 1Hz is reduced by only 30%. The
temperature increase caused by N consecutive pulses would therefore be the product
of the temperature increase caused by a single pulse, T0, and N× 0.7. Using the data
in the previous example (E = 30 kV, τ = 100 ns, σ = 10 mS/cm) and assuming N
= 100, the temperature increase after pulsing would be about 15 °C, a substantial
increase in temperature.

It needs to be noted that the thermal time constants are determined by the geometry
of the exposure chamber (cuvette) used in the experiment, as well as the thermal
properties of the suspension. In other configurations and with other suspensions, the
time constants are certainly different, and sowill be the thermal effect caused by trains
of pulses. Temperature measurements in tissues have shown that the temperature
increase cannot be neglected, but it seems less severe than that in cuvettes. Only
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Fig. 11.2 Temperature increase inside the tumor due to 2.2 kV/300 ns pulses with 2 s interpulse
spacing. The maximum temperature was reached after about 40 pulses. At the end of the experiment
after 100 pulses, 29.4 °C was reached. The dots depict the time of pulse application. The higher
temperature increase for the first pulse was attributed to the drop in voltage with subsequent pulses
because of the voltage divider between the pulse-forming network and the skin fold (Pliquett and
Nuccitelli 2014)

minor temperature increases were observed using a micro-thermocouple (Pliquett
and Nuccitelli 2014) (Fig. 11.2). The conclusion, based on these results, as expressed
by the authors, was “Since the temperature rise in B-16 mouse melanoma tumors
due to equally spaced (�t = 2 s) 300 ns-pulses with E = 40 kV/cm usually does not
exceed �T = 3 K at all parts of the skin fold between the electrodes, a hyperthermic
effect on the tissue can be excluded.”

Whereas the consideration of temperature increase through Joule heating is valid
for pulses in the millisecond and microsecond range and even for nanosecond pulses
with durations large compared to 10 ns, the temperature increase by using single–
digit, nanosecond pulses and subnanosecond pulses requires to consider a second
type of heating: heating though dielectric relaxation.

11.2.2 Heating Due to Dielectric Relaxation

Theheating process is based on the effect of rapidly changing electric fields on perma-
nent dipoles in suspensions or tissues.At low frequencies the dipoles follow easily the
electric field and almost all of them is polarized, exhibiting a large capacitance.When
the frequency increases beyond a certain value, the dipoles cannot follow the electric
field entirely and the capacitance decreases, so they display a short-range, oscilla-
tory motion. At the same time dielectric losses in the medium increase because the
frequent reorientation of the dipoles causes collisions with neighboring ones, which
generates a large amount of thermal energy (concept of microwave heating).

In order to utilize this process, the Fourier spectrum of the pulsed electric fields
needs to extend into the frequency range of the dispersion of cell components. Effects
of the dielectric relaxation of the membrane become important in the range of tens
to hundreds of MHz (Kloesgen et al. 1996) while the dielectric relaxations of water
molecules and dissolved ions, which are the main constituents of cytoplasm and
cell exterior, begin in the GHz range. The lower frequency range for membrane
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Fig. 11.3 The real (ε′) and the imaginary part (ε′′ = σ/2πf) of the dielectric relaxation of a DMPC
stack as a function of the applied rf frequency 1–1000 MHz at T = 308.5 ± 0.1 K. The dispersion
frequency f1 can be attributed to the diffuse thermal rotational motion of the phosphatidylcholine
headgroups whereas the dispersion contribution that is characterized by the relaxation frequency f2
corresponds to the bound water (Kloesgen et al. 1996)

effects is attributed to the diffuse thermal rotational motion of the headgroups of
membrane lipids. Figure 11.3 shows the results of dielectric spectroscopy studies
on the phospholipid membrane systems of dimyristoylphosphatidylcholine (DMCP)
(Kloesgen et al. 1996).

Taking the membrane relaxation into consideration and including the effect of
saline dipoles, Kotnik and Miklavcic (2000) evaluated the effect of dielectric relax-
ation on the power dissipation in cells. It was shown that the increases in the power
dissipation in the medium (Pe) and the cytoplasm (Pi) increase dramatically in the
GHz range, but the effect on dipoles in the membrane (Pm) occurs, as expected,
already in the MHz range.

The data for τem1, τem2, and τre are listed in Table 11.1. Note that νrm1 and νre
correspond to f1 and f2 in Fig. 11.3.

In order to obtain approximate values for pulse durations where the effect of
dielectric relaxation needs to be considered, the Fourier spectrum of rectangular
pulses with different pulse duration is superimposed to the power spectrum. For
simplicity square wave pulses are considered only. The spectral envelope of a square
wave pulse with duration τp is constant up to a corner frequency of ωc = 2/τp
and then decreases by 1/ω (Schoenbach 2010). In Fig. 11.5, the Fourier spectra of
rectangular pulses of 10μs, 100 ns and 1 ns were superimposed to the spectral power
distributions in Fig. 11.4. It can be seen that pulses in the single-digit nanoseconds
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Table 11.1 Parameters of dielectric relaxation of cytoplasm, membrane, and extracellular medium
(Kotnik and Miklavcic 2000)

Parameter Symbol Value Reference

Dielectric relaxation of cytoplasm and extracellular medium

First relaxation time τre 6.2 × 10–12 s Büchner et al. (1999)a

First relaxation step �εe 5.9 × 10–10 As/Vm Büchner et al. (1999)a

Dielectric relaxation of membrane

First relaxation time τrm1 3.0 × 10–9 s Klösgen et al. (1996)

First relaxation step �εm1 2.3 × 10–11 As/Vm From Klösgen et al. (1996)b

Second relaxation time τrm2 4.6 × 10–10 s Klösgen et al. (1996)

Second relaxation step �εm2 7.4 × 10–12 As/Vm From Klösgen et al. (1996)b

aPermittivity of 0.154 M NaCl at 35 °C
bScaled by εm/ε = 0.125, where εm = 4.4 × 10−11 As/Vm is the static permittivity of lipid bilayer
(see Table), and ε = 3.5 × 10−10 As/Vm is the static permittivity of the multilamellar sample used
by Klösgen et al. (1996)

begin to affect the power dissipation in cell membranes and therefore lead to local
heating of membranes (Fig. 11.5).

Based on these modeling results, it can be concluded that shorter pulses, in the
picosecond range, likely have major effects on the membrane temperature. Longer
pulses, on the other hand, are mostly causing heating of the medium through Joule
heating, as discussed in the previous section.

Croce et al. (2010), and Salimi et al. (2013) have studied the effects of dielectric
relaxation caused by short electrical pulses on themembrane temperaturemore quan-
titatively. Themodel by Croce et al. (2010), which considered heat diffusion, allowed

Fig. 11.4 Power deposition into the membrane (Pm), the cytoplasm (Pi), and the medium (Pm)
dependent on frequency for an electric field of ~ 150 V/cm. The three dotted verticals correspond
to the relaxation frequencies; from left to right: νrm1 = 1/πτrm1, vrm2 = 1/πτrm2 and vre = 1/πτre
(Kotnik and Miklavcic 2000)
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Fig. 11.5 Spectral distribution of three square-wave pulses of 10 μs, 100 ns and 1 ns duration
superimposed to the power spectrum as shown in Fig. 11.4

the computation of the temporal development of the average membrane temperature
for ultrashort pulses. Figure 11.6 shows the results for a 1 ns pulse compared to that
of a 10 ns pulse. Clearly, the reduction of the pulse duration into the single digit range

Fig. 11.6 Increase of (average) membrane temperature versus time, for an incident (rectangular)
pulse with a specific absorption dose of 1 J/kg, applied at t = 0. (Full line) Pulse width = 1 ns.
(Dashed line) Pulse width = 10 ns. The corresponding temperature increase in the cytoplasm is
shown in the inset (Croce et al. 2010). A SAR of 1 J/kg corresponds to about 10 kV/cm for a 1 ns
pulse
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has major impact on the membrane temperature. This is consistent with the conclu-
sion obtained from considering the effect of dielectric relaxation in the frequency
domain (Fig. 11.5).

Effects of the membrane dielectric relaxation on electroporation caused by
nanosecond pulses have been studied by Salimi et al. (2013). The main result of
their theoretical study using a finite element model was that the process of electropo-
ration occurs faster when membrane relaxation is considered, and that the required
electric field is significantly reduced—an important consequence ofmoderate heating
in bioelectric studies and applications.

11.2.3 External Heating

Whereas the previous sections described heating by pulsed electric fields only, there
is certainly the possibility to control the temperature of a suspension or tissue exter-
nally. There is a multitude of options, ranging from heating by thermal conduc-
tion via a heater in physical contact with the biological target, to radio waves,
microwaves, millimeter waves, and optical heating. Most of the in vitro thermal
studies in bioelectrics rely on contact thermal sources, such as heaters or chillers.
In vivo studies and applications require generally external heating through radiation
sources. We will in the following focus on infrared sources, such as IR lasers and
IR LEDs. Such optical sources allow the use of optical fibers, and consequently will
not distort the applied electric fields in the target.

An example for such a device, integrated in a pulse delivery system, is shown in
Fig. 11.7. Through an optical fiber, a semiconductor IR laser was used to irradiate
the area between two or more electrodes. Since the emission from the fiber end is
determined by the fiber aperture, the irradiated area can be varied by varying the
distance of the fiber end. The closer the fiber end is placed to the irradiated surface,

Fig. 11.7 Schematic of an optical irradiation system centrally located in an electroporation device
with four needle electrodes. Modifying the distance between target and fiber allows changing the
spot size of the infrared radiation on the tissue surface
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Fig. 11.8 At the optical power level of 8 W, a peak temperature of 42 °C was reached when the
laser was on for about 20 s. The rise of the temperature was for this power level measured as 0.6 °C/s

the smaller is the irradiated area. The advantage of this system is the possibility
to assist electroporation in positions where the electric field alone will not suffice.
In the system shown in Fig. 11.7, the optical fiber is centrally located between the
electrodes, wherein the electric field has a minimum for the case of needle electrodes
and therefore thermal assistance is most helpful in compensating for the reduced
bioelectric effects at this position.

With such a system the target temperature can be controlled before and even
during a treatment. Temperature measurements on the skin of a guinea pig used in
animal studies irradiated by an 8 W IR laser at a wavelength of about 1 μm showed
that the temperature at the target can be varied on a time scale of seconds (Fig. 11.8),
reducing the probability for a hyperthermia effects because of the reduced thermal
dose at times of minutes or even seconds.

It needs to be mentioned that for electrotherapy assisted by optical irradiation,
optical fibers with diameters of less than one millimeter can easily be included in
catheters and can be used to irradiate e.g. tumors in deeper lying tissue.

11.3 Thermal Effects on Cells

What are the thermal effects on cells and tissue? Most of the responses focus on
hyperthermia, which is a procedure of raising the temperature of tissue to such levels
that cell death occurs. It is used as a sole or an adjunctive procedure in cancer treat-
ment. The thermal dose required for cell death combines time of exposure with a
constant temperature (Fig. 11.9). The longer the time of exposure the less tempera-
ture increase is required for cell death. In extreme cases, using a laser to heat cells
for 300 μs with a temperature increase of up to 160 K did not cause cell death
(Simanovskii et al. 2005).

Aquantitativemethod to obtain information on the thermal dose required to induce
cell death is based on the solution of the Arrhenius integral:
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Fig. 11.9 Cell survival versus incubation time (Hildebrandt et al. 2002) with temperature as
parameter

� =
∫

A exp{−Ea/RT(t)}dt (11.2)

where � describes the proportion of cells killed, collapsed blood vessels or protein
molecules coagulated; R is the universal gas constant, Ea is the activation energy,
and A is a frequency factor. Activation energy and frequency factors are listed in the
Table 11.2 (Sherar et al. 2000).

Using the data for cell death as listed in the table to integrate the temperature, T,
over time, t, provides information on the percentage of dead cells when a temperature
pulse is applied over a given time (Eq. 11.2).

The temperature distribution in tissue can be related to the amplitude and duration
of electrical pulses by using Pennes’ Bioheat equation:

ρC
∂T

∂t
+ ∇ · (−k∇T ) = ρbCbωb(Tb − T ) + σ(T )E2 (11.3)

Table 11.2 Activation energies and frequency factors for thermal damage in tissue (Sherar et al.
2000)

Process Activation energy, Ea (J mol−1) Frequency factor, A(s–1)

Cell death 5.064 × 105 2.984 × 1080

Microvascular blood flow stasis 6.67 × 105 1.98 × 10106

Protein coagulation 2.577 × 105 7.39 × 1037
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where ρ the tissue density, c the specific heat capacity, and σ the conductivity (depen-
dent on temperature). The term ρbCbωb(Tb − T ) describes the losses due to blood
perfusion. The temperature changes with time in a specific tissue volume (first term)
is due to the in- or out-flow of thermal energy (second term), the loss of heat due to
blood perfusion (third term), and due to Joule heating (fourth term). An example for
the temperature distribution between two needle electrodes, calculated by means of
the Pennes’ Bioheat equation is shown in Fig. 11.10 (bottom) (Garcia et al. 2011).

Cell death throughhyperthermia is bynomeans the only effect causedby increased
temperature. Quoting a passage from a paper by Wust et al. (2002): “Various targets
in the cell affected by rises in temperature have been found, such as membranes,
the cytoskeleton, synthesis of macromolecules, and DNA repair. The expression of
several genes can be upregulated or downregulated by heat, for example, the family of
heat-shock proteins (HSP). Several other temperature-dependent interactions have
been found, regulating molecular functions such as apoptosis, the cell cycle, and
DNA repair.” We will focus in the following on thermal effects on cell membranes,
since these cell components play a major role in bioelectric research and medical
applications based on nsPEF.

Fig. 11.10 top: Electric field distribution in a two-needle electrode pulse delivery system. The
voltage applied to the needles with a gap of 0.5 cmwas 1 kV. bottom: Temperature distribution after
80, 50 μs pulses at 1 Hz. The grid resolution in the distributions is 1.0 mm (Garcia et al. 2011)
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11.3.1 Thermal Effects on Cell Membranes

Membranes undergo changes in their structure when heated. Simple phospholipid
bilayers below a transition temperature, TM, are in a gel phase. The membrane melts
above the transition temperature and transits into a liquid disordered phase with
increasing fluidity (Marrink et al. 2005). This is schematically shown in Fig. 11.11.

The transition temperature from gel-like to fluid-like is dependent on the composi-
tion of the bilayer (Table 11.3). Lipid bilayers do not need to be composed of a single
type of lipid. Most membranes are a complex of mixture of different lipid molecules.
Depending on the position in the cell membrane, different transition temperatures
can be expected in individual cells.

Atomic force microscopy was used to study the bilayer changes with temper-
ature in a mica-supported bilayer. An example, in this case, a DPPC (dipalmi-
toylphosphatidylcholine) bilayer, with increasing temperature is shown in Fig. 11.12

Fig. 11.11 Schematics of the transition from the solidlike to the fluidlike structure of cell
membranes with incresed temperature

Table 11.3 Transition properties of various phospholipids in multilamellar aqueous suspension
(Mabrey and Sturtevant 1976)

Lipid Lower transition Upper transition

Tm1 (°C) H1
(kcal mol−1)

Cooperative
unit
(molecules)a

Tm2(°C) H2
(kcal mol−1)

Cooperative
unit
(molecules)a

DLPC – – – −1.8 1.70 980

DMPC 14.2 1.00 280 23.9 5.44 330

DPPC 35.3 1.83 290 41.4 8.74 260

DSPC 51.5 1.85 160 54.9 10.62 130

DMPE – – – 49.5 5.80 140

aThe size of the cooperative unit is particularly affected by impurities and other unrecognizable
influence. The values given are maximum observed values
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Fig. 11.12 AMF topography mages showing the phase transition in DPPC bilayer upon heating.
a Heating DPPC bilayer to room temperature, 22 °C, b heating to 50 °C, c heating to 52 °C
(Leonenko et al. 2004)

(Leonenko et al. 2004). When the temperature is increased from 22 °C (Fig. 11.12a)
to 50 °C (Fig. 11.12b) and then to 52 °C (Fig. 11.12 c) the bilayer transits from a gel
phase into a fluid phase. The transition occurs at 42–52 °C, leading to the formation
of lower (thinner) domains. The coexistence of two domains, with thicknesses of 4.2
± 0.4 nm and 3.3 ± 0.3 nm is visible in Fig. 11.12b. At 52 °C the lower domain
becomes dominant. This process was found to be reversible when the temperature
was reduced from the highest values to room temperature (22 °C).

Rather than studying the effect of increasing temperature on the fluidity of cell
membranes, the effect of chilling cells (cell lines V-79 and B16F-1) down to 4 °C
was recorded using electron paramagnetic resonance. With lower temperature the
cell membranes became less fluid, with higher order parameters in the three types of
domains, and higher proportion of domains with highest order parameter (Kandušer
et al. 2008).

An important observation in studies with variable temperature is the thinning
of the bilayer, when heated beyond a phase transition. In experiments where the
temperature was increased from room temperature to 50 °C, the bilayer thickness
was found tobe considerably reduced (Leonenko et al. 2004). Themeasured thickness
and the estimated values from theoretical fit show a reduction in thickness from 5.5
to 3.6 nm for fully hydrated DPPC bilayer (Table 11.4) and 4.5–3.3 nm for a fully
hydrated DOPC bilayer, a change by more than 50%.

Time Domain Dielectric Spectroscopy (TDDS) measurements of the electrical
parameters of cells, in this case, Hepa 1–6 cells, showed a considerable increase in
conductivity (Table 11.5) of the cell membrane (Camp et al. 2012). The conductivity
increased by almost a factor of four when the temperature was increased from 25 to
47 °C. The relative permittivity also increased from about 14–18. The drastic change
in conductivity could in part be explained by reduction in membrane thickness, a
parameter which was not included in the evaluation of the TDS data.

It is reasonable to assume that such changes in membrane structure, particu-
larly the domain structure and thickness, will have effects on the electroporation
or nanoporation, respectively. This is a correct assumption as will be shown in the
following. Just considering the reduction in thickness, it is reasonable to assume that



288 11 Thermal Effects in Bioelectrics

Table 11.4 Comparison between the length L, measured by force analysis, the indention
corresponding to the force of 1 nN, and the height given by AFM for a fully hydrated DPPC
bilayer (Leonenko et al. 2004)

DPPC Thickness of
bilayer, estimated
from theoreticalfit
L, in nm

Indentation for 1
nN, in nm

Thickness of
bilayer, measured
by AFM cross
section, in nm

Thickness for
bilayer, literature
data, in nm

T = 65 °C 2.5 4 2.5 –

T = 50 °C 3.3 4 3.6 3.6

T = 36 °C 3.6 5 4.4 –

T = 22 °C 4.5 5.8 5.5 4.7

Table 11.5 Conductivity of cytoplasm,medium and plasmamembranes of Hepa 1–6 cells at 25 °C,
37 °C, 42 °C, and 47 °C (Camp et al. 2012)

Conductivity

Temperature ( °C) Membrane (10–5 S/m) Cytoplasm (10–1 S/m) Medium (S/m)

Avg Std Avg Std Avg Std

25 2.44 0.28 3.79 0.08 1.37 0.09

37 4.05 0.13 4.53 0.07 1.74 0.17

42 5.13 0.24 4.73 0.27 1.88 0.13

47 9.21 0.21 5.1 0.23 2.03 0.16

increasing the temperature will cause increased electric fields in the membrane, and
consequently lower the voltage of pulses which is required to achieve electropora-
tion. Reducing the temperature, on the other hand, will reduce the probability that
electroporation occurs (Kandušer et al. 2008).

11.4 How Heating Affects Electroporation

11.4.1 Modeling Results

That the probability for electroporation increases with temperature is evident in the
Molecular Dynamics (MD) simulations of a lipid layer with constant electric field
strength of 0.5 V/nm at 25 °C and 47 °C. The high background electric field is
typically used in MD simulations to probe poration (Song et al. 2011). It serves as
an accelerated test of the pore formation process, since low electric fields would
take inordinately long simulation time. The simulation results in Fig. 11.13 are in
agreement with the experimental trends in that for an electric field of 0.5 V/nm
no pore formation occurs at 25 °C. However, at 47 °C, there is a clear indication
of pore formation at 0.75 ns. The MD results, by showing snapshots of membrane
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Fig. 11.13 Molecular dynamic simulations of a lipid bilayer exposed to a constant electric field
strength of 0.5 V/nm for 1 ns at 25 °C and 47 °C (Camp et al. 2012)

poration at two temperatures, point to the possibility that relatively modest variations
in temperature can result in different degrees of electrically stimulated bio-effects.
The results underscore the role of temperature in facilitating and accelerating the
poration process. A similar trend toward a synergism involving both thermal and
electrically driven biophenomena was reported (Song et al. 2011).

11.4.2 Experimental Results—Joule Heating

Most of the experiments performed to explore temperature effects in bioelectric
studies have relied on varying the temperature by means of external heating. Studies
where the Joule heating caused by the applied electrical pulses was utilized are
rather scarce. The reason is that researchers working on electroporation generally
try to avoid heating in order to make sure that the observed effects are only due to
electrical fields.



290 11 Thermal Effects in Bioelectrics

Fig. 11.14 a Left: Temporal development of the temperature in a suspension with increasing
number of pulses. The pulse durationwas 200 ps, and the pulse amplitudewas 20 kV/cm.bRight: the
viability, measured by theWST assay 18 h after exposure, at different pulse numbers, corresponding
to different suspension temperatures as shown in Fig. a

One experiment where Joule heating was used as a means to increase the tempera-
ture in a cell suspension into the 40 °C rangehas beenperformed in the subnanosecond
range (Xiao et al. 2011). With 200 ps long pulses, operated in a burst mode, at an
amplitude of 20 kV/cm and a repetition rate of 10 kHz, it required 2.4 × 106 pulses,
corresponding to a time of 10 min, to increase the temperature from room tempera-
ture to about 46 °C (Fig. 11.14a). With a pulse amplitude of just 20 kV/cm the pulses
were unlikely to generate much of a drop in viability based on electrical effects alone.
However, with increasing temperature a decrease in viability was observed already
when the temperature reached values of about 42 °C. When the temperature reached
levels above 45 °C, the cell viability dropped to 10% (Fig. 11.14b).

11.4.3 Experimental Results—External Heating or Cooling
Based on Thermal Conduction

An experiment where the thermal effect on cell permeabilization was studied by
cooling the suspension, rather than heating confirmed the hypothesis that the temper-
ature induced changes in the cell membrane affect the degree of membrane perme-
abilization. In this experiment, cooling was obtained by placing the cuvette with the
suspension on ice, and the temperature was reduced from 37 to 4 °C. As a result,
the cell membrane permeability decreased by more than a factor of two as shown in
Fig. 11.15 (Kandušer et al. 2008).

Moderate changes in temperature affect the viability of cells when exposed to
electrical pulses butmayalso beused to improve the efficiencyof gene electrotransfer.
Studies on this topic using the human Keratinocyte cell line, HaCaT, were performed
by placing a cuvette containing the suspension into an oil bath to achieve median
temperatures of 40 °C, 43 °C, and 45 °C (Donate et al. 2015). In order to determine
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Fig. 11.15 Cell membrane permeabilization in cell line V79 and B16 F1 at 4 °C and 37 °C,
measured by bleomycin uptake. A train of 8 pulses with a pulse duration of 100 μs at a repetition
frequency of 1 Hz was applied (Kandušer et al. 2008)

Fig. 11.16 Increase in GFP expressing events of the heat pretreatment over electroporation (Donate
et al. 2015)

the efficiency of gene delivery, the Green Fluorescent Protein (GFP) expression was
determined by means of flow cytometry. Increasing the temperature to 43 °C (Heat
+ EP) caused a strong increase in GFP expressing events (Fig. 11.16). The study
showed that moderate increases in temperature allow to maximize gene expression
or, when focusing on increased viability, the voltage can be reduced by 30%.

11.4.4 Experimental Results—External Heating Including
Radiative Sources

The cell temperature in the two experimental studies (Kandušer et al., 2008; Donate
et al. 2015) as listed in Sect. 11.4.3 was controlled by thermal conduction from a
static cooling or heating source. More recently there are reports on several attempts
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using microwave or optical heating, to explore the effect of temperature on gene
therapy and cell permeabilization. They address thermally assisted electroporation
using millisecond pulses as well as nanosecond and subnanosecond pulses.

Studies on gene electrotransfer performed by heating the suspension (Donate et al.
2015) through heat conduction were expanded in in vivo experiments with guinea
pigs (Donate et al. 2016) using an IR laser. In these experiments the laser was used to
illuminate and heat the skin of the guinea pigs. Such a system, as shown in Fig. 11.7,
allowed to illuminate the skin at any time before, during, or after the electroporation.
The study demonstrated that increased temperature during electrotransfermaintained
or even increased expression with a reduction in the applied electroporation voltage.
The temperature in these studies were set at 43 °C for 10 s allowing adequate time
for pulsing at a range of voltages (50–100 V) for luciferase experiments and for GFP
experiments.

Whereas the thermally assisted gene electrotransfer studies were performed with
pulses in the millisecond range, in more recent studies the bioelectric effects of
microsecond pulses with thermal assistance was explored (Edelblute et al. 2017).
However, insteadongene therapy, the focuswason irreversible electroporation (IRE),
a nonthermal tumor ablation technology. The studies showed that that moderate
heating significantly increased the efficiency of this tumor treatment—in this case
for pancreatic carcinoma (Edelblute et al. 2017). Using either a heat block (in vitro
studies), or a pulse delivery system (in vivo studies) where the temperature was
controlled with a laser optic fiber placed at the center of a four-needle electrode
(Fig. 11.7), the tumor ablation zone could be considerably enlarged by heating
the target to 43 °C (Fig. 11.17). Comparing the results of in vivo IRE treatments
without heating and that with heating the tissue to 43 °C (Moderate Heating IRE:
MHIRE) showed that moderate heating significantly extended median survival and
achieved a high rate of complete tumor regression. Nearly 60% of tumor bearing
mice treated with MHIRE were tumor free at the completion of the study, whereas
tumor regression was not observed in the IRE groups (Fig. 11.18).

The observed increase in efficiency of the tumor ablation was attributed to the
measured increased conductivity of the tumor tissue when heated. This is an effect
which was also observed for cells in a medium as shown in Table 11.5 (Camp et al.
2012). According to Ohm’s law, at constant electric field and pulse duration, the
reduced resistance of the tumor tissues allows the electrical energy deposition in the
tumor tissue to increase, and correspondingly to cause a larger ablation.

Such ablation studies were extended into the nanosecond pulse regime (Edel-
blute et al. 2018). In in vitro studies it was shown that moderate heating at 43 °C
for 2 min significantly enhanced nanosecond pulse-induced cell death of KLN205
murine squamous carcinoma cells as evidenced by propidium iodide uptake. Further-
more, the ablation zone in a 3-dimensional cell-culture pulsed at 43 °C was 3 times
larger than in cells exposed to nanosecond pulse stimulation at room temperature.

Similar to the previous in vivo studies (Donate et al. 2016; Edelblute et al. 2017),
pulse stimulation electrodes with an integrated optical fiber, as shown in Fig. 11.7,
was used to explore the effect of thermally assisted tumor ablation, but this time with
nanosecond pulses. The thermally assisted nanopulse treatment of murine ectopic
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Fig. 11.17 Enlargement of ex vivo tumor ablation zone by IRE with moderate heating. A 3D
agarose gel Pan02 tumor model was treated by IRE with a two-needle (a, b) or a four-needle (c,
d) electrode. Area with red color was zone of dead cells indicated by Propidium Iodide (PI) staining.
IRE parameters: pulse duration 100 μs, frequency 1 Hz, pulse number 80 and applied electric fields
750 V/cm or 1500 V/cm. RT: room temperature; 43 °C: samples preheated at 43 °C by heat block
(a, b) or laser (c, d). 5 mm or 2 mm: Scale bar. Integrated fluorescence density, as a measure of cell
death, was calculated with ImageJ software (Edelblute et al. 2017)

squamous cell carcinoma in mice extended significantly overall survival, delayed
tumor growth, and achieved a high rate of complete tumor regression. With 600,
100 ns pulses at 5 Hz, at an electric field of 9.8 kV/cm, the median overall survival
was 22 days without moderate heating but reached over 63 days for treatments with
moderate heating. Nearly 69% (11 of 16) of tumor-bearing mice were tumor free at
the completion of the study, whereas complete tumor regression was not observed
in the control groups and the groups treated with pulses at 9.8 kV/cm but without
moderate heating.

Amore detailed experimental analysis of the effect of IR laser irradiation on tissue
in a nanosecond treatment system as shown schematically in Fig. 11.7 was done on
pig skin because of its similarities to human skin. The measurements of the optical
transmission through the pig skin showed a strong increase in transmission with time
(Fig. 11.19). This is an important observation, since the change in the transmission
through the skin affects the temperature distribution in the subcutaneous tissue which
is the main target of electrical pulses.
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Fig. 11.18 Kaplan-Meier survival curves of mice treated with IRE or MHIRE. Pan02 pancreatic
tumors with the size of 8–10 mm were treated with IRE or MHIRE at day 31 indicated by arrow.
IRE parameters: pulse duration 100 μs, frequency 1 Hz, pulse number 90 and applied electric fields
2000–2500 V/cm. Ctr: no treatment (n = 8); IRE: treated with IRE (n = 9) (Edelblute et al. 2017)

Fig. 11.19 Temporal dependence of the increase in the transmission of laser light at 980 nm at
constant power of 2.3 W through a 3.9 mm thick pig skin tissue. It shows that the transmission
doubles for a radiation time of 3 min (Hornef et al. 2020)

A treatment system, as shown in Fig. 11.20, which takes these changes into
account was used for in vivo studies of the effects on lung squamous cell (KLN205)
tumors in mice. The electrical pulse parameters were 100 ns, applied 600 times at a
frequency of 5 Hz. The pulse electric field amplitude in the tumor was 14 kV/cm and
22 kV/cm. Treatments with pulses of 14 kV/cm amplitude without thermal assis-
tance were below the threshold of tumor ablation. Also, IR laser irradiation which
caused an increase in tumor temperate to a constant level of 43 °C did not show
an effect on tumor ablation. However, nanosecond pulses with moderate heating at
temperatures below the pain level was found to have a significant synergistic effect,
resulting in overall tumor regression up to 50% (Fig. 11.21) similar to results obtained
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Fig. 11.20 a Treatment system for the in vivo study. The temperature reading on the surface of the
skin by means of a thermopile, as shown in figure b, allows to adjust the laser power by means of
the LabVIEW interface. b View of the needle electrode array with integrated laser fiber optic and
surface temperature sensor (Hornef et al. 2020)

Fig. 11.21 Kaplan Survival Curves of in vivo treatment. Mice were treated on day 0 with 14 kV/cm
nanosecond pulses alone, with laser heating to 43 °C for one minute alone, combined nanosecond
treatment and laser heating or neither one (control) (Hornef et al. 2020)

with microsecond pulses on pancreatic carcinoma (Edelblute et al. 2017). Increasing
the electric field at the same temperature, 43 °C, to 22 kV/cm, caused increased
tumor shrinking, as shown in Table 11.6, but did not show a significant survival
improvement.

Thermally assisted pulsed studies not just covered the microsecond and
nanosecond pulse regime, but also extended into the subnanosecond pulse regime
(Camp et al. 2012). Microwave heating with the suspension placed in a cuvette as
shown in Fig. 11.22 provided a clear indication of the effect of increased temperature
on electropermeabilization. A suspension with HEPA 1–6 cells was exposed to 2000
pulses at an electric field of 84 kV/cm at different suspension temperatures. When
the temperature was increased beyond the physiological temperature to 42 °C and
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Table 11.6 Comparison of treatment effectiveness by nanosecond pulses of 14 kV/cm and
22 kV/cm, respectively, with and without moderate heating

nsPEF Treatment Condition: Tumor Size at Day Statistics Complete Statistics

(100 ns, 5 Hz, 600 pulses) 11 (Mean ± SE) (T-test) Regression (LogRank)

14 kV/cm 195.1 ± 7.1 (mm3) p = 0.137 0% (0/8) p < 0.001

14 kV/cm with MH 129. ± 12.6 (mm3) p = 0.137 50% (4/8) p < 0.001

22 kV/cm 121.2 ± 10.0 (mm3) p = 0.056 62.5% (5/8) p > 0.05

22 kV/cm with MH 47.9 ± 7.4 (mm3) p = 0.056 75% (6/8) p > 0.05
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Fig. 11.22 Trypanblue uptakes in 4h after exposure to 2000, 200ps pulses at different temperatures.
Themeasured electric fieldwas kept constant at 84 kV/cm at room temperature. The datawere based
on three to five experiments each (n = 3–5) (Camp et al. 2012)

47 °C, Trypan Blue uptake, an indicator for cell permeabilization, increased by a
factor of 3 at 42 °C and a factor of 5 at 47 °C (Fig. 11.22).

In a separate study where the temperature was controlled and no pulses were
applied, keeping the cell temperature at a constant level of 42 °C did not cause an
increase in permeabilization over the time of observation (100 min) (Fig. 11.23).
Even at 47 °C, it took more than 10 min to thermally induce cell death, which was
longer than the time it took to obtain the results shown in Fig. 11.22.
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Fig. 11.23 Trypan blue exclusion versus exposure time of cells placed in a water bath of 42 °C,
47 °C, and 52 °C (Camp et al. 2012)

11.5 Summary

Short time heating of cells and/or tissue to moderate temperatures above the physi-
ological temperature, but significantly below the thermal dose threshold for hyper-
thermia treatments, allows us to reduce the energy required for electroporation. This
has been demonstrated with studies performed over a wide range of electrical pulse
parameters, from the millisecond to the subnanosecond range, and has been shown
to be a synergistic effect. Using thermal assistance in electrotherapies which rely
on electroporation therefore allows us to scale down on pulse amplitudes, pulse
durations, number of pulses, and consequently to reduce the stress on patients.

Whereas the outcome of studies on thermally assisted electroeffects does not
depend on the method of heating, heating by nonionizing radiation allows a fast rise
in temperature and consequently minimizes the time for which the tissue is exposed
to the elevated temperature. Therefore, the probability for hyperthermia is decreased
even further. Although noncoherent radiation in the millimeter or microwave range
can be used to obtain fast rising temperatures, infrared radiation sources such as
light emitting diodes (LEDs) and even lasers have the advantage that the light can
be channeled through thin, dielectric optical fibers, which do not interfere with the
electrical circuit.

Infrared radiation also allows the accurate local deposition of heat to support
bioelectric effects in areas with lower electric field strength, which exists in the
center area between the needles—see e.g., Fig. 11.7. While lasers and LEDs can be
used for irradiation of skin, as described in the millisecond and microsecond studies,
the fibers which guide optical energy to the target also can be integrated in catheters.
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Minimally invasive procedures with catheter electrodes and laparoscopic procedures
could be a next step. Local heating of electrically treated tumors would then be only
a small addition to the electrical procedure performed at the treated tissue, but with
likely benefits as shown in this study.
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Chapter 12
Synergy Between Electric Pulse
and Thermal Effects

Ravi Joshi

Abstract Generally, in studies of the bioelectric effects of nanosecond pulses,
thermal effects are not considered. While this is certainly true for the delivery of
single or a small number of pulses, developments in medical treatment based on
tissue ablation have been based pulse trains applied at a high repetition rate. In fact,
temperature increases may trigger thermally activated bioeffects. This suggests tech-
nological opportunities for electro-manipulation that takes advantage of synergisms
between thermal and electrically driven processes. Even with modest temperature
changes, large thermal gradients could be established, which in itself can lead to
additive electric field creation. The focus in this chapter is on thermal aspects and
the possible synergies with electrical stimulation for bio-effects.

12.1 Introduction

Most of the literature on the application of high-intensity ultrashort cellular pulses
(e.g., Joshi et al. 2005, Song et al. 2011; Pierro et al. 2014; Croce et al. 2010; Camp
et al. 2012), has ignored possible thermal effects because of the small (nanosecond)
duration of the applied voltage pulses. One potential effect of local temperature
enhancements is the increased fluidity of fatty acid tails within the phospholipid
bilayer which would facilitate membrane poration (Song et al. 2011). Here we argue
that issues associated with local heating should not be entirely dismissed. The impor-
tance of locally driven phenomena (such as sectional heating) cannot be overstated,
even if globally averaged changes over the entire cell may remain negligible. As an
example, rise of temperature induces localized calcium release (termed blips from
single channels or puffs froma small collection of channels) can lead to global cellular
signaling through a regenerative feedback mechanism (Swillens et al. 1999). More
importantly, even if the temperature changes remained small and well controlled (to
avoid non-local collateral damage), it is entirely conceivable that substantial local
temperature gradients could be created.

This issue of differential power dissipation in biological cells, which leads to
temperature gradients,was first treated by the Slovenian group (Kotnik andMiklavčič
2000). It was shown that power dissipation within the membrane, becomes much
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more pronounced in the MHz and lower GHz regions. In theory, a temperature
differential across the outer cell membrane could be maintained by having an elec-
tromagnetic pulse-train of relatively short duration of ~ 5 ns (Croce et al. 2010). They
demonstrated that temperature differentials across the outer cell membrane in the 5–
10K range were possible. For example, it was shown based on an equivalent lumped-
circuit continuum analysis, that ultrashort high-intensity pulses could produce fast
localized heating at the cell membrane, with the cytoplasm temperature being essen-
tially unaffected. Physically, this consequence arises from large differences between
the conductivity of cell membranes and the cytosol. Peaks of membrane temperature
between 1 °C and 5 °C for single 10 ns and 1 ns pulses, respectively, were predicted
(Croce et al. 2010). For a typical 5 nm cell membrane, temperature gradients ranging
from 0.2 × 109 to 109 K/m were reported (Croce et al. 2010). Such possibilities of
setting up thermal gradients also arise in the context of pulsed laser irradiation of cells
(Garner et al. 2016), and radio-frequency or alternating current electric excitations
(Garner et al. 2013). Other specific ways to create temperature gradients include the
use of nanoparticles in the vicinity of tumor cells, and subjecting the system to elec-
tromagnetic radiation (Chen and Zhang 2006; Richardson et al. 2006), with thermal
gradients as large as 108 K/m being reported a few years ago (Govorov et al. 2006).
With laser excitation, temperature gradients of the order of 106 K m−1 can routinely
be obtained in experiments (Jiang et al. 2009).

The thermoelectric effect is a potentially relevant phenomenon associated with
thermal gradients, and involves the development of an electric field. Molecular
dynamic (MD) simulations in water have shown that a thermal gradient of 1010

K/m can result in the creation of an internal electric field of about 108 V/m (Bresme
et al. 2008). It was demonstrated that a thermal gradient polarizes water in the direc-
tion of the gradient, leading to a non-negligible electrostatic field whose origin lies
in the water reorientation under nonequilibrium conditions. More specifically, the
hydrogen atoms (ormore generally the smaller of the two species in a polarmolecule)
begins pointing preferentially towards the cold region. Based on simple continuum
mechanics, the electrostatic field (E) and the driving temperature gradient (dT/dr)
are related as:E ~ (1− 1/εr) (dT/dr)/T, where εr is the dielectric constant. Hence, the
electric field induced by the temperature gradient should be larger for high dielectric
constant materials such as water. It is therefore very plausible that the creation of
such fields driven by temperature gradients could enhance electroporation in biolog-
ical cells. This aspect, however, has not been probed to the best of our knowledge.
A more subtle point concerns the lifetime of the temperature gradient, and this can
be understood from the following argument. When a thermal gradient is applied,
the homogeneous system evolves to reduce the entropy production, which is made
possible by creating an internal polarization. The heat transfer, which is dominated by
intermolecular interactions and molecular polarization, is then reduced (Muscatello
et al. 2011). Thus, the polarized system as a whole becomes a less effective heat
conductor, implying that any local temperature increase and spatial gradient created
would likely be sustained for a longer duration.
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In this chapter, we focus on both the thermal heating in the presence of an external
electric field to gauge synergistic effects, and also discuss thermal gradients as drivers
for electroporative enhancements, even though the actual temperature values might
not have changed appreciably from their equilibrium levels. Thus, aspects such as
phase changes or protein denaturization are ignored assuming that the absolute
temperature changes due to such ultrashort pulses are minimal, around 1–5 °C at
most (Pakhomov et al. 2003). Such a study is particularly relevant to high-intensity,
nanosecond pulses which are inherently nonthermal in nature, but could establish
large thermal gradients.

12.2 Simulation Results with Heating and Electric Pulsing

Analysis of the cellular response to electrical pulses requires an evaluationof the time-
and spatial-dependent voltage and current distributions within the cell. This voltage
is the source for pore opening and other cellular bio-responses. A possible method
to modeling is to represent the electrical characteristics of the cells by a distributed
equivalent circuit. Dynamic changes in cell parameters need to be included for self-
consistency, since application of the transmembrane voltage can lead to membrane
conductance increases over time associated with electroporation.

Details of the numerical distributed circuit approach for computing the spatio-
temporal voltages and current flows in cells have already been as discussed in
detail earlier in another chapter. Essentially, the entire cell is broken up into discrete
segments of resistor–capacitor (RC) circuit elements. The computational region here
was taken to be a sphere that included the cell cytoplasm, its plasma membrane, and
the surrounding cell-suspension medium. Application of the Kirchhoff current law
at each discretized node, then yielded a set of N coupled linear equations in the N
node voltages.

Local temperature increases due to dissipation of the electrical energy would be
governed by the following thermal diffusion equation: δT/δt = (kT ∇ T + E.J)/(ρM
cM), where T is the temperature, kT the thermal conductivity of the bio-segment,
E and J denote the local electric field and current density, respectively, through the
membrane. Also, ρM is the density, and cM the membrane specific heat. Over time
scales much shorter than those of heat diffusion across the cell (e.g., ~ 200 ns),
membrane temperatures will essentially evolve adiabatically. The early times are
an important temporal regime since they correspond to intervals during or immedi-
ately following the application of electrical pulses. Events triggered by the external
fields are being initiated during this time, and so the presence of locally elevated
temperatures would work to influence the overall outcomes and kinetic rates, thereby
providing synergy to the field-driven processes.

The distributed circuit model was applied to a spherical cell of radius 10 μm
consisting of cytoplasm (ε = 60 e0, σ = 0.13 S/m), outer medium (ε = 80 e0, σ =
0.6 S/m), and a 5 nm thick plasma membrane (ε = 8 e0, σ = 5.3 × 10–6 S/m). The
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Fig. 12.1 Simulation results for the transmembrane potential versus angular position due to a
trapezoidal pulse having a 6 ns rise- and fall-times, and a 60 ns ON time. Values at the three
different time instants are shown (after Song et al. 2011)

transmembrane potential as a function of angular location at different time instants
is shown in Fig. 12.1.

This result of Fig. 12.1 was in response to a rectangular 60 kV/cm pulse with a
6 ns rise time, a 60 ns ON time and a 6 ns fall time. At the earliest 30 ns snapshot, the
potential across themembrane at the poles (i.e., θ = 0°) is predicted to be above 1.2 V.
However, as poration at the polar caps initiates, the localized conductivity increases.
This leads to a slight lowering of the transmembrane voltage at the polar region as
seen in the 50 ns curve. Finally, the 70 ns curve reveals an overall expansion of the
porated region around the polar cap.

Changes in local conductivity due to membrane poration were computed, and
the values shown in Fig. 12.2. Large increases by orders of magnitude are predicted
over time starting at the θ = 0° location, with the highest conductivity of about
0.007 S/m occurring at the “poles” of the spherical cell. Based on the time-dependent
conductivity and transmembrane voltage, the power dissipation density could then
be computed.

These power density values are shown in Fig. 12.3 as a function of time for
five different angular locations. The initial power dissipation is negligible since the
membrane acts as a virtual open circuit with the displacement current being the
dominant mechanism. At later times (~ 40 ns and beyond), the conduction current
develops as pores begin to form and increase both in density and radial size. Due
to the nonlinear increases in conductance and pore densities over time, the power
density attains a peak, and then begins to reduce. The decrease can be associated
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Fig. 12.2 Calculated membrane conductivity versus angular position due to the electrical pulse of
Fig. 12.1. Plots at the three different time instants of 30, 50, and 70 ns are shown (after Song et al.
2011)

Fig. 12.3 Calculated dissipated power density at the membrane as a function of time. Five different
angular locations are shown (after Song et al. 2011)
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Fig. 12.4 Results for the membrane temperature change as a function of time at different angular
locations (after Song et al. 2011)

with a collapse of the local transmembrane potential as the pores effectively produce
an electrical “short”.

Based on the power density, changes in temperature as a function of time and
angular locationwere obtained next. Values for the density ρM andmembrane specific
heat cM were chosen to be 103 kg/m3 and 2 × 103 J/kg/K, respectively, in keeping
with reports (Croce et al. 2010). Figure 12.4 shows the temperature profile. Inter-
estingly, the largest temperature increase, which occurs at the poles (i.e., θ = 0°), is
predicted to have a value of about 6 K. However, a rapid fall-off is seen in Fig. 12.4
away from the poles, with near negligible temperature changes predicted for much of
the cell. So, while a near-thermalized situation seems to prevail in an averaged sense,
localized heating could be a factor at specific sites. For example, local cellular temper-
ature increases at the membrane could work to energetically enhance procaspase-8
cleavage, and hence promote cellular apoptosis.

As a simple step towards showing that the localized hot spots produced by expo-
sure of cells to ultrashort pulses could thenwork to accelerate bio-physical processes,
we use poration as a demonstrative example. Poration is a well-known cellular effect
initiated at the plasma membrane (Neumann et al 1989; Weaver and Chizmadzhev
1996). Heat-induced events at membranes include unfolding of spectrin, redistribu-
tion of proteins, and denaturation (Davio and Low 1982; Ivanov 1999). Though these
latter processes are relatively slow, application of repetitive pulses could be used as
a technique to bring about such temperature-driven changes as well.
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Many of the bioprocesses are difficult to model and quantify due to lack of data
and parameter values. However, membrane poration can be simulated with a high
degree of accuracy based on theMD technique. Hence here, the possible role of local-
ized temperature elevations on electroporation was probed as a simple, yet pertinent,
example. Results of MD simulations are shown in Fig. 12.5a, b for a patch of DPPC
membrane. The primary objective was to see if temperature increases would foster
electro-poration.MD simulations were carried out with a 0.5 V/nm background elec-
tric field—one at a temperature of 313 K and the other at 316 K. The trends were
consistent, and as seen in the 1 ns snapshot of Fig. 12.5a (which represents a typical
simulation outcome), no pore is predicted to form for the 313 K case. However,
the simulation at 316 K shows pore formation at the same time instant. Water
nanowires connecting the extra- and intra-cellular regions through the membrane
are also apparent. The result underscores the role of temperature in facilitating and
accelerating the poration process. These results, by showing snapshots of membrane
poration at two specific temperatures, point to the possibility that relatively modest
variations in temperature generated by exposing cells to electrical pulses, can result
in different degrees of bio-effects.

Fig. 12.5 Molecular Dynamics snapshots of the electroporation process in a dipalmitoyl-
phosphatidyl-choline (DPPC) membrane under the E field of 0.5 V/nm. Snapshots at 1 ns for
two different temperatures of: a 313 K, and b at a temperature of 316 K. A nano-wire forms at the
higher temperature (after Song et al. 2011)
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Data pertaining to temperature effects (non-electrical in origin) on the mitochon-
drial membrane are already available (Nijhuis et al. 2006). Experiments on HL60
cells seem to indicate a thermal induction of apoptosis launched by mitochondrial
membrane processes involving the Bcl-2 family (Narita et al. 1998). Hence, it is plau-
sible that electrical pulse-induced localized mitochondrial membrane heating could
add to several biological outcomes, and so further studies seem warranted. In this
regard, experiments on liver cancer cells (Camp et al. 2012) showed enhanced rate of
trypanblue uptake (which is indicative of cell death) upon exposure to subnanosecond
high electric field pulses, when the temperaturewas raised above 37 °C. The exposure
of Hepa 1–6 cells to 2000 pulses of 200 picosecond duration and electric field ampli-
tudes exceeding 80 kV/cm induced cell death in almost 30% of the cells when the
temperature was increased to 47 °C for the time of the pulsing. On the other hand, for
temperatures at 37 °C and below, the same exposure to pulsed electric fields did not
show any measurable effect. Even for the maximum elevated temperature of 47 °C,
thermal effects were not found to cause fatalities for the time of exposure, which was,
for 2000 pulses at a repetition rate of 7–9 pulses per second, on the order of 5 min.
The use of elevated temperature together with the effect of multiple pulses, was the
likely cause for the observed high death rate of the Hepa cells. This hypothesis is in
keeping with the results of molecular dynamics simulations presented earlier in this
section.

An even more recent report involves the irradiation assisted nanosecond tumor
ablation of squamous cancers (Hornef et al. 2020). This recent study showed that
nanosecond pulsed electric field cancer therapy may be improved further with the
assistance of moderate heating of the target. Heating of the tumor cells was achieved
in an integrated manner through a feedback-looped heating system that used a 980-
nm fiber optic laser. Synergistic effects between the nanosecond pulsed electric field
and the moderately elevated temperature at the target were observed, resulting in
enhanced overall survival tumor regression up to 50% in the treatment of lung
squamous cell cancer in mice.

12.3 Role of Thermal Gradients

The dynamics of pore formation and water entry into a lipid bilayer membrane
with thermal gradients, in response to an externally applied static electric field, was
studied (Song et al 2017). Simulations were based on the molecular-dynamics (MD)
scheme using the GROMACS package (Berendsen et al. 1995) with a 2 fs time step.
Different temperatures were assigned to various regions to simulate the appropriate
temperature gradients. The lipid membrane was taken to comprise of dipalmitoyl-
phosphatidyl-choline (DPPC) molecules. A constant electric field was used for each
simulation, while the top and bottom surfaces of the membrane were assigned two
separate fixed values. The water-membrane system contained 6323 water molecules
and 128 DPPC lipid molecules in a 6.9 nm × 7.4 nm × 7.0 nm simulation box. This
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Fig. 12.6 A 7 ns snapshot of DPPC membrane section subject to a constant 0.4 V/nm external
electric field. A uniform temperature of 295 K was assumed (after Song et al. 2017)

membrane system was charge-neutral and represents a homogeneous section of a
simple lipidic membrane system.

A 7 ns snapshot for a DPPC membrane set at a uniform temperature of 295 K is
shown in Fig. 12.6. The central portion represents the membrane, while the water
molecules are seen at the top and bottom on the trans and cis faces. This fixed
temperature case serves as a benchmark test case. A high electric field of 0.4 V/nm
was applied for these simulations. This high field provides an accelerated test of the
bio-physical process of pore formation, since low electric fields would otherwise
take inordinately long simulation times. As seen in the 7 ns snapshot of Fig. 12.6
(which represents a typical outcome from a total of six simulation runs starting with
different initial velocities), no pore is predicted to form in the membrane. A very
slight protrusion at the bottom of the membrane near the middle represents a small
and insignificant excursion of the water molecules, but with no beginnings of real
pore formation.

To check whether any differences in the outcome may arise due to a temperature
gradient, the MD simulations were performed once again on the same geometry,
but with the top and bottom membrane surfaces kept at temperatures of and 300 K
and 295 K, respectively. A snapshot from the MD simulations at 7 ns showing the
molecular structure of the DPPC and water system is given in Fig. 12.7. A nanopore
is clearly seen and a water wire is seen to connect the water reservoirs at the top and
bottom. The entry of water molecules is slightly stronger at the top, which was the
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Fig. 12.7 A 7 ns snapshot of DPPC membrane section and the adjoining water molecules subject
to a constant 0.4 V/nm external electric field. The membrane temperatures at the top and bottom
were maintained at 300 K and 295 K, respectively (after Song et al. 2017)

positive (anode) side and suggests a polarity dependence. This aspect was previously
discussed by our group (Hu et al. 2013). It is associatedwith themolecular stacking of
thewater network fashioned by the strong external electric field. Basically, in the case
of freely rotating molecules, there is competition between energy reduction and the
loss of orientational entropy upon alignment which is described by the well-known
Langevin equation. For liquid water, orientations of water molecules are also subject
to angle restrictions associatedwith hydrogen bonding and a strong tendency tomini-
mize the loss of hydrogen bonds at the interface (Du et al. 1993; Luzar et al. 1985).
The hydrogen bonding between water molecules favors near-parallel dipole orienta-
tions relative to the membrane surface upon electric field application. Hence, in order
to optimize hydrogen bonding, angular distributions of water molecules relative to
the pore walls would be biased against orientations in which the hydrogen atoms
point toward the circular walls. This then means that the water would likely enter
from the outside at the anode end and move more easily from the inner membrane
at the opposite cathode side. The prediction of a faster observable poration from the
anode side has indeed been reported experimentally (Vernier et al. 2004).

The difference in pore formation with temperature is again underscored by the
results presented in Fig. 12.8a. These MD simulations were carried out at a slightly
higher field of 0.45 V/nm and the two snapshots shown were obtained at the longer
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Fig. 12.8 A 10 ns snapshot of a DPPC membrane and the adjoining water molecules at a constant
0.45 V/nm external electric field. a Constant temperature of 295 K, and b different membrane
temperatures at the top and bottom of 300 K and 295 K, respectively (after Song et al. 2017)

10 ns instant. Results shown in Fig. 12.8a were obtained at a constant temperature of
295 K; while for the case shown in Fig. 12.8b, the membrane temperatures at the top
and bottom were chosen to be at 300 K and 295 K, respectively. Despite the longer
simulation time of 10 ns (as compared to 7 ns for Fig. 12.6) and the higher electric
field, no pore formation is evident in Fig. 12.8a. However, in Fig. 12.8b, a nanopore
is predicted. The initiation is once again from the upper anode end. Given the 5 nm
membrane thickness, this result predicts that the 2 × 109 K/m temperature gradient
would synergize electroporation.

The entire mechanism of electric field creation due to internal thermal gradients
in water perhaps requires a more detailed explanation and analysis, beyond just
numericalMD simulations. This process is best understood in terms of system energy
minimization. Assuming near local equilibrium, the solvation energy “Gsol” (i.e., the
single particle free enthalpy) of a single sphere of diameter ′′d′′ is given by: Gsol =
− kBTsd2, where kB is the Boltzmann constant, T the absolute temperature, and “s”
a positive constant (Eastman 1926, 1928). Incidentally, the solvation energy Gsol is
related to the Soret coefficient ST as: ST = [1/(kBT)] δGsol/δT, which then leads to:
ST ~ −s d2. This Soret effect (also referred to as thermo-migration, or the Ludwig-
Soret effect), describes the mass flow induced by a temperature gradient in a fluid
(Wiegand 2004), and leads to the following equilibrium equation: ∇c + cST ∇T =
0, with “c” being the species concentration.

For the polar watermolecules, one can crudely represent this as a dumbbell system
having a dipole with two hard spheres of diameters “d1” and “d2”. Considering
such water molecules in a system having a spatial temperature gradient, the overall
solvation energy for themolecular systemwould thenbe given as:Gsol =− kBs[T 1d12
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+ T 2d22], where T 1,2 are the local temperatures at the two sphere 1,2. Physically, the
length-scale of temperature variation is much larger than the length of the molecular
dumbbell. Mathematically, these temperatures can be expressed in terms of the mean
temperature at the midpoint as: T 1,2 = T ± (L/2){(T 1 − T2)/L} ≡ T ± Δ, where L ~
d1 + d2 is the length of the dumbbell, and T ~ (T 1 + T 2)/2 is the average temperature
in the vicinity of the water molecule. Denoting d1 to be the diameter of the larger
oxygen molecule, and the ratio of the diameters d1/d2 = R (i.e., R > 1), one gets:
Gsol = − kBs d22 [T (R2 + 1) + Δ (R2 − 1)]. Clearly for minimizing the energy
Gsol, one requires Δ > 0. Hence, the temperature T 1 of the molecular system on the
side containing the larger oxygen atom would be larger. More generally the smaller
of the two species system in the polar molecule would begin pointing preferentially
towards the colder region, in the presence of temperature gradients. It may also be
pointed out that the effect would be stronger for polar molecules having a larger
dipole separation distance L.

In addition to the separation L, the temperature can also be expected to play
a role. More generally, the dipoles could be oriented at an angle θ with respect
to the applied field direction. In this case then, the average term 〈cos(θ)〉 =∫ π

0 {cos (θ) sin (θ) exp[−Gsol/(kBT )] dθ}/{∫ π

0 sin(θ) exp[−Gsol/(kBT )]dθ}
would have to be considered. In such a case, lower temperatures would provide a
greater likelihood of orientation with the electric field. Also, at higher electric field
values, the dipoles could be better aligned and even form a possible lattice structure
to enhance the Soret effect. Furthermore, if the outer membrane of a biological cell
were subject to electric field pulsing (with or without any additional optical or RF
excitation), the outer side would be the hottest. For the cell region facing the anode
(e.g., the anodic polar cap), the electronegative oxygen atom of the polar water
system would consequently be near the outer membrane, while the hydrogen would
be a bit further away. This local polarized field would enhance the total field near
the anode pole, and drive cellular electroporation more strongly. This is thus the
essence of the additive synergy between a thermal gradient and an applied electric
field.

The thermally-induced polarization and development of an associated local elec-
tric field can therefore, be seen to be a secondary and synergistic effect, while the
primary driver for electroporation is the applied voltage. In fact, it is the electric fields
in this case that would cause cellular heating, which would then lead to a differential
thermal gradient. The thermal gradient would aid and assist in the electroporation
process. In principle, poration at lower electric fields could occur, provided a signif-
icantly higher temperature difference is present to drive the process and achieve a
comparable result. However practically, there would be two issues with this route:
(a) Elevating and then maintaining high temperature gradients would be difficult,
and (b) phase transitions could easily occur at the higher temperatures or thermally-
activated detrimental cellular effects might be initiated. As a simple example though,
simulations at a lower 0.35 V/nm field were carried out with a 15 K thermal gradient,
with the outer membrane kept at 310 K. A small “water-wire”, can be seen forming
in Fig. 12.9 which is a 6.5 ns snapshot. Two different aspects are made obvious from
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Fig. 12.9 A 6.5 ns snapshot of a DPPC membrane and the adjoining water molecules at a constant
0.35 V/nm external electric field. Different membrane temperatures at the top and bottom of 310 K
and 295 K, respectively, were used (after Song et al. 2017)

this result. First, it is possible to electroporate at lower electric fields if higher temper-
ature gradients are used. However, differential values of only up to 10 K have been
reported (Pierro et al. 2014), and somaintaining high temperature differentials across
membranes would not be easy or practical. Second, the phase transition temperature
of DPPC is about 314 K (Leonenko et al. 2004), and so this sets another limit on
the differential temperature. Though other much lower electric fields (for example,
0.25 V/nm) were tried for the MD simulations with at most a 313 K temperature for
the outer membrane surface (i.e., a 18 K thermal differential), no nanopore formation
was observed despite running the simulations up to 15 ns.

In any event, the development of an electrical field due to temperature gradients
opens up possibilities for triggering various bio-physical processes for a variety of
applications. Here, the role of temperature gradients in facilitating electroporation
has been probed. However, other forms of excitation (such as the use of infrared
lasers) could also be used to create thermal gradients based on selective and spatially-
dependent absorption.



314 12 Synergy Between Electric Pulse and Thermal Effects

References

Berendsen JC, van der Spoel D, van Drunen R (1995) GROMACS - A Message-passing parallel
molecular-dynamics implementation. Comput Phys Commun 95:43–56

Bresme F, Lervik A, Bedeaux D, Kjelstrup S (2008) Water polarization under thermal gradients.
Phys Rev Lett 101: 020602/1–4.

Camp JT, JingY,Zhuang J,BeebeSJ, Song J, JoshiRP, SchoenbachKH(2012)Cell death inducedby
subnanosecond pulsed electric fields at elevated temperatures. IEEE Trans Plasma Sci 40:2334–
2347

Chen W, Zhang J (2006) Using nanoparticles to enable simultaneous radiation and photodynamic
therapies for cancer treatment. J Nanosci Nanotechnol 6:1159–1166

Croce RP, De Vita A, Pierro V, Pinto IM (2010) A thermal model for pulsed EM field exposure
effects in cells at nonthermal levels. IEEE Trans Plasma Sci 38:149–155

Davio SR, LowPS (1982)Characterization of the calorimetric C-transition of the human erythrocyte
membrane. Biochemistry 21:3575–3582

Du Q, Superfine R, Freysz E, Shen YR (1993) Vibrational spectroscopy of water at the vapor/water
interface. Phys Rev Lett 70:2313–2316

Eastman E (1926) Thermodynamics of non-isothermal systems. J Am Chem Soc 48:1482–1493
Eastman E (1928) Theory of the Soret effect. J Am Chem Soc 50:283–291
Garner AL, Deminsky M, Neculaes VB, Chashihin V, Knizhnik A, Potapkin B (2013) Cell
membrane thermal gradients induced by electromagnetic fields. J Appl Phys 133:214701/1-11

Garner AL, Neculaes VB, Deminsky M, Dylov DV, Joo C, Loghin ER, Yazdanfar S, Conway KR
(2016) Plasma membrane temperature gradients and multiple cell permeabilization induced by
low peak power density femtosecond lasers. Biochem Biophys Rep 5:168–174

Govorov AO, ZhangW, Skeini T, Richardson H, Lee J, Kotov NA (2006) Gold nanoparticle ensem-
bles as heaters and actuators: melting and collective plasmon resonances. Nanoscale Res Lett
1:84–90

Hornef J, Edelblute CM, Schoenbach KH, Heller R, Guo S, Jiang C (2020) Thermal analysis of
infrared irradiation-assisted nanosecond-pulsed tumor ablation. Sci Rep 10:5122

HuQ, Zhang Z, Qiu H, KongM, Joshi RP (2013) Physics of nanoporation and water entry driven by
a high-intensity, ultrashort electrical pulse in the presence of cellular hydrophobic interactions.
Phys Rev E 87:032704/1-9

Ivanov IT (1999) Investigation of surface and shape changes accompanying themembrane alteration
responsible for the heat-induced lysis of human erythrocytes. Colloids Surf B 13:311–323

Jiang HR, Wada H, Yoshinaga N, Sano M (2009) Manipulation of colloids by a nonequilibrium
depletion force in a temperature gradient. Phys Rev Lett 102: 208301/1-5

Joshi RP, Hu Q, Schoenbach KH, Beebe SJ (2005) Simulations of transient membrane behavior in
cells subjected to a high-intensity ultrashort electric pulse. Phys Rev E 71:031914/1-9
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Chapter 13
Synergy Between Electric Pulsing
and Shock Waves for Cell Poration

Ravi Joshi

Abstract The application of pulsed electric fields and discharges can lead to the
generation of shockwaves in aqueous media. The interaction of shockwaves with
biological cells and membranes is a relative recent area of research, with applica-
tions ranging from water purification and desalination, bacterial decontamination,
and extracorporeal shock wave lithotripsy. Here, the possible role and impact of
shockwaves on membrane pore creation is discussed. Model results based onMolec-
ular Dynamic simulations are presented. The results also touch upon synergistic
benefits of a scenario that combines the application of shockwave with an electric
field.

13.1 Introduction

In addition to electrical stimulation, the interaction of shock waves with biological
cells has been a topic of active research (Choubey et al. 2011; Santo and Berkowitz
2014; Steinhauser and Schmidt 2014). Shockwaves move faster than the speed of
sound, and can carry high energy in an abrupt fashion. Uses of shock waves include
extracorporeal shock wave lithotripsy (ESWL) to treat kidney stones below 20 mm
in size, or destruction of cancer cells (Anpilov et al. 2004). In particular, the collapse
of nanobubbles generates water ‘nanojets’ at very high speeds, which can penetrate
membranes to cause poration within picosecond time scales. Controlled shock waves
thus have the potential for medical use, since they increase the permeability of cell
membranes (Espinosa et al. 2013) through pressure-induced poration. In principle,
this then allows the entry of various macromolecules, drugs, and genetic material
into the cell (Ahmed et al. 2015). The effect of shock waves can be enhanced by
engineering the collapse of bubbles near the membrane vicinity (De Cock et al.
2015; Kobayashi et al. 2011) leading to permanent cell poration (Choubey et al.
2011; Santo and Berkowitz 2014; De Cock et al. 2015; Lentacker et al. 2014). It was
also demonstrated, based on their all-atom molecular dynamics (MD) simulations,
that a shock wave can induce nanobubble collapse to form a strong nanojet (Choubey
et al. 2011).
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It would seem entirely possible that the combined application of shock waves and
external electric fields could have a synergistic effect. The dual input could enhance
the poration speed, or lead to a larger nanopore size, or help reduce time delays and/or
the electric field magnitudes necessary for poration. Yet such synergistic effects have
not been analyzed to date. Quantitative predictions in this regard would serve as a
very useful and practical instrument towards optimizing poration techniques for drug
and molecular delivery. Another important point is that electric pulses tend to porate
cells at both poles facing the electrodes (Schoenbach et al. 2001). Furthermore,
electric field magnitudes tend to fall off rapidly from the location of the electric
stimuli. Hence, generating useful bio-effects in cells and tissues that are further
removed from electrode contact sites might not be as effective if one solely relied on
electric stimulation. Nanobubble facilitated sonoporation (Abdalkader et al. 2017),
on the other hand, can be quite site specific and an efficient noninvasive alternative
for cellular drug and gene delivery. Furthermore, shockwaves (sonoporation) could
be used as a ‘pretreatment’ of cell membranes in the electroporation process. The
advantages of such a dual strategy would be to either: (i) help reduce the voltage (and
electric field) requirements on the external power circuitry, with the accompanying
benefit of reduced collateral damage, or (ii) result in bigger pores at the same external
field for faster delivery of larger molecules. This dual approach also opens up the
parameter space and enables more directed focus on specific sites, or cells that are
harder to porate. As an example of the latter, U937 cells were found to be more
resilient to electric pulsing than Jurkats (Ibey et al. 2010), and so a dual strategy
might prove more useful in this context. This technique could even be extended to
tissues or larger areas such as a tumor mass. Here, we discuss results of numerical
evaluations for the combined effect of both an external field and an incident shock
wave of cellular poration based on molecular dynamics (MD) simulations.

13.2 Molecular Dynamics Simulation Results

Simulations results based on MD technique showing the effect of nanobubble gener-
ated shockwaves incident on cell membranes are discussed in this context. Snapshots
of the Dipalmitoylphosphatidylcholine (DPPC) membrane lipid bilayer along with
the surrounding water molecules obtained from the MD simulations (Hu et al. 2019,
2018) are shown in Fig. 13.1. The pressure wave was initiated by assigning velocities
of− 4 km s−1 to the topmost two layers of water molecules. The negative sign simply
designates the downward direction. Figure 13.1a shows the t = 0 ns snapshot which
is the initial structural configuration. The nanobubble was set at the top-center loca-
tion with a diameter taken to be 4 nm. The choice of a small-radius nanobubble was
based on the following known qualitative features (Alheshibri et al. 2016): (a) The
small nanobubbles are very stable and can exist in aqueous media for long periods.
Hence, it would be more likely to such smaller entities would exist in situations
involving sonoporation. (b) The surface area of a given total volume of bubbles is
inversely proportional to their radius. (c) The buoyancy of larger bubbles causes them
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Fig. 13.1 Snapshots of the lipid bilayer with 512 DPPC molecules and 172,302 SPC water
molecules obtained from simulations. The diameter of the nanobubble at the top-center was set
at 4 nm. a The initial t = 0 ps snapshot, b result at t = 1.1 ps with the bubble starting to collapse,
c configuration at t= 3.6 ps showing disappearance of the bubble, d snapshot at t= 10.6 ps showing
the nanojet pushing lipids away from the membrane as a pore starts to form, e pore formation at
membrane at t = 23.4 ps, and f the top view of the pore at the 23.4 ps instant (after Hu et al. 2018)
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to rise to surfaces making it difficult to place them near, but separated from, cells and
tissues. (d) Smaller bubbles have higher pressure and will function more effectively
as point sources allowing them to deliver stronger pressure intensities to cells and
small segments of tissues. In any event, as shown in our results of Fig. 13.1a at about
1.1 ps, the downward moving water molecules incident on the bubble are predicted
to cause its collapse. This scenario is shown in Fig. 13.1b. The t = 3.6 ps snapshot
of Fig. 13.1c reveals the disappearance of the bubble. The impact of the nanojet on
the lipid membrane structure, however, is relatively minimal. At a much later time
of 10.6 ps, the nanojet can be seen pushing the lipids away from the membrane as a
pore starts to form. The lipid movement though is not very discernable. Figure 13.1e
shows pore formation in the membrane patch at t = 23.4 ps. The nanojet can be
seen to have passed through the lipid bilayer, and has the effect of forcing molecular
ejections from the bottom layer. Some of the DPPC molecules are seen to be loosely
connected and dangling from the bottom part of the membrane. The top view shows
the pore more clearly at the 23.4 ps instant in Fig. 13.1f. These results thus highlight
the role of nanojets on pore formation in biological membranes, as already reported
in the literature, and validate our numerical implementation.

Though a nanojet can form pores, these would likely tend to shrink and even-
tually close. This follows from the energetics at the atomic level (Bennett et al.
2014; Tarek 2005), or more simply from considerations of the continuum elastic
response (Helfrich 1973). Details concerning such dynamic pore evolution after
nanojet termination were obtained from MD simulations. The result showing a 4 ns
snapshot after nanojet termination is given in Fig. 13.2a. The pore cross-section is
somewhat elliptical with a major axis of about 5.3 nm and the minor axis dimension
of 2.1 nm as indicated by the arrows on the figure. The aspect ratio is thus roughly
2.52. The side view at the 4 ns instant (Fig. 13.2b) shows a lipid section detached
from the membrane. This detachment was the result of the impingement of the water
molecules from the nanojet. At a later t= 8 ns time, the pore size is seen to shrink. The
dimensions were reduced to 3.4 nm by 2.3 nm as shown by the arrows in Fig. 13.2c.
Furthermore, the lipid segment is predicted tomove back towards the cell membrane.
This is easily seen from the corresponding side view at t = 8 ns in Fig. 13.2d. The
intermolecular interactions and the hydrophobic nature of the lipid molecules help
drive this outcome.

Application of an electric field can serve to not only keep the pores open, but also
produce controlled expansion. This aspect of the pore dynamics is presented through
the results of Fig. 13.3. Both a shockwave and an external 0.2 V nm−1 electric field
were applied as the external driving inputs. The shockwave was launched initially,
and as with the previous case, the pressure wave was initiated by assigning velocities
of − 4 km s−1 to water molecules at the topmost layers. The electric field was then
turned on after passage of the pressure disturbance, taken to be at the t = 0 instant.
The simulation result for the membrane along with a pore is shown in Fig. 13.3a
at t = 4 ns. The pore is predicted to have dimensions of about 3.5 nm by 3.9 nm
as indicated by the arrows in Fig. 13.3a. With the external field still applied, the
nanopore is predicted to expand and grow to a size of 4.5 nm by 5.1 nm in Fig. 13.3b
by the 8 ns time instant. Thus, an electric field driven pore expansion is clearly seen.
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Fig. 13.2 MD simulations results. a After 4 ns from nanojet termination, the pore has dimensions
of 5.3 nm by 2.1 nm. b The side view at the 4 ns instant showing a lipid piece (in red) detached
from the membrane. c At t= 8 ns, the pore size is seen to shrink to 3.4 nm (green arrows) by 2.3 nm
(blue arrows). d Finally, the corresponding side view at t = 8 ns with the lipid segment seen to
move back to the cell membrane (after Hu et al. 2018)

In this context, it may also be mentioned that a fairly high electric field was applied
for these simulations. This high field provides an accelerated test of the biophysical
process of pore formation, since low electric fields would otherwise take inordinately
long simulation times. Molecular Dynamic approaches typically always use such (or
even much higher) field values (Tarek 2005; Tieleman et al. 2003).

The role of the pressure wave, and in particular, the possibility of a limiting
threshold behavior on the velocity of the incident pressure wave was probed next.
The shock wave was initiated by applying a smaller velocity of − 3 km s−1. At this
lower velocity, no distinct pore formation was predicted, as seen from the snapshot of
Fig. 13.4a. However, the central portion of the membrane can be seen to be heavily
deformed, and presents a low lipid density region. Upon subsequent application
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Fig. 13.3 Results with a shockwave and an external 0.2 V nm−1 electric field applied after the
shockwave. a At the t = 4 ns instant, the pore has a dimension of about 3.5 nm by 3.9 nm; b after
8 ns, the pore is seen to expand to 4.5 nm by 5.1 nm clearly due to electric field application (after
Hu et al. 2018)

Fig. 13.4 Simulation with both a shockwave having lower velocity and a subsequent 0.2 V nm−1

field. aA t= 48 ps snapshot following a shock wave with a starting velocity of− 3 km s−1. No pore
is predicted, but the central portion of the membrane under the nano-bubble is heavily deformed.
b A t = 4 ns snapshot after a 0.2 V nm−1 electric field is turned on following the shock wave. A
pore with 2.4 nm by 3.0 nm is formed (after Hu et al. 2018)

of a 0.2 V nm − 1 electric field, poration was predicted as shown in Fig. 13.4b.
The t = 4 ns snapshot (with the zero time taken from the start of the electrical
stimulation) shows a pore with dimensions of roughly 2.4 nm by 3.0 nm. This results
thus underscores the role of acoustic pressure in ‘softening’ sites on the membrane
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for subsequent electroporation. It may be added, that membrane poration of a DPPC
bilayer within 4 ns by a 0.2 V nm−1 external field is unusually short, and most
reports have predicted either much higher fields or longer application times as being
necessary for pore formation (Joshi and Schoenbach 2010; Hu et al. 2013; Tarek
2005). Hence, the present result underscores the point that the shockwave helps pore
formation at a lower threshold.

Molecular Dynamics (MD) simulations of poration with multiple nano-bubbles
were also carried out, and the results discussed next. Since nanobubbles might be
pre-existing or can be created by external means, one would practically expect a
distribution of these entities, rather than the occurrence of an isolated bubble. One
can envision three separate scenarios: (a) separated and non-overlapping bubbles,
(b) bubbles with partial overlap above the membrane region, and (c) serial bubbles
located in tandem above the membrane. Figure 13.5 shows MD results obtained
startingwith two 3 nmbubbles side to side (i.e., in a parallel configuration) at the same
height from the membrane patch. There was no overlap between the two bubbles.

Fig. 13.5 Snapshots obtained from simulation with both a shockwave with the − 4 km/s initial
velocity for two separated bubbles and a subsequent 0.2 V/nm field from the start of the electrical
pulse. a A t = 0 ps snapshot. b A t = 1 ns snapshot showing the beginnings of two nanopores.
c Results at the 2 ns instant with more prominent pores. d The state at t = 4 ns, with the two pores
seen to be dissimilar in shape and size (after Hu et al. 2019)
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The initial velocity of the water molecules was taken to be− 4 km/s (a representative
value associated with the shockwave), and an electric field of 0.2 V/nm was applied
after passage of the shockwave. The snapshots of the lipid membrane patch at time
instants of 0 ns, 1 ns, 2 ns, and 4 ns from the start of the electric pulsing, are shown
in Fig. 13.5a–d, respectively. At 1 ns, the beginnings of two nanopores can be seen
in Fig. 13.5b. The result at 2 ns reveals the pores becoming more prominent and
better defined. The state at t = 4 ns shown in Fig. 13.5d clearly reveal two distinct
of dissimilar shape and size. The dimensions of the left pore in Fig. 13.5d were
2.8 nm × 1.6 nm, while that on the right had dimensions of 4.7 nm × 2.8 nm. It is
thus apparent that within a relatively short time of 4 ns, two nanopores spaced quite
close to each other can be formed. This scenario of multiple nanopores close to each
other, is in keeping with the notion of ′′supraporation′′. It is, therefore, expected that
the use of multiple bubbles will likely enhance the pore density and hence, lead to
stronger material transport into cells. Furthermore, it may be noted that almost all
other MD simulations of electroporation in the literature have only yielded a single
nanopore in a membrane patch! The difference here in Fig. 13.5 was the presence
of two separated bubbles which led to two nanojets incident on the membrane, and
represents a new result. Hence, this combined strategy clearly seems to offer the high
pore-density advantage.
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Chapter 14
Probing Potential for Cellular
Stimulation by Time-Varying Magnetic
Fields

Ravi Joshi

Abstract Membrane pore creation by applying voltage pulses has been used for
various applications including gene electrotransfer, electrochemotherapy, and tissue
ablation. Electric pulse stimulation, however, requires insertion of electrodes into
tissue, which may not always be conducive or convenient. On the other hand, time-
varying magnetic fields can also induce time-dependent electric fields based on
Lenz’s law and Maxwell’s equations, and thus be an alternative to creating trans-
membrane voltages across membranes. Pulsed magnetic fields would be a contact-
less, noninvasive technique allowing clinicians to affect any target within the body.
This chapter discusses the concept of magnetically induced voltages, presents model
results, with further elaboration of electromagnetic bio-stimulation.

14.1 Introduction

Exposure of biological cells and tissues to magnetic fields has not been studied as
much as to electric fields. The first successful stimulation of nerves using magnetic
fields, was in 1982 (Polson et al. 1982). Since then, pulsed magnetic fields are used
in transcranial magnetic stimulation (TMS). The latter has been effective in the
treatment of depression (Epstein and Davey 2002), seizures (Anninos et al. 1999)
and Parkinson’s disease (Cotelli et al. 2008). However, progress in experimental
techniques has resulted in the burgeoning development of new approaches to target
and observe the effects of magnetic fields at the intracellular and molecular levels
(Cho et al. 2012; Qin et al. 2016; Dobson 2008).

When exposed to a time-varying magnetic field, an excitable tissue can be stimu-
lated by an electric current, which induces a potential across cell membranes. Such
induced voltages can lead to physiological changes, such as opening of the mito-
chondrial transition pore (Weaver 2003), calcium release from internal stores (Scar-
lett et al. 2009), induction of mitochondria-dependent apoptosis (Beebe et al. 2003),
changes to ATP synthesis (Feng et al. 2008), and metabolism (Valdez et al. 2006).

Consequently, analysis ofmagnetic field effects is of significance in understanding
bio-functional changes, potential treatment possibilities for neurological diseases,
and to ascertain the dose dependencies and potential threshold limits. Also, while
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medical applications based on electric fields require direct application via electrodes
inserted into tissue, pulsed magnetic fields would allow treatment without invasive
electrodes. This advantage could lead to an expansion of bioelectric treatments by
allowing clinicians to affect any target within the body. Since time-varying currents
can induce magnetic fields and give rise to AC electric fields based on Lenz’s law
and Maxwell’s equations, it becomes germane to probe magnetic stimulation in the
context of cell function manipulation.

14.2 Simple Analysis

An analysis into the time-dependent development of electric fields at cell membranes
due to an externally applied magnetic field is presented based on numerical simula-
tions. The parameter space for themagnetic stimulation for bringing aboutmembrane
poration are discussed. Our results focus on the time-dependent magnetic vector
potential, and the resulting transmembrane potential (TMP). This thus constitutes a
feasibility study into the possibility of generating suitable TMPs for cellular poration
via AC currents for a contactless approach.

Figure 14.1 shows the basic geometry used in this modeling effort. A ring of
radius “a” is shown to carry an AC current I(t), with the co-ordinate system (x,y,z)
having its origin at the center of the ring. This current carrying ring in Fig. 14.1
is displaced by distances of cy and cz (along the y- and z-axes) from the center
of a spherical cell. For concreteness, the induced electric field (Eind) and trans-
membrane potential (TMP) at this chosen cell are assumed to be of focal interest to
the present calculations. Calculations of these quantities here involved the following
sequence. (i) First, the magnetic vector potential produced by the AC current is

Fig. 14.1 Schematic of a
current carrying coil above
biological cells
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first calculated. The expressions are well-known, especially in the reference frame
centered at the current carrying ring. In spherical coordinates, Ar = Aθ = 0, while
the third component takes the form (Simpson et al. 2001):

Aϕ = μ0NI(t)a

4π

2π∫

0

cos(ϕ)dϕ√
r2 + a2 − 2aRsin(θ)cos(ϕ)

, (14.1)

where N represents the number of turns of the circular coil and R the radial distance
between a field point and a differential element on the ring. Equation (14.1) can
alternaticely be cast in terms of the complete elliptic integrals of the first and second
kind [K(m) and E(m), respectively] as:

Aϕ = μ0NI(t)a

π

√
a2 + x2 + y2 + z2 + 2a

√
x2 + y2

(2 − m)K(m) − 2E(m)

m
, (14.2)

where m = 4a
√

x2+y2

a2+x2+y2+z2+2a
√

x2+y2
. (ii) Next, expressions for the magnetic vector

potential are obtained in a reference frame at the center of the spherical cell. This
is done by first converting A to a Cartesian frame centered at the ring, and then,
a translation to the cell center. Thus, the components of A in the Cartesian frame
become:

Ax = − sin(�)A� = −
[
y/

(
x2 + y2

)1/2]
A�, (14.3a)

Ay = cos(�)A� =
[
x/

(
x2 + y2

)1/2]
A�, (14.3b)

and,Az = 0. (14.3c)

Upon translation to a new rectangular system centered at the cell, the components
become:

Ax′ = −
[(
y′ − cy

)
/
(
x′2 + (

y′ − cy
)2)1/2

]
A�, (14.4a)

Ay′ =
[
x′/

(
x′2 + (

y′ − cy
)2)1/2

]
A�, (14.4b)

and,Az′ = 0, (14.4c)

Finally, converting the co-ordinates back to the spherical system centered at the
cell, one obtains the following expressions for the magnetic vector potential:
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Ar′ = Ax′ sin
(
θ′) cos(�′) + Ar′ sin

(
θ′) sin(�′), (14.5a)

Aθ′ = Ax′ cos
(
θ ′) cos(�′) + Ay′ cos

(
θ′) sin(�′), (14.5b)

and,A�′ = −Ax′ sin
(
�′) + Ay′ cos

(
�′). (14.5c)

The radial component of the total electric field induced (E) is then given by: Er =
−jωAr

′ − gradient(V). The scalar potential V appears due to charge accumulation
that appears from the application of a time-varying magnetic field (Stratton 1941).
Expressions for the scalar potential are well known, and for a spherical geometry,
can be expressed as:

V(r, θ,φ) = D0r
2 sin(θ) cos(φ), for R+ < r < ∞ (14.6a)

V(r, θ,φ) = (
C1 + D1/r

2) sin(θ) cos(φ), for R− < r < R+ (14.6b)

and,V(r, θ,φ) = C2 sin(θ) cos(φ), for 0 < r < R. (14.6c)

where D0, D1, C1, and C2 are constants that can be determined from the continuity
in potential and current density, while R− and R+ are the inner and outer radii of the
cell membrane. The condition on potentials at the two interfaces (r = R- and r = R+)
yields:

D0/R
2
+ = C1R

2
+ + D1/R

2
+, (14.7a)

and C2R− = C1R− + D1/R
2
−. (14.7b)

Similarly, continuity between the normal component of the current density across
either side of the two interfaces yields:

S0
[−jωB0C/2 + 2D0/R

3
+
] = S1

[−jωB0C/2 + 2D1/R
3
+ − C1

]
, (14.8a)

S1
[−jωB0C/2 + 2D1/R

3
− − C1

] = S2
[−jωB0C/2 − C2

]
, (14.8b)

where S0 = σ0 + jωε0, S1 = σ1 + jωε1 and S2 = σ2 + jωε2. Hence, based Eqs. (14.7)
and (14.8), the scalar potential in all the regions (i.e., intracellular, membrane and
extracellular) can be uniquely determined. Using the magnetic vector potential from
Eq. (14.5), the entire induced electric field at the membrane is then known.
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14.3 Some Simulation Results

The input excitation current waveform that was assumed to feed a bundle of 25 turns
of coil of radius “a” is shown in Fig. 14.2. It consisted of a narrow trapezoidal pulse
having a 50 ns ON time, and 10 ns rise- and fall-times.

Some simulation results that have been reported (Hu et al. 2010) are given and
discussed next. Details of the various parameters used for the modeling are provided
in Table 14.1. Figures 14.3 and 14.4 show the results for themagnetic vector potential
Ar for different values of the parameters cy and cz. The value of Ar is seen to exhibit
a minima when the separation parameter (cy) equaled the coil radius (a), as seen in
Fig. 14.3. Furthermore, the magnetic vector potential Ar is predicted to reduce as
shown in Fig. 14.4, as the distance of the coil center from the cell increased.

Ultimately, the success of applying a magnetic field (or the driven source current
in the coils) depends on the ability to porate cell membranes. The threshold for such
poration is known to occur at a transmembrane potential (TMP) of about 1V.Hence, it
is germane to quantify theTMPpredictions for suchmagnetic stimulation.Results for
the TMP as a function of angle across the surface (ϕ) and time is shown in Fig. 14.5a
at the 105 ns instant. Due to the oscillating nature of the applied waveform, both
positive and negative TMP values are predicted, Furthermore, the peak magnitudes
can be seen to exceed the 1 V threshold, implying there is potential for successful
poration by such magnetic stimulation. The voltage profile at a later time of 165 ns is
shown in Fig. 14.5b. The peak values, as expected, are predicted to be at 90 degree.

The development of the TMP can perhaps be better understood by looking at the
equipotential profiles. Such a result is shown in Fig. 14.6 at four different times.
These were at 105 ns (when the input pulse reaches the half way of the rising edge),
then at the 130 ns instant (during the input pulse on time), a snapshot after 165 ns
(when the input pulse reached the half way of the rising edge), and an equipotential
surface at 180 ns (10 ns after the input pulse was zero). The induced voltage depends

Fig. 14.2 The current waveform taken to excite the 25-turn coils of radius “a” to create the time-
dependent magnetic field
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Table 14.1 List of parameters used in the simulations

Parameter Value

Radius of coil a 0.15 m

Number of turns in the coil 25

Cell radius (“a”) 10 microns

Membrane thickness 5 nm

Coil axis-cell distance cy 0.05 m

Coil center to the cell plane cz 0.08 m

Membrane permittivity 7 ε0

Suspension permittivity 80 ε0

Cytoplasm permittivity 80 ε0

Membrane conductivity 10–7 S/m

Suspension conductivity 0.2 S/m

Cytoplasm conductivity 0.02 S/m

Pulse ON time 50 ns

Pulse rise time 10 ns

Pulse fall time 10 ns

Time step 1 ps

Simulation time 500 ns

Pulse peak value 500 A

Sampling frequency 1 THz

Fig. 14.3 Magnetic vector potential variation with separation between the centers of the cell and
coil for different coil radii
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Fig. 14.4 Magnetic vector potential variation with coil radius for different cy and cz distances

on rate of change of flux reversal (i.e., the flip in the flux direction), and hence is
guided by the rising- or falling-edge of the current pulse. This aspect is emphasized
through the sketch of Fig. 14.7.

14.4 Brief Discussion Relating to Electromagnetic
Bio-stimulation

Current pulses which can produce time-varying magnetic fields, have been shown to
be capable of inducing electric potential at cell membranes, for in vitro stimulation.
The transmembrane potential generationwas based onMaxwell’s principle of voltage
induction from time-varying magnetic fields. The advantage of such stimulation is
that it presents the possibility of contactless operation by relying on “action at a
distance”. The TMP development in the present situation is akin to AC-like electric
stimulation based on the H-FIRE concept demonstrated by the Davalos group (Arena
et al. 2011). The strongest response is predicted when lateral distance between cell
and coil centerwould equal the coil radius. Furthermore, symmetrypoints and angular
dependencies different from electric stimulation have been shown to exist. Thus, this
could be a complementary technique to electric stimulation. Also, in the present
modality, the TMP peaks depend on the gradient in Ar , and which would be at
locations different from the gradients in the electric potential. The next step would
be to couple the induced TMP tomembrane poration as a function of time. This could
be analyzed based on Smoluchowski-based approaches (Joshi and Schoenbach 2010;
Neu and Krassowska 1999; Kotnik et al. 2012).

An aspect that has not been studied here, but could be important in the future, is
the possibility of using time-dependent magnetic fields over longer time frames to
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Fig. 14.5 TMP variation with angular displacement and time for as spherical cell at different times.
a A 105 ns snapshot, and b a result at 165 ns

induce localized heating.Magnetic nanoparticles (MNPs) would enhance local fields
and concentrate the energy absorption in desired areas. Besides, such MNPs would
be able to permeate a tumor mass because of their small size. Hence ideally, and
combined use of magnetic stimulation, with MNPs that can attach to tumor specific
binding agents could facilitate localized hyperthermia-based killing of unhealthy
cells with minimal collateral damage. The role of temperature on electroporation has
already been discussed in another chapter, and related simulation results shown. A
qualitative picture of the above idea is shown in Fig. 14.8.

The use of magnetic nanoparticles (MNPs) would raise the localized permeability
leading to stronger absorption of incident electromagnetic radiation and elevate the
magnetic field intensities. The latter, at least for time-varying excitation, would then
lead to stronger electric fields and create larger transmembrane potentials (TMPs).
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Fig. 14.6 TMP across the cell surface at four different time instants of: a 105 ns, b 130 ns, c 165 ns,
and d 180 ns

Fig. 14.7 The profile for the time dependent input current exciting the coil
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Fig. 14.8 A schematic of possible localized nanoparticle (NP) heating through the selective absorp-
tion of incident electromagnetic radiation. The elevated temperatures at sites in close proximity to
cells could lead to enhanced electroporation and even cell death or damage

Thus, a nanoparticle-based treatment of cells by external electromagnetic radiation
would entail the injection of NPs to load them up and alter the material properties in
an environment local to the cells. The effective permeability in a mixture of MNPs
and extra-cellular fluid near a cell would be modulated to yield an effective value
(μeff) as:

μeff = μs

(
μp + 2μs + 2f

(
μp − μs

)
μp + 2μs − f

(
μp − μs

)
)

. (14.9)

The heating around cells due to suchMNPs is shown in Fig. 14.8 and the schematic
below. As is well known, temperature enhancements at cell membranes can alter
biological function, increase reaction rates, and has even been shown to lead to
enhance electroporation (EP). Results of enhancements in the TMP from calculations
are shown in Fig. 14.9.

The model previously discussed in Eq. (14.5), along with the following relation:

NanoparticlesCell

µeff

µs

Fig. 14.9 A qualitative sketch of a localized NP distribution near a cell to enhance the effective
permeability, and hence increase heat-related bio-effects
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Fig. 14.10 Dependence of the transmembrane potential (TMP) on the local permeability

∇ · A + 1

c2
∂ϕ

∂t
= 0, (14.10)

yielded the dependence of the TMP on the effective permeability as shown in
Fig. 14.10.

Usually the problem in this area of localized temperature enhancements is that
the heat capacity of the NPs is not very large. Hence, despite preferential energy
absorption at the NP sites, the temperature increases may remain modest. However, a
relatively recent report (Albarqi et al. 2019) that used Cobalt- and manganese-doped,
iron oxide nanoparticles (CoMn-IONP) encapsulated in biocompatible PEG–PCL
(poly(ethylene glycol)-b-poly(ε-caprolactone))-based nanocarriers, seem to indicate
large increases in heat capacity. As a result, the concentration of Fe needed from the
NPswent down fromabout 1700mg/Kg to roughly 6mg/Kg.This reduction promises
to favorably impact localized heating, while reducing the dangers of injecting foreign
material into the bio-system.
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Chapter 15
Pulsed Power Generators

Shu Xiao

Abstract This chapter presents an overview of commonly used pulsed generators in
bioelectrics. The concept of pulsed power is discussed in Sect. 15.1. One of the key
components of ultrashort pulse generator is the switch that is capable of closing in
time of nanoseconds or subnanoseconds. A variety of switches, including gas spark
gap switches and MOSFETs, can be used (Sect. 15.2). Besides the switches, the
circuits that are often used in producing ultrashort pulses are discussed in Sect. 15.3.
Finally, when ultra-high voltage pulses are needed, an air-core transformer or aMarx
generator can be used, which are discussed in Sect. 15.4.

15.1 Introduction

Electrical pulses causing diverse biological effects are produced by pulsed power
generators, which have discrete components that are capable of handling high volt-
ages and high output currents. Although generators have different operating princi-
ples, they generally are configured in a structure that includes a charger, an energy
storage, a switch, and a load (Fig. 15.1). A pulse generator works in the way of
“slow charging and fast discharging”. At the beginning, the charger pumps either
a DC current or a pulsed one to the energy storage, which could be a capacitor, an
inductor, or the combination of both. Upon the completion of charging, turning on
the switch releases the stored energy to the load. The time for discharging could be
three orders of magnitude shorter than charging. For example, charging a capacitor
typically could take 1 ms, but discharging it could just be as short as 1 μs. As such,
a gain of current or voltage is achieved, so the pulse’s instantaneous power is ampli-
fied compared to the average power in the charging process, albeit the total energy
remains approximately the same.

In bioelectrics applications, the load to absorb the pulse energy is a volume of
cell medium or a bulk of tissue. As the load is resistive in nature, the type of energy
storage determines the pulse waveform. If the energy storage is a capacitor, the pulse
amplitude rises almost instantaneously and decays exponentially with a duration
governed by a time constant, RC (R: the load resistance, C: the capacitance of the
energy storage). If the energy storage is an inductor, a similar waveform is generated,
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Fig. 15.1 The block diagram of a pulsed power system. The charger can be a DC voltage source
or a pulsed source. The energy storage can be a capacitor, an inductor, or the combination of both.
A switch allows the stored energy to transfer to a load, which, in bioelectrics applications, can be
cell medium or a bulk of tissue

and the amplitude decreases with a time constant, L/R (L: the inductance). When
the energy storage is the combination of capacitor(s) and inductor(s), an oscillatory
waveformor a squarewaveformcanbe produceddepending on the circuit parameters.
Nomatter what type the energy storage is, a turn-on switch plays a critical role, which
can be a vacuum switch, a gas switch, or a solid-state switch. If the pulse width is
to be adjusted, a fully controlled solid-state switch capable of turning on within a
given time interval should be used, although the current level may be limited. In
applications where the output current is critically high, gas switches are preferred
and, in this case, the pulse width is generally fixed.

15.2 High Voltage Switches

In generating high voltage pulses, the switch performance is central to the pulse rise
and fall time, pulse duration, and repetition rate. In the nanosecond range, spark gap
switches and MOSFETs are the most frequently used switches. Spark gap switches
are fast in switching speed, inexpensive, and easy-to-build, although they have short-
comings such as turn-on jitter, voltage error, and short lifetime due to the deterio-
ration of electrode condition. For bioelectrics applications, though the problem of
switching error exists in a single pulsed treatment, but the pulse frequency and the
pulse number are generally low, so the switch performance remains relatively steady
within each treatment. Therefore, the benefits of spark gap switches outweigh the
shortcomings, making them the top choice of high voltage switches. Since a spark
gap is only capable of turning on, it is mostly incorporated into a transmission line
(or a pulse forming network) that generates pulses with a fixed pulse duration. On
the other hand, MOSFETs can be programed to turn on and off by a low voltage gate
signal, offering flexibility of varying the pulse duration. The drawback is they have
either a low voltage or a low current constraint. A high-power application therefore
requires connecting MOSFETs in series to increase the total switching voltage or in
parallel to increase the total current. But stacking MOSFETs increases the current
path and therefore the inductance, making the circuit slower. When it comes to the
choice of a switch for generating nanosecond pulses, it is preferable to use spark gap
switches for short nanosecond pulses (< 100 ns), whereas MOSFET switches are for
long nanosecond pulses (> 100 ns) with the benefit of pulse width adjustment.
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15.2.1 Gas Spark Gap Switches

Spark gaps are normally filled with atmospheric-pressure air or dense gas. They
are typically constructed in the sphere-sphere, cylinder-cylinder, sphere-plane, or
cylinder-ring configurations, which result in different degrees of electric field homo-
geneity and switching performances. The switching process is well understood and
normally starts from free electrons caused by cathode emission or external source.
These free electrons, accelerated by the electric field in the electrode gap, acquire
sufficient energy and cause collisional ionization of gas molecules or atoms. New
electrons and ions are created. The electron multiplication is referred to as the
Townsend avalanche process (or the Townsend first process). The number of elec-
trons increases exponentially (n= n0eαd, eαd � 1) over a distance d. The Townsend’s
first coefficient, α, is to measure the number of electrons produced by an electron per
unit length in the direction of electric field. Besides collisional ionization, photoion-
ization and (or) other ionization mechanisms, such as that through metastable atoms,
also contribute to the overall ionization process. In accompany with ionizations,
there are deionization processes such as attachment or recombination that reduce the
number of electrons.

If the electric field lasts sufficiently long, positive ions can reach the cathode and
cause more electrons to emit to the electrode gap due to ion bombardment, a process
known as the Townsend secondary process. The secondary electron emission marks
the onset of breakdown of the gap. As such, the breakdown is associated with a
formative time lag, which involves the time for electron multiplication by collisions
and electron emission at the cathode by positive ion impact. The breakdown is a
statistical process which is sensitive to the electrode material, electrode condition,
and gas purity.

The formative time lag and jitter can be greatly reduced by applying voltages
much greater than the static breakdown voltage, which allows for a higher degree
of ionization in the gap. In this case, the Townsend first process transitions to the
streamer mode, in which intense ionization and excitation of gas molecules occur in
front of the avalanche head. For which, αd reaches ~ 18–20 (Raizer 1997). While
the Townsend processes are mostly invisible, streamers are brightly luminous with
photoionization and photoemission involved. Secondary luminous structures can be
seen stemming from the primary streamer structure. Streamer breakdown can be so
fast that no motion of positive ions is involved. As a result, the formative time lag
is determined by the electron transit time across the gap, instead of the positive ion
transit time.

The breakdown voltage of a uniform gap depends on the gas species, and the
product of pressure and gap distance (pd). The dependence is shown in the Paschen’s
Law. In high power gas spark gaps, three commonly-used gases are air, N2 and Sulfur
Hexafluoride (SF6). Among these, SF6 has the highest breakdown strength owing
to its strong ability to attach free electrons to form negative ions. These ions are
much less mobile and therefore effectively drive the electrons out of the avalanche
process. The Paschen’s curves for air, N2, and sulfur hexafluoride (SF6) are shown in
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Fig. 15.2 The breakdown curves (Paschen’s curves) for air, N2, and SF6 (Husain and Nema 1982)

Fig. 15.2 (Husain and Nema 1982). For a 1 cm gap, the breakdown voltage of air is
~ 30 kV, which is approximately the same as that of N2. But for SF6, the breakdown
voltage almost becomes tripled. The Paschen’s curve can be explained based on the
Townsend mechanism (Kuffel 2000). But at very high pd and low pd, the breakdown
voltage deviates from the Paschen’s curve. The breakdown mechanism shifts from
the Townsend mechanism to the streamer mechanism for high pd and to the vacuum
breakdown mechanism for low pd.

Once a conduction channel forms either through the Townsend mechanism or the
streamer mechanism, more current can flow, forming a self sustaining conductive
channel. This process is accompaniedby temperature increase and thermal ionization.
The ionization further increases the number of electrons, resulting in more Joule
heating of the (gas) channel, which in turn increases the pressure and the radius of
the channel. As soon as the voltage across the electrodes collapses entirely, a spark is
formed, and the gap switch closes entirely. The expanded channel acts like a piston
on the remaining gas and produces a shock in the gas (Braginskii, 1958).

The pulses generated by closing a spark gap switch in a pulsed power generator
are largely determined by the spark gap performance. The characteristics of a gas
switch can be understood from the equivalent circuit as shown in the Fig. 15.3, where
Lchannel, Csw and Rchannel are the inductance, capacitance, and dynamic resistance of
the switch channel.

Many investigators conducted research on the resistance of the spark gap and
proposed different models (Engel et al. 1989;Martin et al. 1993). Due to the complex
nature of the spark gap physics, there has not been a consensus model. It was pointed
out though that the conductivity of the channel σ in the nanosecond time scale is not
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Fig. 15.3 Equivalent Circuit
of a gas spark gap switch

well modeled by a constant electrical conductivity (Hussey et al. 1999). The variation
of conductivity was also observed in a spark gap used to generate bipolar nanosecond
pulses (Xiao et al. 2018). But for a given instant, if the channel conductivity σ is
known, the resistance of the spark can be estimated from a cylindrical conductive
column:

R(t) = d

σπa(t)2
, (15.1)

where d is the length of the spark channel and a(t) is the radius. For a small gap (d
= 2 mm) with a hold-off voltage of several kV, using typical values a = 0.1 mm and
σ=2 × 104S/m (Martin et al. 1993), R is calculated as ~ 3.2 �. This suggests that
the switch resistance is not an issue for high impedance pulse generators. However,
for a low impedance generator (a few �), the switch resistance is not small and the
voltage loss across the switch is no longer negligible.

The inductance associated with a spark gap was investigated in Persephonis et al.
(1992). Their major conclusions are: (1) any increase or decrease of the induc-
tance associated with the switch corresponds to shrinking or thickening of the spark
channel; (2) the inductance increases proportionately with gap distance at a constant
pressure; and (3) the increase of pressure leads to an increase in inductance at a fixed
electrode distance.

The switch inductance of a spark gap was obtained with a good approximation
by treating the conduction channel as a coaxial transmission line of inner radius a(t)
and outer radius a0 (Levinson et al., 1979):

L(t) = 2 × 10−7d ln

[
a0
a(t)

]
(15.2)

For practical purpose, the inductance per unit length of a spark gap can be treated
approximately as (Lehr et al. 1998):

Ls = 10−6(H) (15.3)

Equation 15.3 suggests that a 5 mm-gap approximately carries an inductance of
5 nH. This poses a 100 ps delay for a 50 � load (L/R time). For a subcentimeter
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gap, it is therefore reasonable to rule out the role of switch inductance as the stray
inductance of the wiring between the load and the generator can easily exceed tens
of nH.

The capacitance of a spark gap switch depends on the inter-electrode distance and
the electrode surface area. The gap capacitance is the main source of switch current
during the channel formation and provides the energy for the onset of breakdown,
resulting in a fast closing of the switch (Frost et al. 1993). In conjunction with the fast
risetime, the capacitance is responsible for the prepulse before a main pulse observed
in the load.

A spark gap switch breaks down randomly on the electrode surface and the delay
time of a spark gap switch is statistical, so a spark gap switch naturally introduces
voltage variation. In order for a switch to close on command at relatively stable
voltages, several methods can reduce the jitter: (1) applying high voltage charging
pulses with reduced pulse duration and letting the gap break down at over-voltages;
(2) using trigger methods by employing a third electrode such as in a trigatron or a
mid-plane spark gap. A third electrode that generates seed electrons helps to reduce
voltage scattering (Frey et al. 2009); and (3) illuminating the electrode surface or
electrode gap with a high-power laser.

The repetition rate of a spark gap is in the range of 1 Hz to several kHz. It depends
on the gas recovery, i.e., how fast it takes to cool down the spark channel after
a switching event and so the gas density and temperature return to their ambient
levels. Gases, such as hydrogen, that have high thermal diffusivity tend to have a fast
recovery time. A hydrogen spark gap was shown to exhibit 100-μs recovery time
(Moran and Hardesty 1991), which suggests a potential repetition rate of 10 kHz.

15.2.2 Liquid Switches

Liquid switches, normally water switches or oil switches, were used in ultrafast,
very high voltage, and low impedance pulse generators (Martin 1992; Woodworth
et al. 2005; Heffernan et al. 2005). In the final stage of a pulse generator, they can
be used as a peaking switch to sharpen the risetime of a slow pulse from the pulse
forming line. Working in the self-breaking mode, they were used to generate pulses
with nanosecond or even subnanosecond risetimes (Huiskamp et al. 2015).

The dielectric strength of a liquid depends on the electrode condition, electrode
polarity, liquid purity, and most importantly, the duration of the applied pulse, which
can be described in an empirical scaling relationship. For example, the breakdown
strength of water, E (in MV cm−1), between a spherical and a plane electrode, where
the spherical electrode is the anode, is described by Schoenbach et al. (2008a)

E = α0.23A−0.058t−1/3 (15.4)

where t is the effective stress time in μs, A is the electrode area within 90% of the
peak electric field in cm2, and α is a constant determined by the electrode geometry.
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Shorter stress time or the pulse time increases the water breakdown strength. For a
10 μs, the breakdown strength of water is 500 kV/cm, but increases to 3.5 MV/cm
for a 10 ns pulse.

15.2.3 MOSFET Switches

A MOSFET (metal-oxide-semiconductor field-effect transistor) consists of either
two P-type regions that are separated by an N-type region or two N-type regions
separated by a P-type region. Two of the contacts of the MOSFET, the drain and the
source, are attached to each of the two P-type (or N-type) regions. A third contact, the
gate, is attached to the intervening N-type (or P-type) region but separated from it by
an oxide layer (Fig. 15.4a). The voltage applied to the gatemodulates the conductivity
between the source and the drain by the field effect. The planar structure is applicable
in the low voltage, MOS digital circuits. A vertical architecture is better suited to the
high voltage and high-power switching. One example, an n-type MOSFET, is shown
in Fig. 15.4b. Between the source and the drain, several layers with varying doping
densities are configured through the drain-source gap. In the switch-off state when
no trigger voltage is applied to the gate, the junction between the p region and the
n-Epi (n-type epitaxial) layer is reverse biased and the voltage drop occurs mainly
across this junction. Since the epitaxial layer growth technique is capable of atomic
layer deposition, the n-Epi layer thickness can be controlled to produce a high hold-
off voltage and yet a small on-state resistance. When the switch is turned on with a
positive voltage applying fto the gate, electrons near the source in the n+ region are
attracted to the gate, resulting in an electron channel formed between the n+ region
and the p region. The number density of electrons increases and becomes greater
than that of holes, thus population inversion in the p region occurs. The electrons
diffuse to the n-Epi layer region and divert from the horizontal direction to the vertical

Fig. 15.4 A MOSFET switch. a A planar MOSFET. b A vertical power MOSFET
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direction before flow to the drain. The current conduction between the source and the
drain is then controlled by the electrons in the p region, similar to that in a Junction
Field Effect Transistor (JFET).

Power MOSFETs have several parasitic capacitances, which are produced by
adjacent locations of differently doped semiconductor materials. They include: the
capacitance formed between the gate and the drain, Cgd, the capacitance formed
between the gate and the source, Cgs, and the capacitance between the drain and
the source, Cds. For the circuit designer’s reference, these parameters are typically
found in the datasheet as Ciss, Coss, and Crss (Batarseh, 2011). For power MOSFETs,
Ciss

∼= Cgs and Crss
∼= Cgd. In the power switching, Cgs needs to be charged to a

threshold voltage for a switch to turn on. Therefore, its value affects the speed of the
switching and a large current injection is warranted. For a nanosecond turn-on time,
if a Cgs (1800 pF) needs to be charged to 10 V within 1 ns, the current needs to be
18 A. When it comes to turn-off, Cgs must be discharged before the MOSFET stops
completely, and this process normally causes a turn-off delay. On the other hand, Cgd

causes a feedback from the output to the input in the switching process, which makes
the gate circuit susceptible to high dV/dt stress. Both Cgs and Cgd vary nonlinearly
with the drain voltage and differ from their static values. The third capacitance, Cds,
is relatively small compared to the other two and does not affect the switch turn-on
and turn-off characteristics as much.

MOSFETs are unipolar devicewith either electrons or holes as themajority charge
carriers. The resistive set of parasitic components cause several voltage drops in the
current flow (Godignon et al. 2017): the voltage drop across the Ohmic contact, Rc,
the inversion layer channel, RCH, the JFET resistance under the gate area, RJFET, the
drift resistance in the epitaxial layer, Rdrift, and the substrate resistance, Rsub. The
voltage across the drain and the source is Vds = Ids * Rds, where Rds = Rc + RCH

+ RJFET + Rdrift + Rsub. The major resistive component however is the epitaxial
layer resistance REPI (RJFET + Rdrift), which becomes much higher than the rest
as the drain-source voltage increases (Barkhordarian 1997). Reducing the turn- on
resistance Rds, essentially REPI, allows for reduction of the switching loss. This has
become one of the major thrusts in the development of high power MOSFETs. Wide
Band Gap Materials (WBGM), such as SiC, GaN, or diamonds, can be made very
thin to reduce REPI and meanwhile the WBGM MOSFETs can hold much higher
voltages than can conventional Si MOSFETs.

The parasitic inductances are caused by theMOSFET leads. They are small and in
the range of several nH. Coupled with external circuit inductances, theymay produce
a fast ringing in the gate-source voltage and the drain-source current when the switch
turns on and off.

15.2.4 Switches for Subnanosecond Pulse Generators

Subnanosecond electric pulses are generated by sharpening nanosecond or longer
pulses that are typically implemented by a peaking circuit in a step-up transformer,
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a Marx generator, or a PFL. This approach in general involves ultrafast sharpening
switches, which can be solid state switches including Step Recovery Diodes (SRD),
avalanche transistors, fast ionization dynistors (FID), or high-pressure gas/liquid
switches. Solid state switches usually have low hold-off voltages (< 1 kV), because
they rely on narrow PN junctions. In order to utilize these switches for high voltage
generation, they are stacked in series. Gas or liquid spark gap switches on the other
hand are much more suited to generating high voltage pulses and a single gap can
hold tens to hundreds of kilovolts.

Step Recovery Diode

A step recovery diode (SRD) is also called fast recovery diode or snap-off diode
(Ivanov et al. 2016; Ng 2009). An SRD has a special doping profile so that the
injected carriers are close to the vicinity of the PN junction, which results in a rapid
turn-off under reverse bias. Under the forward quiescent bias, the minority carriers
are stored in the PN depletion layer. Under the reverse bias, the minority carriers are
fully drained, causing the reverse current to interrupt rapidly and form a fast transient
(Brown andMartin 1987). The SRDworks when it is switched from the forward bias
to the reverse bias.

Avalanche Transistors

An avalanche transistor (either NPN or PNP) creates an avalanche process in the
base–collector depletion region, which is reverse biased (Miller and Ebers 1955;
Rein and Zahn 1975). At the avalanche breakdown voltage, the region has a high
fieldwhich facilitates the impact ionization.When electrons injected from the emitter
drift towards the collector, they collide with the material lattice and form new elec-
trons and holes. With a mechanism analogous to the avalanche process in a gaseous
discharge, this impact ionization process produces ultrafast multiplication of charge
carriers. The transistor is quickly turned on and therefore it can be used to generate
subnanosecond pulses (Rein and Zahn 1975) or nanosecond pulses (Krishnaswamy
et al., 2007).

Fast Ionization Dynistors (FID)

The operating principle of Fast Ionization Dynistors is the fast propagation of
ionization wave inside multiple semiconductor layers, such as an n+pinp+ structure
(Fig. 15.5) (Grekhov et al. 2005). At the resting condition, the switch is biased with a
static voltage, which allows the formation of a depletion region in the reverse biased,
pin region. The electric field is increased but is kept lower than the static breakdown
field. When the switch is applied with a fast pulse that has a higher voltage than the
static breakdown voltage, ionization occurs in the n region due to the electric field
set up by the displacement current. Holes start traveling towards the super-high field
region in the pin junction in the form of an ionization wave, which increases the
conductivity of the n region. Meanwhile, the n+pi and p+n junctions are ionized due
to the injection of electrons and holes into pi and n-base layer. With plentiful charge
carriers throughout the switch, the dynistor is turned on. The typical switching time
is 0.2 ns with a delay of ~ 2 ns. The FID switches are stacked for the high-voltage
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Fig. 15.5 A field ionization dynistor and a stacking circuit (Grekhov et al. 2005)

operation (Fig. 15.5). An opening switch stack, Inverse Recovery Diodes (IRDs),
creates the fast trigger voltage (2 ns) needed to cause the first FID (FID1) to turn on
due to overvoltage. The sequential discharging of capacitors precharged with higher
voltages turn on all the FIDs eventually and so a subnanosecond pulse is formed and
delivered to the load resistor R.

Gas and Liquid Switches

A sharpening (or peaking) switch can close within a fraction of 1 ns when it is
in the overvolted condition, under which the applied electric field is much higher
than the static breakdown field. Several MV/cm is typical. In a high-pressure gas
sharpening switch, the applied pulse is of the order of the formative time for electron
avalanching (Pincosy 1992). The electric field is so high that the electrodes have a
large current emission. Diffuse discharge caused by the copious source of initiating
electrons leads to very fast breakdown times. The stray inductance of the switches
needs to be minimized, as such millimeter gaps are often used (Lehr et al. 1998).
Because the switch gap is so short and the capacitance effect becomes apparent, a
pre-pulse is usually observed due to the increased displacement current.

In liquid sharpening switches, oil is preferred as the switching medium. One
benefit is that it has a dielectric constant (2.25) close to polypropylene (2.3), which
is a commonly usedmaterial in the pulsed power systems. The continuity of dielectric
constant can avoid the interfacial field enhancement and decrease the probability of
unwanted dielectric breakdown. The other benefit is that the high dielectric strength
of oil allows for high voltage switching with a short gap. The breakdown of the
switch is associatedwith streamer formation and propagation, amechanismgenerally
accepted in the liquid breakdown. Electronic processes occur inside low-density, gas
bubble-like streamers (Kolb et al. 2008) and lead to the formation of a spark channel.
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In an oil switch used for a high voltage impulse radiator (Baum et al. 2004), the oil
gap has a distance of 0.76 mm which allows a very high voltage (800 kV) to sharpen
to a risetime of 130 ps. Like water switch, oil switch for repetitive operation also
needs flow to remove the debris in the electrode gap.

15.3 Basic Pulsed Power Circuits

15.3.1 Combination of a Capacitor and an Inductor

An RLC circuit with a switch is one of the fundamental circuits in pulsed power
systems (Fig. 15.6a). This circuit usually forms the final stage of a pulse generator.
The prior stage can be a Marx generator or a Tesla transformer working as a high
voltage pulse charger. The circuit parameters (R, L, and C) determine the ultimate
output waveform. Assuming the capacitor is fully charged by t = 0 and the switch
closes at that time, the voltage equation becomes

Fig. 15.6 a An RLC Circuit that is charged by a constant voltage (V0). b The voltage across the
load resistor has a waveform depending on the circuit parameters. Varying R and keeping Zc (=2√
L/C) unchanged results in different waveforms
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L
di(t)

dt
+ Ri(t) + 1

C

t∫
0

i(τ )dτ − V0 = 0 (15.5)

Using the Laplace transform, this equation can be solved for the voltage and
current in the load resistor. The solution is defined by the initial condition of the
circuit. There is no current flow in the inductor and resistor before the switch closes.
In addition, immediately after the switch is closed, the impedance of the inductor is
higher than that of the resistor. Therefore,

L

(
di(t)

dt

)∣∣∣∣
t=0+

= V0 (15.6)

where t = 0+ refers to the infinitesimally short time after the switch is closed. The
load voltage vR is a combination of an oscillatory term due to the presence of L
and C and an attenuated term due to the dissipation in R James Nilsson (2018).
Depending on the speed of the dissipation with respect to the period of the oscilla-
tion, vR is categorized into three forms: underdamped ((R/2L)2 < 1/LC, Eq. 15.7),
critically damped ((R/2L)2 = 1/LC, Eq. 15.8), and overdamped forms ((R/2L)2 >
1/LC, Eq. 15.9) (Fig. 15.6b):

vR(t) = V0R

Lωd
e−αtsin(ωd t) (15.7)

vR(t) = V0

L
te−αt (15.8)

vR(t) = V0R

Lωd
e−αtsinh(ωd t) (15.9)

where α = R
2L , ω0 = 1√

LC
and ωd = |ω2

0 − α2|1/2.
Using a fully controlled switch, a square waveform can be generated and in this

case the critically damped condition is preferred. The RC time constant is chosen to
be longer than the pulse width across the load. The pulse width is thus controlled
by the switch turn-on time. One example is a MOSFET switch used in an RC pulse
generator.

15.3.2 Pulse Forming Line and Pulse Forming Network

A transmission line, or pulse forming line (PFL), connected in Fig. 15.7a is another
common type of energy storage in a pulsed power system. It is a cost-effective way to
generate a square pulse. In a charged PFL, two waves of opposite directions coexist:
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Fig. 15.7 A PFL is charged by a DC source and discharges to a load after closing the switch SW.
a The line is a coaxial cable. b The PFL consists of individual inductors and capacitors

V = V01e
−jkz + V02e

+jkz (15.10)

I = I01e
−jkz + I02e

+jkz (15.11)

where k = ω
√
LC is the wave propagation constant; e−jkz represents the phase of the

positive wave and e+jkz the negative wave; Here it is assumed that the line is loss-free,
so k is a real number; L is the inductance per unit length of the PFL and C is the
capacitance per unit length. For a coaxial cable that has a dielectric with a dielectric
constant, εrε0, an inner conductor radius a and an inner radius of the outer conductor
b, L = μ0ln(b/a)/2π, C = 2πεrε0/ln(b/a). When the PFL is fully charged to the same
voltage as the charger, V0, there is no net current flow in the line. As the charger can
be a DC power supply, which means k → 0, so the voltage relationship holds: V01 =
V02 = V0/2, which makes the total voltage V between the inner conductor and outer
conductor V0. The total current I is therefore zero, meaning I01 = −I02.

Now if the switch in the line is closed, the positive wave with the amplitude of
V0/2 travels to the load. A pulse is seen and the energy is absorbed by R without
reflection, assuming that R matches the PFL impedance:

R = Z0 = √
L/C (15.12)

In the meantime, the negative wave travels away from the load. It is reflected
entirely at the charging resistor Rs and becomes directed toward the load with its
polarity remaining the same. Until the reflected wave returns to the load, it finishes
a round trip (2 l). The time it takes thus determines the actual pulse width:

Tp = 2l/c = 2l
√

εrε0μ0 (15.13)

where l is the line length and c is the wave travelling speed. For a typical coaxial
cable, the dielectric material is polyethylene (PE), which has εr = 2.25. Thus, a 1 m
cable creates a Tp of 10 ns.

When the load resistance is not equal to the cable impedance, a reflection occurs
for the wave arriving at the load, which results in an extension of the pulse duration.
The reflection coefficient is:
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Fig. 15.8 Waveforms produced by a PFL pulser. a The load mismatching to the PFL results in
different waveforms. b An inductance added to the load causes slow rise and fall time of the pulse
as well as tails

� = (R − Z0)/(R + Z0) (15.14)

The transmission coefficient is:

T = 2R/(R + Z0) (15.15)

For R > Z0, the waveform consists of steps of pulses decreasing in amplitude. The
first amplitude of the pulse is greater than V0 /2. For R < Z0, the waveform is bipolar
and alternates in every Tp. The first amplitude is lower than V0/2 and the waveform
dies down after several Tp (Fig. 15.8a).

In practice, the pulses generated from a PFL are not perfect square. They appear
trapezoidal with finite risetime and fall time as well as some tails (Fig. 15.8b). This
pulse imperfection is due to the stray inductance and resistance associated with the
switching process as well as the inductance of the connection wires among the PFL,
the switch, and the load. These inductances are high impedance to the travellingwave
and cause it to partially reflect back. Therefore, they limit the rise of the load current.
From the energy perspective, the inductances need to be charged in the risetime. After
the inductances are fully charged, they are in principle shorted and do not exhibit any
impedance. So the impedance matching condition of the PFL and load is met and the
load absorbs the incident wave from the PFL. This occurs when the pulses appear
flat. At the end of the pulses, the inductances release the energy in the fall time. After
another round trip time (Tp), tails caused by the inductance reflection ensue.

Pulse generation using a PFL is convenient if the cable length and its size are not an
issue. When a compact system is needed, a pulse forming network (PFN) consisting
of individual inductors (L) and capacitors (C) is a better option (Fig. 15.7b). This
is usually the case for producing microsecond or longer pulses. The inductance and
capacitance are connected periodically, exactly the same way as in the equivalent
circuit of a transmission line. The pulse width of a PFN is
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Fig. 15.9 Two transmission lines are connected in series (a–c) and in parallel (d)

Tp = 2n
√
LC (15.16)

where n is the number of L or C. For a matched load, R = √
L/C , the output voltage

is half the charging voltage.
In the PFL (or PFN) generators, it is beneficial to have several lines connected in

parallel or in series to form a single PFL in order to match different load conditions.
For example, a cuvette loaded with a high-conductivity medium has a low resistance,
approximately near 10�. Therefore, five, 50� lines in parallel can be used as a single
PFL. If the load consists of a pair of electrodes submerged in a cell medium, it may
exhibit a higher impedance, say 200 �. Accordingly, four, 50 � lines in series can
be used as the PFL. Although one can still use a single 50 � line as the PFL to drive
the 200 � load, for the purpose of impedance matching, an extra matching resistor
is needed to lower the load resistance. Comparatively speaking, a high impedance
PFL (200 �) produces faster risetime and better pulse shape than a low impedance
PFL (50 �), if both PFLs involve the same switch and stray inductances. For a high
impedance PFL, one can use a low power but high speed switch, for example, a
MOSFET, DE275-102N06A (IXYS, CA), which was originally designed for RF
power generation but instead used for generating 10 ns pulses (Frey et al. 2006).

The serial connections of two transmission lines can be made by connecting the
inner conductors, the outer conductors, or connecting the outer and the inner conduc-
tors (Fig. 15.9a–c). The load resistance is twice the characteristic impedance of the
transmission line. For the parallel connection, the outer conductors are connected,
and the inner conductors are connected respectively (Fig. 15.9d). The load resistance
is half the characteristic impedance of the transmission line.

15.3.3 Blumlein Line Generator

The Blumlein line generator evolves from a PFL. It overcomes the disadvantage of
a PFL that only generates half of the charging voltage (V0/2) and enables the full
charging voltage across the load (V0). The load is placed in the breakout section at
the middle of a transmission line. Meanwhile, the inner conductor and insulating
dielectric are kept intact. The load can be either grounded or floating (Fig. 15.10a,
b) depending on whether the switch is grounded. It is important to distinguish these
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Fig. 15.10 ABlumlein line generator. a The load resistor is grounded; b the load resistor is floating

two scenarios, as one requires the switch to be grounded and the other does not. A
floating switch is triggered from a driver circuit that is isolated from the ground by
a transformer or an optoisolator. To measure the voltage drop across a floating load,
two probes should be placed at both sides of the load. Each voltage is measured with
respect to the actual ground. The absolute voltage drop is obtained by subtracting
the voltages, which can be done in a digital oscilloscope.

When a Blumlein line is fully charged and the switch is open, no net current
flows although two waves with half of the charging voltage coexist, as described by
Eqs. (15.10) and (15.11). At the left end where the switch is located (Fig. 15.10),
the reflection coefficient is one, the left-directed wave experiences a 100% reflection
and then becomes the right-directed wave with the same amplitude. Likewise, the
right-directed wave becomes the left-directed wave at the right end where the line
is open, which also causes a 100% reflection. Because of the superposition of these
waves, everywhere in the cable has a voltage ofV0. At the load, the reflections on both
sides (cd and ef planes, Fig. 15.10b) are not unity. For the convenience of analysis,
let’s assume R is twice the characteristic impedance (R = 2Z0). On the right side
(plane cd), the waves in the cable still consist of two waves in both directions. The
left-directed wave originates from the right end’s reflection with the voltage of V0/2.
The right wave includes two parts: one being the transmitted wave from the resistor’s
left side (ef plane) and the other being the reflection of the left wave in cd plane:

V0/2 ∗ 1/2 + V0/2 ∗ 3/2 ∗ 1/3 = V0/2 (15.17)

Note that the reflection coefficient in cd plane is 1/2 and the transmission coef-
ficient in ef plane is 3/2. The voltage transmitted from the ef plane has a 2/3 drop
across the resistor and the rest (1/3) goes to the transmission line. In total, Vcd = V0.

At the left side of the resistor (ef plane), the left wave in total is still V0/2, which
consists of a reflected wave (V0/2*1/2) and a transmitted wave from the right wave
(V0/2 *3/2*1/3). The right wave has a voltage of V0/2. So the total voltage Vef =
V0. As a result, the net voltage drop across the load, Vcd-Vef, is zero.

When the switch is closed, the voltage balance across the load is disrupted. As
the left end is shorted, which results in a right-directed wave (–V0/2) in the left cable
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Fig. 15.11 A Blumlein line with a shorted side after closing the switch. a the load is a resistor;
b the load splits into two matched resistors (R/2 = Z0)

(Fig. 15.11a). When it arrives at the ef plane, the reflected wave is –V0/2*1/2, so
the total Vef = −V0/2 * 3/2. Meanwhile, the transmitted voltage from the ef plane
include

Vcf = −V0/2 ∗ 3/2 (15.18)

Vcd = −V0/2 ∗ 3/2 ∗ 1/3 = −V0/2 ∗ 1/2 (15.19)

So the voltage drop across the load caused by the left wave (–V0/2) is

Vdf = −V0/2 ∗ 3/2 ∗ 2/3 = − V0/2 (15.20)

Note that Vcf, Vcd, and Vdf satisfy Kirchhoff’s law.
Simultaneously, the left-wave (+V0/2) in the right cable encounters an impedance

discontinuity in the cd plane. The following voltage relations hold:

Vcd = V0/2 + V0/2 ∗ 1/2 (15.21)

Vef = V0/2 ∗ 3/2 ∗ 1/3 (15.22)

According to Kirchhoff’s law, the voltage across the load resistor caused by the
left wave (+V0/2) is

Vfd = V0/2 ∗ 3/2 ∗ 2/3 (15.23)

Note that Vdf = −Vfd. Including both the drops (Eqs. 15.20 and 15.23) caused
by the left and right waves, the total voltage drop Vdf across the load becomes –V0.
If point f is grounded, a negative pulse that has an amplitude of –V0 is measured at
point d. Although the resistance seems to create a discontinuity for both left and right
cables, the reflected wave in each cable is canceled by the transmitted wave from the
other cable because of the opposite polarity.
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The pulse duration of a Blumlein line generator is given by the total length of the
Blumline line:

Tp = 2l/c (15.24)

This relationship can be understood from the concept of one Blumline line being
equal to two PFLs connected in series. The matched condition requires that the load
resistance is twice the characteristic impedance. The load resistance (R= 2Z0) can be
split into half and each provides a matched resistance for the PFLs (Fig. 15.11b), so
there is no reflection for the wave that travels to the load. A fictitious line connection
can be inserted between the midpoints of the load resistor and the inner conductor
line. Since the current in each PFL is opposite and cancels each other, the fictitious
line is physically not needed. The pulse across the load resistor disappears until the
wave completes the round trip in each PFL, which takes as long as Tp.

A Blumlein line generator is typically constructed with coaxial cables or lumped
capacitors and inductors. In the casewhere the generator size is critical, a polar liquid,
such as water, can be used in a Blumlein line. Because water has a large dielectric
constant (80) and a high breakdown strength, it is good for compact energy storage. A
water-based PFL is commonly used in low impedance, high power, and high energy
pulse generation. Water is also used as a switching medium together with the water
PFL, which allows for a continuous impedance profile from the PFL to the load.
A high voltage (tens of kV), low impedance (10 �), water Blumlein line generator
is shown in Fig. 15.12 (Sun et al. 2007). It’s compact size and tight integration of
energy storage and switch allowed for a fast pulse risetime (a few ns). However, for
such generator, there are some restrictions: (1) a pulse charging is needed in order
for a high voltage output; (2) to expedite the switch recovery for high repetition rate
switching, a water flow is needed and adds to the complexity of the generator; and
(3) for generating high energy pulses, the electrode erosion occurs rapidly. All these
shortcomings limit the use of this generator to a laboratory setting.

15.3.4 Pulse Generators with MOSFET Switches

A. Unipolar Pulse Generation

Using aMOSFET switch, nanosecond pulses can be generated in a resistor–capacitor
circuit (Fig. 15.13a, b). Each switch is triggered by an isolation transformer, which
is driven by one or more low voltage MOSFET drivers. As a voltage spike could
occur across the gate and source, a Zener diode is placed at the transformer output
to clamp the voltage. The voltage spike has several causes. The first is coupling
between the drain and gate through the capacitance Cgd, and Cgs (Fig. 15.13c). As
such, the gate voltage spike is determined by the capacitive divider ratio (Cgd/Cgs)
and dV/dt , as well as the gate drive impedance. Note that a wide-band-gap (WBG)
device, which has a low internal Miller capacitance, can inherently reduce capacitive
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Fig. 15.12 A 10 ns, 10 � Blumlein generator with water as energy storage and switching medium.
a Cross-section; b photograph of the generator with a flow system; c Cross-section of electrodes;
Left: pin-pin electrodes with transverse flow. Right: coaxial electrodes with axial flow; d output
waveform (Sun et al. 2007)

Fig. 15.13 A N-type MOSFET switch is used to generate a positive pulses and b negative pulses.
c The gate is triggered by an isolating transformer (Ryan et al. 2018)

coupling. Still, one must minimize parasitic gate-drain board capacitance, which can
be done by carefully avoiding parallel footprints. The second cause is uncoupled
stray inductance, which is introduced by extra wiring in the trigger loop. A tight
loop, which can be implemented on a well-laid PCB, is critical to minimizing these
inductances. The third likely cause of a voltage spike is stray capacitance in the
transformer. This capacitance lies in inter-winding and can be minimized by using
just a few turns of winding. Considering the factors capable of producing exceeded
voltage between the gate and source, emplacing aZener diode can prevent breakdown
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in the gate-source region. Additionally, one can place another general-purpose diode
in parallel to suppress the negative voltage swing during switch turn-off. Note that a
large capacitance circuit beneficially reduces such voltage but may reduce speed as
a tradeoff.

The load, in principle, is connected to a voltage source (the pre-charged capacitor),
so the pulse duration is determined by the switched-on time of the period. In the case
of a mid-range load impedance, the load voltage will drop, mainly due to the short
RC time constant governed by the load resistance (R) and the capacitance (C). As
a MOSFET’s turn-on resistance is usually a fraction of 1 �, the load resistance
dictates the total time constant. In the case of a high load impedance (~ 1 k�), the
pulse duration may not be indicated by the driver’s turn-on time, but instead by the
appearance of a tail. This is because the MOSFET switch must deplete its charges of
both Cgs and Cgd before returning to the “off” state. The duration of the tail derives
from the extended time constant and is associated with a slow Cgd discharging time.

In cases where a load has a very low resistance (< 10 �), such as with blood
samples, the turn-on resistance can matter and create a substantial voltage drop
across the switch, possibly resulting in a significantly lower load voltage than the
charging voltage. Multiple switches can, however, be paralleled to lower turn-on
resistance. In such a case, the inductance (L) that exists due to the circuit loop wiring
must ideally be minimized. The inductance not only affects pulse rise time, but also
creates ringing in the leading edge (and falling edge) of the waveform as the circuit
operates in the under-damped mode. Figure 15.14a shows a pulse with a duration of
80 ns (full width at half-maximum). The corresponding pulse spectrum extending to
10 MHz is shown in Fig. 15.14b. Although the charging voltage was 1 kV, the actual
voltage was measured as 900 V and the rise time approximately 30 ns (10–90%).

B. Biphasic Pulse Generation

The switch-capacitor structure can be made into modules. Two such modules
(Fig. 15.15a) were configured to produce biphasic pulses. One module has a positive

Fig. 15.14 The shortest pulses generated from a single phase 1 kV pulse generator, shown in both
the time (a) and frequency (b) domains
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Fig. 15.15 Combining the positive and negative modules creates a biphasic pulse generator.
Biphasic pulses were produced by combining two fundamental modules to feed the same load.
The figure shows three waveforms for charging voltages: + 1 kV, − 200 V (red), ± 1 kV (black),
and + 400 V, − 1 kV (blue). The pulse duration for the two modules was set equally at 200 ns

charging voltage and the other has a negative one. While the switches and capaci-
tors are identical, the switch connection in the negative module is drain-to-ground
(and source-to-negative) charging, which is opposite to that in the positive module.
The two modules drive the same load resistor. The diode D1 (D2) is used to block
the reverse current arising from the co-phase outputs in the multiphase configura-
tion. Because of the limitation of the switch’s maximum hold-off voltage, the output
pulse magnitude is < 1 kV. The pulse width can be adjusted as short as 80 ns and
up to any length above that, limited by the RC time constant. The advantage of this
pulse generator is that the circuit is very simple, but highly robust. Because each
module is independently triggered and charged, almost any set of biphasic pulses,
symmetric or asymmetric, can be created. The voltage and pulse duration can be
differentially adjusted. One can also trigger just one module so that either a positive
or negative pulse is delivered. A delay of any length can be inserted in any interval.
This configuration can serve most applications that require low voltage, nanosecond
pulses.

When the charging voltages for C1 and C2 were set to ± 1 kV, the actual voltage
produced across the load resistor (100 �) was approximately ± 800 V; the output
voltage did not reach the full value of the charging voltage (Fig. 15.15b). When one
of the charging voltages was lowered, however (for example, to 400 V), the other
output reached its full value (− 1 kV). The positive output could also reach 1 kV if the
negative charging voltage were lowered to a voltage less than − 800 V (for example,
− 200 V). This is due to the coupling of the positive module and the negative module
through the switches’ parasitic capacitances, as discussed in Xiao et al. (2018).When
setting the minimum interval to trigger the biphasic pulses, a delay time generally
should be given to avoid a short circuit. However, the circuit still functions if the
minimum delay is zero. This is because the switches must go through the rise and
fall phase with some transient resistance, preventing them from being completely
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on simultaneously. As a result, the actual high voltage biphasic pulses may not have
the precise pulse durations as the trigger pulses. Rather, they can be off by 30 ns, as
determined by the overlap time of the switches’ turn-on and turn-off phases.

C. Multiphasic Pulse Generation

Themodularized design allows a pulse generator to be flexible in generatingmultiple
pulses that have alternating polarities. For example, as the schematic shows in
Fig. 15.16, four modules consisting of two sets each of identical positive and nega-
tive modules can generate multiphasic pulses to drive the same load. Diode D1 (D3)

Fig. 15.16 Multiphasic pulses can be produced by combining a four fundamental modules, M1-
M4, to supply the same load. Each module can be charged with different voltages and is responsible
for producing one phase of the pulse. b Photograph of the custom-built modules based on the circuit
in Fig. 15.5a, which generate a multiphasic wave with two positive phases and two negative phases
(Ryan et al. 2018)
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blocks the current from C3 (C1) and the diode D2 (D4) blocks the current from
C4 (C2). This avoids coupling among the co-phase modules. This circuit could be
a powerful way to produce very high repetition rate RF pulses. Three multiphasic
pulses with single-phase pulse widths of 80 ns, 600 ns and 1000 ns from this config-
uration are shown in Fig. 15.17. Their pulse spectra are shown in Fig. 15.17d. When
the phase duration changes, the center frequency shifts. This generator also can vary
the pulse duration from phase to phase, creating asymmetric, bipolar pulses. If using
four separate chargers, it has the ability to vary the pulse amplitude from phase to
phase.

D. Stacking MOSFETs for High Voltage Switching

A recent advance in wide-bandgap devices has extended solid state switches to the
high current and high voltage region. Commercially availableMOSFET switches can
handle current up to 300 A or voltage up to 10 kV, but there is still no single switch
that has both a high current and high voltage rating. To extend either the voltage or
current capability, either a parallel or a serial operation is needed. There are at least
two types of stacking configurations distinguished from their triggering circuits. One
is to equip each switch with a separate triggering circuit through a transformer or an
optoisolator. The other circuit is to trigger the switches sequentially, starting from
the switch that is source-grounded.

D.1 A High Voltage, Nanosecond Pulse Generator with Separate Triggers

WhenMOSFETs are connected in series for switching high voltages, in parallel with
theMOSFET’s drain and source an RC snubber circuit is needed. This circuit mainly
protects the switch from overvoltage in the transient phase (either turning on or off).
The RC snubber circuit also helps to protect the switch in case of misfiring or when
the switch is not fully turned on. Also in parallel with the switches are stacking high
voltage Zener diodes. They are used to create a crowbar protection in the case of
misfiring or any overvoltage across the switch. The rule of thumb in choosing the
resistance and capacitance is that the RC time constant should be on the same order
of the switch turn-on time:

RsCs
∼= ton. (15.25)

In a design example (Ryan et al. 2018), the switch turn-on time, ton, was found to
be ~ 30 ns, so the snubber resistance Rs was chosen to be 150 � and the capacitance,
Cs, to be 200 pF.

In a biphasic pulse generator that consists of two generators for two opposite
pulses, as Fig. 15.17 shows, five switches were stacked in each of the positive phase
and negative phase. That, in principle, allowed pulses of ± 5 kV to be generated.
The corresponding circuit (Fig. 15.18a) indicates that each switch was controlled by
a driver (TC4422, Microchip Technology), which was powered from an isolated DC
power module. In total, ten such DC modules were used for both phases. To trigger
the drivers, optoisolators were used to create differential pulses to turn on the drivers.
These optoisolators were also powered by the same isolated DC power modules.
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Fig. 15.17 Multiphasic pulses consisting of four phases of alternating polarities and their spectra.
The phase widths are a 80 ns, b 500 ns and c 1000 ns. d The center frequency shifts as the phase
width changes. The transient time from the positive to negative phase is 78 ns for (a), and 150 ns
for (b) and (c)
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Fig. 15.18 Ahigh voltage biphasic pulse generator with independently-controlled outputs. a circuit
diagram negative and positive phase elements are highlighted in light grey and dark grey boxes,
respectively. Each phase can be charged up to 5 kV, determined by b the five stacking switches

By comparison, a typical uniphasic pulse with a 5 kV peak voltage is shown in
Fig. 15.19a for a load resistance of 100�. The pulse duration can be varied as narrow
as 200 ns. For the biphasic pulses (Fig. 15.19b), the output pulse has a maximum
positive and negative peak of 4.5 kV corresponding to a 5 kV charging voltage. A
10% of voltage loss was measured, which can be attributed to the mutual coupling
across stacks (Xiao et al. 2018).

Fig. 15.19 An output voltage for a 5 kV, 600 ns a uniphasic pulse and b biphasic pulse. The
charging voltages were ± 5 kV. A voltage loss (10%) was observed for both voltages
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Fig. 15.20 A 5-Stage MOSFET circuit

D.2 A High Voltage, Nanosecond Pulse Generator with One Trigger

A 5-stage MOSFET stacking circuit with only one trigger is shown in Fig. 15.20.
The MOSFET M1 is source-grounded and driven externally by a MOSFET driver.
The gates of the remaining MOSFETs (M2 through M5) are connected to the trigger
capacitors (C2–C5). Zener diodes are placed across the gates and sources of all
MOSFETs except M1 to clamp the trigger voltage. The states of these switches
depend on the charging and discharging of these capacitors. When a DC power
supply is connected to the circuit, the trigger capacitors are charged through the
biasing resistors (R1-R5) and Zener diodes.

The switches are triggered as soon as the capacitors begin to discharge. When
M1 is turned on, the voltage drop across M1 is zero. The capacitor, C2, which
has previously been charged, now finds a path to discharge to M2’s gate to source
capacitance Cgs2. The voltage across the gate to source of M2 is given by Baker and
Johnson (1992), Baker and Johnson (1993)

	Vgs2 = 	Vd1 · C2

C2 + C ′
gs2

(15.26)

where C ′
gs2 is the effective gate to source capacitance of M2, given as C ′

gs2
∼= Cgs2 +

AV 2Cgd2. The gain AV 2 is determined by the ratio of the change in drain-source
voltage to the gate-source voltage change of a MOSFET. The increase of 	Vgs2

results in M2 being turned ON and hence the voltage across M2 now drops to zero.
The capacitor C3 likewise discharges to Cgs3 through M2 and M1. The sequential
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discharges of the remaining capacitors lead to the closing of the entire switch stack.
Note that the capacitances for later stages are not needed as large as C2 because they
are charged to higher voltages.

Ideally, all five switches should be turned on instantaneously to prevent over-
voltage from occurring across some of the switches. However, the switches’ finite
turn-on time causes a delay from M1 to M5, which could put the top switches at the
risk of overvoltage when lower switches were already turned on. Having a snubber
circuit for each switch can potentially avoid that problem. In the turn-off phase, it
is possible that the bottom switch is turned off sooner than the rest switches, which
can cause the bottom switch to be overvolted if the main capacitor retains a large
percentage of its charges. Hence, a safe strategy to protect the bottom switch is to
discharge the main capacitor entirely to the load before the bottom switch (M1) is
set to open. In this case, all five switches can recover much earlier than the main
capacitor is recharged to the full voltage, V0. This strategy means that this stacking
circuit can be used as a closing switch, typically found in a PFL or PFN generator.

15.4 High Voltage Boosters

15.4.1 Transformer

A transformer is usually used as a charging circuit for a PFL equipped with a self-
closing switch (Katsuki et al. 2001; Lim et al. 2011; Reed 1988;Rohwein 1979). High
voltage pulses are then generated upon the switching firing. A typical transformer
consists of two windings wound around a transformer core, which is usually made
of a magnetic material that has a high permeability and helps to confine and guide
the magnetic flux. In high voltage applications, an air core is used to avoid the
core saturation. As the secondary winding is electrically isolated from the primary
winding, its voltage can be either positive or negative simply by switching the ground
connection. A differential voltage can be obtained if the output is not grounded but
instead kept floating.

In an ideal transformer with a perfect flux coupling, the leakage flux set up from
the primarywinding is negligible compared to the commonflux that links the primary
winding and the secondary winding. The voltage transformation ratio (voltage gain)
is directly related to the number of turn ratio. A practical transformer, however,
has an imperfect coupling due to the flux leakage manifested in the leakage induc-
tance (Fig. 15.21). The transformer also has a winding resistive loss and core losses
including eddy current loss and hysteresis loss. For high frequency operation (or the
pulse mode), the electric coupling between the primary and the secondary windings,
reflected in the capacitance Cps, lowers the voltage gain.

Neglecting the coupling capacitance and the resistive loss of the transformer,
considering the coupling coefficient M, the voltage across the load capacitor C2 is
described as
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Fig. 15.21 The equivalent circuit of a practical transformer

V2 = Vk

C2
√
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and

k = M√
L1L2

.
The waveform is determined by the difference between oscillations in the primary

and the secondary circuit (Smith 2002). The optimal coupling coefficient, k, is deter-
mined by kn = 2n−1

2n2−2n+1 where n is a positive integer representing the sequential
voltage excursion. Because the first voltage swing (n = 1, k = 1) will not reach the
maximum in the air core transformer due to poor coupling, the maximum voltage
is seen on the second voltage excursion (n = 2, k = 0.6). Therefore, k needs to be
tuned by controlling the magnetic flux between the primary and secondary, which is
strongly influenced by the distance between the coils.

A more practical method can be used to the design the desirable waveform, which
is done by focusing on the times of the first and second voltage peaks and the
maximum theoretical gain. The location of the first and second voltage peak are:

τ1 = πω

2
and τ2 = 3πω

2
(15.28)

where ω is the uncoupled resonant frequency in the dual resonant mode(
ω = 1√

L1C1
= 1√

L2C2

)
(Korioth et al. 1999; Shotts et al. 2005).

A transformer with a resonant frequency of 8MHz for fast charging was designed
in Petrella et al. (2016). It was a spiral-strip transformer, which consisted of a single-
strip primary and multiple concentric strips for the secondary. The geometry of the
primary (approximately 66 nH) was designed using the self-inductance formulas
for a single-layer circular coil (Lundin 1985). The secondary had an approximate
inductance of 2 μH. The primary capacitor bank was 6.6 nF. The load capacitor was
formed out of a capacitor array (N4700, Murata) with a total capacitance of 200
pF. The coupling coefficient was estimated by measuring the self-inductance of the
primary coil when the secondary coil was both shorted and not present. As a result,
the coupling coefficient (k) was determined to be 0.54. Figure 15.22 shows typical
waveforms for the primary voltage, secondary voltage, and secondary current. In the
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Fig. 15.22 An air-core, dual resonance transformer producing a 100 kV charging voltage (Petrella
et al. 2016)

resonance condition, the electrical energy is converted to the magnetic energy or vice
versa in a periodic fashion. An efficient transfer of energy occurs when the magnetic
energy reaches its minimum while the electric energy simultaneously reaches its
maximum. This can be clearly seen in the minimal current at ~ 120 ns, at which the
secondary voltage reached its peak.

15.4.2 Marx Generator

Marx generators are themost popular high voltage pulse generation for output voltage
that is higher than the charging voltage (Carey andMayes 2002; Fitch 1971;Morrison
and Smith 1972). The schematic of a typical Marx generator is shown in Fig. 15.23.
Each stage consists of a capacitor, two resistors (or inductors), and a switch. The
capacitors are charged in parallel through resistors and discharged in series through
switches to attain high voltages. The switches can be turned on either for all the

Fig. 15.23 A Marx generator consists of distributed resistors and capacitors
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energy stored in the capacitors drained by a load (as in the spark gap switch case) or
for a fixed period that equals the pulse duration (as in the solid-state switch case). The
charging time constant of the last (Nth) capacitor is given by (Francis 1976; Heeren
et al. 2007)

τc = αRsCN
2

where α = 90%.When theMarx generator is fully charged, the lowest gap is allowed
to fire by an external triggering. This makes the voltage across the second switch
equal to twice the input voltage and results in self-closing. The remaining switches
likewise experience overvoltage and sequentially fire, which is called the erection
of the Marx generator. When the capacitors are discharging to the load resistance R,
they also are discharging to the charging resistors (Rs). To make the Marx efficient,
the time for discharging through Rs should be much longer than the pulse duration
of the load.

The first order approximation of a Marx generator is an RLC circuit where Leq =
N×Lstage andCeq = Cstage

N . Lstage andCstage are the total inductance and capacitance
of each stage. To avoid ringing, the resonance period T = 2π

√
LeqCeq should be

much longer than the pulse duration. Hence, the Marx operated in the critically
damped condition produces a monopolar pulse whose duration is given by

tpulse = Cstage

N
× Rload = Ceq × Rload (15.29)

For a spark-gapMarx, if the inter-stage coupling capacitance Cand the stray capac-
itance Cs to ground are significant, the capacitive coupling could occur between
stages. As the first gap of the Marx is triggered, the charges among all the capac-
itances redistribute. The overvolted condition of other gaps may be disrupted and
therefore breakdown delays can be expected, which makes the erection of Marx
deviate from its ideal condition.

The spark-gap Marx possesses passive elements like resistors or inductors for
charging the capacitors and preventing self-discharges of the capacitors. These
elements increase the time required for the charging of the capacitors and limit
the pulse repetition frequency. They also lower the efficiency if resistive charging is
used. The charging elements can be replaced by active components such as solid-
state switches. Furthermore, the spark gaps can be replaced by solid switches as a
circuit show in Fig. 15.24 (Canacsinh et al. 2008).

The capacitors are charged/discharged via the power semiconductor switches
(IGBTs in this case). The circuit consists of source module comprising of the DC
power supply and an IGBT T0 with an anti-parallel diode and a diode D0, to makes
sure that the power supply is disconnected from the circuit while the capacitors are
discharging. Each stage of the circuit consists of five switches Tai, Tbi, Tci, Tdi and
Tei (each with an anti-parallel diode), a diode Dei and two energy storing capacitors
Cn and Cn+1. The circuit is capable of generating negative pulses and positive pulses.
In the charging phase, the switches T 0, D0, Tai, Dbi, Tei and Dei are on while the
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Fig. 15.24 A solid state Marx pulse generator (Canacsinh et al. 2008)

remaining switches Tbi, Tci, Tdi are off. The capacitors are charged in parallel and
the voltage across the load is zero.

When the Marx fires to generate negative pulses, the switches Tbi and Tci are on,
whereas the remaining switches are off. All the capacitors (excluding C1) discharge
to the load. As a result, the load resistor sees a pulse with amplitude equal to

V0 = nVdc (15.30)

with Vdc being the input voltage.
To generate positive pulses, the switches Tai, and Tdi are on and all the remaining

switches are off. All the capacitors, except Cn+1, discharge to the load. As a result,
the load resistor sees a pulse with amplitude shown in Eq. 15.30.

The advantage of this generator is that it enables the usage of the half-bridge
semiconductor structure ensuring the voltage across each IGBT equals the voltage
of each capacitor. Since the charging current is limited by the internal resistance of
the elements, which is usually small, the circuit allows the kHz operation. Though the
operation of the circuit looks simple, the difficulty lies in the control of the switches.
Some switches are triggered from the high-side drivers, which need to be energized
by a floating power supply. The switches must be synchronized with nanosecond
resolution, and therefore the accuracy of the switch trigger circuits is important.
There must be sufficient transition time when switches alternate from being on and
off, otherwise there is a chance for the capacitors to discharge inside the stages, rather
than through the load.

To produce subnanosecond pulses, a Marx generator is equipped with a peaking
circuit that has a peaking capacitor and a peaking switch (Fig. 15.25) (Schoenbach
et al. 2008b). The Marx charges the peaking capacitor (C0) as a transition section
before directly connects to a load. The peaking capacitor is generally at least an
order of magnitude less than the total capacitance of the Marx (Ceq) (Camp 2012;
Heeren et al. 2007). As a result, a resonance charging occurs through a stray output
inductance and the voltage across C0 is doubled. The peaking switch is overvolted
to close and so a pulse with almost zero ristime can be created. Besides the short
pulse, a longer pulse tail associated with discharging Ceq also appears to the load. A
tail cut switch is thus needed to shorten the pulses to subnanosecond range.
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Fig. 15.25 A Marx generator with a peaking circuit (Schoenbach et al. 2008b)
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Chapter 16
Pulse Delivery and Exposure Systems

Shu Xiao

Abstract This chapter discusses how electric pulses are delivered to a biological
target using electrodes and a transmission line. The electric fields in the tissue near the
electrodes can be determined through analytical approach or numerical calculation
(Sect. 16.2). In the time domain, the pulses seen at the target are largely affected by
the pulse duration and the electrical characteristics of the electrodes in the tissue,
especially the associate capacitance (Sect. 16.3). It is also important to treat the
electrode configuration as part of the transmission line for the delivery of ultrashort
pulses when the exact waveform is determined. Two types of electrodes that can
deliver ultrafast pulses for in vitro studies are discussed in Sect. 16.4.

16.1 Introduction

Electric pulses generatedby apulse generator canbedelivered to abiological target by
antennas noninvasively or by electrodes intrusively. Pulse radiating antennas tend to
produce low-intensity electric fields inside a tissue, which can causemild effects such
as electrostimulation, although prolonged exposure can also cause strong effects such
as hyperthermia. For effects such as electroporation or tissue ablation that require
higher electric field intensity, electric pulses are delivered to the target by electrodes
that are connected to the pulse generator. The intensity of the electric field and the
field distribution are controlled by the electrode configuration and electrode shape.
The electrodes that have high curvature, needles, e.g., are often chosen for easy
penetration to the tissue. In addition, the enhanced field near the electrode surface
relative to the average field allows for a localized treatment. When partially coated
with an insulation layer, the electrodes can treat deep targets and spare shallow
ones, e.g., when ablating the fat and meanwhile protecting the skin. A uniform
electric field distribution for in-vitro studies on the other hand can be provided by
parallel electrodes. With the ease of controlling the electric field, needle and parallel
electrodes have been effective means to deliver electric pulses.
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16.2 Tissue Properties and Electric Field Determination

To deliver pulses to a tissue, knowing the tissue electrical properties is beneficial
for strategizing a specific endpoint application and maximizing the treatment effi-
ciency. The tissue’s impedance, for example, determines whether it affects the pulse
waveshape and how much power it absorbs. More specifically, the response of a
biological tissue to the pulse includes charge redistribution and associated energy
losses, which are manifested through the dielectric permittivity (ε0εr) and conduc-
tivity (σ). The relaxation time constant of the tissue determines whether it is viewed
as being capacitive (a capacitor) or being resistive (a resistor), although in most cases
it is a mixture of both. The time constant is defined as

tRC = ε0εr/σ (16.1)

If a pulse is much longer than tRC, the tissue can be treated as a resistive medium,
in which the electric field distribution is primarily governed by the conductivity. If a
pulse is shorter than tRC, the tissue can be treated as a capacitive medium, in which
the electric field distribution is determined by the dielectric permittivity.

The dielectric properties of a tissue are dispersive, i.e., frequency-dependent
(Gabriel et al. 1996). For example, at 100 MHz, an adipose tissue has εr ~ 11 and σ ~
0.05 S/m. At 1 MHz, εr ~ 30, σ ~ 0.02 S/m. The relationship of εr and σ is described
in a complex permittivity:

ε∗ = ε0εr (ω) − jσ(ω)/ω (16.2)

ε* can be alternately described by many models, such as the Debye model,
the Cole–Cole model, and the Lorentz model (Cruciani et al. 2012; Grimnes and
Martinsen 2000; Stoykov et al. 2003).

The electric field established by electrodes in principle can be measured with
probes based on electro-optic effects, such as the Pockels effect. In a small electrode
gap, however, the electric field is mostly calculated because of the lack of small
profile, non-intrusive probes. The field equals the gradient of the scalar potential φ

(E = −∇φ), which satisfies the Laplace’s equation:

∇2φ = 0 (16.3)

Solving Eq. 16.3 requires the boundary condition, which is the electrode potential
difference, or the voltage, for a given electrode configuration. For a simple electrode
geometry, analytical methods, such as a conformal transformation, can be used to
solve the potential and field. For a complex geometry, numerical methods, such as
finite element method (FEM), can be used to calculate the static field distribution by
knowing the voltage.
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Equation 16.3 applies to any single, homogeneous tissue, regardless of whether
the tissue is dielectric or resistive. For a dielectric type, in which no free charges (or
drift current) are present, it can be assumed that charges only exist on the electrodes.
Outside the electrodes, the potential is governed by the Laplace equation. Alterna-
tively, even though there is no drift current, the continuity of displacement current
still requires ∇ · J = 0, where J = jωε0εrE. The zero divergence of J also leads to
the Laplace’s equation. For a resistive type, charge accumulation does not exist and
only charge movement, i.e., the current flow, is found in the tissue: J = σE. Again,
since current flow is continuous, ∇ · J = 0 and hence, ∇ · (σE)= 0, which also leads
to Eq. 16.3. Therefore, it becomes unnecessary to distinguish the tissue type.

In the case that multiple tissue types are included, and the pulse duration is close to
the relaxation time constant, separation of dielectric domain from resistive domain is
not possible and Eq. 16.3 will no longer apply. An accurate determination of electric
field relies on solving the time-dependent Maxwell equations. The Finite Difference
in TimeDomain (FDTD)method can be used. Besides the electric field andmagnetic
field, the electric flux density vector also needs to be solved. The complex permittivity
(Eq. 16.2) relates the electric flux density vector and the electric field, adding one
more equation to the FDTD iteration (Joseph et al. 1991).

16.3 Pulse Distortion

Because of tissue’s inherent capacitance, the pulse in the tissue is not the same as
that at the exit of the generator. The pulse risetime becomes slower as it charges the
capacitance (Fig. 16.2). The falling phase also becomes longer as the capacitance
is discharged to the resistive component at the end of the pulse. Meanwhile, the
capacitance causes a reflection in the rise and fall phases because it produces a
smaller impedance than that of the transmission line. A complete match between the
tissue impedance and the line impedance is impossible in the transient phases. But
in the steady phase of the pulse, the tissue resistance can match the line impedance.
In some cases, a resistor is added to the tissue either in parallel or series to achieve
the best matching condition.

For a pulse that is much longer than the capacitor charging time (and discharging
time), the delayed transient response is not even observable on the oscilloscope.
The impedance discontinuity in the transient phase poses little to no impact to the
waveform. But if the rise or fall time is comparable to the pulse flat part, one need to
be aware of the pulse distortion. For example, a 1 mm-gap electroporation cuvette
with electrode area of 0.7 cm2 has an approximate capacitance of 50 pF. If the
transmission line that delivers the pulses is 10 � (five, 50 � cables in parallel), then
the charging time constant is 500 ps. If the pulse duration is shorter than 500 ps, the
actual pulse across the cuvette becomes slower in the rise time and the fall time, and
its amplitude is smaller. For long pulses � 1 ns, the actual pulse across the cuvette
remains almost the same pulse shape as that from the generator. Note that in this case
the resistive component of the cuvette medium is assumed to be 10 �, the same as
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Fig. 16.1 The electric pulses generated from a pulsed generator are delivered to a biological target
by a transmission line, which further connects to the electrodes inserted to a tissue or cell medium

Fig. 16.2 (Left) An exposure system that works for pulses as short as 500 ps, (Right) The input
and output of the system show the impact of the capacitance to the actual voltage across the cuvette

the transmission line impedance, so that the pulse energy is mostly absorbed by the
medium despite reflections in the pulse transients.

For a short pulse (< 500 ps), if the amplitude needs to be retained, it is imperative
to reduce the capacitance by reducing the cuvette contact area or increasing the
cuvette gap distance. Doing so however increases the resistance of the cuvette, as
the relaxation time constant RcellCcell stays the same. An extra matching resistor may
be placed in parallel so that the overall cuvette resistance can be lowered to match
the transmission line. Integrating the matching resistor to the cuvette however is
challenging as it may introduce extra distributed capacitance and inductance.

The return pulse from the tissue can put the generator at risk of overvoltage and
failure. If the return pulse is not suppressed, it will experiencemultiple reflections and
so the load will be exposed to multiple pulses even there is only one pulse coming out
from the generator. To avoid these problems, one can design the generator’s output
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impedance to be 50�, and so any return pulse will be absorbed. A second option is to
insert an impedance matching network (for example, a π network) midway between
the source and the load. Both options suppress the pulse return from the load, but the
pulse amplitude will be lowered.

16.4 Electrodes

There are many electrode shapes and configurations, either for surface application or
tissue penetration, but cylindrical electrodes and parallel plates have been the primary
electrode options, at least for in-vitro studies. Although the electric field in the cylin-
drical electrode gap is not uniform and the highest field is near the electrode surface,
the field in the gap center projected from the electrodes is relatively homogeneous.
This is useful for studying a small number of selected cells. Parallel plates on the
other hand provide a large homogeneous electric field region between the electrodes
and therefore allow a large volume of samples to be treated with the same elec-
tric field. Both electrode configurations can be made applicable for subnanosecond
pulses.

16.4.1 Cylindrical Electrodes

In an in vitro exposure system (Xiao et al. 2017), two tungsten needle electrodes
(diameter 100 μm, gap distance 170 μm) were positioned with a precision of a few
μm by a micromanipulator above a cover slip under a microscope. The cells on the
cover slip, positioned in the gap center between the electrodes, were exposed to the
field from the electrodes. The electrodes were connected to the breakout of a coaxial
cable (RG316). The connection was secured by applying epoxy glue, which also
insulated the electrodes and prevented electrical breakdown (Fig. 16.3). There was
no insulation on the other side of the tungsten rods over 3.5 mm for submerging in
the cell medium. The coaxial cable with the electrodes was anchored on a brass rod
and mounted on a micromanipulator for precise positioning above the cover slip.
The angle of the electrodes relative to the cover slip was 45°. The intact side of the
coaxial cable with the standard connector was connected to a π network.

The amplitude of the subnanosecond pulse in the coaxial cable exiting from the π

network was kept constant. However, this was not the actual voltage across the elec-
trodes as there were reflections due to the impedance discontinuities at the breakout
of the coaxial cable (position 1, 2 in Fig. 16.3) and the change in insulation between
tungsten electrodes from epoxy to a water medium (position 3 in Fig. 16.3). The
actual electric field at the surface of a cover slip with attached cells was simulated
by a 3-D time-domain electromagnetic solver, CST microwave studio (Computer
Simulation Technology), taking these reflections into account.
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Fig. 16.3 The electrodes, consisting of two tungsten rods (diameter 100μm, gap distance 170μm),
were connected to a coaxial cable (RG316), which was fixed on a brass rod and further mounted on
a micromanipulator. The other side of the coaxial cable was connected to a π network. The lines
1–3 indicate the locations where reflections occur before the pulse reaches the end of the electrodes

It was noticed that the full width at half maximum (FWHM) of the electric field
pulse on the cover slip is broader than the pulse applied at the coaxial input (Fig. 16.4).
This is due to the impedance discontinuity at the exit of the coaxial cable at the
position close to the cover slip (Fig. 16.5a). Prior to 1 ns, the pulse already experiences
an impedance discontinuity twice: one at the junction between the coaxial cable and
the epoxy section that contains the rod electrodes and the other between the epoxy
section andmedium. At the end of the electrodes, onemore reflection occurs at a time
of about 1 ns. The reflected wave propagates along its original path but is reflected
again at the junction between thewater and epoxy section. Further, a reflection occurs
once again at the junction between the coaxial cable and epoxy section. Despite these
reflections, the total pulse width is still approximately 500 ps at the cell location. The
pulse waveforms were found to be almost identical when the conductivity was varied
from 0.5 to 1.5 S/m. The pulse broadening is mainly due to the water-submerged
part of the tungsten rod electrodes, which have a length 3.5 mm. This contributes
to a round-trip time of approximately 200 ps for pulses traveling in water. Hence,
the accurate measurement of rod electrode length is important in characterizing the
actual pulse width. An error of 1 mm length could result in a deviation of 58 ps of
calculation from the actual pulse width seen at the cell location. On the other hand,
the pulse broadening due to the epoxy section is negligible as the epoxy has a low
dielectric constant (approximately 2.5). As such, the two conductors can be slightly
off the axis of the coaxial cable and don’t have to be strictly aligned with the axis
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Fig. 16.4 A Gaussian pulse was used as the input of the coaxial cable in the field simulation. For
an input voltage of 1 V, the peak electric fields on the cover slip at the center point beneath the
electrodes were 3.2, 2.0 and 1.3 kV/m for the electrode tips positioned at 50, 100 and 150μm above
the coverslip

Fig. 16.5 a Side view of the coaxial cable in the simulation. Multiple impedance discontinuities
cause reflections and broadening of the pulse: the breakout of the coaxial cable (indicated by dash
line 1); the junction between the coaxial cable dielectrics and the epoxy section (dash line 2); and
the junction between water and epoxy section (dash line 3). The electrodes, cover slip, and epoxy
section are fully submerged in water. b The electric field distribution on the cover slip for the
electrode height of 150 μm
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of the coaxial cable. In general, the electrodes can be treated as two points, i.e., the
edges of the tilted electrodes, so the electric field intensity on the cover slip is not
sensitive to the tilt angle. Rather, it is determined by the distance between the two
electrodes and the distance between the electrode bottom and the cover slip.

For a given input voltage, the electric field on the surface of the cover slip can be
varied by raising the electrodes 50, 100 and 150 μm above the cover slip (Fig. 16.4).
For all three electrode heights, the electric field in the center region is homogenous.
The area covers approximately 50 μm × 70 μm for 50 μm, and 60 μm × 70 μm
for both 100 and 150 μm (Fig. 16.5b). The cells in this region were used for study.
For lower conductivities (0.5 and 1 S/m), the electric field at the center region is 25
and 10% higher.

16.4.2 Parallel-Plate Cuvette

A large volume of cell medium can be treated in a parallel-plate cuvette. For
subnanosecond pulses, one needs to consider how to interface the transmission
line with the electrodes. The terminal of a biconical transmission line can house
the cuvette that connects the high voltage inner conductor to the grounding outer
conductor (Fig. 16.6) (Baum 2007). This cuvette has a thin dielectric wall that does
not perturb the field distribution. The medium in the biconical line and coaxial line
is high pressure gas for high voltage operation.

The resistance and capacitance of the cuvette is calculated by Eqs. 16.4 and 16.5.

Rs = l

πa2σs
(16.4)

Cs = εsε0
πa2

l
(16.5)

For a saline solution (εs = 80, σs = 0.3 S/m), l = 2 cm and a= 2mmwere chosen:
RS = 5.3 k� and CS = 0.45 pF. When the pulse duration is less than the sample
relaxation time, the sample looks capacitive to a 50 � source, producing a negative
reflection and lowering the voltage across the sample. However, in this design the
sample resistance is 5.3 k�, which is large compared to the line impedance, resulting
in an approximately 100% reflection and almost doubling of the voltage across the
sample, although the reflection of the pulses from the source end may cause ringing.

The subnanosecond pulse source can be placed at the other side of the transmis-
sion line, which has a pulse sharpening circuit (Fig. 16.7). The peaking switch’s
inductance, LS, is approximately 1 nH for 1 mm gap. The fastest risetime can be
estimated as 20 ps for Zc that equals to 50 �. For such peaking switch, the risetime
of about 100 ps have been achieved at voltages of over 100 kV (Baum et al. 2004).
The wave launching section can be also designed as biconical shape as shown in
Fig. 16.7. The characteristic impedance, ZC, is determined by
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Fig. 16.6 A cuvette designed for small sample volume with low capacitance Baum (2007)

ZC = 377 fg (16.6)

fg is determined by two polar angles, �1 and �2:

fg = 1

2π
ln

⎛
⎝cot

(
ψ1

2

)

cot
(

ψ1

2

)
⎞
⎠ (16.7)

The biconical impedance ZC should be matched to the middle section, i.e., the
coaxial transmission line. From thewave propagation perspective, one needs tomatch
the transit times for the various ray paths to the cylindrical section. As a result, �1

and�2 can bemade adequately small. In the pulse source section prior to the peaking
switch, the peaking capacitor, CP, should contain low inductance. For the peaking
switch to work, CP will be charged up to the self-breakdown voltage. Tominimize the
propagation of the fast pulse back toward the high voltage source, a small inductance,
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Fig. 16.7 Launching fast
pulses toward biological
sample Baum (2007)

L1, for high frequency performance can be added. Next, L1 is followed by a large
inductance, L2, in the charging line near CP.

The parallel-plate cuvette in an ending of a biconical transmission line was
constructed in (Camp et al. 2012). The line was adapted to an existing coaxial trans-
mission line (Fig. 16.8). The radius of the sample is 2.4 mm and the gap distance is
1.8 mm. A conical waveguide was inserted between the coaxial cable and the cuvette
to allow the radius transition. The impedance was maintained 50 �. The dielectric
material between the inner conductor and the outer conductor is polypropylene with
permittivity of 2.38. The conical waveguide allows a rather smooth transition from
the transverse electric fields in the cable to the axial electric field in the sample. The
cuvette’s resistance was almost entirely matched to 50 � at 42 °C, the temperature
at which the experiment was conducted. Still, the capacitance of the cuvette will
slow the pulse risetime and lower the input pulse amplitude. Therefore, this cuvette
is applicable to pulses longer than the pulse duration of 300 ps.
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Fig. 16.8 a Cross-section view of exposure chamber. b Simulation results of the electric field
strength in the sample. The insert represents the sample (white) between the two conductors (black).
The data points show the normalized electric field values at the positions defined by the axial line,
w, and the lines, x, y, and z, at various radial distances from the axis, at the intersections with the
of lines at various axial distances, D. c Photograph of the exposure chamber and voltage probe.
d Photograph of the interior of the exposure chamber (Camp et al. 2012)
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Chapter 17
Pulse Voltage Measurement

Shu Xiao

Abstract Ultrafast pulses can be measured by a resistive divider or a capacitive
divider (Sect. 17.1). In terms of the ease of construction and characterization, the
resistive divider is a better choice. The divider is typically consisted of a high value
resistor and a 50 � resistor, designed to match the impedance of a standard coaxial
cable. The configuration and related issues of such a divider is discussed in Sect. 17.2.
With robust resistors, the divider can be used to measure high voltage, nanosecond
pulses. For shorter pulses, a coaxial structure that houses resistors with low induc-
tance can be used. One such a resistor divider for subnanosecond pulses is shown in
Sect. 17.3.

17.1 Introduction

In bioelectric applications, a real-time voltage monitoring is needed as high voltage
pulsesmay cause a breakdown inside the tissue under treatment and the actual voltage
becomes different from the output of the pulse generator. For some pulse generators
that are sensitive to the load impedance, such as a PFL pulser, the actual pulse
waveform at the load is susceptible to change if an impedance mismatch occurs. On
one hand, the real-time voltage measurement allows the operator to determine the
quality of the treatment. On the other hand, knowing the voltage across the electrodes
allows the calculation of the electric field intensity inside the tissue, which helps
interpretation of biological results.

Most oscilloscopes can receive pulse voltages up to 50–100 V if the input
impedance is set as 1M�. The input voltage is reduced to half for the input impedance
of 50 �. Hence it is not feasible to measure or display high voltage pulses directly.
A high voltage pulse must be converted to a low voltage pulse acceptable to the
scope. The conversion can be achieved by a capacitor divider in which a small,
high voltage capacitor is in series with a larger, low voltage capacitor. This method
however is sensitive to stray inductances, which could cause pulse resonance and
distortion. In addition, the stray capacitances of the capacitor divider could cause the
inaccuracy of the voltage conversion ratio. Therefore, designing a high-performance
capacitor divider is not trivial. A capacitor-resistor mixed divider can offer a better
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performance in high impedance, broadband measurements, for which the capaci-
tors take care of high frequency components and the resistors are responsible for
low frequency to DC components, but the divider’s design and characterization are
demanding. In contrast, resistor dividers are easy to construct and characterize owing
to nowadays the availability of high voltage, high performance resistors, which can
even be fabricated with an electrolyte or by 3-D printing.

This chapter will discuss resistor dividers and attenuators for measurement of
nanosecond and subnanosecond pulses. The performance is satisfactory in the range
of a dozen of kilovolts. The attenuation ratio of these devices can be made to 1000:1
when they are used with standard, low voltage, and broadband attenuators.

17.2 Resistor Voltage Divider

A voltage divider consists of a couple of resistors, R1 and R2, as shown in Fig. 17.1a.
The resistance of R1 is usually much greater than that of R2, i.e. R1 � R2 and is
called the high voltage arm, which typically consists of a series of resistors. The
value of R1 is chosen such that the resistance draws very little current and hence
shows no effect on the pulse generator. Whereas the smaller resistance R2 is referred
to as the low voltage arm, which is chosen to be equal to the cable characteristic
impedance Z0. Let V be the voltage to be measured and V2 be the voltage observed
on the oscilloscope. The relation between V and V2 can be obtained as follows:

Fig. 17.1 A resistor divider to measure the voltages across the load (RL). a A generic circuit; b A
practical circuit
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V = R1 + R2

R2
V2

∼= R1

R2
V2 (17.1)

The attenuation ratio
(

R1
R2

)
should not be too large, as a heavily attenuated signal is

susceptible to noise contamination. Electromagnetic noises in free space generated by
power lines, power supplies, and (or) spark gaps in the pulse generators could easily
enter the connecting cables through the cable leakage capacitance to the ground.
They may cause pulse distortion or mask the original signal entirely, so it is rather
important to keep the measured signal on the level of ~ 100 V, much higher than the
unwanted signals. For example, if R1 is chosen 5 k�, a 10 kV pulse that enters the
cable (Z0 = 50 �) is attenuated to 100 V. Before being fed to the oscilloscope, the
signal should go through one or more attenuations. This becomes easy as standard
coaxial attenuators can be used. SoR2 can be a resistance of a combination of standard
attenuators and the input impedance of the oscilloscope, which can be either 50 �

or 1 M�. For a 20 dB attenuator and 1 M� scope impedance (Rinp, Fig. 17.1b), the
measured voltage V and the scope voltage V2 are related by:

V = 5
(R1 + 50)

50
V2

∼= R1

10
V2 (17.2)

In practice, the circuit at the oscilloscope side is coaxially contained and therefore
will not impact the performance of the divider. At the load (RL) side, however, stray
parameters must be taken into consideration, which affect the transients of the pulses
arriving at the oscilloscope. The adherent inductances of RL andR1 aswell as the lead
inductance Ls are present and can easily amount to 10–100 nH. The capacitances of
R1 and the cable leakage capacitance Cs can add up to a few pF. The stray capacitance
and inductance can form an underdamped oscillation with a period up to a few ns,
if they are energized by a pulse appeared across RL. As a result, the pulse waveform
on the oscilloscope becomes distorted after the oscillation is superimposed.

The stray parameters should be minimized to preserve the original pulse wave-
form. The reduction of stray capacitance is difficult, but it is generally estimated as
a few pF. The stray inductance can be reduced by shortening the loop size, but ~ 20
nH is already a stretch as a rectangle loop of 2 cm × 2 cm has an inductance of ~ 36
nH. Besides reducing the loop inductance, the high voltage resistor (R1) should be
low-inductance. Wire-wound resistors can be made inductance-free by the 2-layer
winding. One layer is wound in the opposite direction from the other layer so that
the magnetic fluxes cancel each other and only resistance is exhibited (Creed and
Collins 1963). Other none-inductance or low inductance resistors include metal film,
carbon composition, and ceramic types.

The accuracy of the resistor divider ultimately relies on robust, linear resistors
that exhibit the same resistance at different voltages. The resistance usually changes
when a voltage is applied, which is defined as voltage coefficient of resistance (Barth
1988). Using resistors of high voltage coefficient of resistance causes inaccurate
measurement. A 2-W carbon composition resistor was seen to decrease from 390
to 200 � during a pulse testing. While the issue of resistance varying with voltage
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persists, one can still build inexpensive and reliable voltage dividers with carbon
composition resistors by combination of several resistors in parallel or series.

17.3 Coaxial Attenuators

Ahigh-performance resistor attenuator in general provides a 50-� termination in both
input and output when the 50 � coaxial cables are used for connection. An example
is a 50 �, 20-dB attenuator, which is a T resistive network (40, 10, 40 �). In some
cases, the attenuation ratio needs to be smaller than 20 dB and as a result a different
resistor network is used, which however does not yield a 50 � output impedance.
Such an attenuator can be used for lowering the output voltage from a pulse generator.
This was shown in a π network for a subnanosecond pulse delivery system (Xiao
et al. 2017). This attenuator acted as a 60-� absorber for pulses propagating in the
50-� coaxial cable. The attenuation for such an ideal network is 8 dB, and the return
signal is − 18 dB.

When constructing a resistive network for the passage of subnanosecond pulses,
the main challenge lies in minimizing stray parameters, such as the insertion induc-
tance and shunt capacitance. In general, placing resistors in a coaxial setting can
be a good option. The electric loop length of the resistive circuit is restricted to the
same range as the diameter of the coaxial cable being used (~ 1 cm for RG217,
e.g.) and the inductance is less than a few nH, which means that pulses with a rise
time of one hundred picoseconds or less will be able to pass without distortion. For
example, in a 50-� cable, if a loop inductance is 5 nH, the L/Z time is 100 ps. Besides
reducing the loop length, the shunt capacitance should be reduced. Even if it is not, a
compensating capacitancemay be added to improve the high-frequency performance
(Barth and Sarjeant 1981). Furthermore, the resistors placed in the coaxial config-
uration should cause only a minimum distortion of the radial electric field of the
coaxial line. Otherwise, additional return loss will be generated, a consequence that
is especially pronounced at high frequencies. Satisfying the conditions for minimum
distortion therefore requires a very compact arrangement of the resistors in the π

network.
In this design, the serial and parallel combinations of the resistors formed three

equivalent resistances in the π network: 180, 64 and 180 �, as shown in Fig. 17.2.
They were low-inductance carbon composition resistors housed in an aluminum
hollow cylinder with the same diameter as the insulation layer of an RG217 cable.
The overall length of the cylinder was 2 cm. The resistors were configured in a
symmetrical layout, so that the resistance viewed from the left port was identical to
that from the right port. To increase the withstand voltage of the network, silicon
glue was filled among the resistors to prevent any high-voltage flashover.

To test theπ network, a network analyzer (Keysight, N9926) was used to measure
its reflection coefficient, S11 (shown in Fig. 17.3), a parameter that describes how
much an electromagnetic wave is reflected by impedance discontinuities. Up to
3 GHz, the reflection coefficient was approximately − 17 dB, close to its design
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Fig. 17.2 A π resistor network served as an attenuator. a The photograph of the resistor network;
b the detailed resistor arrangement

Fig. 17.3 Magnitude of S11 of theπ resistor network. Up to 3GHz, the reflection coefficient stayed
relatively constant, approximately − 17 dB. Beyond 3 GHz, the reflection loss became larger and
deviated from its low-frequency value

value of − 18 dB. Beyond 3 GHz, the reflection loss became greater. Using a Gaus-
sian waveform as an example, the π network can relay a pulse of 270 ps without
distortion. After characterizing the reflection coefficient in the frequency domain,
a picosecond pulse generator (FPG 20-P, FID) was used as the source and a 20X
attenuator (Barth 142-NMFP-26) as the load (Fig. 17.4) to test the time-domain
performance of the π network. Further, an in-line V-dot probe (VDC-1–012, Farr
Research) was inserted midway between the π network and the Barth attenuator to
monitor the voltage. In total, three signals were obtained (1) from the resistor divider
(Barth 20X attenuator, RD), (2) from the voltage probe installed in the FID pulser
(Voltage Sensor 1, VS1), and (3) from the Farr V-dot probe (Voltage Sensor 2, VS2).
Note that both VS1 and VS2 are capacitive probes. RD and VS2 measured the same
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Fig. 17.4 The test setup for the π-network attenuator. A subnanosecond pulse generator was
connected to the π network, which served as an attenuator as well as an impedance matching
unit to avoid the generation of multiple pulses. a The overall schematic. Pulse waveforms were read
from three sensors: the voltage from the Barth attenuator (Resistive Divider, 20X), the FID sensor
(VS1), and the Farr V-dot sensor (VS2). b The pulses measured from the three sensors

high voltage signal after the π network, whereas VS1 measured the voltage before
the π network. For easy comparison, the voltage amplitudes were normalized to
unity. The three waveforms were almost identical in the first 1.2 ns, and each showed
a pulse width of 300 ps (FWHM). However, after the main pulse, VS1 and VS2
showed a voltage reversal greater than 25%, whereas RD showed a negative swing
of less than 25%. This result showed that the π network attenuator was satisfactory
in the subnanosecond range. The maximum operable voltage for the attenuator was
found to be 16 kV, which corresponds to an output of 6.2 kV.
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Chapter 18
usEPs in Pre-clinical Cancer Treatment

Stephen J. Beebe

Abstract One of the earliest possible medical applications for usEPs was to ablate
tumors. Many laboratories carried out many studies to investigate the potential for
usEPs to serve as a cancer therapy. Like simulations with cells in suspension, usEPs
also passed through cells in tumor tissues forming high-density nanopores in all
cell membranes as supraelectroporation, distinct from conventional electroporation.
The first studies were smaller in scope, but showed proof of principle that usEPs
could reduce fibrosarcoma tumor volume in mice. More extensive studies followed,
showing that usEPs could treat B16f10 melanoma tumors in mice, although some
tumors required more than one and as many as six 300 ns, 40 kV/cm treatment (6 ×
1.2Vs/cm). Later studies showed that asmany as 5–6Vs/cmwas required to eliminate
tumors completely. The blood supply to these melanoma tumors was also reduced,
as was revascularization, as shown using endothelial markers. Other studies showed
that usEPs ablatedmouse liver tumors.While all of these studies investigated ectopic
tumors within mice’s flanks, studies also showed that usEPs could also completely
ablate orthotopic rat liver tumors, using a 5-needle array with heterogeneous electric
fields. Other studies demonstrated that usEPs could eliminate many different tumor
types in mice, including some human tumors in immunodeficient mice. One study
showed decreased tumor sizes in dog osteosarcoma.

18.1 Introduction

Apoptotic CD is one of the hallmarks of cancer (Hanahan and Weinberg 2000,
2011). These hallmarks were based on a cell-centric theory called the somatic
mutation theory including eight essential alterations on normal cell physiology that
constituted malignant growth, and evasion of programmed cell death (apoptosis)
was one of these. Others include self-sufficiency in growth signals, insensitivity
to growth-inhibitory (antigrowth) signals, limitless replicative potential, sustained
angiogenesis, and tissue invasion, metastasis, reprogramming of energy metabolism,
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and evading immune destruction. In attempts to simplify cancer, the cancer hall-
marks considered that all cell functions were based on standard biological mecha-
nistic principles. They focused on several underlying principles that governed the
transformation of normal human cells into malignant cancers.

Vogelstein and colleagues (2013) suggested a somewhat greater cancer
complexity. They proposed that two to eight “driver genes” functioned in twelve
signaling pathways regulating cell fate, survival, and genome maintenance. The
authors used the gene mutation theory of cancer for both of these concepts. Basi-
cally, “driver gene” pathways expressed fundamental determinants and key cancer
mutations that could be identified and treated. Coupled with these simple reduc-
tionist concepts was the theory that cancer followed a stepwise progression of central
mutations and that mutations in cancer signaling pathways would establish causes of
cancer. Themolecularmechanistic foundations of these diseases could identifymuta-
tions that caused cancer. Knowing these molecular mechanisms, treatment strategies
using mutation-specific small molecule drugs or targeted monoclonal antibodies
could specifically target cancers as defined in cancer hallmarks, and driver gene
pathways. These cancer hallmarks and driver gene concepts generated thousands
of scientific articles using these basic uniting principles of malignancies (Weinberg
2014). These views served as a convenient basis for teaching and learning principles
of molecular biology and cell signal transduction mechanisms within normal and
diseased biological systems. However, therapeutic applications against these cancer
principles have been less successful than hoped.

Many realized cancer obstructions make cancer hallmarks and driver gene path-
ways less relevant for therapeutic applications. These include the enormous number
of cancer-causing mutations, overlaps among cancer hallmarks, genomic instability,
structural and temporal clonal heterogeneity, cancer stem cells, epigenetic modifi-
cations, cancer evolution, and genome-centric instead of cell-centric considerations.
While cancer hallmarks and driver genes underlie many of these cancer mechanisms,
their compounded complexities present cancer differently regarding targeted cancer
therapy. Intratumoral heterogeneity demands the use of multiple therapies. Combi-
nation therapy is the foundation of cancer treatments as drugs are used in succession,
often when drug-resistance occurs with the initial treatment. More recently, combi-
nation therapies are used at the outset of treatment, and somemay provide synergistic
effects (Al-Lazikani et al. 2012; Gatzka 2018). However, tumor heterogeneity can
generally normalize drug combinations, so the unique benefit of a particular drug
on a specific subpopulation of cancer cells can sometimes be reduced (Zhao et al.
2014).

In contrast to the reductionist approaches taken in the somatic mutation theory,
the tissue organization theory proposes that cancer is a tissue-based diseases and
that proliferation and motility are default states of all cells (Sonnenschein and Soto
2014). The somatic mutation theory proposes that mutation occur in the genome of a
single cell that cause the development of cancer. In contrast, the tissue organization
field theory means that carcinogenesis is caused by changes in normal relationships
between and among cells and their environments, such as interactions between stoma
and epithelium where cancer is due to skewed developmental programs.
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18.2 NPS for Cancer Therapy

For usEP therapy of cancer, it may not matter if cancer functions through the somatic
reductionist theory or the tissue organization field theory. For the reductionist theo-
ries of gene and somatic mutation, it appears that usEPs can bypass cancer hall-
marks associated with inhibiting apoptosis or regulated cell death (RCD), evasion
of immune surveillance, sustained angiogenesis, as well as eliminate driver genes.
For the tissue organization field theory that proposes that carcinogenesis is caused
by changes in relationships between and among somatic, epithelia, and cancer cells
and their environments, usEPs completely disrupts these cellular interactions in the
TME, so their associations are no longer meaningful. Tumor cell heterogeneity is
also of less significance because usEPs are not selective for any specifically given
tumor cell dysfunction. It does not discriminate among them. Furthermore, it elim-
inates cancer cells and somatic cells, and this is generally a good response because
all cells in the TME are mostly corrupt with somatic cells serving the functions of
perverted tumor cells, so all these collaborations are terminated by usEP delivery to
the TME.

As presented in the section on RCD, supra-electroporation with usEPs, consid-
ered less than 1 μs in duration, with high electric fields from 10 to 300 kV/cm,
passes through the cell induces the high-density formation of pores that are less
than 1 nm in all cell membranes. Supra-electroporation is distinct from conventional
electroporation, considered greater than 100 μs with electric fields 0.1 1 kV/cm,
which essentially goes around the cell and induces a lower density of larger pores
primarily in the plasma membrane with some pores extending into the endoplasmic
reticulum near the plasma membrane (Gowrishankar et al. 2006). While these simu-
lations were with individual cells, the treatment of tumors raised how usEPs will
affect multicellular structures. The same authors (Gowrishankar and Weaver 2006)
published simulations of 300 ns usEPs used in the first extensive study of usEP treat-
ments ofmelanoma tumors inmice. (Nuccitelli et al. 2006; see below). Briefly, unlike
100 μs, 1 kV/cm pulses, which were spatially heterogeneous, 300 ns pulses up to
80 kV/cm, caused homogeneous electroporation of plasma and nuclear membranes.

At the lowest electric fields, electroporation is limited to the plasma membranes.
As the electric field strength increases from 10 to 80 kV/cm, all sections of the plasma
membrane is electroporation as are the nuclear membranes and the tight junctions.
The electric field are mostly uniform as indicated by the parallel equipotential lines.
The authors indicated that there is “electrical transparency” So, considering the treat-
ment of solid tumor tissue, it is interesting to see how usEPs affect tumor death
when studied from a modeling viewpoint. Gowrishankar and Weaver (2006) used a
transport lattice to consider the effects of usEPs on tumors. The method describes
effects on complex tissues that are not always homogeneous based on electrical,
chemical, and thermal activities. The model showed that supra-electroporation with
a high density of small pores in all membranes is common with usEPs in cells and
tissues. The studies also presented another difference between conventional electro-
poration and usEPs on tissues. The extent of cell electroporation is that tissues do
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not depend on the size, shape, or orientation of the tissue in the tissue landscape.
There are homogeneous permeabilizations of intracellular membranes and plasma
membranes, and efficacy should not be dependent on cell morphology. These homo-
geneous permeabilizations are an advantage because tumors can be exhibit quite
diverse morphologies.

These pore size and density arguments consider that permeabilization is the most
critical aspect of killing tumor cells with usEPs. Indeed, cell membrane permeability
is inevitable, but other supplements usEPs take a toll on the cell. Based on previous
work from the authors’ laboratory (Beebe et al. 2012, 2013) and presented in the
section on usEPs on mitochondria, an influx of Ca2+ is an essential factor because
it is needed for the usEP-induced decrease in the mitochondrial membrane potential
(��m), which comes about after opening the mitochondria permeability transition
pore. However, decreases in the ��m can occur with high electric field charging
impact, which probably permeabilizes the inner mitochondrial membrane (IMM).
Nevertheless, an influx of Ca2+ alone is not necessarily sufficient to induce cell death.
UsEPs affect mitochondria that appear to be independent of permeability changes in
the IMM (Beebe et al. 2012, 2013). These considerations are extended in the section
of mitochondria.

The applications of usEPs on tumors are applied using Blumlein line-based or
MOSFET-based pulsed power technologies (see Chap. 15). The effects of usEPs can
differ depending on the pulse durations, pulse rise-fall times, electric field intensities,
and pulse repetition rate. The latter factor may induce temperature increases, which
adds thermal effects to the electric field effect. In the absence of heat, it adds repetition
to the intracellular effects increasing the charging impact as indicated by the Eτn
formula for calculation Vs/cm.

Through the studies that use usEPs, the charging effects of this technology
(Schoenbach et al. 2009), as measured by Vs/cm are considered essential. Since
this pulsed power technology is deemed to be non-thermal, it seems less reason-
able to use Joule heating units to define their effects. In some early studies, usEP
conditions were varied by pulse duration. Electric fields were adjusted so that the
energy density was held constant. Under these constant energy density conditions,
cytochrome c release (see Fig. 9.5 in Chap. 9), caspase activation, phosphatidylserine
externalization (Beebe et al. 2002, 2003), and protein kinase inactivation (Beebe
2015) were dependent on the pulse duration and Vs/cm. So, charging rather than
energy density seems to be an important factor. In any event, usEP conditions are
given, and the Vs/cm values for the given conditions.

18.3 An Initial Study for the Effects of usEPs
on Fibrosarcoma Tumors in Mice

When it became evident that usEPs could kill bacteria, an immediate thought was to
determine if usEPs could kill cancer cells and tumors. After usEP eliminated human
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Table 18.1 UsEP reduce fibrosarcoma tumor size. Four 8-week-oldC57BL/6micewere inoculated
subcutaneously in both flanks (one side for treatment and the other side as control) with 5 × 106

B10.2 Fibrosarcoma cells in 0.1 ml Hanks Balanced Salt Solution without Ca and Mg

Mouse fibrosarcoma tumor size in vivo

Animal # Total treatment
(days)

# of days
treated

Tumor size (mm2/day) % decreased
growth rate
versus control

Control Treated

1 20 10 24.6 15.2 37.2

2 12 7 30.4 14.1 53.6

3 15 9 8.2 3.2 61.0

4 12 8 11.7 4.7 59.8

(10 pulses @50 ns, 75 kV/cm) 52.8 ± 5.5%

When tumor masses were about 5–10 mm in diameter, dual needle electrodes were inserted into
tumors and that were exposed to usEPs in vivo with 10 pulses, 50 ns and 75 kV/cm. The number
of treatments and treatment days are indicated (Beebe et al. 2002)

Jurkat and HL-60 cancer cells (Beebe et al. 2002, 2003), we induced ectopic tumors
of mouse B10.2 fibrosarcoma tumors and treated them with usEPs in C57BL/6 mice
(Beebe et al. 2002). There was a significant decrease in tumor growth compared to
sham-treated control tumors. Tumors treated twice with multiple 300 ns pulses at
75 kV/cm decreased in size and weight by about 60% eight days after treatment.

In another study (Table 18.1), tumors were treated multiple times with ten 50 ns
pulses and 75 kV/cm (Beebe et al. 2002). With numerous treatments over several
days, tumor sizes were decreased by about 50% compared to contralateral untreated
control tumors.

These studies were the first to show that usEPs could decrease tumor growth.
However, two improvements were included in future studies that were absent here.
First, these initial studies did not surround the tumors with electric fields. Dual
needle electrodes were inserted directly into the tumors, so not all tumor tissue was
exposed to electric fields. These untreated tumor tissues will likely continue to grow.
Second, it was later shown that greater pulse numbers and higher electric fields were
needed to eliminate tumors. The authors were a bit hesitant treating tissues in live,
albeit anesthetized, animals for the first time, not knowing what to expect. With
proper lubricant, pulse breakdown was avoided; there were no muscle contractions,
and animals recovered from anesthesia with no apparent side effects. In studies
that followed, increased pulse numbers and multiple treatments were delivered until
tumors were completely eliminated. Finally, it was determined that single treatments
could eliminate tumorswhen electric fields and pulse numbers were sufficiently high.

Nevertheless, these early studies made a case for the possibility that usEPs could
potentially be used as a cancer treatment. Studies that followed established that idea
and extended it to include activation of host immune responses after tumor treatment
(Lassiter et al. 2018; Guo et al. 2018), which will be discussed in a section on
immunity (Chap. 19). Based on the studies discussed below, it is likely that some
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immune responseswere present in these initial studies.However, the emphasiswas on
treating cancer by ablation and determining themechanisms of cell death. During this
time, the scientific community realized that cells died by a genetically programmed
mechanism of cell death called apoptosis and not by what is now called accidental
cell death (ACD) or membrane rupture or casual failure to maintain a membrane
potential leading to necrosis. This idea was noted in the modeling studies presented
above (Gowrishankar et al. 2006; Esser et al. 2009). The focus of usEP research was
also fascinated by new applications of pulsed power technology, which had been used
in for development of radar in World War II, particle accelerators, fusion research,
and high-power pulsed lasers. Pulsed power could now be used to treat cancer. The
transfer of technology frommilitary tomedical applicationswas incredibly attractive.
The finding that pulse power technology could also induce immune responses was
another leap of imagination about what this technology could do.

18.4 Murine Melanomas Were Shown to Self-destruct
as usEPs Effectively Targeted Cancer

The first large-scale study of usEP treatment of cancer cells treated murine B16-F10
melanoma tumors SKH-1 immunocompetent, hairless, albino strain (Nuccitelli et al.
2006). This combination of cells and mice was not syngeneic. B16-F10 cells and
hairless, albino mice were from different murine strains, so they were not immuno-
logically compatible and could cause some immune reactions. Nevertheless, dark
melanin in the tumors was easy to treat and analyze on an albino background. Two
to four tumors were induced in each mouse, and they were treated with 300 ns pulse
duration with a rise-fall time of 30 ns and electric fields greater than 20 kV/cm.
Two electrode designs were used. One was a 5 needle array with a central positive
electrode and 4 ground electrodes forming a square and spaced about 4 mm apart.
The other design was stainless steel parallel plate electrodes. Tumor responses to
usEPs with 5 needle array electrodes were dependent on pulse field strength and
pulse number. However, for tumor responses to pulse number, a sufficient electric
field must be achieved. When pulses of 10 kV/cm were applied, neither 10 pulses
nor 0.03 Vs/cm nor 100 pulses or 0.3 Vs/cm had effects on tumor growth inhibition.
However, when one hundred 300 ns duration pulses were 20 kV/cm 0.6 Vs/cm, there
was a pulse number-dependent effect on tumor growth inhibition. Tumors decreased
75% in 8 days when with two treatment of 100 pulses with 300 ns durations and
electric fields of 20 kV/cm or a total of 1.2 Vs/cm. When tumors were treated with
100 pulses and 40 kV/cm or 1.2 Vs/cm using parallel plate electrodes, black scabs
appeared and remained for about two weeks on the stratum corneum before regener-
ation. With two separate 100 pulse treatments and 40 kV/cm or a total of 2.4 Vs/cm
three days apart, tumors shrank 90% in two weeks; however, two weeks later, tumors
began to regrow. Overall, it was found that using 100 pulses at 300 ns and 40 kV/cm
complete tumor regression by day 65 could be achieved with treatments on day 0, 1,
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2 and 21, 22, 23 or 7.2 Vs/cm (6 × 1.2 Vs/cm). Later studies further optimized these
conditions.

UsEPs are non-thermal. One of the early concepts and proposed advantages
for usEPs for ablation of tumor tissue was the absence of Joule heating effects.
Although the electric field strength is most often quite high, the pulse duration of
100 ns or 300 ns used in tumor treatment were deemed too short to significantly heat
tissue (Schoenbach et al. 2001). This would avoid heatsinks that are common with
microwave and radiofrequency ablation (Kim2018). In a tissue ablation environment,
a heatsink is the passive diffusion or transfer of heat away from a heat generating
device in a fluid medium such as the fluids that bathe tissues, which can cause collat-
eral damage to tissues that were not intended to be heated. Using directmeasurements
and theoretical modeling and considering a pulse duration of 300 ns and an electric
field strength of 2.2 kV/cm pulses with 2 s intervals, a maximum temperature was
reached after 40 pulses or 0.03 Vs/cm. After 100 pulses (0.6 Vs/cm) a temperature
of 29.4 ◦C was recorded (Pliquett and Nuccitelli 2014). However, as expected, if
multiple pulses are delivered in rapid succession, heat will be generated, so the pulse
repetition rate much be relatively low.With a pulse duration of 300 ns and an electric
field of 40 kV/cm increased the temperature 3 K concluding that hyperthermia was
not amajor factor it usEP effects. In another study of temperature effects due to usEPs
using 2000 pulses with a repetition rate of 5–7 pulse/s, pulse duration of 100 ns and
electric field strength of 30 kV/cm or 8.0 Vs/cm did not raise temperatures above
40 ◦C (Nuccitelli et al. 2010). Temperatures above 43.5 ◦C for 35 min is considered
hyperthermia (Borrelli et al. 1990). Thus, when pulse repetition rates are relatively
low, usEPs can be considered to induce relatively pure electric field effects that are
devoid of heating.

18.5 usEPs Eliminate Melanoma and Its Blood Supply

A second study by this group using the same SKH-1 hairless non-syngeneic mouse
model found more optimal condition for treating these same melanoma tumors with
usEPs (Nuccitelli et al. 2009) and investigated some of the cellular responses that
might be responsible for tumor demise. Treating tumors with 300 pulses with dura-
tions of 300 ns (5 ns rise-fall time) and 40 kV/cm or 3.6 Vs/cm, 24% of tumors
were eliminated with a single treatment, 59% showed complete remission with two
treatments, and 18% required three treatments. Overall, either 1–3 applications of
300 or 600 usEPs with 300 ns durations and 40–50 kV/cm electric field strengths
(70–90 A) or 3.6–9 Vs/cm per application eliminated 90% of the tumors. For each
treatment, the temperature increase was about 3 °C.

While a significant focus of these early studies using usEPs for tumor treatment
was tumor elimination, it was also of interest to observe other aspects of tumor treat-
ment, including effects on tumor blood supply and cell death mechanisms. Transillu-
mination imaging indicated that the tumor blood supply was greatly reduced within a
day after tumor treatment.A 93% reduction inCD31 as amicro-vessel densitymarker
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corroborated these observations. DNA damage was evident as fragmented DNA in
the in vitro comet assay, and the percent of DNA in the comet tails were proportional
to the square root of the pulse number (see usEP effects on the nucleus). The antiapop-
totic Bcl-2 levelswere decreased 72%, consistent with apoptosis. However, this alone
does not indicate apoptosis. It is the Bax (pro-apoptotic)/Bcl-2 (anti-apoptotic) ratio
that is important, and Bax was not determined. It is also noteworthy that even when
this ratio is increased, there are other downstream effectors that determine caspase-3
activation, which is the major apoptotic executioner. While this study showed that
pro-apoptotic Bad was increased threefold, it is elevated de-phosphorylated Bad that
is pro-apoptotic by heterodimerizing with anti-apoptotic Bcl-2 or Bcl-xl (Wang et al.
1999; Datta et al. 2002). It should be understood that these observations weremade in
the TME,which not only contained tumor cells but host somatic and immune cells, so
the appearance of any of these pro- or anti-apoptotic factors does not specifically iden-
tify their presence in tumor cells.While this study and others that followed suggested
that usEPs induced apoptosis in B16-F10 cells in vitro (Ford et al. 2010) and other
tumors (Chen et al. 2012), this may not be the case because other did not observe
caspase-3 activation in B16-F10 cells in vitro (Rossi et al. 2019). There were also
increases in intracellular Ca2+ (see section on ER, Chap. 5) and inmembrane conduc-
tance (see section on plasma membrane, Chap. 2). All these studies demonstrated
that usEPs were effective in eliminating melanoma in mice, suggesting possible
applications to treat melanoma in humans.

18.6 Optimization of usEP for Treating Melanoma

Continued studies with usEPs and melanoma determined to optimize conditions
to eliminate B16-F10 melanoma stably expressing an enhanced green fluores-
cent protein (eGFP) in a single treatment using an athymic nude mouse (Nu/Nu)
(Nuccitelli et al. 2010). This immunodeficient mouse lacks a thymus, so it produces
CD4+ and CD8+ T-cells but is B-cell and NK cell competent. Because the previous
studies were carried out in a non-syngeneic mouse model, there was the likelihood
that some immune responses could have inhibited tumor growth and thereby affected
the results. The pulses were delivered using a suction electrode that was compatible
with human skin. Four different suction electrode configurations were tested. These
were cups into which tumors would be sucked so that electrodes surrounded all
tumors. The designs were 2-pole, 6-pole, and 6-pole dual designs and a 5 needle
array with a positive center needle and four corner ground needles. While this was
well-known from earlier studies yet not specifically discussed, this study also pointed
out the importance of using an oil (olive oil here) to prevent sparking over the skin
caused by air pockets between electrodes. Because of the low dielectric constant of
air, flashing over the skin can occur as the flowing current ionizes the air gases. This
sparking or flashing bypasses the tumor and burns the skin. This study showed that
complete regression and absence of regrowth after treatment was achieved by deliv-
ering 2000 pulses with 100 ns durations, 15 ns rise-fall time, and electric fields of
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30 kV/cm with a pulse repetition rate of 5–7 pulses (Hz), which delivered 6.0 Vs/cm
to tumors. The frequency did not increase the temperature to over 40° C. Under
these conditions, usEPs were likely enhanced by mild heating, which enhances elec-
tric field effects of irreversible electroporation (Edelblute et al. 2018). Considering
all electrode configurations, the 6-pole dual-electrode was superior to the others. The
suction design allowed the usEP effects to be highly localized to the tumor. The results
demonstrated a pulse delivery device compatible with human skin that completely
eliminated murine malignant melanomas with a single 6 min-long treatment.

Additional studies with B16-F10 melanoma tumors in the hairless, SKH-1 mouse
model more closely investigated cellular and molecular mechanisms involved in
usEP-induced tumor cell death that provided greater insight into exactly how usEPs
could eliminate tumor growth (Chen et al. 2010). In these studies, 100 usEPs with
300 ns and 40 kV/cm or 1.2 Vs/cm were applied to tumors, and relative early
responses (1–24 h) were observed to indicate how tumors might be dying. As stated
above by earlier studies with the same model, these conditions would not completely
eliminate tumors but decreased tumor size by about threefold lower than sham-treated
tumors. Results demonstrated that the usEP-treated tumor microenvironment (TME)
expressed anti-angiogenesis, apoptotic cell death, and DNA damage. Earlier studies
indicated that usEPs decreased blood flow to B16-F10 tumors after treatment. This
evidence was substantiated by the finding that there were reduced numbers of blood
vessels, decreased blood vessel epithelial molecular markers including CD31, CD35,
CD106, and reduced levels of vascular growth factors such as vascular endothe-
lial growth factor (VEGF) and platelet-derived endothelial cell growth factor (PD-
ECGF). Therewere also time-dependent increases in active effector caspases-3/-6/-7;
however, it was not clear if these were apoptotic tumor cells or other cells in the TME.
While there were increases in DNA damage markers, including TUNEL (terminal
deoxynucleotidyl transferase dUTP nick end labeling), pyknotic nuclei, phospho-
histone 2AX, and large DNA fragments on agarose gels, 180 bp fragmentation
ladders typical of caspase-dependent DNA damage were not present. These results
suggested that apoptosis may have been initiated but not completed. These findings
could occur if other RCD mechanisms were induced that resulted in decreased ATP
levels,which are needed to form the apoptosomewithAPAF-1, caspase-9, and deoxy-
ATP, and/or incomplete caspase-mediated cleavage of PARP (poly-ADP-ribose poly-
merase). During apoptotic cell death, effector caspases cleave PARP, which is used in
DNA repair because DNA repair is not needed, and it is specifically degraded during
apoptotic cell death for efficient cell removal macrophages. When caspases do not
inactivate PARP and there is excessive DNA damage, it becomes hyper-activated. It
depletes ATP with excessive poly-adenylation of proteins and accumulation of PAR,
which is associated with RCD by parthanatos or PARP-1 dependent cell death and
the nuclear translocation of apoptosis-inducing factor (AIF) from mitochondria (Yu
et al. 2006; David et al. 2009).
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18.7 Additional Melanoma Studies with usEP

A more recent study with usEP treatment of B16-F10 melanoma used a syngeneic
C57BL/6 mouse model. These studies also investigated cell death mechanisms in
response to usEPs in vivo and in vitro (Rossi et al. 2019). Again, usEPs were shown
to eliminate tumors, but the cell death mechanism was equivocal. UsEP treated B16-
F10 tumors did not exhibit active caspase-3 in vivo or in vitro. In agreement with the
literature (Koo et al. 2015), B16-F10 melanoma cells lacked RIP-3, so necroptosis
was also not induced by usEPs in these tumors or cells. B16-F10 cells also did
not undergo autophagy in a cell transfected with LC3/GFP. It was concluded that
B16-F10 cells died by necrosis in response to usEPs; however, RCD mechanisms
by parthanatos and pyroptosis were not determined. The definition of cell death by
necrosis does not really indicate how cells die because necrosis is defined by cells
that show necrosis morphology, which does not reveal a cell death process.

The finding that usEPs did not induce caspase activation and apoptosis in these
cells is in conflictwith a previous report indicating otherwise (Ford et al. 2010).Retro-
spectively, this study can be revisited. The study reported usEP-induced extrinsic
apoptosis with some unique features. As expected through extrinsic apoptosis,
cytochrome c was not released, although the mitochondrial membrane potential was
decreased, and ATP levels were reduced. Atypical of apoptosis, annexin-V binding
was absent, and SMAC/Diablo was not released frommitochondria, which facilitates
apoptosis by blocking the caspase inhibitor IAP (inhibitor of apoptosis) and keeps
active caspase in an inhibited state such as during a viral infection or with overly
active caspases during normal cell function (Deveraux et al. 1997). If this result was
present in vivo, this could explain DNA fragments without the presence of the typical
apoptotic 180 bp DNA ladder (Chen et al. 2010). AIF was not released in response
to usEPs, suggesting that parthanatos was not induced under these conditions. The
presence of active caspases in this study was determined using FITC-VAD-fmk. In
unpublished experiments, this caspase indicator showed usEP-induced active caspase
when the well-characterized caspase catalytic activity assay was negative, casting
doubt on the FITC-VAD-fmk as a valid caspase assay when cells are exposed to
usEPs. Taking data from these three investigations (Ford et al. 2010; Chen et al.
2010; Rossi et al. 2019), the mechanisms of usEP-induced cell death in B16-F10
melanoma is in doubt. However, given that cell death did not occur immediately
(Ford et al. 2010; Rossi et al. 2019), it is unlikely to be due to accidental cell death
(ACD). Rossi et al. concluded that cells died by necrosis. However, this term is
not informative given necrosis is defined as “dead.” So, B16-F10 cells can undergo
apoptosis because STSwas effective. Still, necroptosis was apparently not functional
given the absence of RIP-3, and cell viability was resistant to necroptosis as inducted
by a cocktail of TNF-α, the pan-caspase inhibitor zVAD, and the Smac mimetic BV6
(Rossi et al. 2019). Since AIF was not released (Ford et al. 2010), parthanatos is an
unlikely RCD mechanism. Because cell death decreased between 3 and 24 h, cells
did not die immediately, so ACD can be excluded. However, pyroptosis, which is
activated by DAMPs, PRAMPs, inflammation, and ferroptosis, is induced by ROS



18.7 Additional Melanoma Studies with usEP 401

production lipid peroxidation (Tang et al. 2019), are still considerations. Pyroptosis
is reported to occur rapidly, whichmay not allow apoptosis or other RCDmechanism
time to occur completely. NPS does induce ROS, but it is not agreed upon whether
it plays a significant role in cell death (Pakhomov et al. 2012; Nuccitelli et al. 2013).
However, ROS effects on cell viability depend on the usEPs, and there may be cell-
type differences. Regardless of the RCD mechanism, usEPs treated B16-F10 tumor
self-destruction, and there is evidence for usEP-induced release of immunogenic
factors (Nuccitelli et al. 2014; Guo et al. 2018; Rossi et al. 2019). More on this and
other cancer models when we consider usEP-induced immunity.

18.8 usEP Eliminate Hepatocellular Carcinomas (HCCs)

The early studies that followed usEP effects on the B16-F10 melanoma non-
syngeneic model investigated usEP effects on a mouse ectopic Hepa1-6 hepato-
cellular carcinoma (HCC) model (Chen et al. 2012). This study was designed to
investigate the long term survival of HCC after usEP treatment and investigate what
molecular and cellular events occurred in the TME after treatment. Morphological
changes include cytoplasmic shrinkage and condensed cytoplas with disintegrating
cytoskeletal structures. Nuclei exhibited greatly condensed chromatin that segre-
gated into sharply defined bodies (nuclear pyknosis). Multi-angular cells exhibited
decreased nuclear/cytoplasmic ratios and enlarged extracellular spaces. There were
time-dependent decreases in tumor nuclei size to less than 20% of their original
volume in 24 h, with the most significant reduction occurring within the first 3 h
after treatment. Generally, the overallmolecular and cellular conclusions of this study
were similar to those with B16-F10melanoma. There were time-dependent increases
in TUNEL staining and caspase activation (caspase-3 >−7.−6) that peaked 3 h after
treatment. There were time-dependent decreases in VEGF and a downstream VEGF
respondent CD34, a standard endothelial micro-vessel density (MVD) marker, with
the first three weeks after treatment. Like the melanoma study, active caspases and
TUNEL staining could not be specifically assigned to Hepa1-6 tumor cells.

Two different electrode designs were tested against Hep1-6 HCC tumors. Elec-
trodes with a 4 + 1 five needle array and needle-ring designs were compared. With
all comparable usEP conditions, the 5-needle array was clearly superior.

In the five-needle array used in these studies, the electric field is heterogeneous
within the TME as the treatment zone; more in the 4 + 1 five-needle array config-
uration, less in the needle-ring design (Fig. 18.2). The needle electrode was a 4 +
1 needle array with four grounded perimeter needles forming a square and a high
voltage biased center needle. For the ring electrode, a coaxial ring applicator replaced
the grounded needle electrodes. The inner ring diameter was 8 mm, the same as the
diagonal distance of the needle array.Both electrode designs entirely surround tumors
(0.3–0.5 cm).

The electric field intensity at the needle electrode surfaces reaches values as high
as 200 kV/cm. The field decreases in the needle to ring electrode system to values
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on the order of 40 kV/cm (with lowest values close to the ring). In the 5-needle
array the electric field decreases from the center electrode, reaches a minimum of
about 40 kV/cm at two-thirds of the distance from center to the outer needles, and
increases again to almost 90 kV/cm at the surface of the outer needle electrode. Of
course, whereas the electric field distribution in the ring electrode is rotationally
symmetric about the center electrode, in the 5-needle array it shows maxima at the
radial positions, which are defined by the location of the outer electrodes.

Another aspect of these studies considered the hypothesis that shorter pulses
with shorter rise-fall times were more effective due to intracellular effects. So, short
rise-fall time pulses with 30 ns and 100 ns durations were compared with different
electric fields and pulse numbers. These HCC tumors could also be successfully
eliminated (≥ 75%) with 900 usEPs (1 Hz) with durations of 100 ns and electric
fields at 65–68 kV/cm and 900 pulses in a single treatment or three separate 300
pulse treatments on alternate days. This split treatment provided charging effects as
high as 6.0 Vs/cm. This charging level was deemed necessary for successful ablation.
When 300 or 500 pulses with charging values of 2.0 and 3.4 Vs/cm, respectively,
ablation was ineffective (< 40%) for successful ablation. Decreasing the electric field
from 68 kV/cm to 50 kV/cm (6.1–4.5Vs/cm) decreased survival from about 75% to <
40%. Likewise, pulses with durations of 30 ns and electric fields as high as 68 kV/cm
(1.8 Vs/cm) could not successfully ablate Hepa1-6 HCC. While 30 ns pulses may be
capable to induce intracellular effects, the electric fields were not sufficiently high
to induce RCDmechanisms. These studies and more recent studies with other tumor
models suggest shorter pulse durations with short (or fast) rise-fall time, but electric
fields and pulse numbers must be sufficient to eliminate tumors. As indicated in the
ectopic mouse Hepa1-6, HCC charging effects greater than 4.5 and perhaps as high
as 5.0 Vs/cm are necessary for tumor elimination. A continuation of these studies
are discussed in the section on usEPs as possible immunotherapy. Table 18.1 in that
section shows that mice with Hep1-6 tumors cleared are resistant to recurrence of
these same tumors, which is the bases for that section on immunity.

In order to continue and extend usEP effects on tumors in vivo, it was important to
begin to include orthotopic models, that is tumors initiated and treated in the tissues
where they would normally grow. Since the post-ablation protective effect occurred
inHCC tumors, an orthotopicN1-S1HCCmodelwas developed in the rat (Chen et al.
2014a), since a mouse model may be too fragile that required three surgeries with
two of themwith a week to ten days of each other. This model included a first surgery
to inject tumor cells under the liver capsule, followed by a second surgery to treat
the tumors when it was large enough to treat. This was usually around 7 days. Then
7 weeks later, a third surgery would include the orthotopic challenge injection of live
N1-S1 cells to see if the protective vaccine-like effect was present. This turned out
to be an excellent model in most all respects for the initial intended purposes, which
were to confirm the protective vaccine-like effect in a orthotopic HCC model and
then to define the usEP-induced host immune mechanisms that defined the in vivo
vaccination.

Orthotopic rat N-S1 HCC tumors were first treated in rat livers with conditions
that were shown to eliminate tumors in the mouse melanoma and HCC models.
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This included 1000 pulse with 100 ns durations and 50 kV/cm. These conditions
were successfully eliminated > 80% of all N1-S1 tumors treated. To determine if
fewer pulse numbers could be effective, 100, 300 and 500 pulses. (0.5, 1.5, 2.5
Vs/cm, respectively) were used under the same 100 ns 50 kV/cm conditions. While
these lower pulse numbers effectively reduced tumor size, they were not sufficient to
completely eliminate tumors without regrowth. Thus, in all models tested as many as
1000 pulses at 100 ns durations and 50 kV/cm (5.0 Vs/cm) successfully eliminated
mouse B16F10 melanoma, mouse Hepa1-6 HCC and rat N1-S1 HCC tumor models.
In all of these experiments, pulses were delivered at 1–3 pulses per second to avoid
heat build-up and thermal effects. Thus, usEP-induced elimination were solely due
to electric field effects. While 1000 pulses seem like a large number of electric fields
to deliver, the total time tumor cells experience these electric fields is 0.1 ms. That is
shorter than the time of a single heart-beat; however, the power levels are extremely
high—around 10–20 MW. Considering these conditions, this usEP treatment can be
considered as pulsed power ablation.

After we had tested the limits of usEP conditions for tumor elimination, we carried
out a series of studies to eliminate tumors and then orthotopically challenge tumor-
free rats with live N1-S1 tumor cells to determine if a protective vaccine-like effect
was present as an indication of immunity. This turned out to be the case. These
studies are discussed, and this section continued in the section on usEPs as possible
immunotherapy (Fig. 18.1).

18.9 Moderate Heat Enhances usEP Ablation of Ectopic
Tumors

The avoidance of heat with usEP treatment was a factor because we wanted to
determine only electric field effects to prevent contamination with this second factor
of Joule heating. However, it was hypothesized that moderate heating would increase
the efficacy of usEP effects and possibly produce a synergistic effect by decreasing
tumor impedance and increasing the conductivity of the tumor (Edelblute et al. 2018).
Using a 980 nm wavelength infrared laser, a heating system with a temperature
sensor was designed that was programmable and automatically adjustable to reach
and maintain tissue temperatures of 43 °C. The results indicated that heat acted
synergistically with usEPs with a reduction of the voltage of about 27% to obtain an
equivalent level of tumor regression and overall survival. Using a lower voltage of
9.8 kV for tumor treatment compared to untreated mice and mice treated with usEP
alone or heat alone, a 53% reduction in voltage could achieve an equivalent effect
on tumor regression and overall survival.
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Fig. 18.1 Responses of multicellular tissues with usEPs of 300 ns and increasing electric fields.
A multicellular tissue model shows pairs of panels with the top panels showing electroporation in
white and bottom panels showing equipotential lines in blue. 300 ns pulses are shown in all panels
with the electric field strength indicated below (Gowrishankar and Weaver 2006)

18.10 usEPs Demonstrate Efficacy Against Spontaneous
Canine Osteosarcoma

Osteosarcoma (OS) accounts for more than 80% of bone tumors and is the most
common primary tumor in dogs. Most OS occur in the forelimbs than in hindlimbs
(64%), ribs or skull (28.5%), or in viscera (7.5%). The principal treatment is by limb-
sparing or amputation, which increases survival. Chemotherapy with carboplatin,
doxorubicin, cisplatin, or combinations has been used. The median survival for dogs
with limb OS after diagnosis is about one year; about 15–30% of dogs with OS will
live about 2 years. Alternative treatments include more or different drugs. Most dogs
with osteosarcoma die of metastasis (Szewczyk et al. 2015).

However, in the only reported study in dogs, usEPs were used to treat four dogs
in a controlled study compared to untreated controls (n = 5) and amputation (n =
3) (Chen et al. 2017). A dual needle puncture electrode was made from medullo-
puncture needles. Dogs were treated with 500 usEPs with durations of 100 ns and
electric field strength of 40 kV/cm or 2 Vs/cm. With a 6 month follow up, all control
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Fig. 18.2 Five-needle electrode array and electric field strength delivery. The indicated usEP condi-
tions are 60 ns 50 kV/cm (25 kV/ 0.5 cm) delivers heterogeneous electric field amplitudes with the
highest field near the center positive electrode with increases around the four ground electrodes

animals had metastasis, while only one of the usEP treated dogs showed metastasis.
No dogs treated by amputation had metastatic disease. After 6 months, one of the
five control dogs, three of the four usEP treated dogs, and all three of the amputees
survived.

The study demonstrated that the usEP treatment extended overall survival for
six months after treatment, and tumor growth was significantly inhibited. Alkaline
phosphatase levels, which are elevated in dogs with OS, were reduced. usEPs could
provide an alternative to treated OS without disfiguring amputation. Nevertheless,
the authors’ proposition that usEP treatment prevents metastasis is not fully substan-
tiated. It cannot be ruled out that the tumorswere cleared beforemetastasis happened,
much as amputation likely occurred before metastasis arose.

18.11 usEPs Treatments of Human Cancer Xenografts

All studies with usEP treatment of tumors up to this point have been tumors in mice,
although not all have been syngeneic. The ultimately dissimilar tumor models are
xenografts where the tumors type and the animal are not from the same species. The
most common xenografts are using human tumors in immuno-compromised mice,
most often nude mice. These mice lack a thymus and do not express CD4+ or CD8
+ T-cells, so they are immune-compromised. They express natural killer cells, so



406 18 usEPs in Pre-clinical Cancer Treatment

the innate system is present, and the mice do express B-cells. These mice also lack
hair and, therefore, the nickname “nude” mice. Since they accept grafts from other
species, they are especially valuable for studies that test new cancer treatments. There
have been several xenograft models that have tested the effects of usEPs on human
tumors.

18.11.1 Human Melanomas

Melanoma was one of the first major projects undertaken for cancer treatment in part
because melanoma skin tumors would be more redily accessible for treatment with
usEP electrodes. Even so, melanoma is a significant systemic disease that readily
metastasizes to other areas on the skin and to other organs. This is a dangerous
disease that has attracted a sizable number of treatment strategies, including mean-
ingful success with immune checkpoint inhibitors. So, there is substantial competi-
tion to demonstrate the therapeutic success that exceeds the present treatment effi-
cacy. Perhaps the most precarious aspect of melanoma is the potential for metastasis.
Part of the checkpoint inhibitors’ success is the capacity to activate the patient’s
immune system, which is the foremost “job” of the checkpoint inhibitors. As we will
discuss later, usEPs can act as immunotherapy and induce the host immune system
in two well-characterized models. Nevertheless, as adjuncts and follow up studies of
mouse melanoma models, studies addressing usEP treatment of human melanoma
xenografts in nude mice are presented here.

A375 cells, a human melanoma cell line, were transfected with lentivirus
expressing eGFP driven by the cytomegalovirus promoter (lentiviral particles (Pslv-
CMV-eGFP) and injecting in immune-compromised nude mice for melanoma tumor
formation (Guo et al. 2014). Using stainless steel plate electrodes, the tumors were
treatedwith 1000 usEPwith durations of 300 ns (35 ns rise-fall time) and electric field
strength of 20 kV/cm or 6 Vs/cm. The tumors were decreased tenfold in the first five
days as determined by eGFP fluorescence, and all tumors were eliminated in a single
treatment. These studies essentially confirmed in human melanoma what had been
observed in mouse melanoma studies, except a single time point at 5 days is used
instead of time courses. Five days post-treatment, in the TME, there were around
50-fold increases in TUNEL staining, decreases in CD31microvascular staining,
VEGF, and PCNA. The authors also demonstrated twofold decreases in Bcl-2 and
twofold increases in Bax. Much like the finding in the B16-F10 melanoma study,
the results suggest usEP-induced apoptosis induction and decreased angiogenesis,
which identify conditions that inhibit angiogenesis.

As in the mouse melanoma studies and all those studies investigating events in the
TME with specific identification of tumor cells, tumor microenvironment, it is not
clear that tumor cells are demonstrating these apoptosis markers are tumor cells. On
the other hand, the PCNAmarker confirms that most cells in the TME cease dividing
and the MVD present on endothelial cells such as those in the vasculature suggest
the absence of vessel formation, which is confirmed by a decrease in the upstream
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driver for angiogenesis, VEGF. The studies confirm that usEPs can eliminate human
melanoma in nude mice.

18.11.2 Human Hepatocellular Carcinomas

Human hepatocellular carcinomas have also been extensively used in usEP treat-
ment. In two studies, human metastatic HCC HCCLM3 tumors were generated by
implanting tumor tissue blocks into nude mice (Yin et al. 2014; Chen et al. 2014b,
2017). To get tissue blocks, HCCLM3 cells were injected into mice to form tumors.
When tumors formed, small tumor tissue blocks were implanted into mice to be
treated with usEPs. The electrode design consisted of a needle as the anode placed
in the tumor center and a semi-circular ring as the cathode positioned on the tumor
periphery. For this treatment, “one half of the tumor was treated with the initial semi-
circular ring placement, and then the ring was rotated 180° to complete the tumor
treatment.” (Yin et al. 2014). Mice were either treated a single time or single dose
(SD) with 300 usEPs with durations of 100 ns and electric field strength of 40 kV/cm
or 1.2 Vs/cm or treated with three doses or the multi-fractionated dose (MFD) at 48 h
interval with 0.4 Vs/cm for a total of 1.2 Vs/cm. However, from the explanation of
the electrode placement and the electrodes’ rotation, it may be that each tumor half
or side is only exposed to half the total treatment dose.

Nevertheless, compared to the control group on days 7 and 14 days after treatment,
tumor growth in SD andMFDgroupswas significantly reduced.Mice treated a single
time with the SD 1.2 Vs/cm protocol showed a 40% reduced growth compared to
control 16 days after treatment. After 60 days, about a 40% survival rate characterized
the SD treatment. In contrast, the MFD group exhibited no tumor growth than its
original size yet appear to be stable after 16 days. After 60 days, about a 90%
survival rate characterized the MFD treatment. Using these protocols usEPs slow
tumor growth, downgrade tumor burden, and increase overall survival. The more
significant effects of the MFD were substantiated by a much greater macrophage
infiltration into the TME recognized by MAC387 (Chen et al. 2014b). MAC387 is
an S-100-like Ca2+ binding protein associatedwithmyeloid differentiation (Goebeler
et al. 1994; Roth et al. 1993).
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Since the HCCLM3 is metastatic, the author showed that all 7 of the control
untreated mice exhibited metastasis to the lungs. In contrast, 2 of 7 mice in the
SD group presented with metastatic lungs, while none of the 7 mice in the MFD
group showed metastasis in the lung (Yin et al. 2014). In the group that had tumor
resection, one of the 7 mice exhibited metastasis. The authors suggested that usEP
reduced pulmonary metastasis to the lungs in the model. While this may be the case,
a more likely possibility is that in the absence of metastasis, the tumors were effec-
tively treated before they could metastasize. The author did indicate that non-lethal
usEPs enhanced the numbers of HCC cells phagocytized by differentiated THP1
macrophages; however, they did reveal what the non-lethal usEP treatment was.
Based on the data present here, it is not sufficiently demonstrate that usEPs reduce
metastasis other than successfully killing a sufficient number of HCC cells before
they can metastasize. Nevertheless, the study demonstrates that usEPs effectively
control human HCC growth in a nude animal model.

This study was similar to a study with usEP treatment in a mouse Hep1-6 HCC
model. In that study, treatments comparing a single 19.1 Vs/cm treatment with three
treatments with 2 Vs/cm per treatment made little difference to treatment success
(Chen et al. 2012). However, the present study used 1.8 Vs/cm usEP conditions
that were much lower. Using lower usEP conditions, it is likely that sub-threshold
conditions are more likely to see differences than when higher threshold conditions
are used. In the usEP studies reviewed so far and those upcoming, tumor elimination
requires higher conditions than the 1.8 Vs/cm used here. If these studies compared
6 Vs/cm in one treatment or in three equally dived treatments, differences might not
be evident. Nevertheless, using sub-threshold condition, which are lower than what
has been shown to induce tumor elimination, it was possible to show that overall, it
may be better to divide usEP treatments over three applications instead of a single
treatment.

18.11.3 Human Breast Cancer

UsEPs were also effective in human MCF-7 breast cancer in nude mouse models
(Wu et al. 2014). Pulses were applied through clamp electrodes with three treatment
of 240 usEP at 4 pulses per second (Hz) with a duration of 100 ns and electric
field intensities of 30 kV/cm or 0.72 Vs/cm per treatment for a total of 2.16 Vs/cm
over the three treatments. This breast cancer model confirms what had been shown
in human melanoma and human HCC that usEPs cause tumor shrinkage, TUNEL
staining, decreases in Bcl-2, and decreases in vessel formation and angiogenesis
markers. By day 14, after treatment, the tumorweighed 79% less than control tumors.
While these tumors grew more slowly, the usEP conditions were not sufficient to
completely eliminate tumors. As indicated in previous studies, these conditions are
at least twofold lower than required to completely eradicate solid tumors.
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18.11.4 Pancreatic Cancer

The earliest human tumor xenografts treatedwith usEPswere conducted using human
AsPC-1 pancreatic tumor cells inmatrigel injected into a female athymic nudemouse
model using pulse durations of 7, 10, and 20 ns (Garon et al. 2007). In these studies,
using a five-needle electrode array electrode delivering three 75 pulse bursts at 20 Hz
separated by 1 min with 20 ns durations and 40–45 kV/cm, half of the tumors were
cleared; however, efficacywas considered only 4 days after treatment and only regres-
sion and not clearance, could be declared. Considering the Vs/cm charging effects
in these studies were no greater than 0.13 Vs/cm, these treatments were 50–60 fold
lower than effects on melanoma and HCC tumors in mice, so transient effects on
tumor regression could be expected. However, the Vs/cmmeasure does not include a
factor for repetition rate, and these studies were carried out at 20 Hz or 20 pulses per
second. While these pulse durations are 15–40 times shorter than the 300 ns pulse
durations that were found to increase temperatures to 40 oC, their electric fields are
similar, yet the temperature was not determined, so it is not clear that these usEP
effects were due to electric field alone. Nevertheless, given that 30 ns pulses with
charging effects greater than these were not sufficient, it is likely that higher electric
fields and/or greater pulse numbers are needed unless the high repetition rate in the
presence or absence of heat has effects to overcome the duration or pulse numbers
factors.

18.11.5 Human Squamous Carcinomas

Another study using pulses at the lowest nanosecond level used 50, 200, and 400
pulses at 50 Hz, a 5 needle array that delivered 7 and 14 ns durations with elec-
tric fields of 31 and 40 kV/cm to treat cutaneous papillomas and squamous carci-
nomas in SENCAR (SENsitivity to CARcinogenesis) mice. To develop tumors, mice
were treated with methyl-N’-nitro-N-nitrosoguanidine and tumor promoter 12-O-
tetradecanoylphorbol-13-acetate (TPA), which developed tumors in 20–30 weeks
(Yin et al. 2012). These tumors were eliminated for at least one week using one
(85%) or two (15%) treatments with 14 ns pulse duration. It would be important
to know if these tumors regrew in the following weeks to evaluate it as an effec-
tive therapy. The pulse duration of 7 ns was less effective when using 400 pulses
at 50 Hz. Although the pulse durations are short, these high repetition rates could
increase temperatures, which were not determined.
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18.11.6 Human Glioma Xenograft in a Vascularized Avian
Chorioallanttoic Membrane (CAM)

Bardet and colleagues (2016) determined effects of a single 10 ns usEPs Japanese
quail (Coturnix coturnix japonica) chorioallanttoic membrane (CAM) implanted
with human U87glioblastoma cells stably expression a fluc2 and green fluorescent
protein (eGFP) driven by the cytomegalovirus (CMV) promotor. The cells were
engrafted into a developmental window of developing quail eggs, which acted as
a host promoting the growth of the tumor. This established a glioblastoma tumor
organoid adjacent to the developing bird embryo. This approach provided growth of
fluorescently labeled millimeter-sized spheroid tumors that were treated with usEPs
while using multiphoton microscopy. This gave a bird’s eye view (pun intended) of
the developing vasculature of the tumor and the embryo. The tumor grew in such a
way that easily distinguished from the CAM. Numerical simulations estimated that
the electric field amplitude was 35–45 kV/cm for single 10 ns usEPs or 3.5–4.5 ×
10–4 Vs/cm. Even at such low charging effects, the usEPs collapsed the perfusion
neovasculature and affected the diameter of capillaries and larger vessels in normal
tissue. There was a pronounce effect on capillaries. Since the CAM blood network is
not innervated, the authors suggested that the usEP effects were directly on endothe-
lial cells, perhaps at their junctions. Mathematical models estimated that the electric
fields were 40% higher in the endothelial cells than the rest of the tissues (Sersa et al.
2008).

18.11.7 Human Triple Negative Breast Cancer (TNBC)
Patient-Derived Xenograft (PDX) in NOD-Scid
Gamma (NGS) and NSGM3 Mice

This cancer model is derived from Jackson Labs. The PDX came in an NSG mouse,
which was then removed and engrafted into other mice for treatment. The NSGmice
were developed and marketed by Jackson Labs. They carry the strain NOD . Cg-
PrkdcscidIl2rgtm1Wjl/SzJ. They are the most immune deficient mice available lacking
T-cells, B-cells, NK cells and are deficient in multiple cytokine signaling pathways.
They are also defective in many innate immune mechanisms (Shultz et al. 1995,
2005).

Human TNBC-PDXs were developed in NSG immunocompromised mice (NOD
. Cg-Prkdcscid Il2rgtm1Wjl/SzJ) by implanting tumor sections about 2 mm3 in size
into the flank. Tumors grew for approximately 6 weeks until reaching a treatable
size of about 350–600 mm3. Tumors were treated with usEP conditions previously
successful in complete tumor elimination in mouse and rat models: 1000 pulse (~
3 Hz) 100 ns durations and 50 kV/cm delivering 5 Vs/cm to each tumor via pinch
electrodes. Decreases in growth were evident within days and were completely elim-
inated in 3–4 weeks post treatment. The 6 usEP-treated tumors in Fig. 18.3 represent
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Fig. 18.3 UsEP eliminate human TNBC PDX in NSG mice. Human tumor tissue sections (~ 2
× 2 mm) were implanted into NSG immunodeficient mice a Implanted tumors grewing for about
6 weeks and then treated with usEPs, 1000 pulses (3 Hz) at 100 ns, 50 kV/cm, 5 Vs/cm (usEPTx)
or sham treated. 45 days after implantation Tumor grown was followed for 10 days. b Tumors were
grown for about 6 weeks (not shown) and then treated with usEP conditions as in panel A (red) or
shame treated (black). Tumor growth was flowed for about 30 days. (Ruedlinger, Guo, and Beebe
unpublished)

as many as 15 and all were eliminated by the treatment protocol used here.
Using the same tumor model (TNBC-PDX), tumors were implanted

in NSG-SGM3 mice (NOD . Cg-Prkdcscid Il2rgtm1Wjl Tg(CMV-IL3, CSF2,
KITLG)1Eav/MloySzJ). These mice were developed from the same background
as NSG mice and therefore also lack mouse T-cells, B-cells, and functional NK cells
with deficiencies in cytokine signaling. NSG-SGM3mice contain three co-expressed
transgenes regulated by the human cytomegalovirus promoter/enhancer sequence.
The three transgenes (SGM3) include human stemcell factor (SCF) gene (S),which is
required for maintenance of normal basal hematopoiesis by acting on hematopoietic
stem cells to facilitate their entry into the cell cycle; human granulocyte/macrophage-
colony stimulating factor 2 (GM-CSF) (G), which increases the numbers and func-
tions of neutrophil, eosinophil; and monocyte/macrophage numbers and functions;
and human interleukin-3 (IL-3), which stimulates multipotent hematopoietic stem
cells to differentiate into myeloid progenitor cells and stimulates all myeloid cells,
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Fig. 18.4 UsEP eliminate human TNBC PDX in NSG-MSG3 mice. Panels A and B represent two
individual study trials. a Three tumors were engrafted, two of which required about 75 days to reach
treatable sizes of 400–600 mm3. One of the three tumors failed to grow in the time frame. Tumors
were treated with 1000 pulses with 100 ns durations and 50 kV/cm or 5 Vs/cm. b Three tumors
were engrafted, two of which reached a treatable size of about 200–400 mm3 in about 40 days. One
tumor filed to grow in the time frame. These tumors were treated as in panel A (Ruedlinger, Guo,
and Beebe, unpublished)

which includes granulocytes, monocytes, and dendritic cells, to proliferate and func-
tionwith other cytokines. TheNSG-SGM3mousewas developed to improve engraft-
ment and growth of human leukemias but was used here in the development of
humanized mice, which is not reported here.

Like the TNBC tumors grown in Fig. 18.3, usEPs were effective to eliminate these
tumors with delivery of 5 Vs/cm within about 3 weeks. The studies in Figs. 18.3 and
18.4 indicate that usEPs under these conditions were sufficient to eliminated TNBC
PDXs without the need of immune system intervention.

Another approach was to use human breast cancer cell lines in immunodeficient
mice.We used the humanMDA-MB-231 VIM-RFP clone, which areMDA-MB-231
clone expressing vimentin labeled red fluorescent protein. The MDA-MB-231 cell
line is human mesenchymal epithelial, basal B breast cancer cell line isolated from
a pleural effusion of a 51-year-old Caucasian female with a metastatic mammary
adenocarcinoma. It is estrogen receptor negative, fibroblast-like and highly invasive
(Lacroix et al. 2004).

When MDA-MB-231 VIM-RFP cells were treated with usEPs delivering
50 kV/cm in NSG-mice (Fig. 18.5a) or NSG-SGM3-mice (Fig. 18.5b), tumors were
not eliminated and continued to grow in both immunodeficient mouse models. This
is the only tumor model investigated by our laboratory, including human, mouse, and
rat models, in which usEP treatment failed to eliminate tumors.
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Fig. 18.5 UsEP treatment of cell derived xenografts (CDX) tumors in immunodeficient mice.
Human TNBC MDS-MD-231-VIM-RFP cells were grown as defined at ATCC until 50–60%
confluent and injected into the flanks of NSG mice (a) and NSG-SGM3 mice (b) (Ruedlinger,
Guo, and Beebe, unpublished)

18.11.8 Summary of usEPs in tumor treatment

In general, the studies with human tumors in immune-deficient mice confirmed find-
ings for similar studies with the same mouse tumors in immune competent mice.
There are significant effects on vasculature, indicating neovascularization and angio-
genesis are impeded, suggesting that this will minimizemetastasis. However, the data
presented does not rule out the possibility that the primary tumor was eliminated
before metastasis could begin. Nevertheless, some data provide more convincing
arguments that usEPs may prevent metastasis, but this is based on the presence of
in situ vaccination and the presence of immune responses that prevented tumor recur-
rence (Guo et al. 2018) (see the section on immunity). Yet, with all the studies carried
out, it is still unclearwhat regulated cell deathmechanism(s) are responsible for tumor
elimination, although it is likely to be cancer type-specific. While some conclusions
have been reached from in vitro data, as presented above and elsewhere, specific
RCDmechanisms in the TME are unknown because they have not been co-localized
with the cancer cells in the treatment zone. Furthermore, as indicated in Figs. 9.9 and
9.10 in the section on Regulated Cell Death, showing necroptosis and parthanatos in
TNBC cells, respectively, there may be more than one RCD mechanism in a given
cell type. The focus on usEP-induced RCD is more than academic. It is hypothesized
that RCD is one determinant of immunity, especially is they lead to the release of
immunogenic cell death (ICD) factors like calreticulin, HMGB1, and ATP, among
others. Given that such a description of immune induction for cancer therapy is a
determining factor for designing immunotherapy, discovering as much as possible
about these questions is essential for reconstructing these complex processes.
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The xenograft studies on pancreatic cancer and squamous cell carcinoma with
pulse duration ≤ 20 ns suggest that there may be limits to usEP durations that can
effectively treat tumors. This limit is most likely determined by achieving electric
fields that are sufficiently intense when electric fields are so short. It is well known
that a decrease in pulse duration can be compensated by an increase in the electric
field. This may also be offset by increasing the pulse number. Overall, these studies
suggest that cells must be exposed to pulses short in duration and rise-fall time on
the order of the plasma membrane charging time constant. These usEPs must deliver
charging with adequate intensity and duration that provide sufficient charging of cell
membranes and likely other structures, especially in mitochondria. This suggests an
intensity threshold for appropriate short durations and rise-fall times and that this
must be delivered enough times to afford cells no time to reinforce survival mech-
anisms. Based on available data, charging values on the order of 4–6 Vs/cm appear
necessary for tumor elimination. As discussed in the section on immunity, there
may be a distinct threshold for an adequate immune response, although this likely
depends on the immunogenicity of the cancermodel providing greater immunitywith
higher immunogenic models. Surprisingly, usEPs did not eliminate MDA-MB-231
VIM-RFP tumors in immunodeficient mice (Fig. 18.5), suggesting immunity may
be necessary in this models that may be less immunogenic.

However, to reiterate, there are limits to the weight of the charging values for
treatment efficacy and immunity. For example, there is no factor for the rise-fall time
in the formula, which is important for usEP-induced intracellular effects unique to
this technology. With some limited data among different cancer models, a 100 ns
pulse with a 5–10 ns rise-fall time may be more effective for immune induction
than a 200 ns pulse with a 40–50 ns rise-fall time (Ruedlinger, Guo, and Beebe
et al. unpublished). However, this requires a larger study and likely depends on the
cancer model’s immunogenicity. Since there are three factors involved in the formula
Eτn—pulse duration (τ), electric field (E), and number (n)—the charging value can
be reached by manipulating any of these conditions. So, consider the pulse duration
of 100 ns with 5–10 ns rise time as adequate for the hypothesized short duration
factors. A charging value of say 5 Vs/cm could be reached by using an electric
field strength that could be below the presumed intensity threshold, but the Vs/cm
value could be reached by increasing the pulse number. Again, this presumes that
an electric field threshold is required instead of a sufficient charging requirement
reached by delivering the charges enough times. Besides, there is a possibility for
some temperature effects if the pulse repetition rate is fast enough. Modeling studies
indicate small temperature changes (Esser et al. 2009), and experimental data indicate
that a repletion rate of 5–7 Hz raises temperatures to ~ 40 ◦C but not enough for
thermal injury (Nuccitelli et al. 2010). This cannot be specifically considered non-
thermal. It was also shown that such moderate temperatures can enhance efficacy,
and there is no factor for temperature in the charging formula. However, usEPs are
delivered with no thermal effects so the results depend on charging and not thermal.
Nevertheless, the charging formula near 5.0 Vs/cm appears to hold for the available
data from the authors’ labs. Using this formula can be helpful when considering
effects of conditions that are and are not effective in tumor elimination.
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Chapter 19
usEPs as a Possible Immunotherapy

Stephen J. Beebe

Abstract That usEPs could ablate tumors was a significant finding in the use of
this technology for cancer therapy. The finding that usEPs could also induce immu-
nity was a bonus for this treatment as possible immunotherapy. However, the data
to support this immune induction by usEPs had several different sets of suggestive
evidence. One approach showed slower tumor growth in immunocompetent mice
vs. growth in immunodeficient mice. A second approach showed the slower growth
of a secondary tumor after ablation of a primary tumor, suggesting that the primary
treatment caused an immune response that slowed secondary tumor growth. The pres-
ence of CD4+ T-cells in the primary treated tumors and CD4+ cells in the untreated
secondary tumorwas used as evidence. However, theCD4+ cells require further char-
acterization to differentiate CD4+ CD25+ Foxp3+ T-regulatory immunosuppressor
cells (Tregs) fromCD4+CD44+with the presence or absence ofCD62L+asT-central
or T effector memory cells, respectively. The strongest evidence for usEP-induced
immunity indicated the complete absence of secondary tumor growth after primary
tumor treatment. Such responses were present in cancer models in the ectopic mouse
liver, orthotopic mouse breast, and rat liver cancers. The absence of secondary tumor
growth is called vaccine effects or in situ vaccination. Thus, the treatment of the
primary tumor induces immunity and vaccinates the animals by the usEP treatment.
The latter two cancers exhibited early decreases in immunosuppressor Tregs and
myeloid-derived suppressor cells (MDSC), which resolve suppression of immune
responses, and increases in dendritic cells (DCs) in the TME that could identify
antigens and induced immunity. The rat liver cancer model also showed activation
of the innate immune natural killer (NK) cells with specific activation markers in its
TME and the presence of effector and central memory cells in the mouse breast and
rat liver (TME), which were cytotoxic. An ectopic mouse pancreatic cancer model
that did not show a vaccine effect failed to show a decrease in Tregs and MDSC in
the TME and blood and did not show activated T-cells, suggesting immunosuppres-
sion prevented an immune response. Continued studies will determine immunity,
cell death mechanisms, and ICD factors (calreticulin, ATP, and HMGB1) in other
immunogenic cancer models.
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19.1 Introduction

There aremany different scientific approaches that provide various levels of evidence
for the presence of immunity. Some of this evidence is indirect, and some of it
is direct. There are also many facets, qualities, and facades that lend support or
establish immunity. The complexity of immune mechanisms is sometimes glossed
over, presenting more commentary and less valid evidence. There appears to be a
greater need for a more strict, immunological confirmation for some of the findings
that merely suggest immunity instead of specifically identifying that an immune
response is present.

A general immunological problem is the differentiation between immune cell
defense against immunogenic cell death in response to pathogens versus silent or
tolerogenic self-cell death (Green et al. 2009). Adaptive antitumor immunity may be
enhanced by dying in the right way. Cancer cells and oncogenic viruses can inhibit or
promote cell death by one or more of several RCDmechanisms. Immunotherapy can
stimulate specific immunogenic cell death (ICD) mechanisms and promote cancer
immunogenicity, by inhibiting immune checkpoints, signaling through dendritic
cell (DC) receptors, which can cross-present tumor antigens to T-cells and thereby
improving adaptive immunity and enhancing therapeutic efficacy (Kroemer et al.
2013; Karaman et al. 2018; Morrison et al. 2013; Guo et al. 2014). Cells under-
going ICD express different cell surface receptors and release factors that enhance
immunogenicity. These factors recruit and activate DCs to identify antigens, phago-
cytose them and process them before presenting them to T-cells. ICDs include the
presence of the most abundant endoplasmic reticulum (ER) protein, calreticulin; the
most abundant intracellular metabolite, ATP; and most abundant non-histone chro-
matin binding protein HMGB-1. These and others (Hou et al. 2013) are collectively
called danger associated molecular patterns (DAMPs) that have dominant effects on
immunogenicity when they are released and appear from dying cells (Tesniere et al.
2008a, b; Kepp et al. 2011; Inoue and Tani 2014). The finding that usEPs have intra-
cellular effects on the ER, DNA, the nucleus, mitochondria, and other subnuclear
structures provide possiblemechanisms for releasing these factors that induce ICD. It
appears likely that different RCDmechanisms can lead to release of these factors and
induce ICD. Some of this is due to shifts in focus from apoptosis to autophagy and
more diverse forms of RCD such as necroptosis, pyroptosis, and pathanatos (Inoue
and Tani 2014). Autophagy also appears to enhance the release of DAMPS and the
release of DAMPs appears to enhance autophagy. Since autophagy is primarily a
survival mechanism, the presence of autophagy in dying cells that autophagy cannot
save, identifies the least fit tumor cells releasing DAMPs (Hou et al. 2013).

As a general overview, consider that immune mechanisms are influenced by
activated cytotoxic immune cells, which attack cancer cells, and activated immune
cells that suppress immune mechanisms. These immune suppressor cells not only
prevent immune cell activation, but thereby support cancer progression. Immune
suppressor cells include T-regulatory cells (Tregs), myeloid-derived suppressor cells
(MDSCs), and tumor-associated macrophages (TAMs), among others. Immune cell
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suppression is a significant barrier for cancer immunotherapy and for any cancer
therapy, including usEPs (Escors 2014). This immunosuppressive cellular barrier
must be destroyed so innate and adaptive immune cells can become cytotoxic and
attack cancer cells. Immune suppressor cells in the TME are generally dominant
by their numbers and percentages with specific suppressor immune cell phenotypes
based on cell surface receptors. More convincingly, immune suppressor cells can be
more directly demonstrated by their specific functional suppressor activity against
T-effector cells. On the other side of immunity, activated adaptive immunity includes
cells that are CD3+ and also express CD4+ or CD8+ phenotypes. However, the pres-
ence of these CD4+ or CD8+ cell phenotypes does not mean that these cells are active
against tumors. CD4+ and CD8+ cells can be present, but if immunosuppressor cells
are also present and dominant, they can be inactivated or be anergic, meaning they
fail to respond to their specific antigen. Alternatively, T-cells could be exhausted,
meaning they cannot react to their antigens because of chronic antigen stimulation
(Blank et al. 2019; Schwartzberg et al. 2019). It is also possible that the presence
of CD4+ cells could mean the presence of T-reg cells, which also express CD25
and the transcription factor FoxP3. Therefore, to identify activated T-cells, additional
phenotypes should be demonstrated to show cells are activated by expressing CD44
as effectormemoryT-cells (CD62L−CCR7−) and centralmemoryT-cells (CD62L+
CCR7+ ). Once again, activated T-cells can be demonstrated at a more direct level
by isolating their phenotypes and showing their functional activity by secretion of
cytokines such as IFNγ or by showing isolated T-cells directly induce apoptosis in
cancer cells. In several studies, usEP-induced immunity has been demonstrated at
all of these levels to various degrees.

19.2 usEPs Induce Immunity

The earliest hint that there was an immune response with usEP-induce immunity
was indirectly shown in ectopic mouse Hepa1-6 HCC tumors (Beebe et al. 2011)
and in a later broader study in orthotopic rat N1-S1 HCC (Chen et al. 2014). These
studies were then followed by specific inspection at immunity in the N1-S1 HCC
model at the immune cell phenotype levels predictive of immunity (Lassiter et al.
2018). In these studies, tumors are treated and eliminated by usEPs. When tumors
have vanished for about seven weeks after treatment, and no additional growths were
observed from the treatment zone or elsewhere, the animals are challenged with
another cell injection of the same cells that formed the tumor that was eliminated by
usEPs.

As examples for the search for immunity in response to usEPs, a brief study
in the mouse ectopic Hepa 1–6, more in-depth with a rat orthotopic N1-S1 HCC
models in a mouse orthotopic 4T1-luc breast cancer model will be primarily high-
lighted. The rat HCC and the mouse breast cancer models provided essential data
to support immune-mediated protective vaccine effects in both cancer models. Data
from the studies of other investigators in similar models will be presented, leading
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to common conclusions that usEPs can effectively induce the development of host
immune responses that can facilitate the elimination of tumors after usEP treatment.
In the rat HCC and the mouse breast cancer models, we show that the host mounts a
robust immune response after treatment and a more apparent immune response when
the HCC model is challenged with possible recurrences of the same HCC cancer.

Table 19.1 shows a series of studies that were carried out with ectopic Hepa1-
6 mouse HCC tumors in C57Bl/6 mice treated with usEPs. Table 19.1 describes
results from an experiment when 16 one-month old mice were divided randomly
into an untreated, control group of 8 mice and a treated group of 8 mice. The HCC
tumors were initiated in all mice with 1 × 106 cells in all mice. When the tumors
reached about 0.4 cm, the control group was sham-treated, and the other group was
treated with 900 pulses (1–2 Hz) with 100 ns durations and electric fields intensity
at 55 kV/cm (5.0 Vs/cm). In 6 of the 8 usEP treated mice, tumors were eliminated
for as long as 60 days. The other two treated mice and all of the control group were
euthanized according to our IACUC protocol. When the 6 successfully treated mice
were tumor free for 60 day, tumors were initiated in the opposite flank as before.
None of these mice grew tumors for as long as 49 days before the experiment was
terminated. In a control group of naïve mice, which had never had tumors, these
same injected cells readily grew. While these studies showed no direct evidence of
an immune response, a highly likely explanation was that an immune response was
induced, since naïve mice grew tumors and usEP-treated mice did not.

This small ectopic mouse HCC study was extended to a rat orthotopic N1-S1
HCC model (Chen et al. 2014), which provided a larger rat liver than a mouse liver
and a larger animal model that could withstand experimental protocol requirements
for three surgeries with two of them close together. One surgery is required to initiate
tumors, a second surgery 7–10 days later to treat tumors and a third surgery 7 weeks
later to challenge the liver with another tumor cell injection like the initial one.

Table 19.1 UsEP treatment of Hepa1-6 HCCmay provide host immunity in C57Bl/6 mice (Beebe
et al. 2011)

Group # of mice
(1 Mo)

Tumor
diameter
1st
treatment

1st
treatment

Survival
ratio

Survival
days

Growth
after 2nd
injection

Tumor free
(days)

Treated 8 0.4 cm 100 ns
55 kV/cm
900 pulse

6/8 60 0/6 49

Control 8 0.4 cm No nsPEFs 0/8 13 ± 5.3 – –
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19.2.1 usEP Treatment Induces an Immune-Mediated
Vaccine Effect in Orthotopic N1-S1 HCC Tumors

When orthotopic rat N1-S1 hepatocellular carcinoma tumors were treated with
usEPs, greater than 82–90% were eliminated entirely. Two tumors showed partial
responses, one tumor was stable, and three others continued to grow, albeit slowly
without a complete response. Sham-treated tumors (88.5%) readily grew, eventu-
ally requiring euthanasia due to tumor burden (Chen et al. 2014). Since then, scores
of tumors have been eliminated with virtually 100% efficacy when entire tumors
are exposed to sufficient conditions of 1000 pulses with electric fields strengths of
50 kV/cm and durations of 100 ns (5.0 Vs/cm). When tumors were treated with 300
or 500 pulses (1.5 and 2.5 Vs/cm, respectively), tumors grew more slowly but were
not eliminated.

Figure 19.1 (Chen et al. 2014) shows a Kaplan–Meier plot from an exten-
sive survival and challenge study with the rat N1-S1 HCC model. The black
arrow (bottom left) shows tumor initiation. Twenty sham-treated tumor-bearing rats
required euthanasia within 40 days due to tumor burden (green line). Twenty-one of
23 (91.3%) tumor-bearing rats were treated with 1000 pulses with 100 ns, 50 kV/cm,
and at 1 Hz became tumor-free for 7 weeks. All surviving rats that were then chal-
lengedwith a second identical injection (black arrow, top) in the same lobe or different
lobe bearing the initial tumor failed to grow tumors and were tumor-free for as long
as 20 weeks (red line). In contrast, 24 naïve, age-matched rats receiving the same
injections required euthanasia between 4–5weeks after injection due to tumor burden
(blue line). This study demonstrated a protective, vaccine-like effect, suggesting an
immune response. Because this was not a routine vaccination, we initially referred to

Fig. 19.1 usEPs eliminate N1-S1 tumors and provide a protective vaccine effect—N1-S1 tumors
were initiated by injection of 1 × 106 cells under the liver capsule. One-week later tumors were
treated with 1000 pulses at 1 Hz and 100 ns durations and 50 kV/cm (5.0 Vs/cm (arrow bottom
left). 91% (21 of 23) of treated rats were tumor free for 7 weeks after treatment (red line). Rats were
then challenged with a second identical injection of N1-S1 cells in the same or adjacent liver lobe
(arrow top) in treated rats (red line) and in age-matched naïve control rats (blue line). Rats were
followed for 150 days after initial tumor initiation when the study ended (from Chen et al. 2014)



424 19 usEPs as a Possible Immunotherapy

this as a vaccine-like effect. Furthermore, there was no direct evidence that adaptive
immunememory cellswere present or decreased immunosuppressive cells. However,
there was no other explanation for these findings, so an immune response had to be
assumed until additional evidence was presented.

19.2.2 N1-S1 Tumor Microenvironment Exhibits
Time-Dependent Increases in Granzyme B After usEP
Treatment

Figure 19.2 shows initial studies to determine if an immune response was present by
demonstrating the time-dependent increase in granzyme B in the TME after usEP
treatment of N1-S1 tumors (Chen et al. 2014). One of the mechanisms of the innate
and adaptive immune cells is to physically interact with tumor cells and utilize their
perforin/granzyme pathway to induce apoptosis in their target cells Cytotoxic natural
killer cells, and T-lymphocytes express the serine protease granzyme B (GzB) in
specialized cytotoxic granules in secretory lysosomes. Upon contact with the target
cancer cell, the granules degranulate, releasing perforin, which disrupts the plasma
membrane, and GzB protease initiates apoptosis of cancer cells. The granules are
stored in away that protects the killer cell from its own killermolecules. Furthermore,
GzB and perforin expression occur at lower levels until the killer cell is activated
when GzB expression is increased.

Once inside the cells, GzB can directly activate caspase-3, and other pro-
caspases. However, for full activity, GzB must act through the mitochondria, so
it cleaves Bid, leading to the release of cytochrome c and other mitochondria-stored

Fig. 19.2 usEPs induces granzyme B (GzB) expression after treatment of N1-S1 HCC tumors—
N1-S1 tumor were treated with 1000 usEPs (1 Hz) with durations of 100 ns and electric field
strengths of 50 kV/cm or they were sham treated. On days 1, 2, 3, and 9 after treatment, tumor
sections were prepared and stained with an antibody to GzB. Typical images are shown in the inset
and quantitative data are shown in bar graph format. A section is also shown of normal liver (from
Chen et al. 2014)
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factors such as the second mitochondria-derived activator of caspases or SMAC and
inhibitor of caspase-activated DNase (ICAD). SMAC is also known as DIABLO.
SMAC/DIABLO impedes the inhibitor of apoptosis proteins (IAPs) and thereby
releases active caspases and reverses caspase inhibition (Vucic et al. 2002). ICAD
release from mitochondria (Enari et al. 1998) leads to fragmenting DNA (Trapani
1995; Barry et al. 2000; Lord et al. 2003; Lieberman 2010).

The N1-S1 HCC study shows a time-dependent increase in GzB staining in the
TME after treatment. The increased presence of GzB with time is most likely due to
an increased presence of cytotoxic cells after treatment and the increase in GzB as
T-cells and NK cells become more active. The data demonstrating resistance to the
recurrence of the N1-S1 HCC cancer upon the challenge injections and the presence
of GzB provides invisible evidence (the resistance) and the appearance of effector
molecules that can induce apoptosis in target cells. However, T-regulatory cells use
perforin and GzB to prevent T-cell-mediated tumor clearance (Cao et al. 2007). So,
it is not clear if the GzB is expressed in cytotoxic T-cells and NK cells or T-reg
suppressor cells.

19.2.3 Increased Numbers of CD4+ and CD8+
Tumor-Infiltrating Lymphocytes (TILs) Permeate
the N1-S1 HCC Tumor Microenvironment (TME)

Figure 19.3 shows that one week after usEP treatment of N1-S1 HCC tumors,
immunofluorescent microscopy demonstrates increases in CD4+ and CD8+ TILs in
the TME. CD4+ and CD8+ co-receptor serve as recognition and adhesionmolecules,
help stabilize the T-cell receptor (TCR) interactions with target cells, and enhance
T-cell activation signaling. CD8 is expressed by cytotoxic T-cells, but not all CD8+
cells are necessarily cytotoxic. They have to be activated first, as indicated by the
expression of effector or central memory cell receptors. CD4 is expressed by helper
T-cells, and CD8+ is expressed by cytotoxic T-cells. CD8+ TILs serve to kill tumors
using GzB, as shown above. CD4 T-cells perform several functions, including activa-
tion of innate immune cells, T-cells, and B-cells. Although not as readily recognized,
CD4+ T-cells can also be cytotoxic (Haabeth et al. 2014).

However, CD4+ helper T-cells are best known for their influence on other immune
cells by secreting cytokines that will be most effective to the host’s immune needs.
By their production of cytokines and chemokines, they enhance B-cell antibody
production, recruit phagocytes to infection sites, and enhance T-cell functions. By
their differentiation into CD4+ cell subsets, including Th1, Th2, Th17, and iTregs,
they secrete many different cytokines that enrich host cell immune function (Zhu
and Paul 2008). CD4+ T-cells can also induce T-regulatory cell immunosuppressive
functions by producing GzB. So, while the increased presence of T-cell as indicated
by CD4+ and CD8+ T-cells is expected as indicators of immunity, the CD4 and
CD8 receptors by themselves do not prove that they are serving immune functions.
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Fig. 19.3 Increased presence of CD8+ and CD4+ lymphocytes after treatment of N1-S1- HCC
tumors—N1-S1 tumors were sham-treated (left panels) or treated with 1000 usEPs (1 Hz) with
durations of 100 ns and electric field strengths of 50 kV/cm (5.0Vs/cm; right panels). Oneweek after
treatment, receding tumors were removed, fixed in formalin, and prepared on slides for immunoflu-
orescent microscopy with antibodies to CD8 (top panels) and CD4 (bottom panels). Slides were
back-stained with DAPI. (Chen R, Sain N, and Beebe SJ, unpublished)

As indicated above, other distinguishing markers or phenotypes are necessary to
demonstrate the presence of immunity. If the TME remains immunosuppressive, the
CD4+ and CD8+ T-cells will not be able to carry out their helper and cytotoxic cell
functions.

19.2.4 usEP Treatment Enriches the Presence of Memory
T-Cells in the Spleens of Rats with N1-S1 Regressing
Tumors

To determine if NPS induced an immune response after treatment of rat ortho-
topic N1-S1 HCC tumors, CD4+ and CD8+ effector memory T-cells (Tem: CD44+
CD62L−) and central memory T-cells (Tcm: CD44 + CD62L+) were analyzed
in the spleens (Fig. 19.4) and blood (Lassiter et al. 2018). During the 7-day post-
treatment study compared to pre-treated, tumor-bearing rats, CD4+ Tem and Tcm
lymphocytes increased as much as 2.0- and 5.2-fold, respectively, while blood CD8+
Tem and Tcm cells increased 1.8 and 4.8-fold, respectively. Generally, these cells
remained elevated by the 7th day after treatment. Over the 7 days study in the spleen,
compared to tumor-bearing, untreated rats, CD4+ Tem cells increased 1.6-fold by
day 7, but CD4+ Tcm cells were not increased. CD8+ Tem and Tcm cells increased
1.4- and 2.0-fold, respectively, but were below untreated rats by day 7.
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Fig. 19.4 usEPs induce increases in CD4+ Tem and CD8+ Tem and Tcm in spleens after treatment.
Lymphocytes were isolated from spleens various times after usEP post-treatment then stained with
antibodies to CD4, CD8, CD44 and CD62L; analysis was done on CD4+ cells (a) and CD8+ cells
(b). Error bars= SEM; Naïve, 2 Days, 4 Days n= 4; Pre-Tx n= 2; 7 Days n= 5. a CD44+/CD62L-
7 Days Post-Tx: p = 0.02. b CD44+/CD62L+ 2 Days Post-Tx: p = 0.004; connecting lines p =
0.05 ( modified from Lassiter et al. 2018)

Perhaps the most critical location for immunity information is in the usEP treated
TME. Generally, the TME is the most difficult to analyze by flow cytometry, espe-
cially after treatment with usEPs, for several reasons. First, many cell types and
autofluorescence and dead and dying cells present a lot of debris to search through.
For solid tumors, the digestion process can also be challenging and sometimes incom-
plete. Debris is a significant problem. For orthotopic HCC tumors, digestion was not
necessary. However, analysis of the HCC TME by flow cytometry was not especially
helpful in determining immunity mechanisms in HCC for yet another reason. The
liver is not an isolated organ like the breast or the pancreas or a solid tumor. The liver
receives the animal’s full blood supply, 50–60% of which arrives through the hepatic
portal vein from the gut carrying remnants of gut bacteria. So, it was reasonable to
consider immune cell phenotypes in the spleen and blood as alternative tissues for
the identification of immunity.

As indicated above, CD4+ T-cells serve valuable functions as helper cells modi-
fying other immune cells’ functions. CD8 T-cells are lymphocytes that carry out
cytotoxic activity against tumor cells. These lethal functions are adjunct activity to
the usEP cytotoxic function. Differentiation of these CD8+ T-cells, as well as CD4+
T-cells into memory cells, is vital to immune responses like those seen in the N1-S1
HCC model in response to usEPs. Simply, memory cells must respond to specific
antigens that are descriptive of the tumor cells andmust exhibit long-term endurance.
While effector cells and memory cells share some molecular and functional similar-
ities, effector cells contract after their initial cytotoxic activities while memory cells
persist log-term and respond to specific antigens’ recurrencewith robust proliferation
(Badovinac et al. 2002, 2005). Also, memory T-cells are more numerous, proliferate
rapidly, execute a lethal function, and secrete cytokines, populatemultiple organs, and



428 19 usEPs as a Possible Immunotherapy

exhibit different transcription, metabolic, epigenetic, and functional states compared
to effector T-cells (Martin and Badovinac 2018). Memory cell phenotypes can be
heterogeneous that can depend on the time since antigen stimulation, numbers of
repeated antigen exposures, and the genetic background and history of exposures to
various antigens. The history of antigen exposures is less an issue in clean animal
facilities, which raises questions about whether studies with “dirty” or outbred mice
may be more representative of the human condition (Martin and Badovinac 2018).

Generally, Tem cells are more cytotoxic and express receptors (integrin and
chemokine) that localize them to inflammatory sites, while Tcm cells express recep-
tors that enhance their homing to secondary lymphoid organs. To define effector
memory cells (Tem), we used CD44+ and CD62L- phenotype and CD44+ CD62L+
to define Tcm cells. Many different receptors can be used to define these T-cell
memory subsets (Martin and Badovinac 2018). Like CD62L+ cells, the CCR7+
receptor is also used to define Tcm cells as lymphoid homing receptors. CD62L is
the L selectin adhesion molecule that recognizes sialylated carbohydrate groups, and
CCR7 is a chemokine receptor that binds CCL19 and CCL21. So, both CD62L+ and
CCR7+ cells defineTcmwhile the absence of thesemarkers indicates Tem cellswhen
other appropriate markers are present. In addition to CD44+ T-cells, other makers
also are used for defining these subclasses or memory T-cells. For example, Cx3Cr1+
CD27− cells represent Tem cells while Cx3Cr1− CD27+ cells represent Tcm cells.
Other subsets of memory cells are not included here (Martin and Badovinac 2018).

19.2.5 usEPs Decrease the Percentages of Tregs in the N1-S1
HCC TME

As mentioned earlier, one of the most significant hurdles for immunotherapy is
the resolution of the immunosuppressive TME, where the hosts immune cells and
host somatic cells collaborate to promote tumor progression. Given that more than
80% of tumors are cleared with a single treatment, usEPs significantly disrupts the
TME. However, for an immune response to be useful as a mechanism against cancer,
immunotherapy must significantly reduce immune suppressive cells such as the T-
regulatory cells (T-regs).

In the naïve rat liver, there are very few T-regs ulatory cells (Fig. 19.5). However,
the tumor-bearing, pre-treated rat HCC tumors represent about 6% of the tumors’
CD4+ cells. This number slightly increases, but not significantly by the second day
after usEP treatment. It is not until the 4th day after treatment that Tregs decreased by
twofold in the TME and then decreased to levels similar to that of tumor-free naïve
rats by day 7 post-treatment. This slight increase in Tregs soon after usEP treatment
seems to be shared in other models. In recent studies in 4T1-luc mammary cancer
tumors, Tregs increased in the first days after usEP treatment but decreased in the
following days after treatment (Nanajian, Beebe, and Guo, unpublished). However,
it appears critical that the Tregs and other immunosuppressive cells exit the treatment
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Fig. 19.5 usEPs cause dissolution of immunosuppressive Tregs in the TME. Lymphocytes were
isolated from the liver of naïve rats, pre-treated rats, and from rats at various times after treating
N1-S1 HCC tumors with 1000 usEPs with durations of 100 ns and electric field of 50 kV/cm (5
Vs/cm). Tumors were processed without enzymatic digestions, stained with indicated antibodies
and analyzed by flow cytometry CD4+ cells were gated and analyzed for CD25+ and Foxp3+ cells.
Foxp3/CD25/CD4 (naïve n = 4, others n = 2) error bars = SEM. * p = 0.05. From Lassiter et al.
(2018)

zone to establish an immune-mediated vaccine effect and long-lasting immunity in
this N1-S1 HCC model.

19.2.6 usEPs Activate the Innate Immune System

Another approach was used to consider signatures of immunity in the HCC TME
that touched on both the adaptive and innate immune systems. The adaptive immune
system is an evolutionary improvement on an older and less sophisticated innate
immune system. Thismemory system comprises T- andB-lymphocytes that express a
limitless catalog or repertoire of antigen receptors produced based on specific antigen
structures and sequences by site-specific somatic recombination in the T-cell and B-
cell receptors (TCR, BCR). These cells undertake cell divisions and maturations
before expressing their effector functions. This allows them to recognize remem-
bered, specific antigens for rapid and robust responses. Their memory functions are
based on processes in threewell-defined phases. The first is expanding specific clones
based on antigen recognitionwith amajor histocompatibility complex (MHC) frame-
work. This is followed by contraction when most effector cells undergo apoptosis. A
relatively small number of cells survive and enter the third memory phase when they
endure, self-renew, and wait for antigen recurrence (Luckey et al. 2006; Williams
and Bevan 2007; Vivier et al. 2011; Gabrielli et al. 2016).

The innate immune system consists of myeloid and lymphoid cells. Of specific
interests here are natural killer T− (NKT) cells and innate lymphoid cells (ILC),
which include a most essential subset called natural killer (NK) cells (Hazenberg
and Spits 2014). In contrast to the TCRs’ recombination features, NK and NKT
cells have limited sets of germline-encoded receptors that lack antigen specificity
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but exhibit rapid effector responses upon activation. So, NK cells exhibit cytotoxic
and cytokine secreting functionswith prior recognition or sensitization.NKs function
alongside and are most like CD8+ T-cells using perforin, GzB, and TNF family death
receptors for target cell killing (Sun andLanier 2011). They function by balancing the
expression of inhibitory and activating receptors (Moretta et al. 2001, 2008; Sun et al.
2009; Vivier et al. 2011; Gabrielli et al. 2016). Some inhibitory receptors recognize
HMC I, expressed on all virtually all healthy cells, thereby preventing NK cells
from attacking self-cells. Some tumor transformed cells delete expression of MHC I,
which protects them from CD8+ T-cells; however, this leads to NK cell activation in
the so-called “missing-self hypothesis” (Ljunggren and Kärre 1990). Two important
activating receptors in NK and NKT-cells are the NKG2D and CD161 (NK1.1)
receptors (Fergusson et al. 2011; Lanier 2015). The NKG2D receptor recognized
“stress ligands” that are often expressed on cancer cells marked by DNA damage
(Lanier 2015). An NK cell that identified stress ligands on cancer cells, which do not
express MHC I, will kill that cell by releasing perforin and GzB, inducing apoptosis.
Likewise, the CD161 receptor can also cause cancer cell death by promoting perforin
and GzB and releasing IFNγ. Tumor cell killing can also occur by sequential release
of IFNγ by NKT-cells and release of perforin and GzB by NK cells (Smyth et al.
2002).

Recent revelations of some innate cell functions have muddled the distinctions
between innate and adaptive immunity. “The high degree of cooperation and interde-
pendence between immunologicalmechanismsmakes a clear-cut distinction between
the two concepts increasingly difficult” (Gabrielli et al. 2016). The recent disclosures
that NK cells exhibit attributes of immunological memory make these distinctions
more clouded. These considerations made it increasingly attractive to investigate the
role of innate immunity in N1-S1 HCC cells treated with usEPs. One approach was
to analyze immune cells in the TME before and after treatment with usEPs using
antibodies to CD3 and CD161 (NK1.1) and CD56 (Lassiter et al. 2018). In Fig. 19.6,
NK, NKT, and T-cells were differentiated on flow cytometry because NK cells do

Fig. 19.6 Expression of NK, NKT and T-cells in N1-S1 HCC tumors before and after usEP treat-
ment. Tumors were treated with 1000 usEPs (1 Hz) with 100 ns durations and 50 kV/cm (5.0 Vs/cm)
or sham treated. Tumors were removed from livers and processed without enzymatic digestions,
stained with indicated antibodies and analyzed by flow cytometry. Error bars = standard error of
the mean (SEM); Naïve n = 4, Pre-Tx n = 5; others n = 6. * p = 0.05 (from Lassiter et al. 2018)
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Fig. 19.7 usEPs induce increases in subsets of NK cells after treatment with usEPs. N1-S1 tumors
were sham treated or treated with usEPs as described in Fig. 19.6. Immune cells were stained with
antibodies for the indicated phenotypes. Cells were gated on CD3- CD161+ and further analyzed
with antibodies for CD8, CD161 and/or CD314 (NKG2D) and analyzed by flow cytometry. Naïve
n = 4, Pre-Tx n = 5; others n = 6; error bars = SEM. * p = 0.05 ( modified from Lassiter et al.
2018)

not express CD3, T-cells do not express CD161 or CD56, and NKT-cells express all
of them—CD3, CD161, and CD56.

There were no significant changes in the levels of NK cells or T-cells in naïve
liver tissues, pre-treated control tumors, or in tumors in the seven days after usEP
treatment. In contrast, there were significant increases in CD161+ CD3+ NKT-cells
2 and 4 days after treatment (Fig. 19.6) and in CD56+ CD3+ NKT-cells 4 days
after treatment (Lassiter et al. 2018). However, 7 days after treatment, all NKT-cell
phenotypes were back to control levels.

Although there were no significant changes in NK cells before and after treatment
with usEPs using these markers, a closer look at NK and NKT-cells presented a
different and interesting picture of these innate immune cells’ roles in usEP-induced
immunity in the N1-S1 HCC model. Figure 19.7 shows results for NK cells, which
were closely mimicked by changes in NKT-cells (Lassiter et al. 2018).

Figure 19.7 shows that NK cells that were CD8+ and CD314+ (NKG2D+) or
CD8+ CD161+ were increased in the TME in a time-dependent manner with signifi-
cant changes on day 4 post treatment. NK cells that did not express CD8 or cells that
expressed CD8 but did not express CD161or NKG2D were low and not increased.
UsEP specifically induced expression of NK cells that expressed CD8 and one or the
other or both (not shown) of two different activation receptors NKG2D and CD161.
Similar results were observed in the sameNKT-cell phenotypes (Lassiter et al. 2018).
That NK cells and NKT-cells with these activation phenotypes were not present in
normal liver tissue or in tumors before treatment with usEPs, suggests that the usEP
treatment induced expression of ligand that were recognized and upregulated in
cells with these two activation receptors. These observation suggest that they played
valuable roles in the anti-tumor immunity and the usEP immunotherapeutic effects.

So, in a summary of the immune-mediated events that establish usEP
immunotherapy, the initial protective vaccine effect provided “invisible” evidence
that immunity was highly likely. However, there were no specific tangible immune
characteristics other than the in situ vaccination by the usEP treatment itself, which
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was by no means trivial. Yet, a developing immune response after treatment was
supported by several features typical of immunity in time-dependent manners in
the days following treatment. That the vaccine effect was immune-mediated was
supported by the increase in GzB in the TME; the increase in CD4+ and CD8+
T-cells in the TME, albeit without distinction by flow cytometry; the increases in
CD4+ and CD8+ Tem and Tcm cells in the spleen and blood; the decrease in Tregs
in the usEP treated TME; and the increases in specific subsets of NK and NKT-cells
with specific activation receptors. These features defined phenotypic characteristics
of immune cells after the usEP treatment of N1-S1 HCC in rat liver.

19.2.7 usEP Treatment Vaccinates Mice Against N1-S1 HCC

While those data defined the developing immune response, perhaps more mean-
ingful demonstrations of immunity occurred in immune responses when tumor-free
animals are challenged with the tumor cells cleared by usEP treatment. At the time
of this writing, an analysis of the immune response shaped by the in situ vacci-
nation has only been investigated in this orthotopic N1-S1 HCC model discussed
here. While the immune phenotypes and functions need to be more carefully studied
in broader perspectives, the response to the challenge with live tumor cells differs
from the response during treatment. While the adaptive immune responses are more
readily associated with immunity in general, we will first consider the innate immune
response after challenge before we discuss the adaptive immune responses. Part of
this presentation strategy is because we just discussed the innate immune response
after usEP treatment and because there were surprises in the observations.

Figure 19.8 shows NK cells in the rat liver after usEP treated, tumor-free rats were
challenged with N1-S1 cells in the same liver lobe that carried the primary tumor
or another lobe. Comparing the liver NK cell responses following usEP treatment
in Fig. 19.7 with the NK cell responses after challenge in Fig. 19.8 demonstrates

Fig. 19.8 Liver NK cell subset phenotypic analysis post-challenge shows a vaccine-like effect.
Lymphocytes were isolated from liver at 1 and 2 weeks post challenge and then stained with CD56,
CD3, CD8a, NKG2D (CD314) and CD161. Analysis done on CD56+/CD3− cells. N = 3; error
bars = SEM. abridged from Lassiter et al. 2018
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some interesting differences in how immunity is initiated and how it responds to a
recurrence. The most apparent differences are the absence of CD8+ NKG2D NK
phenotypes and the return of CD8+ CD161 NK cells after the challenge injections.
Although not shown here, the NKG2D receptor is not present on CD161 cells like
after usEP treatment (Lassiter et al. 2018). Another difference was a much more
significant CD8+ cell presencewithout theNKG2D receptor, yet an absence of CD8+
cells unless they expressed theCD161 receptor. Similar results occurred in the spleen,
except there were greater percentages of CD8+ CD161− NK cells (15–20%) and
smaller percentages of CD8+ CD161+ NK cells (12–15%) (Lassiter et al. 2018). The
absence of the NKG2D receptor after challenge suggests that this receptor is specific
for a stress ligand expressed after N1-S1 HCC cells are treated with usEPs, but not
in untreated HCC cells that do not apparently express that ligand. Another intriguing
finding is the continued presence or the return of the CD161 receptor on CD8+ NK
cells in the liver. This suggests that these CD8+ CD161+ NK cells could be memory
cells, a unique feature of innate immune cells. NK cells (Cerwenka and Lanier 2016;
Sun et al. 2009; Vivier et al. 2011) and other innate immune cells (Sun et al. 2014;
Netea et al. 2016) are capable of immunological memory. CD161 can also act as a
co-receptor defining a specific T-cell subset among T-cell lineages (Fergusson et al.
2014) that secrete IL-17, amongother functions, recruits and activates granulocytes to
promote inflammation (Maggi et al. 2010). It is highly likely that innate immune cells
in the liver play an important role in HCC tumor elimination after usEP treatment, at
least in part, dependent on usEP-specific activation of subsets of NKs and NKT-cells
that express activation receptors NKG2D-CD314 and CD161.

The possible presence of innate immunity in this anti-tumor context is fascinating
because innate immunity or trained immunity is best characterized in response to
bacterial or viral infective agents instead of reactions to tumors antigens or ligands,
as suggested here. The memory mechanisms in these innate cells is distinct from
T-cell mediated memory (Boraschi and Italiani 2018). First, there is a lack of gene
rearrangements typical of T- and B-cell receptors; instead, there are transcription
and epigenetic re-programming involving histone acetylation and DNAmethylation.
There are also microRNA or miRNA roles, which require RNA silencing and post-
transcriptional regulation of gene expression. Basically, a specific mRNA will be
degraded faster and translated less, thereby extinguishing the translation of a specified
protein (Ambros 2004; Bartel 2004, 2018). Innate immunity is initiated by DAMPs
and PAMPs recognized by pattern recognition receptors (PRRs) (Andersson et al.
2001; Scaffidi et al. 2002; Obeid et al. 2007; Kazama et al. 2008; Panaretakis et al.
2008; Elliott et al. 2009; Chiba et al. 2012; Hou et al. 2013). The responses are carried
out in NK cells by inhibitory and stimulatory or activating receptors and cytokines.
The environment shapes innate memory involving metabolic changes in innate cells
(Gardiner and Finlay 2017; Poznanski et al. 2018; O’Brien and Finlay 2019). Innate
immunity appears to include only monocytes and macrophages, precisely localize
to specific organs, and short-lived. However, the example of CD161 presence in the
described challenge studies occurred 7 weeks are the treatment of the N1-S1 HCC
tumors. Although we did not analyze immune mechanisms, the protective vaccine



434 19 usEPs as a Possible Immunotherapy

Fig. 19.9 Immune characteristics in the spleen and liver after orthotopically challenge of usEP
treated, tumor-free rats with live N1-S1 HCC cells—Seven weeks after rats were treated with
usEPs or about 6 weeks after treated tumors were not evident, 1 × 106 viable N1-S1 HCC cells
were injected under the liver capsule in the same manner as the primary tumors were initiated. One
week and three weeks after challenge injections, rats were euthanized and the spleens (panels a and
c) and liver tissues at the injection site (panels b and d)were analyzed for indicators of Tem and
Tcm cells by flow cytometry using antibodies CD4, CD8, CD44, CD62L. Naïve and 3 weeks n =
2, 1 week n = 6. n = 5; error bars = SEM. * p = 0.05 (abridged from Lassiter et al. 2018)

effect lasted for 8 months in several rats, the last time tested (Lassiter et al. 2018)
(Fig. 19.9).

For analyses of the immune cell phenotypes in the challenged rat spleen and liver,
we determine the presence of Tem cells with CD44+ and CD60L− T-cells and for
Tcm cells with CD44+ CD62L+ T-cells. Unlike the liver TME after treatment with
usEPs, the challenged environment’s study was less complicated, challenging, and
productive. In both the spleens and livers, there were significant increases in CD4+
andCD8+Tem and Tcm at one and/or twoweeks after challenge injections. Themost
significant increases were 10–15-fold in CD4 Tcm cells in the spleen and liver for
up to 3 weeks after treatment. CD8+ Tcm cells were also elevated 2–fourfold in the
spleen and liver up to 3 weeks after challenge. CD4+ Tem in the liver tended to only
be significantly increased in the first week but remained elevated in the spleen for the
entire post-challenge study. Thus, there were possibilities for robust responses from
both CD4+ and CD8+ Tem and Tcm cells in the first three weeks after challenging
rats that were in situ vaccinated against N1-S1 HCC by usEPs.

usEPs induce adaptive immune responses in blood, spleen, and liver that lasts
for months in rats treated for HCC. Robust innate immune responses are explic-
itly induced by usEPs in liver NK and NKT-cells expressing dominant activation
receptors CD8+ NKG2D- (CD314-) and CD161. The CD161, which is present in
some memory cells, is expressed on CD8+ NK and NKT-cells, suggesting that some
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innate memory immune responses may be present in addition to adaptive memory
responses.

19.2.8 Splenic CD8+ Lymphocytes Cytotoxicity After usEP
Treatment Demonstrates Active Immunity

These immune marker responses are meaningful and provide substantial evidence
that usEPs induced host immunity, leading to in situ vaccination and thereby affords
protection against recurrence of the same cancer.However, all of the data presented so
far to support usEP-induced immunity in the host are based on phenotypic changes
in host immune cells after treatment and after challenge with usEPs. To enhance
the quality of data for immunity, it was essential to show some functional data
demonstrating T-cells’ direct cytotoxic function. Therefore, we isolated CD4+ and
CD8+ T-cell by negative selection from spleens of rats two weeks after challenge
and incubated them with Cell Tracker-violet labeled N1-S1 cells. N1-S1 cells were
monitored for apoptosis using active caspases and annexin-V binding as apoptosis
markers in Fig. 19.10.

Fig. 19.10 Functional cytotoxicity of splenocyte CD8+ T-cells from in situ vaccinated rats against
N1-S1HCC cells – CD8+ T-cells isolated from spleens of naïve rats (N) and rats 2 weeks post-NPS*
by negative selection (NPS). CD8+T-cells were incubatedwithN1-S1 cells in ratios of 5:1, 10:1 and
30:1 for 16hrs and prepared for flow cytometry. N1-S1 cells were labeled with Cell tracker-violet
and specifically analyzed for apoptosis with caspase activity with FITC-VAD-fmk and Annexin-V
binding as marker for phosphatidylserine externalization. Staurosporine (1 and 10 M) were used as
positive controls. N= 3 and error bars= SEM. Connecting lines p= 0.05 (Abridged from Lassiter
et al. 2018). NPS, NanoPulse Stimulation, is another term for usEPs
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CD4+ lymphocytes were 92% pure, and CD8+ lymphocytes were 96% pure, with
only 2.2 and 1.4% cross-contamination, respectively (not shown). StudieswithCD4+
cells showed that they were not cytotoxic so that data are not shown here (Lassiter
et al. 2018). N1-S1 cell percentage for active caspases (red bars) and caspases plus
Annexin-V (blue bars) when lymphocytes to N1-S1 ratios were 5:1, 10:1, and 30:1.
Compared to naive CD8+ T-lymphocytes, CD8+ lymphocytes from NPS treated rats
exhibited 1.5-, 2.2- and 1.7-fold more active caspase positive cells, respectively, and
7.3, 6.3 and 1.5-fold more caspase—Annexin-V double-positive cells, respectively.
However, statistically significant cytotoxicity was only observed in CD8+ T-cells for
increases in caspase activitywhen lymphocytes:N1-S1 cell ratioswere 10:1 and 30:1.
These results indicate that not onlywere CD8+Tem and Tcm elevated post-challenge
compared to control CD8+ T-lymphocytes, as shown in Fig. 19.10, they were also
more cytotoxic than control CD8 cells from naïve control rats. It also demonstrated
that although some data support CD4+ T-lymphocyte cytotoxicity (Haabeth et al.
2014), they were not cytotoxic in the usEP treated N1-S1- HCC cells.

Overall, studies for effects of usEPs in theN1-S1HCCmodel clearly demonstrated
immune-mediated vaccine effects that coincidedwith elevated levels of TemandTcm
lymphocytes in the blood, spleen, and rats’ liver compared to sham-treated controls.
These same subsets were also elevated in the spleens and livers after challenge
injections. Notably, the CD8+ T-lymphocytes from spleens were cytotoxic towards
N1-S1 cells, demonstrating both phenotypic and functional immune mechanisms
induced by usEPs in this model.

Also, specific subsets of CD8+ NKG2D+ and CD8+ CD161+ NK and NKT-cells
were elevated in the TME after usEP treatment. The NK and NKT-cell responses
during treatment and after challenge were different in that only the CD8+ CD161+
NKs and NKT-cell subsets were elevated after challenge; CD8+ NKG2D+ cells
were absent or at deficient levels. These data suggest that the CD8+ NKG2D+ subset
recognizes ligands that are present after release from tumors by usEP treatment. In
contrast, the CD8+ CD161+ subset appears to have been specifically activated by
ligand(s) recognized on the usEP treated and non-treated N1-S1 HCC cells. This
suggests that the CD8+ CD161+ NK and NKT-cells may represent innate memory
cells. While this needs to be verified by additional studies, it could be one of the
few possible examples of innate memory from NK and NKT-cells towards cancer
antigens or ligands. Essentially, all innate memory data is with innate cells toward
bacterial or viral ligands. The data clearly demonstrate adaptive and innate immunity
after treatment and after challenge with both phenotypic and functional evidence of
immunity to support the vaccine effect and in situ vaccination by usEPs.
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19.2.9 usEPs Induce Immune Responses, Eradicating Breast
Cancer and Reducing Distant Metastases

The mouse 4T1 model is a well-recognized pre-clinical breast cancer model because
it occurswith high spontaneousmetastasis to distant organs like the spleen, liver, lung,
and bone (Wu et al. 2001; Tao et al. 2008) like human breast cancers do (Yoneda
et al. 2000; Tao et al. 2008). The 4T1-Luc model in the studies described here
expresses a luciferase reporter gene, which produces light when given its luciferin
substrate. Therefore, it is possible to monitor the primary tumor’s cessation and
verify distant metastasis (Guo et al. 2018; Beebe et al. 2018). The studies described
here are presented in some detail because they corroborate and complement and the
HCC studies and add a breadth of data that clearly supports usEP-induced immune
response in another orthotopic model of breast cancer. The HCC and the 4T1-luc
model described usEP-induced immunity in two orthotopic models in two rodent
species. In contrast to the most often ectopic cancer models, orthotopic models
present a more typical TME for a given cancer. Given that the immunosuppressive
TME is a primary hurdle for immunotherapy or any therapy, an orthotopic model
has advantages because of the natural tissue of origin. Based on the challenges
confronting immunotherapy (Chai et al. 2020), the immunosuppressive mechanisms
in the TME are the most challenging to incapacitate and overpower.

The most potent and discriminating aspects of the usEP-induced immunity in
this metastatic 4T1-luc breast cancer model were the potential for avoidance of
metastasis. Mice with usEP-treated 4T1-luc tumors experienced complete tumor
regression with significantly decreased metastases to spleen, liver, and lungs. Like
the usEP-treated HCC animals, these mice rejected a second tumor induction when
challenged 3–7 weeks after primary tumors were eliminated. The destruction of the
TME and immunity induction resulted from 1000 usEPs with durations of 100 ns and
50 kV/cm or 5.0 Vs/cm. When 300 or 500 pulses were applied or 1.5 and 3.0 Vs/cm,
tumors were not cleared. Again, charging values around 5.0 Vs/cm were sufficient
to eliminate the 4T1-luc tumors like the N1-S1 HCC tumors. But the incomplete
treatment of 4T1-luc tumors provided an opportunity to compare metastasis from
control mice and incompletely treated mice with equivalent tumor sizes.

So, 4T1-luc tumors were incompletely treated with 600 pulses or 3.0 Vs/cm.
Under these conditions, 50% of mice were tumor-free as determine by luciferase
imaging and caliper measurements. In the other half, tumors began to grow 2 weeks
later, and median survival significantly increased 25 days compared to sham-treated
control mice. For tumors that continued to grow, tumor doubling-times were about
50% longer than other control animals. To analyze metastasis, organs from control,
and incompletely treated mice with the same tumor size were observed for metas-
tasis by luciferase activity. For control mice, metastasis was observed on days 20,
37, and 38. For incompletely treated mice with similar tumor sizes, metastasis was
analyzed on days 52, 62, 84, and 111. Metastases were observed in the spleen, lung,
and/or liver in 82% (9/11) of control mice. In contrast, six of seven mice (86%) that
were incompletely treated presented no detectable metastases in the same tissues
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by luciferase activity by ex vivo imaging of isolated organs. The most probable
cause of this inhibition of metastasis was antitumor immunity induced by usEPs. It
should be informative to trace events that likely led to the usEP-induced prevention
of metastasis and the immunity against 4T1-luc breast cancer.

As discussed above, DAMPs released from dead and dying cells present signals
that activate antigen-presenting cells (APC) like dendritic cells (DCs). When 4T1-
luc cells were treated with usEPs in vitro (10 usEP at 1 Hz with durations of 60 ns
and electric fields 20 kV/cm or 3.8 × 10−3 Vs/cm), calreticulin (~5-fold), HMGB1
(~2-fold) and ATP (~3-fold) were released into the supernatant 4 and/or 24 h later.
Thus, data support the hypothesis that usEPs destroy the TME and induce the release
of ICD markers that activate DCs. These in vitro experiments also showed that these
same charging strengths usEPs induced co-stimulatory molecules CD40 and CD86
on bone marrow-derived mouse DCs. The pulsing conditions are much different
in vitro and cannot be directly compared with pulses in vivo, but they demonstrate
the potential for DAMPs to be released from 4T1-luc cells in the TME. While usEPs
that kill cancer cells in the TME are much more robust, conditions similar to these
in vitro conditions might occur peripherally to the lethal treatment zone and could
activate DCs in those niches. Nevertheless, the release of ICD factors from usEP
treated 4T1-luc tumors is consistent with the initiation of immunity responsible for
the resistance to 4T1-luc challenge injections or the so-called protective vaccine
effect.

The investigation for hallmarks of immunity took place in the spleen and blood of
naïve, tumor-bearing, and tumor-free mice. Tumor-bearing mice expressed signif-
icantly fewer effector (Tem, CD44+ CD62L-) and central memory (Tcm, CD44+
CD62L+) CD8+ and CD4+ T cells in the spleen and blood compared to naïve
mice. However, CD4+ and CD8+ T memory cells in the blood or spleen of treated,
tumor-freemice were improved or exceeded levels of control mice, especially central
memory CD4+ and CD8+ T cells. Tumor-free mice exhibited a 15–20-fold CD4+
and CD8+ memory T-cells over tumor-bearing mice. A similar dynamic occurred
after restimulation with an anti-CD3 antibody for IFNγ producing CD4+ and CD8+
T cells from tumor-bearing mice that were decreased compared to naive control mice
but was significantly increased compared to tumor-bearing and naïve mice. Tumor-
specific IFNγ production was also increased when splenocytes were co-culture with
tumor lysate. The significant reduction in cytotoxic T cells in tumor-bearing mice
can be explained by the common immunosuppressive nature associated with 4T1-luc
breast cancer.

The recovery of memory CD4+ and CD8+ T-cells after usEPs treatment over the
suppression in the tumor-bearing mice and the prevention of spontaneous metastasis
were primarily due to the destruction of the TME and the withdrawal of the immuno-
suppressive nature of the malignant status of 4T1-luc breast cancer. This immune
suppression is perpetrated by the highly metastatic potential of the formidable pres-
ence of T-regulatory cells (Tregs) and myeloid-derived suppressor cells (MDSCs),
which are crucial for angiogenesis (Murdoch et al. 2008) and awell-known co-cancer
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hallmark for invasion and metastasis (Hanahan and Weinberg 2000, 2011). After
usEP treatment, Treg levels in the blood of tumor-bearing mice decreased from 78%
of the CD4+ cell population to about 10%, which is similar to that in naïve mice.
The MDSC levels in the blood of tumor-bearing mice decreased 15–20-fold after
treatment. Also, the MDSC levels were correlated with recovery from tumor burden.
For example, animals with regressing tumors exhibited only 14.0% MDSCs in the
blood than about 38%MDSCs in the blood of animals with growing tumors. MDSCs
are significant barriers to the success of adoptive immunotherapy by suppressing T-
cell immunity (Bunt et al. 2006; Gabrilovich and Nagaraj 2009). At the same time,
MDSCs were decreasing tumor associated F4/80+ CD11c+ macrophage dendritic
cells (M-DCs) increased about 7-fold. The coincident decrease in suppressor cells
and the increase in APC revises TME for activation of M-DCs, which was observed
by the up-regulation of the activation markers CD40.

These events provide insight into how usEPs resolved the immunosuppression
in the TME and create an environment that fostered an infiltration of adaptive and
innate immune cells that ultimately provided protective immunity. usEPs induce
the release of DAMPs that enhance chances for antigen recognition as suppressor
cells decrease and activated APC increase in the TME (Nuccitelli et al. 2017; Guo
et al. 2018). It is also possible that usEPs themselves activate DCs that reside in
tissue peripheral to the treatment zone. Activated DCs present antigen to T-cells,
and effector cytotoxic and memory T cells are generated to eliminate residual cancer
cells. The presence of the immune response in the context of the mouse 4T1-luc
model experimental protocol appears to be sufficient to decrease the potential for
metastasis in the well-characterized metastatic breast cancer model.

Using these two orthotopic rodent models of HCC in the rat and breast cancer in
the mouse, it was possible to show that the innate and adaptive immune system can
contribute to the elimination tumors if the entire tumors are exposed to full usEP
treatment. Immunity is demonstrated by the vaccine effect in two animal models that
have been in situ vaccinated with usEPs.

However, two issues should be discussed involving usEP-induced immunity. One
consists of the concept of immunogenicity, and the other concerns the “size” of the
tumor load identified by the immune system. Immunogenic cancers are more likely
to induce immune responses or express an immune response to a non-self-antigen,
which could more easily be revealed by the treatment, identified by the APC, and
presented to T-cells. Some cancers and animal cancer models are more immunogenic
than others. The breast and liver cancers models were sufficiently immunogenic to
induce a vaccine effect and an in situ vaccination. Tumor antigens were recognized
as dead and dying cancer cells after treatment, and they were readily identified as
untreated cancer cells injected in the challenge studies. As far as immunogenicity
to usEPs is concerned, the rat liver and mouse breast cancer models were more
immunogenic than other cancer models.

The second factor is the size of the tumor presented to the usEP-induced immune
system when some immunity has already been produced. In the case of a challenge
injection, the tumor cells can be identified by immune cells before a TME is formed.
Thus, the tumor load is relatively low, and the tumor cells can be eliminated before
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they form an immunosuppressive TME. Likewise, it is probable that if an immune
response were initiated soon after the usEP treatment and/or if the metastatic cells
were released late from the primary tumor, it may be expected that the migrating
tumor cells will not have formed an immunosuppressive TME by the time tumor
cells can be recognized by cytotoxic T-cells. The primary problem of cancer and
malignancy is the formation of the immunosuppressive TME, which, once formed, it
becomes a formidable opponent that can preclude effective immunotherapy. The best
way to avoid the immunosuppressive TME is, unfortunately, to prevent the formation
of a tumor. Another study from the authors’ group addresses immunogenicity and
the formation of an immunosuppressive TME.

19.2.10 Other Evidence that usEPs Induce Immune
Responses

19.2.10.1 UV-Induced Melanoma and Immunity

The B16f10 melanoma is a commonly used cancer model and a popular one for
treating cancer with usEPs because of the relative ease of treatments with a needle
or pinch electrodes. Another melanoma model for usEP treatment is UV induced
cancer in a C57/BL6-HGF/SF transgenic mouse (Nuccitelli et al. 2012). This mouse
overexpresses the hepatocyte growth factor/scatter factor (HGF/SF) driven by the
metallothionein gene promoter. The HGF/SF mice exhibit subcutaneous melanoma
in response to a single exposure to an erythemal dose of ultraviolet radiation shortly
after birth, meaning an amount of radiation that temporarily turns the exposed skin
red. The melanoma is this model resembles that seen in human skin (Takayama
et al. 1997). With an application of 2000 usEPs with 100 ns durations, 20 ns rise-
fall time, and electric fields of 30 kV/cm or 6.0 Vs/cm, tumors in 79% (11/14) of
mice were eliminated with one treatment. Three other mice were tumor-free after a
second treatment. The mice’s skin is significantly less pigmented three weeks after
treatment; however, pigmentation was normal over the next months andwas a normal
color three months after treatment. Although the authors suggest that usEP treatment
“locally disrupts normal melanogenesis,” this is not supported by the findings. It
is more correct to suggest usEP treatment under these conditions eliminate tumors
and transiently disrupt normal melanocyte pigment production but does not affect
melanogenesis permanently because skin pigmentation returns to normal. This indi-
cates that stemcells survived the usEP treatment, or if theydid not, stemcellsmigrated
into the treatment zone, and melanogenesis at the treatment site was preserved.

In this study by Nuccitelli et al. (2012), they report that usEPs induces apoptosis
in these UV-induce melanomas. It has become a habit for reporting apoptosis as
a consequence after usEP treatment. This may be due to the initial finding that
usEPs induced apoptosis in Jurkat cells (Beebe et al. 2002, 2003) and the finding
that immunofluorescent microscopy found active caspases in the TME of mouse
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ectopic melanoma and HCC (Chen et al. 2010, 2012) and orthotopic rat HCC (Chen
et al. 2014). However, as indicated earlier, these findings did not show that cancer
cells exhibited active caspases. So, if correct that usEPs induce apoptosis in the
TME after treatment; however, it is not necessarily in the cancer cells. As indicated
earlier, both orthotopicN1-S1HCCand 4T1-luc cause vaccine effects, yet they do not
undergo apoptosis in response to usEPs in vitro.While there are reports that apoptosis
induces immunogenic factors or apoptosis (Scheffer et al. 2003; Krysko et al. 2006),
apoptosis is most known for “silent” cell death, which as discussed earlier is more
appropriately call programmed cell death, such that inflammation is not induced into
the physiological environment. Tang et al. (2016) indicate evidence that virtually all
RCD mechanisms have been associated with ICD mechanisms. As indicated in the
case here, there is the misconception that DNA fragmentation and TUNEL staining,
in 30% of cells, suggests the presence of apoptosis. Apoptotic DNA fragmentation
is very specific because caspases activate endonucleases that fragment the chromatin
into units defined by nucleosomes, so the DNA fragments are multiples of about 180-
bp oligomers. Because the nucleosomes DNA degradation only allows nucleotide
substrates every 180 bps (Matassov et al. 2004). These fragments are identified by
gel electrophoreses as the so-called DNA ladder separated by 180 bp on the gel.
DNA by fragmentation by TUNEL does not supply this specificity because there
is no requirement for TUNEL staining to define such fragments. TUNEL does not
provide the specialized 180 bp fragmentation (Grasl-Kraupp et al. 1995). The authors
also use the definition of pyknosis for apoptosis. However, pyknosis represents a
condensation of nuclear chromatin but does not distinguish between cells undergoing
necrosis or apoptosis. So, neither description of TUNEL nor pyknosis correctly
identify apoptosis. Under these definitions, the mechanism(s) of RCD that describes
these UV-induce melanoma tumors tumor cell deaths occurred.

In reality, there is not adequate evidence for immunity to appear in the title.
An initial complication in this strategy is the use of allograft models for immune
studies. An allograft introduces a tissue graft from a donor into a recipient that are
not genetically identical. Melanoma tumors from B16-F10eGFP melanoma cells
were injected in the flanks of SKH-1 (immunocompetent) and 12 Nu/Nu (immunod-
eficient) mice. The introduction of B16f10-eGFP tumors into an SKH-1 mice host
could be expected to present an immune response because they are not syngeneic
and therefore not immunologically compatible. Of course, the Nu/Numice could not
induce an immune response because they lack T-cells. To determine if usEPs induced
an immune response, determine the presence or absence of a vaccine effect. After
fourteen or 28 days of treating primary tumors in one flank with usEPs or surgically
resecting them, SKH-1 mice and Nu/Nu mice were challenged with a secondary
tumor in the opposite side.

First, tumors grew significantly faster (3-fold) in immunodeficient mice than in
immunocompetent mice. When second tumors were implanted 14 and 28 days after
treatment, they grew more slowly than primary tumors in the SKH-1 mice, but those
infused 28 days grew more slowly than those implanted 14 days after treatment. In
contrast, second tumors in the Nu/Nu immunodeficient mice grew at the same rate as
the primary tumors. However, second tumors grewmore slowly inmice with primary
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tumors resected, but these tumors continued pigment and GFP. The reduced growth
of secondary tumors after resection is due to the presence of an immune response that
is independent of usEP treatment. This could be due to the allograftic nature of this
tumor model. The author concluded that since the slower growth of the secondary
tumor was not present in the immunocompromised model, the growth inhibition in
the usEP-treated immunocompetent model was due to an immune response that was
better than that observed in the resected model.

Suspecting an immune response, tumors were analyzed on various days after
implantation. CD4+ cells were observed in secondary tumors from mice that had
primary tumors treated with usEPs. With an absence of CD4+ cells in untreated
tumors, CD4+ cells were observed in treated primary tumors between 14 and 19 days
after usEP treatment. Notably, CD4+ cells were observed in untreated secondary
tumors removed from mice with primary tumors treated with usEPs. These results
were reported as long as another tumor in that mouse had been treated with usEPs;
however, they did not specifically report the presence or absence of CD4+ cells in
secondary tumors when the primary tumor was resected.

The study concluded that the usEP treatment of a primary tumor induced a protec-
tive immune response that was superior to tumor excision for slowing the growth
of a secondary challenge tumor injection. That such a slowed tumor growth was
not present in the immunocompromised model, provides additional evidence to
support an immune response. CD4+ cells in the primary and notably in the secondary
tumor further suggested an immune response. However, CD4+ cells should be further
classified since helper T-cells, and suppressive Tregs are CD4+.

The slower growth of secondary tumors in the usEP treated model than in the
excision model supports this conclusion that an immune response may have been
present. However, this slower secondary tumor growthwas also present after excision
of the primary tumor. This suggests that the usEP treatment may have enhanced
an immune response that was naturally present in this allograft model. The time-
dependent increase in CD4+ cells was not trivial but actually falls short of supporting
immune response. However, CD4+ cells are generally not cytotoxic but serve helper
functions. Also, CD4+ cells can be effector cells with immune functions, but they can
also be exhibit immunosuppressive functions if they also express CD25 and Foxp3.
Without an extended analysis of these CD4+ cells, we assume they provided some
helper immune functions that may have contributed to slower growth of secondary
tumors, but immunosuppressive Tregs may have contributed to preventing growth.

It is notable that in this allograftic model, usEPs did not induce a distinct vaccine
effect, but only slowed the growth of challenge tumor injections. There are several
possible reasons for this that are open to debate and further experimentation. First, this
model may be less immunogenic than the N1-S1 HCC and the 4T1-luc breast cancer
model. This could be due to the tumor itself, the animal model, or a combination of
these two interacting systems. Second, a second reason for this less effective assumed
immune response could be due to the usEP treatment conditions.As the authors stated
and as has been published (Schoenbach et al. 2001, 2004, 2009), the pulse duration
and rise-fall time should be shorter (or faster) than the time for the redistribution of
charges over the plasmamembrane thatwould prevent electric fields to enter the cells.
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While the pulse duration and rise-fall time are short, the electric field may be above
the threshold for tumor ablation, but below a threshold for immune induction. This
would suggest that increasing the pulse number to 2000 pulses could compensate
for an alleged sub-threshold electric field of 30 kV/cm (6 Vs/cm). Yet increasing
the charging value to 6.0 Vs/cm, may not be effective to achieve a sufficient electric
field strength threshold for immune induction. This study’s charging value is greater
than that of 5.0 Vs/cm in the HCC and breast cancer model. This suggests that the
charging value may not be valid alone as an indicator of immunity unless there is
an optimal value, below which these conditions are ineffective. For one thing, the
charging value does not include a factor for rise-fall time.

This optimal charging value concept implicates an effective mechanism(s) of cell
death that is immunogenic, that is induction of immunogenic factors such as ATP,
HMDB1, and calreticulin (Tesniere et al. 2008a, 2008b; Krysko et al. 2012) among
other less well characterize ICD factors (Hou et al. 2013). For example, it could be
possible that overcharging tumor cells with a value of 6.0 Vs/cm could trigger a less
effective cell death than 5.0 Vs/cm. Nevertheless, as discussed earlier, the authors’
suggestion that apoptosis is the RCD mechanism in this study is not sufficiently
supported by their data. In any event, there is not enough data to resolve these issues
until additional data is presented that adequately addresses these issues.

19.2.10.2 B16f10 Melanoma and Immunity

A similar strategy to determine if usEPs induced a vaccine effect was carried out
using the B16f10 melanoma model. In this study, B16f10 tumors were treated with
750 usEPs with 200 ns durations and 25 kV/cm or 3.75 Vs/cm (Rossi et al. 2019).
An in vitro analysis of RCD mechanisms did not demonstrate caspase activation or
PARP cleavage and failed to express necroptosis and autophagy in response to usEPs.
The author confirmed the literature (Koo et al. 2015) that B16F10 cells lack RIP3
expression, as measured by RT-PCR and immunoblot analysis. Given the absence
of apoptosis, necroptosis, and autophagy, mechanisms that induced ICD, the authors
concluded the cell died by necrosis. Once again, necrosis does not tell us how the cell
died; it means they are dead. If necrosis is equated with accidental cell death (ACD),
this is also not likely correct because the cells did not die immediately. Cell death
was similar at 3 h and 24 h over a series of increasing electric fields with increased
cell death. Since necrosis is not really a cell death mechanism but a statement of
death, it is not clear how these cells died.

Focusing on ICD asmechanisms that induce immune responses, the authors relied
on data finding that apoptosis (Casares et al. 2005; Obeid et al. 2007; Garg et al.
2012), necroptosis (Yang et al. 2016), and autophagy (Michaud et al. 2011) induced
RCD and that necrosis does not induce ICD (Scheffer et al. 2003; Gamrekelashvili
et al. 2012). However, they did not determine whether usEPs induced ICD markers
in B16f10 cells. usEPs generated ICD markers in several different cell types that
also caused caspase activation in vitro (Nuccitelli et al. 2017). usEPs induced ICD
markers in vitro in 4T1-luc breast cancer cells that did not induce apoptosis (Guo
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et al. 2018; Beebe et al. 2018). The data are consistent with the likelihood that the
expression of ICD depends on the death-inducing stimulus, the intensity or dose of
the trigger, and the cell type. It is perhaps noteworthy to recall that the only verified
and stable examples of usEP-induced ICD that induced immunity occurred on rat
N1-S1 and mouse 4T1-luc breast cancer models, and neither of them appeared to
induced apoptosis.

Rossi et al. (2019) report an 85% efficacy without tumor relapse for usEPs and
80% efficacy following surgical removal. The mice were challenged with second
B16f10 tumor cells 7 weeks after usEP treatment to determine if a vaccine effect
was present. A vaccine effect occurred in 33% and 28.6% of mice in the usEP and
surgery group, respectively. Considering that natural immunity was responsible for
the surgery excision group, usEPs did not appear to significantly affect the natural
host immunity. However, the expression of natural immunity seems unusual given
that B16f10 melanoma is considered poorly immunogenic.

Explanations for the absence of a significant boost in host immunity rest on the
arguments presented in other models. In this case, likely, the usEP conditions were
not optimal.Again, it could be argued that 100 ns is better than a 200 ns duration based
on the plasma membrane charging time constant. Although the rise-fall time was not
reported, the pulser used in these studies has a 40–50 ns rise-fall time, which is slower
than the 4–5 ns rise time for the 100 ns pulser in the N1-S1 HCC and the 4T1-luc
breast cancermodels. The pulsing conditions delivered 3.5V/cm,which is lower than
the 5.0 Vs/cm in the successful vaccine effects. This low value is influenced by the
relatively low 30 K/cm and the lower pulse number of 750 despite the longer pulse
duration. These 3.5 V/cm indicate values near the threshold for tumor ablation but
below a threshold for immune induction if that is possible in the model. This raises
perhaps a more important question concerning the B16f10 model’s immunogenicity,
which is likely lower than the rat HCC and the mouse breast model. So, there seems
to be an agreement in the literature that the mechanism for cell death induction.
However, I do not think there is a universal answer given the variabilities of cancer
mechanisms that inhibit cell RCD mechanisms.

In addition to sufficient usEP conditions and the cell type, some differences deter-
mine ICDmakers’ release in vitro and usEP conditions in vivo. In the study by Rossi
et al. (2019), the differences 12.5–125-fold greater in vitro, as might be expected.
For the N1-S1 and 4T1-luc models, the differences are 15–20 fold. So, it is difficult
to predict how these conditions impact the cells in suspension versus the impact
of tissue matrices. Another issue that has not been raised is the role played by the
TME as those tissue matrices. The roles of the dynamic interactions between tumor
cells, TME niches, and immunomodulators in the TME can positively or negatively
impact tumor progression and immune responses (Tang et al. 2016). It may not
be coincidental that both effective immune responses have occurred in orthotopic
models.
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19.2.10.3 Another B16f10 Melanoma Study

In this study B16f10 tumors were treated with 100, 200, and 300 usEPs with 100 ns
durations and 30 kV/cm or 0.3, 0.6, and 0.9 Vs/cm, respectively (Zhang et al. 2019).
There were a pulse number-dependent decreases in tumor size for 100 and 200
pulses correlated with tumor ablation efficacy, “within the tolerance range of the
mice.” This was stated given a blatant and unexplained statement that “The mice
with 300 pulses were dead”. Under normal usEP circumstances, mice with ectopic
or orthotopic tumors are treated with us EP conditions at least five times this Vs/cm
conditions that survive as tumor-free mice. Although the authors do not indicate the
tumor sizes before treatment, the images of mice-bearing tumors suggest that tumors
are significantly larger than would be allowed by AAALAC standards practiced
worldwide. Another term used in this manuscript was inappropriate when referring
to euthanasia as execution (“executed themice”). These issues cast an uncomfortable
light on these finding’s value because the animals do not appear to have been treated
humanely by AAALAC standards.

Nevertheless, 200 pulses with a 0.6 Vs/cm treatment inhibited tumor growth were
used to analyze T-cell phenotypes and function in a four-day snapshot after usEP
treatment. Differences between CD4+ and CD8+ T-cells before versus after usEPs
treatments were relatively small, with increases of 3.2% and 0.8%, respectively. T-
regs decreased by almost 2%, andMDSCdecreasedmost impressively by about 20%.
Although the T-cell changes exhibited unimportant meaning, decreases in immuno-
suppressive cells were more considerable. Given the immunosuppressive barrier
consequence in the TME, these results appear to be leaning toward a more favorable
TME after usEP treatment. The study also shows that compared to untreated control
mice, IL-2, and TNF-α increased and IL-10 decreased significantly, while IFN-γ,
TGF-β increased without statistical difference. The IL-2, TNF-α, and IFN-γ would
be expected to enhance T-cells and NK cells’ cytotoxicity. The results suggest some
immune system enhancement during tumor growth inhibition even at low Vs/cm
conditions.

19.2.10.4 A Vaccination Approach Demonstrates UsEP-Induced
Immunity in Colon Carcinoma and Lymphoma Cells

Although usEP induces immune responses and vaccinations in situ in the mouse
breast and rat HCC models, this is not the traditional way to vaccinate animals. A
more classical approach for vaccinating and demonstrating immunity is to test a
vaccine made from usEP treated cells like that done with CT-26 colon carcinoma
cells and EL-4 lymphoma cells (Rossi et al. 2019). The authors focused on the induc-
tion of ER stress as the most likely mechanism to induce ICD. Morotomi-Yano et al.
(2012) nicely demonstrated that usEPs induced novel cellular stress mechanisms in
HeLaS3, which was discussed in the RCD section. Rossi and colleagues showed that
their chosen cell line responded slightly differently to usEPs in vitro. CT-26 cells
were more resistant to treatment requiring about 3-fold higher 300 pulse conditions
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or 0.42 Vs/cm vs. 100 pulses or 0.14 Vs/cm with 200 ns durations at 7 kV/cm for
equivalent cell death (60%). CT-26 cells exhibited amore generalized stress response
responding through both IRE1ά and XBP-1 expression and PERK-mediated eIRF2ά
phosphorylation while EL-4 responded only by PERK-mediate eIRF2ά phospho-
rylation without XBP-1 expression. With the phosphorylation of eRF2ά, both cell
lines responded to usEPs with the integrated stress response (IRS). While both cell
lines exhibited caspase-3 activation, calreticulin (CRT) externalization, andHMBG-1
release, only CT-26 cells released ATP.

To induce vaccinations, the approaches used somewhat fewer usEP-treated cells
to use as a possible vaccine than is generally used (0.6 instead of 1.0× 106), 1/10th
the number for CT-26, and 1/30th the number for EL-4 to determine immunity by
challenge injections. After usEP treatment, there were still 15% and 25% live cells
for CT26 and EL-4, respectively. Yet, about 60% (9/15) and 25% (6/25) of injections
for CT26 and EL-1, respectively, did not develop tumors at the injection sites. In
mice that did not develop tumors, a protective vaccine developed in 78% (7/9) mice
for CT26 and 80% (8/10) mice for EL-4. The authors also reported that for mice
that did develop tumors at the vaccination site, most (5/6) developed tumors at the
challenge site, but with significantly slower growth.

Generally, these studies demonstrate immune responses generated with usEPs,
but demonstrations of immunity required that standard conditions needed to be
reduced for vaccination and challenge injections. While immunogenicity could be
induced with an incomplete stress response from EL-4 cells, this cell line more
readily responded to usEPs than CT-26 cells yet less readily produced vaccinations.
However, based on the expression/release of ICD factors, it is likely that CRT was
the only assayed ICD factor that played a role in immunogenicity because, after
treatment, the cells were centrifuged and resuspended to concentrate them. UsEP
treatment makes cells much more vulnerable to centrifugation, likely bursting many
cells, so, likely, the ATP and HMGB-1 were not present in the vaccination injection.
It could be argued that the absence of the IRE1ά response could have made them
a somewhat less likely candidate for vaccination. If this hypothesis is correct, there
may be other factors that play roles in immunization, in addition to the classically
considered CRT, ATP, and HMGB-1.
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