Chapter 1
Introduction to Predictive Computing

1.1 Introduction

The existing computing techniques are becoming more challenging to compete with
the global development. However, the modern computing techniques have more
focus on interdisciplinary approaches to perform complex tasks and development to
satisfy human needs. The computing techniques designed to strengthen commu-
nication among the living and nonliving objects, to reduce energy consumption and
time by applying smart methods for predicting navigation paths, prediction of
health diseases and monitoring, weather prediction, etc., can be classified under
predictive computing techniques. Further, the computing techniques like Green
Computing, Ubiquitous Computing, Internet of Things (IoT), Human—Computer
Interaction, and Intelligent Transportation are considered as a few major techniques
which perform computations in real time or near real time. Table 1.1 presents the
evolution of computing paradigm and from which we observe the shift of pro-
gramming paradigm that was completely based on desktop computing since 1960—
1990. During this period, the procedural languages [1-8] like ALGOL [4, 5],
FORTRAN [6, 7], Pascal [7, 8] and C [7] were the common programming lan-
guages for designing and developing computer programs. As the advancements in
technology have taken place, the evolution of other programming languages like
functional programming [2, 3], and declarative programming languages [2, 3] like
LOGO, PROLOG [9, 10] and ASP [11] has taken over the procedural programming
languages. With the significant technological change after 1990 and emerging of
object oriented programming languages [2] like Java, C#, etc., the computing
scenario has changed completely and new methods are being introduced. With the
use of Internet technology, significant developmental changes have taken place
with the help of web-based and scripting languages [12] in the market for
designing of websites and Internet-based systems. Web-based computing
has changed the way of use of computer systems and this has led to the develop-
ment of applications that can work parallel or concurrent [13-17], agent-based
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2 1 Introduction to Predictive Computing

Table 1.1 Evolution of computing paradigm

S. no. | Computing paradigm Programming language Era of use
1. Procedural/Imperative ALGOL [4, 5] 1958-1968
programming FORTRAN and its variants [6, 7] 1950—till
[1-3] now
Pascal and its variants [7, 8] 1970-2012
C and its variants [7] 19722011
2. Functional [2, 3] LISP and its variants 1958-2013
ML or MIRANDA 1985-1989
3. Declarative [2, 3] LOGO or PROLOG and its variants 1972-1995
[9, 10]
Answer set programming (ASP) [11] | 1993-1999
4. Object oriented [2] C++ 1983till
now
JAVA and its variants 1995-ill
now
C# and its variants 2000-till
now
SMALLTALK and its variants 1972-1990
EIFFEL and its variants 1986-2009
5. Scripting [12] VBScript and its variants 1996-till
now
JavaScript and its variants 1995-till
now
6. Parallel/Concurrent [13, 14] Ada [15] 1982till
now
Erlang [16] 1986-ill
now
RUST [17] 2010-till
now
7. Agent based [18, 19] AgentSpeak [20] 1996-till
now

environment [18-20]. These significant changes in computing and communication
have eased down the connectivity of the devices and data processing could become
possible in real time to predict new findings like prediction of change detection in
ground images, prediction of shortest navigation path of a vehicle by using existing
driving habits and prediction of health status, etc. These changes and advancements
in computing field have opened the doors to information security related issues and
problems. The use of sensor technologies, Internet technologies, virtualization and
real-time computation all along the way has introduced new bugs and vulnerabil-
ities in the designed system. However, a variety of information security techniques
are proposed over the period of time which can be used to make communication
secure.
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In [21], Bartels has proposed a new kind of computing where convergence of
innovations in software architecture, backend operations, communications and to
various client devices connected to the network lets advance computing technology
work together to find and solve the complex business problems in innovative
manner that could not be addressed by the last generation computing techniques.
Seed of ‘innovations’ adds new capabilities to existing technologies for real-time
situational awareness and automated analysis. Researchers and software developers
are introducing this seed to their software, hardware and communications to solve
the complex business problem smartly.

1.2 Definitions

The term ‘Predictive Computing’ is tossed with the advancements in computing
field and with the evolution of computing techniques like cloud computing, per-
vasive computing, IoT, big data, etc. Predictions from these computing techniques
are based on explanatory models and a good predictive model can be turned into a
machine. In this section, we have presented the general definition of computing, and
few definitions related to the concept of predictive computing and Predictive
Analytics.

e Computing
Over the period of time, a wide range of definitions has been given related to
terms ‘Computing’ and ‘Predictive Analytics’. Comer et al. [22] have stated that
‘computing is the systematic study of algorithmic processes that describe and
transform information: Their theory, analysis, design, efficiency, implementa-
tion, and application’. In [23], Denning has stated that ‘computing is a natural
science’ as the term ‘computation’ and ‘information processes’ are existing in
the literature long ago even before the invention of computers. In [24],
Shackelford et al. stated, ‘computing is any goal-oriented activity requiring,
benefiting from, or creating computers and includes designing and building of
hardware and software systems for a wide range of purposes; processing,
structuring, and managing various kinds of information; doing scientific studies
using computers; making computer systems behave intelligently; creating and
using communications and entertainment media; finding and gathering infor-
mation relevant to any particular purpose, and so on’.
e Predictive Analytics

Today’s businesses use variety of business models which in turn are driven by
data analytics which provides useful methodology for exploring available data
and for developing significant models to serve the purpose of an entity [25].
A variety of terms can be found related to analytics like business analytics,
academic analytics, learning analytics, predictive analytics, etc. In [26], Matt has
stated that analytics means different things to different peoples and is not a
one-size-fits-all endeavour. In [27], Eckerson stated that ‘Predictive analytics is
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a set of business intelligence (BI) technologies that uncovers relationships and
patterns within large volumes of data that can be used to predict behavior and
events. Unlike other BI technologies, predictive analytics is forward-looking,
using past events to anticipate the future’. In [28], IBM stated that ‘Predictive
analytics connects data to effective action by drawing reliable conclusions
about current conditions and future events’. According to SPSS ‘Predictive
analytics is both a business process and a set of related technologies that
leverages an organization’s business knowledge by applying sophisticated
analysis techniques to enterprise data’ [29].
e Predictive Computing

According to Nadin [30], ‘Predictive computation is the path that leads from
reaction-based forms of computing to anticipatory forms of computing’. ‘To
predict’ means to state something about next step or next sequence. The pre-
dictive value could be find with respect to time, space, words, expression in
language, degree or significance whereas, ‘Predictions can be time-independent
(extenders), pertinent to simultaneous occurrences (portents), or can infer from
data describing a previous state or the current state of the world to a future
state’. In [31, 32], Frost & Sullivan have stated that IoT market will continue its
growth in future and architecture of IoT 2.0 will enable self-healing events in the
connected system. IoT 2.0 is supposed to react to various events, to using
sentient tools and cognition or ‘predictive computing’. Thus, a definition of
predictive computing can be proposed here:

Predictive computing presents an algorithmic approach that processes col-
lected data of living and nonliving entities periodically from different sensor
nodes in the network to develop an effective prediction model where the next
step, or next sequence, or the future state of the system/user activity can be
represented effectively.

Here, we have used the term ‘model’ in general sense which refers to abstraction of
system that can derive some knowledge after processing the collected data. We can
realize the existence of predictive computing from the following scenario (Fig. 1.1)
that represents the growing trends of business transactions over use of computing.

1.3 Pillars of Predictive Computing

In [33], Stankovic has represented that by using the techniques like pervasive
computing, Internet of Things, wireless sensor networks (WSN), mobile computing
and cyber-physical systems, the world can be transformed into smart world. These
computing techniques provide the basis for predictive computing. The author has
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Fig. 1.1 Role of predictive computing in business transaction

also focused on the major research problems like security, privacy, massive scaling,
architecture, and robustness, etc., for creating smart applications that can make
predictions to make our lives easier and comfortable. Figure 1.2 represents the six
core computing techniques that can act as six pillars for predictive computing.

— Predictive Computing and Internet of Things—also known as predictive internet
of things (PIoT). The architecture of IoT 2.0 will enable self-healing events and
is supposed to react to various events related to living and nonliving objects in
the network by making use of predictive computing [31, 32]. Connected IoT
nodes in the network are used to collect the information related to the object
which is further stored in the database or clouds.

Fig. 1.2 Six pillars of
predictive computing
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Predictive Computing and Cloud Computing—also known as predictive cloud
computing (PCC). The major objective of PCC is to develop and provide a
smart allocation and deallocation of servers by combining ensembles of fore-
casts and predictive modeling to determine the future origin demand for website
content [34]. PCC distributes the load evenly over various virtual machines
located in clouds and also ensures the security of data by using various PCC
security frameworks and techniques.

Predictive Computing and Mobile Computing—also referred as predictive
mobile computing (PMC). In contrast to traditional telephony, the mobile
computing can communicate by voice, video and data wirelessly over diversi-
fied devices and systems by making the use of mobile communication standards
and protocols. The mobile applications are distributed among various mobile
nodes and use centrally located information. However, the predictive mobile
computing has application-aware adaptation and has an environment-sensing
ability. Mobile devices are considered as smart objects and are equipped with
smart applications which use predictive frameworks that continuously monitor
user’s activity on the devices and send information to various servers for its
further processing and making predictions [35, 36].

Predictive Computing and Pervasive Computing—also known as smart com-
puting and considered as a successor of mobile computing and ubiquitous
computing. As pervasive computing embeds the computational capability into
day-to-day objects to make them effectively communicate, predictive pervasive
computing makes devices and objects smart and intelligent that can take or
provide decisions on the basis of available information without any user inter-
vention. Devices involved for smart computing are computers, laptops, tablets,
smart phones, sensors, wearable devices, etc. [36].

Predictive Computing and Wireless Sensor Network (WSN)—wireless sensor
network is the backbone for implementing the predictive computing techniques
and frameworks. The advancements in computing world have only become pos-
sible because of WSN, which Wireless sensor networks consist of geographically
distributed autonomous devices using sensor to monitor physical and environ-
mental conditions. The sensors used in WSN are one of the smart objects that
continuously monitor and forward the information between user and data centres.
Predictive Computing and Big Data—The sensor nodes used in WSN generate
heavy volume of data. In some cases, daily collection of data reaches up to
gigabyte (GB) and terabyte (TB). This collection of data supports creation of
huge database called big data and demands cost effective, innovative forms of
information processing that enable enhanced insight, process automation and
decision-making [37]. By deploying predictive models over this big data, people
are trying to use the insights gained from big data to uncover new opportunities
for their businesses. The big data plays an important role in improving the
accuracy of predictions and can be used in health care, tourist, agriculture, social
networking, environment monitoring, etc. [38].
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1.4 Horizons of Predictive Computing

The existence of predictive computing could be in every major sector as shown in
Table 1.2. Here, it can be observed that predictive computing plays a vital role
everywhere, from smart home to healthcare sector. The integration of IoT, cloud
computing and wireless sensor networks has made it possible to find the predicted
result in real time for different areas. The predictive computing consists of various
smart objects connected via wireless sensor network for collection of the data which
gets stored in clouds for further its processing. Possibilities of predictive computing
span over health care, transport, travel, sales, smart home like other many sectors
(Table 1.2).

According to Gartner’s hype cycle of 2015 [13], for emerging technologies 1oT,
mobility, digital business and analytics will play a lead role in growth of oppor-
tunities and provide the new experiences to the customers and organizations. This
megatrend of hype cycle is shown in Fig. 1.3.

There will be a significant growth in the area of digital marketing and digital
business. The current marketing trends will be replaced and reinvented with pre-
dictive applications solutions. These applications will be able to analyse the human
behaviour from the existing data and will provide the solutions intelligently and
effectively.

1.5 Role of Information Security and Techniques

The role of information security is becoming vital at each level of communication,
storage and user access. Integration of technologies like 10T, cloud computing and
wireless sensor networks involves billions of nodes and devices generate data that
need to be stored with virtual machines located in cloud, communication between
these devices and user requires access control mechanism and communication
mechanisms are intact.

Figure 1.4 represents the major security-related challenges associated to these
areas and application security framework. On the basis of object identification in
predictive computing technology, system level characteristics could be categorized
where predictive parameters can be identified, and communicated with each other.
Based on this consideration, the research areas like computing and communication
techniques, interconnected systems and distributed intelligence have been identi-
fied. Devices enabled with smart computing must be able to identify, perform
computing and communication with each other. RFID (Radio Frequency
Identification) technique is becoming more popular for identification of objects,
whereas low-power research communication techniques are being used in sensor
networking [39, 40]. In future, low-power and low-cost communication technolo-
gies will be considered for communication purpose among smart objects for pre-
diction purpose. Interconnected systems play the important role in implementation
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of smart objects. Interconnection of these smart objects involves many challenges
from network design to communication. The research directions in distributed
intelligence get established once the system based on smart objects is intercon-
nected. One of the challenging tasks is to handle, interpret and security of incoming
data from these smart objects [41].

Security, in context to predictive computing, can be defined in terms of data
confidentiality, privacy, and trust. For ensuring data confidentiality, we must ensure
that the access control mechanism of data is assigned to right person or relevant
bodies. Any breach in confidentiality will result into failure of overall system.
Privacy defines the rules on data to be accessed by individual personnel. Since
predictive computing is integrated with other technologies at various levels, so
privacy of data must be maintained at each level of communication. Wireless
channels and remote access technologies for data expose the overall system for
risks and threats. Therefore, the privacy represents an open issue for system
development and trust refers to designed or implemented security and privacy
policies for handling of access control and to resource required by them [42]. Trust
must be established between both parties, one who requires the resources and
another who provides the credentials. A summary of various techniques proposed
by various authors related to data confidentiality, privacy and trust is given in
Table 1.3.

1.6 Summary

The advancement in technology has brought significant changes into existing
products that replace the current framework with new kind of intelligent frame-
works. These new frameworks are able to predict the information in real time or
near real time with any intervention from user of the system. For making prediction,
technologies like cloud computing, IoT, pervasive computing, mobile computing,
etc., are playing important role in relation to wireless sensor network. In this
chapter, we have discussed predictive computing and the insights of risks associ-
ated with the integration of these technologies. The role of information security and
techniques has been presented to ensure the data confidentiality, privacy, and trust
for communication of data, handling of user control mechanism at various levels to
provide secure access to data.
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