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Preface

Predictive Computing term is tossed with the advancements in computing field and
with the evolution of computing techniques like Cloud computing, Pervasive
computing, Internet of Things, Big data, etc. Predictions from these computing
techniques are based on explanatory models and a good predictive model can be
turned into a machine further. Predictive modeling encompasses much more than
the uncovering patterns within data. The aim of predictive computing is to develop
a model in a way that can predict accurately.

An important challenge related to data is its security. It becomes more crucial
when the data is stored in the cloud as it raises the issues of security, privacy and
trust. These issues become more crucial when we integrate cloud computing with
Internet of Things, wireless sensor networks and other computing technologies.

The major objective of this book ‘Predictive Computing and Information
Security’ is to bring forward the advancement and implementation of state-of-art
techniques and approaches, design, development and innovative use of technologies
for enhancing predictive computing while taking care of information security.
Various recent algorithms, implementation techniques, and prediction techniques
are discussed in the book.

Chapter 1 discusses the detailed view of predictive computing and presents the
definition of predictive computing. This chapter also presents the various pillars of
predictive computing that helps in digging of stored information for making sector
specific predictions. Chapter 2 presents the detailed technical survey related to
predictive computing and information security. It focuses on various hot key areas,
where predictive computing based techniques and frameworks are applied to
enhance human living, and environment. Key areas included for predictive
framework are healthcare, smart home, navigation, e-commerce, etc. where
technologies like cloud computing and Internet of Things could be implemented.
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Chapter 3 discusses the detailed technical insight of predictive computing and
represents the design architecture of predictive computing that includes various
steps for designing a predictive model. This chapter also discusses about various
predictive computing algorithms which are used to make accurate and effective
predictions. Chapter 4 represents the integration of Internet of Things and cloud
computing paradigm and discuses about the Internet of Things based Cloud centric
architecture which is used for predictive analysis of physical activities of the users
in sustainable health centers. Chapter 5 represents the various major challenges
associated with Internet of Things based predictive computing techniques. Chapter 6
discusses various issues related to cloud security, privacy and trust, and presents a
detailed overview of cloud threats and attacks. It also discusses a framework that
would provide integrity of data to multiple users through Third Party Auditor
(TPA) and also an algorithm to implement this framework over different types of
clouds and implements the cryptographic algorithms, namely; RSA, Berypt and
AES. Finally, Chapter 7 represents the various applications of predictive computing
related to smart mobility, e-health, and e-Logistics domains. Real life applications
of Predictive Computing are discussed in the book that will help readers in
understanding the basic concept of the predictive computing.

We believe this book will be of interest to graduate students, educators and
active researchers in academia, and engineers in industry who need to understand or
implement predictive computing and information security. We hope this book will
provide reference to many of the techniques used in the field as well as generate
new research ideas to further advance the field.

This work would not have been possible without the help and mentoring from
many individuals, including: Prof. Vinod Kumar, Vice Chancellor, JUIT,
Wakngahat (HP), Prof. Samir Dev Gupta, Director & Academic Head, JUIT,
Waknaghat (HP), Prof. J.S.P. Rai, Vice Chancellor, JUET, Guna (MP), Prof. V.K.
Agarwal, Meerut (UP). We would also like to thank Prof. Mayank Singh, Prof.
Vishwajeet Pattanaik, Prof. Shweta Suran, Prof. Sandeep Saxena, Prof. Umang
Kant, and Prof. Krista Chaudhary for their continuous support in writing and
organizing the things in required manner. The authors are sincerely thankful to the
potential reviewers for their fruitful comments and suggestions to improve the
quality of this book. Authors are also thankful to publication partner and authorities,
Ms. Suvira Srivastav, Ms. Yeshmeena Bisht, Ms. Nidhi Chandhoke, and Ms. Krati
Shrivastav for their kind support.

Solan, India P.K. Gupta
Guna, India Vipin Tyagi
Varanasi, India S.K. Singh
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Chapter 1
Introduction to Predictive Computing

1.1 Introduction

The existing computing techniques are becoming more challenging to compete with
the global development. However, the modern computing techniques have more
focus on interdisciplinary approaches to perform complex tasks and development to
satisfy human needs. The computing techniques designed to strengthen commu-
nication among the living and nonliving objects, to reduce energy consumption and
time by applying smart methods for predicting navigation paths, prediction of
health diseases and monitoring, weather prediction, etc., can be classified under
predictive computing techniques. Further, the computing techniques like Green
Computing, Ubiquitous Computing, Internet of Things (IoT), Human—Computer
Interaction, and Intelligent Transportation are considered as a few major techniques
which perform computations in real time or near real time. Table 1.1 presents the
evolution of computing paradigm and from which we observe the shift of pro-
gramming paradigm that was completely based on desktop computing since 1960—
1990. During this period, the procedural languages [1-8] like ALGOL [4, 5],
FORTRAN [6, 7], Pascal [7, 8] and C [7] were the common programming lan-
guages for designing and developing computer programs. As the advancements in
technology have taken place, the evolution of other programming languages like
functional programming [2, 3], and declarative programming languages [2, 3] like
LOGO, PROLOG [9, 10] and ASP [11] has taken over the procedural programming
languages. With the significant technological change after 1990 and emerging of
object oriented programming languages [2] like Java, C#, etc., the computing
scenario has changed completely and new methods are being introduced. With the
use of Internet technology, significant developmental changes have taken place
with the help of web-based and scripting languages [12] in the market for
designing of websites and Internet-based systems. Web-based computing
has changed the way of use of computer systems and this has led to the develop-
ment of applications that can work parallel or concurrent [13-17], agent-based

© Springer Nature Singapore Pte Ltd. 2017 1
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2 1 Introduction to Predictive Computing

Table 1.1 Evolution of computing paradigm

S. no. | Computing paradigm Programming language Era of use
1. Procedural/Imperative ALGOL [4, 5] 1958-1968
programming FORTRAN and its variants [6, 7] 1950—till
[1-3] now
Pascal and its variants [7, 8] 1970-2012
C and its variants [7] 19722011
2. Functional [2, 3] LISP and its variants 1958-2013
ML or MIRANDA 1985-1989
3. Declarative [2, 3] LOGO or PROLOG and its variants 1972-1995
[9, 10]
Answer set programming (ASP) [11] | 1993-1999
4. Object oriented [2] C++ 1983till
now
JAVA and its variants 1995-ill
now
C# and its variants 2000-till
now
SMALLTALK and its variants 1972-1990
EIFFEL and its variants 1986-2009
5. Scripting [12] VBScript and its variants 1996-till
now
JavaScript and its variants 1995-till
now
6. Parallel/Concurrent [13, 14] Ada [15] 1982till
now
Erlang [16] 1986-ill
now
RUST [17] 2010-till
now
7. Agent based [18, 19] AgentSpeak [20] 1996-till
now

environment [18-20]. These significant changes in computing and communication
have eased down the connectivity of the devices and data processing could become
possible in real time to predict new findings like prediction of change detection in
ground images, prediction of shortest navigation path of a vehicle by using existing
driving habits and prediction of health status, etc. These changes and advancements
in computing field have opened the doors to information security related issues and
problems. The use of sensor technologies, Internet technologies, virtualization and
real-time computation all along the way has introduced new bugs and vulnerabil-
ities in the designed system. However, a variety of information security techniques
are proposed over the period of time which can be used to make communication
secure.
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In [21], Bartels has proposed a new kind of computing where convergence of
innovations in software architecture, backend operations, communications and to
various client devices connected to the network lets advance computing technology
work together to find and solve the complex business problems in innovative
manner that could not be addressed by the last generation computing techniques.
Seed of ‘innovations’ adds new capabilities to existing technologies for real-time
situational awareness and automated analysis. Researchers and software developers
are introducing this seed to their software, hardware and communications to solve
the complex business problem smartly.

1.2 Definitions

The term ‘Predictive Computing’ is tossed with the advancements in computing
field and with the evolution of computing techniques like cloud computing, per-
vasive computing, IoT, big data, etc. Predictions from these computing techniques
are based on explanatory models and a good predictive model can be turned into a
machine. In this section, we have presented the general definition of computing, and
few definitions related to the concept of predictive computing and Predictive
Analytics.

e Computing
Over the period of time, a wide range of definitions has been given related to
terms ‘Computing’ and ‘Predictive Analytics’. Comer et al. [22] have stated that
‘computing is the systematic study of algorithmic processes that describe and
transform information: Their theory, analysis, design, efficiency, implementa-
tion, and application’. In [23], Denning has stated that ‘computing is a natural
science’ as the term ‘computation’ and ‘information processes’ are existing in
the literature long ago even before the invention of computers. In [24],
Shackelford et al. stated, ‘computing is any goal-oriented activity requiring,
benefiting from, or creating computers and includes designing and building of
hardware and software systems for a wide range of purposes; processing,
structuring, and managing various kinds of information; doing scientific studies
using computers; making computer systems behave intelligently; creating and
using communications and entertainment media; finding and gathering infor-
mation relevant to any particular purpose, and so on’.
e Predictive Analytics

Today’s businesses use variety of business models which in turn are driven by
data analytics which provides useful methodology for exploring available data
and for developing significant models to serve the purpose of an entity [25].
A variety of terms can be found related to analytics like business analytics,
academic analytics, learning analytics, predictive analytics, etc. In [26], Matt has
stated that analytics means different things to different peoples and is not a
one-size-fits-all endeavour. In [27], Eckerson stated that ‘Predictive analytics is
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a set of business intelligence (BI) technologies that uncovers relationships and
patterns within large volumes of data that can be used to predict behavior and
events. Unlike other BI technologies, predictive analytics is forward-looking,
using past events to anticipate the future’. In [28], IBM stated that ‘Predictive
analytics connects data to effective action by drawing reliable conclusions
about current conditions and future events’. According to SPSS ‘Predictive
analytics is both a business process and a set of related technologies that
leverages an organization’s business knowledge by applying sophisticated
analysis techniques to enterprise data’ [29].
e Predictive Computing

According to Nadin [30], ‘Predictive computation is the path that leads from
reaction-based forms of computing to anticipatory forms of computing’. ‘To
predict’ means to state something about next step or next sequence. The pre-
dictive value could be find with respect to time, space, words, expression in
language, degree or significance whereas, ‘Predictions can be time-independent
(extenders), pertinent to simultaneous occurrences (portents), or can infer from
data describing a previous state or the current state of the world to a future
state’. In [31, 32], Frost & Sullivan have stated that IoT market will continue its
growth in future and architecture of IoT 2.0 will enable self-healing events in the
connected system. IoT 2.0 is supposed to react to various events, to using
sentient tools and cognition or ‘predictive computing’. Thus, a definition of
predictive computing can be proposed here:

Predictive computing presents an algorithmic approach that processes col-
lected data of living and nonliving entities periodically from different sensor
nodes in the network to develop an effective prediction model where the next
step, or next sequence, or the future state of the system/user activity can be
represented effectively.

Here, we have used the term ‘model’ in general sense which refers to abstraction of
system that can derive some knowledge after processing the collected data. We can
realize the existence of predictive computing from the following scenario (Fig. 1.1)
that represents the growing trends of business transactions over use of computing.

1.3 Pillars of Predictive Computing

In [33], Stankovic has represented that by using the techniques like pervasive
computing, Internet of Things, wireless sensor networks (WSN), mobile computing
and cyber-physical systems, the world can be transformed into smart world. These
computing techniques provide the basis for predictive computing. The author has
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also focused on the major research problems like security, privacy, massive scaling,
architecture, and robustness, etc., for creating smart applications that can make
predictions to make our lives easier and comfortable. Figure 1.2 represents the six
core computing techniques that can act as six pillars for predictive computing.

— Predictive Computing and Internet of Things—also known as predictive internet
of things (PIoT). The architecture of IoT 2.0 will enable self-healing events and
is supposed to react to various events related to living and nonliving objects in
the network by making use of predictive computing [31, 32]. Connected IoT
nodes in the network are used to collect the information related to the object
which is further stored in the database or clouds.

Fig. 1.2 Six pillars of
predictive computing
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1 Introduction to Predictive Computing

Predictive Computing and Cloud Computing—also known as predictive cloud
computing (PCC). The major objective of PCC is to develop and provide a
smart allocation and deallocation of servers by combining ensembles of fore-
casts and predictive modeling to determine the future origin demand for website
content [34]. PCC distributes the load evenly over various virtual machines
located in clouds and also ensures the security of data by using various PCC
security frameworks and techniques.

Predictive Computing and Mobile Computing—also referred as predictive
mobile computing (PMC). In contrast to traditional telephony, the mobile
computing can communicate by voice, video and data wirelessly over diversi-
fied devices and systems by making the use of mobile communication standards
and protocols. The mobile applications are distributed among various mobile
nodes and use centrally located information. However, the predictive mobile
computing has application-aware adaptation and has an environment-sensing
ability. Mobile devices are considered as smart objects and are equipped with
smart applications which use predictive frameworks that continuously monitor
user’s activity on the devices and send information to various servers for its
further processing and making predictions [35, 36].

Predictive Computing and Pervasive Computing—also known as smart com-
puting and considered as a successor of mobile computing and ubiquitous
computing. As pervasive computing embeds the computational capability into
day-to-day objects to make them effectively communicate, predictive pervasive
computing makes devices and objects smart and intelligent that can take or
provide decisions on the basis of available information without any user inter-
vention. Devices involved for smart computing are computers, laptops, tablets,
smart phones, sensors, wearable devices, etc. [36].

Predictive Computing and Wireless Sensor Network (WSN)—wireless sensor
network is the backbone for implementing the predictive computing techniques
and frameworks. The advancements in computing world have only become pos-
sible because of WSN, which Wireless sensor networks consist of geographically
distributed autonomous devices using sensor to monitor physical and environ-
mental conditions. The sensors used in WSN are one of the smart objects that
continuously monitor and forward the information between user and data centres.
Predictive Computing and Big Data—The sensor nodes used in WSN generate
heavy volume of data. In some cases, daily collection of data reaches up to
gigabyte (GB) and terabyte (TB). This collection of data supports creation of
huge database called big data and demands cost effective, innovative forms of
information processing that enable enhanced insight, process automation and
decision-making [37]. By deploying predictive models over this big data, people
are trying to use the insights gained from big data to uncover new opportunities
for their businesses. The big data plays an important role in improving the
accuracy of predictions and can be used in health care, tourist, agriculture, social
networking, environment monitoring, etc. [38].
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1.4 Horizons of Predictive Computing

The existence of predictive computing could be in every major sector as shown in
Table 1.2. Here, it can be observed that predictive computing plays a vital role
everywhere, from smart home to healthcare sector. The integration of IoT, cloud
computing and wireless sensor networks has made it possible to find the predicted
result in real time for different areas. The predictive computing consists of various
smart objects connected via wireless sensor network for collection of the data which
gets stored in clouds for further its processing. Possibilities of predictive computing
span over health care, transport, travel, sales, smart home like other many sectors
(Table 1.2).

According to Gartner’s hype cycle of 2015 [13], for emerging technologies 1oT,
mobility, digital business and analytics will play a lead role in growth of oppor-
tunities and provide the new experiences to the customers and organizations. This
megatrend of hype cycle is shown in Fig. 1.3.

There will be a significant growth in the area of digital marketing and digital
business. The current marketing trends will be replaced and reinvented with pre-
dictive applications solutions. These applications will be able to analyse the human
behaviour from the existing data and will provide the solutions intelligently and
effectively.

1.5 Role of Information Security and Techniques

The role of information security is becoming vital at each level of communication,
storage and user access. Integration of technologies like 10T, cloud computing and
wireless sensor networks involves billions of nodes and devices generate data that
need to be stored with virtual machines located in cloud, communication between
these devices and user requires access control mechanism and communication
mechanisms are intact.

Figure 1.4 represents the major security-related challenges associated to these
areas and application security framework. On the basis of object identification in
predictive computing technology, system level characteristics could be categorized
where predictive parameters can be identified, and communicated with each other.
Based on this consideration, the research areas like computing and communication
techniques, interconnected systems and distributed intelligence have been identi-
fied. Devices enabled with smart computing must be able to identify, perform
computing and communication with each other. RFID (Radio Frequency
Identification) technique is becoming more popular for identification of objects,
whereas low-power research communication techniques are being used in sensor
networking [39, 40]. In future, low-power and low-cost communication technolo-
gies will be considered for communication purpose among smart objects for pre-
diction purpose. Interconnected systems play the important role in implementation
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of smart objects. Interconnection of these smart objects involves many challenges
from network design to communication. The research directions in distributed
intelligence get established once the system based on smart objects is intercon-
nected. One of the challenging tasks is to handle, interpret and security of incoming
data from these smart objects [41].

Security, in context to predictive computing, can be defined in terms of data
confidentiality, privacy, and trust. For ensuring data confidentiality, we must ensure
that the access control mechanism of data is assigned to right person or relevant
bodies. Any breach in confidentiality will result into failure of overall system.
Privacy defines the rules on data to be accessed by individual personnel. Since
predictive computing is integrated with other technologies at various levels, so
privacy of data must be maintained at each level of communication. Wireless
channels and remote access technologies for data expose the overall system for
risks and threats. Therefore, the privacy represents an open issue for system
development and trust refers to designed or implemented security and privacy
policies for handling of access control and to resource required by them [42]. Trust
must be established between both parties, one who requires the resources and
another who provides the credentials. A summary of various techniques proposed
by various authors related to data confidentiality, privacy and trust is given in
Table 1.3.

1.6 Summary

The advancement in technology has brought significant changes into existing
products that replace the current framework with new kind of intelligent frame-
works. These new frameworks are able to predict the information in real time or
near real time with any intervention from user of the system. For making prediction,
technologies like cloud computing, IoT, pervasive computing, mobile computing,
etc., are playing important role in relation to wireless sensor network. In this
chapter, we have discussed predictive computing and the insights of risks associ-
ated with the integration of these technologies. The role of information security and
techniques has been presented to ensure the data confidentiality, privacy, and trust
for communication of data, handling of user control mechanism at various levels to
provide secure access to data.
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Chapter 2
Predictive Computing and Information
Security: A Technical Review

2.1 Introduction

Future of computing depends upon the effective integration of existing technologies
and computing techniques. Integration of cloud computing and IoT provides a new
dimension to computing known as ‘Predictive Computing’ and opens the new
possibilities to researchers and developers. Predictive computing utilizes the data to
make real-time or near real-time predictions for making life easier and comfortable.
The predictive computing consists of various smart objects connected via wireless
sensor network for collection of the data which gets stored in clouds for further its
processing. The possibilities of predictive computing spans over healthcare,
transport, travel, sales, smart home like other many sectors. With the rising demand
of sensor-based products and applications for making predictions in many sectors
also include the security risks and privacy issues related to data collection and data
storage.

Use of predictive computing is getting popular as it is possible to design a smart
environment, capable of monitoring air and water pollution, prediction of weather,
earthquakes, detecting forest fires, tsunamis and various types of disasters so that
early measures could be taken to reduce their devastating effects. Further, to make
tourism sector attractive, the travel industries have come out from existing practice
of making prediction based on travellers surveys and expert views to real-time
collection of information of travellers location and updates about location in terms
of photos, nearby spots and many more. Moreover, the big data analysts can capture
the information from various photos posted on Facebook and other social networks
[1-3]. With the increased use of 10T, a number of smart home appliances have been
released into the market that include smart TV, smart refrigerator, smart lights,
smart cooling and heating devices that can be controlled by mobile devices or
desktops from remote location using internet [4]. Similarly, the use of sensor-based
IoT devices is rapidly increasing in predicting the shortest path for vehicle navi-
gation and avoiding of traffic congestion. Vehicle route is predicted in real-time by
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using the existing driving habits in the database and GPS to find the traffic con-
gestion or road block like scenarios [5, 6]. A variety of devices is available in the
market to monitor the health of a person. Monitoring of health, using smart blood
pressure monitor, glucose monitor, pulse monitoring device, tracking of user
activity running, walking, heartbeat, etc., can be done using various sensors and
storing of this information over cloud for its further monitoring by healthcare
personnel [7]. The healthcare personnel can make the prediction on the basis of
received data and can provide suggestion or medications accordingly. In this
chapter, we have discussed various such predictive frameworks and computing
techniques based on IoT and cloud computing to perform various predictions. As
the dependency on these smart devices is increasing and these smart objects are
becoming the soft target of attackers to breach the user’s privacy. Managing data
confidentiality, integrity is becoming a major task it is because a number of
restrictions associated with these smart devices in terms limited battery power, lack
of complex encryption algorithm, poor access control at user level and lack of
secure communication methods, etc. This chapter discusses various information
security techniques and frameworks to maintain the confidentiality, integrity,
availability and trustworthiness of data. We have listed various available security
threats and their countermeasures with respect to two major technologies cloud
computing and IoT.

2.2 Google Trend Analysis

With the growing shift towards the use of 10T, cloud computing and predictive
computing, we have tried to find and analyze the Google search trends for com-
puting terms like ‘Cloud Computing’, Internet-of-Things, ‘Predictive analytics’ and
‘Information Security’ from year 2008 to 2017 (up to May 2017).

The Google search trend results are shown in Fig. 2.1 and it can be observed that
cloud computing and information security are two major areas which lead the
global market whereas significant advancements are taking place with IoT and
predictive analytics. The authors have also tried to find the trend results for
‘Predictive computing’ but no results are returned for the same. Market role of
predictive computing is gearing up and one can expect a big demand and growth in
future with the increased use of IoT 2.0 [8]. We have also analyzed the search
trends at region level which are represented in Fig. 2.2 for all the previously
mentioned computing techniques. From these results, it is clear that the regions like
Singapore, India, Kenya and Uganda are the major regions, related to use of
mentioned buzzing words.

Here, Fig. 2.2a represents the top five regions for cloud computing where India
lead the search trend, Fig. 2.2b represents the top five regions for information
security where Uganda lead the search trend, Fig. 2.2c represents the top five
regions for Internet-of-Things and Fig. 2.2d represents the top five regions for
predictive analytics, in both the cases Singapore leads the search trends.
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2.3 Predictive Computing Techniques

On the basis of performed operations and actions, the predictive computing tech-
niques can be categorized into various categories. In this technical survey, we have
tried to incorporate all the recent techniques which are mostly used by the devel-
opers to build their predictive solutions.

2.3.1 Data Handling Techniques

With the advancement in technology and computing techniques task of data gen-
eration and data processing has become easier. Various technologies like cloud
computing, mobile computing, voice recognition, artificial intelligence and
advanced application software are making prediction modelling possible. The
predictive models are created whenever data is used to train a predictive modelling
technique [9]. Table 2.1 summarizes various data handling techniques proposed by
various researchers to find patterns in obtained data to perform smart computation.

2.3.2 Sustainable Techniques

Sustainable techniques are used to handle the issue of power consumption of
computer systems and its devices. Majority of computer systems and devices are
left unattended while they are active where they consume less amount of power.
Similarly, if we discuss the same scenario from data centre’s point of view then the
power by such standalone device becomes disastrous. By using various predictive
models and sustainable techniques, we can make predictions about the future of the
device and computer system or device can be switched to energy saving state. In
[10], Zhu et al. have presented an energy efficient reliable data gathering scheme in
wireless sensor network environment. The proposed scheme is based on Reed—
Solomon code and its enhanced version has been presented with intra-segment and
inter-segment coding schemes. The authors have initially defined the optimization
problem to derive the proposed energy efficient and reliable packet delivery
scheme. In their obtained results, authors have claimed that proposed scheme is
applicable in collecting data from sensor nodes at low-rate and low-power. In [11],
Khan et al. have proposed a localization scheme StreetLoc for energy efficient smart
phones using participatory sensing and have focused on the issue of data collection
by these participatory nodes from urban streets. Authors have introduced the
coverage metrics for the proposed full coverage, partial coverage and k-coverage
schemes for the collected data from a street segment of the city. In their obtained
results, authors have shown that proposed schemes can save a significant amount of
energy. In [12], Abdullah and Yang have considered the issue of energy
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conservation in IoT and proposed a message scheduling algorithm to improve the
efficiency of the system. The authors have also handled the faulty and failed node
with the proposed algorithm. They have considered two main issues for energy
conservation known as saving energy in battery powered objects and quick
response to the query and the obtained results show the efficiency and effectiveness
in service response and energy consumption. In [13], Brienza et al. have proposed
the energy management system E-Net-Manager for various networked computers.
They have proposed unique methods to reduce the energy consumption by using
the soft sensors of computer systems like keyboard, mouse, bluetooth, Google
calendar and PC activity soft sensors. In their results, significant energy saving has
been achieved for short idle period. In [14, 15], Gupta and Singh have proposed a
novel sustainable algorithm for prediction of CPU workload for minimizing the
power consumption by personal computers. They have proposed a prediction model
[16, 17] and algorithms for switching the current state of running computer system
into power saving state.

2.3.3 Navigation Techniques

One major use of predictive computing is in navigation of vehicles or
e-Transportaion. With the growth of technology, it has become possible to predict
the shortest route for vehicle navigation. One can predict the navigation paths with
lesser traffic rather than considering the busiest road networks in the city. These
algorithms usually require a constraint to be placed on the system for effective
prediction to take place. A Markov process is a stochastic process in which one can
make predictions about the future state of the process based only its current state.
Vehicle navigation paths are usually repetitive in nature due to natural constraints
that limit the freedom of the driver. One of the most common natural constraints is
time where most drivers just attempt to reduce the amount of time spent travelling
between their origin and destination. The number of methods has been suggested
for the prediction of vehicle navigation paths. Barth and Karbassi [18] have used a
hierarchical tree data structure to perform real-time prediction of the navigation path
that a vehicle may take for direct trips (source to destination). Their algorithm is
recomputed as new data from the vehicle arrives while the vehicle is already in
transit. Froehlich and Krumm [19] have discussed an alternative method where
details of vehicle navigation path are collected and grouped by similarity. Each
specific navigation path is assigned an index and stored. As the vehicle begins
journey, the navigation path progresses and the algorithm attempts to match the
current navigation path with an existing one. Although this allows for an initial
prediction of the navigation path, the prediction is continuously updated as the
journey advances. Kansal et al. [20] have discussed a sensor network for tracking
using mobile phone devices. They have mentioned the fact that the prevalence of
mobile devices and the increased availably of GPS technology makes them ideal
nodes in a sensory network that focuses on the same GSM signals used for voice
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communication. Trials for autonomous vehicle navigations are on the way and soon
one can expect the market release of such cars [21, 22]. Technologies like GPS,
RFID [23], sensor networks and IoT have made predictive navigation approaches
easier and implementable in all the sectors like automobile, aviation [24] and
marine. Cao et al. [25] have used the GPS technology for constructing the minimum
dominating set of navigation paths and used this data for selecting the best possible
navigation path to drive. The authors have implemented the algorithms like
marking process to find the dominating vehicle, Updating process to keep the data
updated of neighbour’s node, and cutting process to cut down the redundant vehicle
information from the database. In [26], Davidson has presented three different
algorithms that can be integrated into personal navigation systems. First, algorithm
computes positioning for a map aided navigation system designed for land vehicles
travelling on road network; second, algorithm is aimed at map aided vehicle nav-
igation indoors and the third algorithm computes solution for the pedestrian navi-
gation system. In [6], Pattanaik et al. have presented a smart congestion avoidance
technique by estimating the scope of real-time traffic congestion on urban road
networks and predicts an alternate shortest route to the destination. This technique
utilizes the k-means clustering approach to estimate the magnitude of congestion
and applies Dijkstra’s algorithm to predict the shortest route. In [27], Su et al. have
designed a shortest path computing algorithm for navigation of large commercial
vehicles. They have integrated spatial data with the proposed algorithm. Authors
have listed various characteristics of commercial vehicles types like bus, truck,
trailer and passenger car, etc. Mitton and Rivano [28] have deployed sensors on
bicycles to analyze the various road conditions for medical purpose and have
gathered the data in real time from the deployed bicycles. The proposed system is in
its preliminary stage and a lot of work is still remaining to obtain the results. In [29],
Kranz et al. have discussed the concept of embedded interactions of objects in the
day-to-day utilities. They have monitored these interactions using IoT. They have
also listed various challenges for embedded IoT like Invisibility dilemma, implicit
versus explicit interactions, context dependence, etc. They have presented the
vision beyond ubiquitous computing for day-to-day computing using IoT.
Similarly, in [30-35], the authors have presented the architecture and smart navi-
gation techniques for vehicles and the presented techniques utilize the IoT and
sensor networks for navigation of vehicle. Some of the major predictive naviga-
tional techniques are shown in Table 2.2.

2.3.4 Intelligent Agents

The vision of smart environment is possible because of growth in computing
techniques and use of predictive models. The smart environments utilize the con-
cept of prediction and communication among the various existing objects. This
communication involves various intelligent agents at middleware level for remote
access and control of information in smart environment. Chen et al. [23] have
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proposed code centric RFID system, which is used to store the information based on
smart agents and provide the instructions to system whenever action has to be
performed. Still proposed system does not meet the goals like knowledge repre-
sentation and situation-aware code interpretation. In [36], Huang et al. have done
body posture analysis by using collaborative accelerometer sensors on different
parts of human body like on neck, wrist, waist and thighs. They have tried to predict
the odd situation with the help of predictive body posture analysis whether there is
any accident like scenario or not. They are unable to determine the condition of the
body once the accident has taken place and planning to use gyroscope for more
accuracy of results for falling like scenarios. Jeong et al. [37], have designed and
implemented large-scale middleware for ubiquitous sensor networks. This ubiqui-
tous sensor network supports intelligent event processing, various types of sensors,
real-time sensed data and management of collected metadata. Further, the authors
are keen to extend the support for a variety of wireless communication protocols
like ZigBee, Bluetooth, Code division multiple access, etc. In [38], Taylor et al.
have focused on the distribution of electricity in future and proposed cost effective
and intelligent solutions for electricity distribution network and management sce-
narios. In [39], Gaoan and Zhenmin have proposed an intelligent method for
measuring the heart rate using mobile acceleration sensor. They have suggested
using their proposed real-time heart-tracking algorithm to develop low-cost heart
rate monitor device. In [13], Brienza et al. have focused on the issue of energy
consumption by ICT devices and suggested some intelligent soft sensor methods
like bluetooth based, Google calendar based, activity soft sensors, etc., to reduce the
energy consumption using these devices.

2.3.5 Smart Objects Based Computing

With the growth of mobile networks, researchers and developers are targeting
mobile devices as a smart object to perform predictive computing over collected
data. These mobile devices are also working as a middleware for transferring data
from one sensor node to another. In [40], Kortuem et al. have presented the concept
of ‘Internet of smart objects’ and classified smart objects into three different cate-
gories (a) activity aware objects, (b) process aware objects and (c) policy aware
objects. These smart objects are equipped with embedded display and buttons on it.
They have categorized between these objects on the basis of parameters like
awareness, representation, interaction and augmentation. Figure 2.3 represents
various smart objects that can be connected with mobile like smart devices in a
ubiquitous network. In this section, we have summarized various mobile computing
techniques for ubiquitous computing of received data as shown in Table 2.3.
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Fig. 2.3 Smart objects in a ubiquitous network [3]

2.4 Predictive Computing Frameworks

In [9], Kalechofsky has presented a simple framework for developing predictive
and statistical models for modern business. The author has mentioned that pre-
dictive analytics includes various techniques like predictive modelling, machine
learning and data modelling to make predictions. The predictive analytics, in turn,
uses the predictive modelling framework to perform predictive computing. This
computing technique can be used in almost every sector like healthcare, travel,
marketing, e-commerce, etc., by using their modelling framework.

2.4.1 Healthcare Frameworks

The predictive computing plays an important role in the prediction of health related
issues and sending the early alerts to the patients. These healthcare frameworks use
various predictive modelling frameworks for predictions and that’s why their
accuracy may differ from one framework to another. Predictive modelling is widely
in use in clinical research and analysis. In [41], Ng et al. have described a scalable
predictive platform known as PARAMO (PARAllel predictive MOdelling) that can
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be used by many predictive applications. Brooks et al. [42] have stated that
healthcare organizations can implement a predictive model that uses business
intelligence (BI) to improve clinical efficiency. They have proposed a framework
for developing a domain specific BI model for an expert practitioner in the field. In
[7], Gupta et al. have proposed an IoT-based cloud centric health framework to
monitor user’s activities in sustainable health centres. This framework regularly
predicts the user’s activities and stores the details of various parameters like heart
rate, pulse rate, timing of activity session, etc., in the cloud database and sends
alerts to health care professionals of the user wherever emergency like scenario
arises.

In [43], Lu et al. have presented the SPOC framework for secure and privacy
preserving computing in mobile health care. This framework extends its func-
tionality in the pervasive environment and introduces the user-centric privacy
controls. In [44], Zhang et al. have presented three tier system architecture for
healthcare system based on ubiquitous sensing. Tier-1 consists of various objects
equipped with ubiquitously distributed sensor nodes. Tier-2 consists of ubiquitous
technologies like wireless sensor networks, internet, WiMAX, 3G/4G, etc., to
transfer the sensed data to doctors or medical practitioners. Whereas, Tier-3 is an
information processing centre and consists of nodes like medical practitioners,
doctors, data centres, servers for processing of collected data related to patient’s
health and to provide the necessary action to be taken by the patient. Similarly, Xu
et al. [45], have proposed the semantic data model for interpreting the IoT data and
also a data access mechanism has been proposed for emergency medical services in
ubiquitous environment. Hu et al. [46], have also used the IoT network of physical
objects for monitoring and predicting the health condition of elder person living at
home. They have proposed an intelligent and secure health monitoring framework
for finding the elder’s activity and elders can use the mobile device for getting
connected with the IoT network. In [47], Zhao et al. have presented the predictive
model for finding the effect of multiple sclerosis in patients. They have used logistic
regression and machine learning techniques in predicting disease course. In [48],
Abreu et al. have studied about the recurrence of breast cancer and presented a
predictive model based on combination of machine learning techniques for accurate
prediction of recurrence events. In [49], Rana et al. have introduced the concept of
changing interventions on different datasets and proposed a predictive framework
that models interventions explicitly. In [50], Sakr and Elgammal have discussed
some major challenges in healthcare systems which can be resolved using modern
technologies like cloud computing, IoT and big data. The aspects of these tech-
nologies can be different that vary from communication to data storage. Authors
have proposed a framework known as ‘SmartHealth’ and described its various
applications in the healthcare domain. Ifrim et al. [51], have highlighted the current
status of the evolution, trends and research on IoT from e-Health perspective and
performed a comprehensive survey.
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2.4.2 Smart Home Frameworks

The potential technology used for designing the smart home varies from simple
sensors to detect the position of door to more sophisticated sensor systems where
the sensors are equipped into various objects and humans reside inside the house.
Mulvenna et al. [52] have examined the role of context aware computing in smart
home environment and monitored the activity of each individual in the house.
Authors have developed various frameworks for monitoring the activity. These
smart objects equipped with the sensor, collects the data about user’s offline activity
performed at home and continuously transmit it on the Internet. Apthorpe et al. [53]
have mentioned that IoT devices have always-on sensors that capture the data
constantly about the user’s physical environment. They have developed a prediction
strategy from the obtained data for passive network observer and to find about the
various possibilities related to the user. In [54], Raj has presented a framework for
smart monitoring of home and its security in owners absence. He has designed the
context aware protocol for this system. This system is secure, reliable and user
friendly and combination of Zigbee, Wi-Fi and body area network like technolo-
gies. By making the use of pervasive computing this framework is known as smart
home system where user is connected with the various devices in home remotely. In
[55], Aquino-Santos et al. have also presented the use of ubiquitous computing in
developing smart home applications and interoperability of these applications. They
have discussed the challenges like isolation of subsystem by executing several
instances using hypervisor for the connected devices, and implementing a micro
middleware. In [56], Hong et al. have analyzed the user’s habits and behaviour in a
living space and discussed the context aware model for smart home systems and the
proposed model is shown in Fig. 2.4.

This model connects the various household devices with the user behaviour and
process the collected information in an intelligent environment.

Fig. 2.4 Context aware

smart home system model Applications
[56]
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2.4.3 Navigation Framework

Currently, the road transport of goods or passengers relies on tracking technology.
In designing of smart navigation systems, GPS data may be augmented with Wi-Fi
and GSM signals to be used to provide location information of vehicle transporting
the goods and passengers [57]. At present these systems suffer from limitations like
reduced reliability in areas that are not permeated by the necessary GSM or Wi-Fi
signals, or areas in which the GPS satellites do not have sufficient coverage. In [5],
Malekian et al. have designed and implemented a system which is capable of
predicting the navigation path of a vehicle on the basis of the existence of driver’s
existing driving practices. This system is capable of using RFID based information
about navigation paths, in conjunction with predictive algorithms based on the
Hidden Markov Model (HMM) to accurately determine the vehicle navigation
paths in advance. In HMM, the sequence of observed output values provides
information about the sequence of states. If modelled using a HMM, then the
observer will only observe a sequence of output tokens directly. Baum et al. [58],
have described a model based on this information. The observer can then attempt to
infer the sequence of states that yielded the observed output sequence. HMM is an
acknowledged tool for predictive solutions to systems that can be modelled as
Markov processes. In [59], Simmons et al. have proposed the usage of the HMM to
perform predictions on a vehicle’s navigation path. In their method, the historical
driver data is gathered using GPS information. This is used to supply parameters to
the Hidden Markov model. They were able to achieve results of above 98%
accuracy in most cases, although the navigation paths they tested had very few
places in which choices were required. In [60], Herbert et al. have a proposed a
modular framework FaSTrack that provides a safety controller and can be used with
most current paths. In [61], Jabbarpour et al. have presented the general framework
for vehicle traffic routing system, known as VIRS and used for mitigating traffic
congestion on roads. VTRS gathers traffic-related data such as vehicles’ speed,
travel time and density, user preferences and alternatives paths for preparing the
routing tables by calculating the fitness function. In [62], Yang et al. have proposed
an autonomic navigation system (ANS) operating over vehicular ad hoc networks
(VANETS) for predicting the future vehicle density and adopts hierarchical algo-
rithms for route planning and time dependent routing algorithm for traffic prediction
as shown in Fig. 2.5.

In [63], Cebecauer et al. have presented a framework for integrated real-time
network travel time prediction of vehicle based on probe data. This framework is
capable of predicting short-term traffic conditions, real-time vehicle routing and for
trip planning. They have used hybrid probabilistic principal component analysis
(PPCA) methodology for short-term prediction of vehicle path. Similarly, a number
of frameworks and approaches have been proposed for finding the predictive tra-
jectory guidance, prediction of next turn at road junction and motion planning for
autonomous vehicle navigation [64—67].
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2.4.4 e-Commerce Framework

Since last decade, a lot of significant developments have taken place in e-commerce
market and its applications. The organizations have completely changed the way of
marketing by implementing the various data mining rules for predicting the price of
product, behaviour of consumer and selecting the appropriate marketing strategy,
granting them to make intense and knowledge-driven results. Similarly, change in
marketing models is taking place from traditional website based system to
knowledge-based system to recommender system. A recommender system predicts
about the customer’s choice by exploiting ratings made by the customer for the
same or similar product in the past. In [68], Qiu has proposed a predictive model,
COREL to make purchase behaviour prediction of customers. He has investigated
the three factors that significantly affect the purchasing decision of customer in
online shopping that is the needs of customers, the popularity of products and the
preference of the customers. He has explored associations between products,
exploiting them to predict customer needs. In [69], Gupta and Pathak have focused
on the dynamic pricing of the product where prices vary according to market
demand of the product. Nowadays, dynamic pricing concept is being used by
almost all e-commerce sites including retail, automobile, tours and travels, grocery
stores and a lot many. They have proposed a model for determining the purchase
behaviour and pricing strategy for online customers. This proposed model consists
of stages like Data Collection, Preprocessing, Attribute selection, Grouping of
customers, Dynamic pricing and Predictive analysis as shown in Fig. 2.6.
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Fig. 2.6 Framework for predicting online purchase based on dynamic pricing

This framework also includes various techniques of Machine learning, Data
mining and Statistical methods for predicting the online purchase behaviour of
customers by selecting an appropriate price range. In [70], Ahmadi has proposed a
framework, e-CLV (Electronic customer lifetime value) for predicting the online
customer’s behaviour. Proposed model considers real option analysis to predict all
future states with probability of each of them. In [71], Lo et al. have tried to
characterize, understand the customer’s behaviour for developing predictive models
of user purchasing intent. They have identified some set of general principles and
performed large-scale longitudinal study to model user purchasing intent across
many discovery applications. Authors have classified the user’s action into four
classes known as (i) searching for a content (ii) exploring contents by using pro-
vided links (iii) getting closer with particular piece of content and (iv) saving
contents to retrieve it later. In their predictive analysis, authors have tried to find
how engagement in these actions predicts users’ future purchasing intent or activity.
Similarly, in other studies [72, 73] related to prediction of consumer behaviour,
authors have used different perspective of analysis like Badea [72] have used the
concept of artificial neural network for predicting consumer behaviour, and
Naumzik et al. [73] have performed image sentiment analysis on their proposed
model for predicting the increase in rent prices.

2.5 Information Security Techniques

‘Data’ is becoming a vital component for all kind of computing techniques. Several
issues arise with the handling of data like data storage, data access and data usage
issues, etc. As discussed earlier, over the period of time various security techniques
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have been proposed by the researchers and developers to establish confidentiality,
privacy and trust while handling of data. Here we have summarized various security
techniques related to cloud computing and IoT.

2.5.1 Security Techniques for Cloud Computing

Security is a major issue in cloud computing as it leads to various types of vul-
nerabilities while handling of data. Cloud storage and data has to be secured and
must ensure various security parameters like authentication, authorization, confi-
dentiality, integrity, availability, etc. In [74], Arockiam and Monikandan have
proposed a security technique AROcrypt that ensures confidentiality of data in
cloud storage. AROcrypt is one of the symmetric encryption techniques and makes
use of ASCII values for processing of plain text into cipher text. In [75], Alsulami
et al. have investigated many security techniques and models for cloud computing
to main the data integrity and confidentiality. They have identified few of the
techniques like encryption, anonymization, separator and multilayering that can
have an effect on data integrity and confidentiality. Among these techniques,
encryption technique is most widely used for cloud security. In [76], Zhou et al.
have presented a scheme to control and prevent unauthorized access to data stored
in the cloud. They have proposed a role-based encryption (RBE) technique that
integrates the cryptographic technique with role-based access control (RBAC)
model. They have also proposed a RBE-based architecture for secure data storage in
public cloud. To maintain the privacy of data, policy based encrypted data access
approach has been used in which users who satisfy the access policies can decrypt
the data using their private key. In [77], another work, Bokefode et al. have used
encryption technique AES and RSA for encryption and decryption of data and
RBAC used to provide control to users as per their role. In [78], Gugnani et al. have
focused on to provide confidentiality to the user while using cloud-based web
services, and proposed an approach for selective encryption of XML elements so as
to provide confidentiality and to prevent XML document form improper informa-
tion disclosure. Figure 2.7 represents XML DNA Encryption/Decryption to embed
confidentiality. Authors have considered the XPath Injection attacks which take
place when web site uses user-supplied inputs to form XPath query for XML data.
Terec et al. [79], have discussed the implementation of various cryptographic
techniques in Java, MATLAB and Bio-Java and also represented how DNA
encryption is implemented in three of them. Besides XML encryption, we have SSL
and XML signatures to secure the internet transmission. Users interact with the
cloud using XML files and then these XML files and their contents need to be
protected so as to safely transfer the confidential information. Also, the commu-
nication among Web Service and the clients are mainly done through plain-text
XML formats like SOAP messages and WSDL [80].

In [81], Dinesha and Rao have proposed a secure cloud transmission protocol
(SecCTP) to maintain data integrity, confidentiality, access management and
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Fig. 2.7 XML DNA encryption approach

identity in the cloud. Proposed technique SecCTP deploys Multi-Dimensional
Password (MDP) system, Multilevel Authentication scheme (MLA) and Multilevel
cryptography (MLC) system to handle various cloud security issues of authenti-
cation, identity and confidentiality. In [82], Yu et al. have proposed an efficient and
practical identity based Remote data integrity checking (RDIC) protocol which is
based on key-homomorphic cryptographic schemes and maintains perfect data
privacy. In perfect data privacy, protocol leaks no information of the stored files to
the verifier. In [83], Zhou et al. have stated that the integration of IoT techniques
with cloud computing leads to new challenging security and privacy related threats.
They have proposed unique security and privacy requirements for cloud-based IoT
and addressed the challenging issues of secure packet forwarding and efficient
privacy preserving authentication by proposing a new efficient privacy preserving
data aggregation without public key-homomorphic encryption. In [84], Choi and
Lee have focused on various security issues related to the public sector that restrict
any organization from the use of cloud platform. They have proposed a method-
ology for information security management and adopted a Delphi approach to
establish the classification criteria in objective and systematic manner. In [85],
Gaetani et al. have focused on data integrity issue in cloud computing and used a
Blockchain-based method for handling these issues. Blockchain has recently
emerged as a fascinating technology that consists of consecutive chained blocks
containing records that are replicated on the nodes of a P2P network. These records
witness transactions occurred between pseudonyms. They have proposed an
innovative blockchain-based database that permits balancing strong integrity
guarantees with appropriate performance and stability properties.

2.5.2 Security Techniques for Internet-of-Things

The architecture of IoT converts living and non-living entities into smart objects
that can be monitored or used continuously by using internet technologies. These
smart objects can communicate with each other, and can respond to the changes in
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surroundings intelligently. This intelligent feature derived from IoT architecture
includes new security risks and privacy issues. So, maintaining user security and
privacy is one of the crucial issues and need to be addressed thoroughly. In [86],
Dabbagh and Rayes have presented the security and privacy issues related to IoT
platforms. Various security challenges identified by them are Scalability, Multiple
verticals, Multiple technologies, Big data, availability, remote locations, etc. They
have categorized the IoT architecture into three different domains that include:
(a) IoT Sensing Domain, (b) IoT Fog Domain and (c) IoT Cloud Domain. Various
security attacks related to cloud domain and IoT are summarized in Table 2.4.

In [87], Nia and Jha have presented a detailed survey and provided a compre-
hensive list of vulnerabilities and countermeasures against them. Authors have
discussed three widely known IoT reference model, i.e. (a) Three-level model [88],
(b) Five-level model [89] and (c) Cisco’s Seven-level model [90] and discussed
various possible applications of IoT. In [91], Singh et al. have discussed state of the
art of various lightweight cryptographic primitives that consists of lightweight
block ciphers, hash functions, stream ciphers, high-performance systems and low
resources devices for IoT environment. They have also analyzed several lightweight
cryptographic algorithms like AES, DES, Twine, Seed, RC5, PRESENT, etc., on
the basis of their key size, block size, a number of round parameters.

2.6 Information Security-Based Frameworks

As discussed in the previous section, various information security techniques have
been evolved to mitigate or to reduce the vulnerabilities in an existing software
system, used by business organizations or its customers. For effective implemen-
tation of information security and privacy techniques in the system developers and
software designers need to modify the existing architecture or framework of soft-
ware system. It is observed, that in most of the cases these architectures or
frameworks are responsible for security-related issues. The reason for this is that
security parameters are overlooked by the designers and developers while designing
of system. In this section, we have discussed various information security frame-
works related to cloud computing and IoT.

2.6.1 Cloud Computing-Based Security Frameworks

Rising demand for storage of data in a cloud environment by the business orga-
nizations and customers requires a lot of changes in existing architecture or
framework of software systems. Current system design and deployment techniques
must be capable enough to accommodate these changes into the system and must
ensure the security and privacy of new cloud-based frameworks and architectures.
In [92], Chang et al. have presented a multilayered security framework for business
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Fig. 2.8 Framework for secure cloud computing

clouds. This Cloud Computing Adoption Framework (CCAF) integrates three
major security technologies known as firewall, identity management and encryp-
tion. In [93], Mushtaq et al. have presented the quad layered framework for data
security, data privacy and data breaches. This layered architecture prevents the
confidential information with a variety of quad security layers like Secure
Transmission of Data, Encrypted Data and its processing, Database Secure Shell
and Internal/external log Auditing. They have also presented a new auditing
mechanism where customers can design their own rules for making auditing better.
In [94], Youssef and Alageel proposed a framework to identify cloud specific
security and privacy challenges, attacks and risks. They have also proposed a
security model to perform generic cloud computing and to protect security and
privacy requirements from vulnerabilities as given in Fig. 2.8.

In [95], Matte and Kumar have focused on storage of data, and stated that cloud
supports data storage in distributed environment. They have provided the solution
for security of data in multi-cloud. Multiple copies of data are stored in encrypted
form on different clouds. Authors have used plain cipher algorithm for encryption
purpose. In another work, Dorairaj and Kaliannan [96] have focused on issue of
data migration in cloud, which is accessed by several users. Data protection from
unauthorized access becomes important to both organizations and customers. To
handle the issue of data sensitivity, authors have proposed an adaptive multilevel
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security framework that provides adequate level of security under different classes.
This framework provides required access control at each level by using suitable
encryption techniques. Similarly, cloud computing-based security framework is
being used in every domain like healthcare, vehicle navigation, eLogistics, banking,
etc. In [97], Ondiege et al. have mentioned that poor implementation of security in
healthcare leaves the patients’ data vulnerable to attackers and considered that
providing security to remote patient monitoring (RPM) infrastructure is a major
issue. They have proposed a new identification technique NFC in their new security
framework for monitoring of remote patients in multi-user environment and to keep
the patient’s information secure. In another work, Jaganathan and Veerappan [98]
have proposed a new cloud storage model, CIADS, to keep patient’s medical data
secure. They have implemented authorization service through certificates, confi-
dentiality by implementing new encrypting algorithm and data integrity is ensured
by modified hash algorithm. In [99], Xiao and Xiao have presented the generic
ecosystem for cloud security and privacy which employ an attribute driven
methodology. This ecosystem employs five security/privacy attributes:
(a) Confidentiality, (b) Integrity, (c) Availability, (d) Accountability and
(e) Privacy-preservability, as shown in Fig. 2.9. Authors have considered security
and privacy separately and demonstrated the connection among vulnerability, threat
and defense mechanism for the mentioned attributes in cloud environment.

Fig. 2.9 Generic ecosystem
based on attributes for cloud
security and privacy
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2.6.2 IoT-Based Security Frameworks

Significant advancements in the field of information and communication technol-
ogy (ICT) and wireless technology, lead to development and adoption of various
frameworks which are based on cloud computing, IoT, Big data, etc. It is predicted
that by 2020, around 50 million of things will be connected to the Internet via IoT
[100]. Usage of IoT-based frameworks in every business sector like healthcare,
smart home, agriculture, logistics and transportation, is increasing very rapidly as it
provides anyone, anytime, anyplace and anywhere type of frameworks for the all
connected living and non-living things in the network [101]. However, these
technological advancements and adopted frameworks also bring many issues.
Security and privacy are considered at the top of all issues that need to handle
intelligently for global adoption and use of IoT technology by the humans [102].
Park and Shin [103], have proposed a general security assessment framework for
IoT services. They have applied integrated fuzzy multicriteria decision-making
(MCDM) approach which uses an analytic network process (ANP) in combination
with the decision-making trial and evaluation laboratory (DEMATEL) technique to
increase the sensitivity of interrelationships among diverse security requirements.
This framework is shown in Fig. 2.10.

In [104], Ge et al. have proposed a framework for modelling and assessing the
security of the IoT and provide a formal definition of the proposed framework under
five phases known as (a) data processing, (b) security model generation, (c) secu-
rity visualization, (d) security analysis and (e) model updates. This framework
identifies all possible attack paths in the IoT and evaluates the security level of the
IoT through security metrics. In [4], Kang et al. have focused on human centric
smart home services and proposed an enhanced security framework for smart

Security Assessment Framework for loT Service

Main Criteria
System : .
Dependebility Service Layer Network Layer Privacy

[ Suberiferia | Sub criferia Sub criferia Sub criteria
-Availability -Availability -Integrity -Privacy protection
~Integrity -Access control -Anonymization in infrastructure
~Trust -Authentication -Confidentiality -Privacy protection
-Non-repudiation -Fault tolerance -Availability in service
-Accountability -Trust -Privacy protection
-Resilience to attack -Reputation meting towards users

Fig. 2.10 Security assessment framework for IoT



42 2 Predictive Computing and Information Security ...

Module Level

Kernel Level

Fig. 2.11 Security framework for smart home

devices in a smart home environment. As shown in Fig. 2.11, this framework is
made up of smart appliance module, appliance integrity module, mandatory access
control framework and appliance integrity protection framework. This framework
provides the security service for ensuring device authentication, integrity and
availability.

In [105], Ngu et al. have focused on realization of middleware technologies in
IoT systems which represents that software framework play as an intermediary
between IoT devices and applications. They have designed an application for
real-time prediction of blood alcohol content using smart-watch sensor data and
presented a comprehensive survey on the capabilities of the existing IoT middle-
ware. They have also presented a thorough analysis of the challenges and the
enabling technologies in developing an IoT middleware. They have captured the
key properties of some trusted IoT system as shown in Fig. 2.12. In [106], Ukil
et al. have presented privacy preservation framework as a part of the IoT platform
and a data masking tool for both privacy and utility preservation. This provides
negotiation based architecture to find a solution for utility-privacy tradeoffs in IoT
data management. They have also presented a case study on e-Health for this
framework.
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Fig. 2.12 Security, privacy, and trust in IoT systems

2.7 Challenges and Discussions

A primary focus of this chapter is to discuss various techniques and frameworks
available for predictive computing and information security. We have found that the
security issues in cloud computing and IoT will become a challenging task in near
future. According to new research released by TRUSTe, 35% of online US con-
sumers now own at least one smart device other than a smart phone, and the most
popular devices are smart TVs (20%), in-car navigation systems (12%), followed
by fitness bands (5%) and home alarm systems (4%). In this section, we have
summarized few major challenges related to cloud computing and IoT which are
listed as follows:

e As per findings from 2015 U.S. IoT Privacy Index, only 79% of consumers are
concerned about the idea of their personal data being collected through smart
devices, while 69% believed they should own any such data being collected
[107].
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In supporting security, privacy and trust mechanisms within IoT middleware
has been recognized as a critical and important issue for the successful
deployment of IoT applications, and is deemed as one of the major challenges in
both industry and academic communities [105].

As the digital market will be flooded with IoT-based devices and cloud users. It
is predicted that by 2020, around 50 million of living and non-living things will
be connected to Internet via IoT [100].

Integration of cloud computing, wireless sensor networks, RFID and other
multiple technologies with IoT will increase the complexity of overall system
exponentially, as each technology has its own vulnerabilities and integration
with IoT will sum up all these vulnerabilities and introduce new security threats
to devices and systems [86].

The modelling security of the IoT is a difficult task as it is characterized by a
large number of heterogeneous and mobile devices and facing numerous threats.
IoT paradigm consists of several verticals that span over e-Health, intelligent
transportation, agriculture, smart home, etc. All these verticals have different
requirements of security and privacy at device level and at user level.

IoT framework consists of a number of sensor nodes and scalability of IoT
application stored in the cloud, with respect to utilization of CPU, memory and
other resources is a challenging task. An IoT solution needs to scale
cost-effectively, potentially to hundreds of thousands or even millions of
endpoints.

Another challenge from these endpoints is that they generate heavy amount of
data over time and require some effective mechanism in cloud for security and
privacy of this data. This large volume of data is also known as Big Data [86].
The ownership of the data collected from these endpoints must be clearly
established and the endpoints and reading devices from the IoT Things should
each be equipped with privacy policies. This collected data is further processed
to obtain useful information related to health analysis, vehicle route prediction,
monitoring a home and environment, etc. [106].

In [103], Park and Shin have considered service availability challenge at the top
priority with increased attention on infrastructure security for networks and
systems.

Further, the nodes in IoT have limited energy and computational power on
which implementing complex security measures, is a challenging task. To
handle this challenge, security mechanism needs to be developed in context to
IoT resources that focus on particular type of attacks like DoS, spoofing, etc.,
this will help to utilize less energy and computational time.

In [87], Nia and Jha have also discussed about two emerging security chal-
lenges: (1) Exponential increase in number of weak links—Currently, available
devices in the market don’t support complex cryptography algorithms because
of these restrictions and this led to number of weak links in the system that can
be exploited by the attackers. (2) Unexpected usage of data—Growing use of
IoT technologies has led to sensor-based connectivity in day-to-day living, this
scenario leads to unexpected use of user’s data collected by these sensors.
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¢ In another approach, attack paths could be found with the help of framework if
node vulnerability and network reachability information is given [103]. The
attackers can access these IoT devices and resources with the help of cloud and
can use these devices as zombies, so protection of each node becomes
important.

e Most of the IoT-based devices are mobile in nature and this mobility has a great
influence over security, because attack surfaces changes with the change of
network. This challenge involves designing of mobility model for protection of
IoT device node in hanging network environment.

e Designing IoT applications and services is yet another challenge as IoT mid-
dleware must be available in cloud and on the edges like IoT devices, gateways,
etc.

e A big challenge is to ensure the security of IoT application and privacy of users
along with semantic service discovery in which a failed IoT service gets
replaced with available ones in the network without causing any disruption to
the user [105].

e As reported, lack of security mechanisms, auditing mechanisms, data integrity
and service level agreements are serious concerns in cloud computing. Some
security models have been proposed related to proof of retrievability [108],
anonymity based system [109], privacy stabilizing architecture [110], process of
access control [111], preserving cloud computing privacy (PccP) model [112]
and public auditing mechanism-Oruta [113, 114], to overcome mentioned
challenges.

e According to NIST [115], various challenges associated with the cloud com-
puting platform are: designing of policies, standards and procedures that are
sufficient to defend organizations from threats.

e The distributing the roles and responsibilities among team members to imple-
ment security policy is yet another challenge that should be followed with
effective planning at each stage of system’s life cycle.

e Implementations of security policies are considered in ad hoc manner in cloud
environment to satisfy some set of organizational needs to minimize the risk of
threats. The future challenge would involve real-time measures to provide
assurance against organizational goals.

e Business outsourcing is common phenomenon of organization and number of
organization opt outsourcing to reduce the overall business complexity. The
cloud computing facilitates organizations with computational and storage
resources at reduced operational cost.

e In cloud environment, data owner lacks full control over outsourced data and
finds its management untrustworthy as data may get exposed to various insider
and outsider attacks or data leakage related issues could be there [100].
Therefore, maintaining a data confidentiality and privacy is a challenging task to
gain users confidence for adopting cloud computing.

e Implementing proper access control mechanism could be challenging issue to
maintain user’s privacy and unauthorized access to data. As mentioned, in cloud
computing data is stored with the third party and in such case implementing a
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log monitoring system to analyze the various logs related to a security breach
and attacks could be a challenging task [116].

e In clouds, similar to dynamic resource provisioning, automatic resources pro-
visioning is another challenging issue in which by predicting the future demand,
resources are allocated and de-allocated from the cloud.

e Server consolidation, and energy efficiency is another big challenge in cloud
computing to minimize the power consumption and operational cost of data
centers. A key challenge in this is to achieve a good trade-off between energy
savings and application performance [117].

e For some specific scenarios, cloud interoperability issue is an emerging chal-
lenge where it becomes difficult to integrate existing legacy systems with pro-
prietary cloud APIs to get various cloud services [118].

Integration of cloud computing and IoT provides enormous benefits to the users
and organizations in terms of more bandwidth and resources. Due to this reason, it
has been widely adopted by the industry but still it has number of issues which need
to be addressed and several more challenges are emerging related to applications
security and privacy after integration of these technologies.

2.8 Summary

The advancement in computing field has gone through from traditional computing
to interactive cloud and IoT-based predictive computing to make our lives easier
and comfortable. The predictive computing makes the utilization of wireless sensor
network for connectivity of various smart objects with Internet and continuous
collection of data from these objects to make predictions related to health, navi-
gation, agriculture, sales, etc. Predictive computing makes effective use of machine
learning and data mining approaches to process collected data and produce the
results in real time for consideration. However, these technological advancements
that predictive computing brings are associated with security risks and privacy
issues that need to be addressed thoroughly for effective implementation of pre-
dictive systems. Ignoring these risks and issues will adversely affect the system’s
integrity. In this chapter, we have presented a study on various predictive com-
puting techniques and frameworks that can be applied in a variety of fields
including vehicle navigation, sustainable computing, e-health, smart home and
e-commerce, etc. As we know, integration of IoT and cloud computing sums up the
total possible threats related to user and system in case of predictive computing. We
have also presented the various information security techniques and frameworks
related to cloud computing and IoT. These security techniques represent various
security attacks like hidden attacks, eavesdropping, spoofing, etc., and security
violations in terms of confidentiality, integrity, availability, trustworthiness, etc., of
data. We have also outlined various challenges related to security and privacy issues
of cloud computing and IoT. We hope that in future, researchers and developers
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will consider these security and privacy issues and will provide appropriate solu-
tions to these issues at an early stage of system development. Predictive computing
is the future that will change the way of application development scenario by
changing the existing framework into the predictive framework and will provide
short-term or long-term prediction results to enhance the day-to-day life of a user.
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Chapter 3
Predictive Computing: A Technical Insight

3.1 Introduction

Predictive analytics is used to derive information in real time from existing datasets
for finding patterns and predicting outcomes of existing problems. Predictive
analytics encompasses of the advanced analytics and statistical techniques which
come from predictive modelling, data mining, machine learning and artificial
intelligence. Also, predictive analytics analyzes the datasets to make predictions
about future trends. Datasets may be generated from various heterogeneous sources
based on the current and previous facts. The patterns could be derived from existing
dataset on the basis of the previous historical and transactional data and also to
identify various security risks and attacks in near future. These predictive models
analyze the relationships among many factors and present the various set of con-
ditions. This set of conditions helps to assign a weight which contributes to
assessing the risk. On successful implementation of predictive models, organiza-
tions can easily interpret the big data to gain maximum benefit. These predictive
models work in association with data mining and text analytics and create pre-
dictive intelligence by finding hidden patterns and relationships in the dataset that
consist data in structured and unstructured manner. Unstructured data represents the
data collected from different sources like call center notes, social media content, or
from a different type of open text which is extracted from the main text. The data
which can be used readily for analysis is structured data, e.g. sales, income, age,
gender and marital status. The sentiment is also extracted along with the text to
build the model.

Currently, Predictive Analytics is also an emerging area related to big data. It has
been gaining more proliferations in recent years [1, 2]. Despite this current majority
and popularity, the underlying data is at least 20-30 years old. Many researchers,
engineers and scientists have applied the predictive models for interpretation of the
big data and prediction [3]. The definition of big data concerns with massive
volume, complex and growing data sets with multiple and independent sources
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[4, 5]. Accompanying with the above example, the era of big data has appeared [4—
6]. Every day, nearly 2.5 quintillion bytes of data are generated from the different
websites, autonomous sources, emerging ubiquitous devices. 93% of the data in the
world today is created within the past few years [5—7]. In the direction of big data
generation, social websites, online shopping websites such as Facebook, Yahoo,
Amazon, tutor Flickr, etc., have got proliferation and received 1.8 million photos
per day on an average during 2015-2016 [8]. This requires nearly 100 terabytes
(TB) storage space every day. The billions of pictures on Flicker and other social
sites are included as treasure tank to explore and retrieval of data items of the
human society, social cultural events, public discussions and affairs, awareness of
disasters, genetically encoding and decoding of gene expressions and so on, only if
human society have the power to harness the massive amount of data [8—12].

These examples provide a good demonstration of the rise of big data applica-
tions. The data collection has grown massive and tremendously in the recent time. It
is beyond the ability of commonly used traditional computing paradigm, statistical
programme’s applications and software tools to capture, manage and process this
massive amount of big data within a defined tolerable elapsed time. The major
challenges for big data applications are to explore the massive volumes of data and
to extract discriminatory information or knowledge for future trends [8, 9, 12, 13].
In many cases, knowledge extraction is done in real time or near real time so it
could be difficult to store all the observed data. As a result, the unprecedented data
volumes require an effective data analysis and prediction platform to achieve fast
response and real-time classification for such big data [10]. The recent research in
the modern big data and data sciences provides new paradigms for computation and
handling for the massive amount of data and learning approaches aimed at effec-
tually searching through the enormous volume of data [10-12, 14].

Predictive analytics in big data is recently one of the active research areas
because of its wide proliferation, application and uses in different research fields
such as online photo-sharing like Flickr, social search, online video-sharing sites
similar to YouTube, monitoring of ubiquitous computing, smart device, [oT-based
intelligent systems and communication over internet services [10, 11, 13, 15, 16].
However, due to the ever-growing size of the web services, simple text-based
communication or classical techniques for visual feature-based approaches for
retrieving meaningful information from huge data may not be sufficient for optimal
search results [13, 14, 17]. Data science also prompted multidisciplinary researchers
to use various mathematical models, tools, technical innovations like big data
analytics, predictive analytics, data mining concepts, coherent set of machine
learning algorithms, deep learning algorithms and pattern recognition techniques to
extract knowledge of the data information and help in decision making. With the
promises of predictive analytics and computing in big data, the use of machine
learning and pattern recognition algorithms predicting future are no longer chal-
lenging [5, 6, 18], especially for e-transportation, health monitoring, medical sci-
ences, smart sensors and prediction of incurable diseases as predictive analytics
play a vital role in the analysis and prediction of massive amount of data suffi-
ciently. Predictive analytics and computing paradigms can be applied to data
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science [4], for analysis of customer behaviour to predict market value, to enhance
financial services, to promote telecommunications, analysis of retail, object
mobility, healthcare [19] and other fields [11, 20].

3.2 Design Architecture of Predictive Computing

3.2.1 Predictive Analytics Process

Predictive analytics process is the complete study from data collection to prediction.
It is a cyclic process as shown in Fig. 3.1. This process starts from problem defi-
nition where problem statement is defined then data is collected based on problem
definition. Further preprocessing techniques like data cleaning, data transformation
are applied to make data appropriate for predictive modelling. Finally, deployment
of prediction system takes place.

e Problem definition: In this segment, following project outcomes, scope, deliv-
erables and business objectives are identified. The dataset to be used is identified
and properly defined.

e Data collection: Dataset is prepared by collecting data from various sources that
may be homogeneous or heterogeneous, that can provide a complete view of
prediction pattern or trends.

e Data preprocessing: is the way of finding useful information by cleaning,
transforming, inspecting and modelling data.

Fig. 3.1 Predictive analytics
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e Modelling and testing: is the process of creating a predictive model that provides
suitable probability of an outcome.

e Deployment: Predictive deployment model gives the option to deploy the result
into the everyday decision making process to automate the process of results and
results based on applied modelling techniques.

3.3 Predictive Model

The term predictive analytics is defined as a technique to predict the various kinds
of the patterns or behaviours patterns of the massive amount of data. It is applied as
predictive modelling-based systems. The basic working of predictive analytics
paradigm is based on a coherent set of concepts of statistical techniques, pattern
recognition and data mining algorithms [21]. It extracts a discriminatory set of
information from the massive amount of data and performs the prediction and
analysis of unknown data with the trained model. It predicts different types of trends
and behaviour patterns of unknown data [22].

Predictive analytics is associated with the use of predictive modelling, fore-
casting and scoring data with predictive models. However, this term can be used to
refer analytical disciplines, such as descriptive modelling and decision modelling or
optimization. In statistics, a model is defined as a representative model of a rela-
tionship between variables (independent or dependent variable) in the data. The
representational model illustrates how one variable or more variables are related to
other variables. It also shows the changes in the behaviour patterns in the given data
[23, 24]. The basic working principle of the model is a process in which an
illustrative abstraction is developed from the set of observed data.

3.3.1 Predictive Model for e-Transportation

Urbanization in developing countries like India and China has led to massive
population burst in their metro cities like New Delhi and Beijing. Mobility in these
cities or the transport network within cities tremendously impacts both the city’s
and the nation’s socio economic growth [25]. Due to increase in vehicles on roads,
traffic congestion has become a severe problem in urban areas. Traffic congestion
constrains the growth of Gross Domestic Product (GDP) of any developing country.
Due to traffic congestion various problems arise such as increase in air pollution,
vehicle operating costs, travelling time, etc. According to a report [26], Rs.
600 billion are lost every year due to traffic jams or delays on high volume roads
and highways which also includes fuel wastage. Hence, it is obligatory that systems
and algorithms be designed in such a way that people are able to avoid the traffic
congestions in real time. Proposed e-Transportation system [27] is based on Global
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Positioning System (GPS) enabled mobile phones which are abundantly available
making the system particularly suitable for developing countries. Proposed
real-time congestion avoidance method highlights prediction of the shortest route
based on k-means Clustering of traffic data points. The proposed methodology can
predict which road segments are congested or cleared through real-time GPS data.
The system informs the driver about real-time traffic conditions and adjusts the
route so as to avoid congestions and reduce travelling time drastically.

— e-Transportation Methodology

The major objective of e-Transportation system is to identify the shortest path
from the driver’s current location (source) to the destination avoiding any traffic
congestions in the best possible fashion. To accomplish this objective, the proposed
e-Transportation system identifies road networks of a particular area using Google
Maps. The system then converts the road network into a weighted graph where each
intersection is denoted by a node and each edge represents a road. Based on the
weighted graph, a neighbourhood metric is generated with all intersecting nodes;
further applying Dijkstra’s algorithm to discover the shortest path (with minimum
traffic congestion) from source to destination. The proposed real-time traffic con-
gestion avoidance system as shown in Fig. 3.2 is primarily composed of five basic
steps:

(a) Fetch road map of the driver’s vicinity. Assume the driver’s current location is
the source, and ask the user to feed in his/her destination.

(b) Identify the shortest path from source to destination in ideal condition, i.e.
without traffic.

(c) Collect real-time GPS data of vehicles (through GPS-based mobile phone app)
and plot the real-time traffic data onto the road map.

(d) Use the real-time traffic data attained in the previous step to create traffic
clusters using k-means Clustering algorithm.

(e) Formulate the density of traffic clusters and identify the alternate shortest routes
to avoid congestion. Reiterate the process in real time until the driver reaches
the destination.

Finding shortest ‘ Identification of
path with less shortest path from
congestion on source to

roads { destination

Formulate the

density of traffic Create traffic Plot real time

| . )
clusters and . clusters using K- traffic data onto
identify shortest | Means Clustering the road map
path b

Fig. 3.2 Predictive model for finding shortest route with less traffic congestion on roads
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— Road map to graph conversion

The e-Transportation system fetches the road map of driver’s local area from
sources like Google Maps, Open Street Map, etc. The labelled map is processed
using image processing techniques to fetch road map data only as shown in
Fig. 3.3. The system further converts the road map image (n X n matrix) into
neighbourhood matrix (n® x n® matrix) where each element represents the rela-
tionship with its neighbouring pixels. This matrix represents whether a directly
connected road is available or not. Weights of all directly connected nodes are
initialized to 1 in the initial road network because different vehicles may pass
through these road segments. The road network can be represented as a weighted
graph G = (V, E), where each intersection is denoted by a node V and each edge

(a) Labelled Road Map (b) Unlabelled Road Map

(c)

lack & 'White Road Map

D\

Fig. 3.3 Conversion of google road map from a labelled map to b unlabelled map to ¢ black and
white 2D matrix
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E represents a road in the graph. When a vehicle is driven from a source S to
destination D, an ordered set of roads in the route is defined as A; = (a;; a»; as; ...;
a,) where A; represents the ith road and 7 is a total number of roads. According to
graph theory, every route can be represented as A; = (e; — vy, Va; €3 — Vo, V35 ...5
€n — Vps Vn+l)~

— Traffic clustering and congestion estimation

To get the current traffic condition of driver’s local area, the system uses
real-time GPS tracking of vehicle users using android application. The GPS loca-
tion data transmitted by the vehicles gets collected by local clouds. The real-time
data transmitted by an App includes vehicle location (longitude and latitude), speed,
drive time, direction, etc. An institution-based proof of concept Android App was
developed to do the same, although there are few alternative applications or services
available on the internet which can be exploited to accomplish the above-mentioned
tasks.

The GPS data with vehicles locations received from the application is fed into a
two-dimensional problem space of size n x n. The vehicle data is plotted on to
driver’s local road map. k-means clustering is then implemented so as to create
traffic clusters with minimum Euclidean distance. Higher number of vehicle points
within a cluster would then denote higher density or more congestion. Based on
similarity or dissimilarity metric, clustering in N-dimensional Euclidean space is the
process of partitioning a given set of N points into m clusters. Let, a set S is
representing n points (ny, n,, ns, ..., n,,) and m clusters be representing (a,, a,, as,
..., a,,) then (Eq. 3.1),

Ai#® for (i=1,2,3,...,m)
AinA; for (i=1,2,3,...,m);

Here, (j=1,2,3,...,m)andi#j (3.1)
U 44 =5
ij=1

The road network is represented as neighbourhood matrix where each inter-
section is represented by a node and each edge represents a road segment. The
initial weights are assumed to be 1, if two vertices’ are directly connected with each
other which represents the estimated travel time. When the GPS data is plotted on
road segments to show the availability of vehicles on a particular road, the weights
are updated periodically according to every vehicle available on each road segment.
These updated weights are used to estimate the travel time or, to calculate the
shortest path from current location to the desired destination with congestion
avoidance. To estimate the travel time Greenshield’s model is used. The model
considers that there is a linear relationship between vehicle per metre traffic density
D; on road i and estimated road speed S;. One can formulate this situation according
to following formula (Eq. 3.2):
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(a) (b)

Black & White Road Map with Source (red) and Destination (green) Traffic Scatter Plot - K-Means & Convex Hull

Fig. 3.4 Red, green and blue points on a black and white road map represent driver’s location,
destination and other vehicles, respectively b visualization of convex hulls for traffic clusters

S; = Sj(l %) (3.2)

J

where D; is traffic density in jam and, S; represents the speed flow on ith road
segment (Eq. 3.3)

A= (3.3)

where A; is the estimated travel time and P; is the path length of the same road
segment. Road density is calculated with Convex Hull algorithm on each identified
k-means cluster. Dataset of vehicles available on road is provided to the algorithm
to create convex hulls. Convex hulls represent the traffic congestion on particular
road segment as shown in Fig. 3.4.

Now with the help of Dijkstra’s algorithm, the system finds an alternate shortest
path P! to avoid the congested roads and save travelling time. During the alternate
path finding, road segments with higher weight in neighbourhood matrix are
ignored to avoid the congestion and estimate the new travel time with the alternate
path (Eq. 3.4).

A= (3.4)
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Fig. 3.5 Red, green, blue and cyan points on road map represent driver’s location, destination,

other vehicles and predicted path, respectively. The path changes dynamically with driver’s
location, starting from a position p; to b position p,, and ¢ position py

Figure 3.5 shows predicted routes from different positions py, p, and p;. As it can
be seen in the figure, the routes predicted by the system are dynamic and change
with traffic density on various roads from source to destination.

3.3.2 Predictive Model for Banking

In banking sectors, the predictive computing-based model predicts the customers’
needs to be based on their money requirements. The predictive models extract
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Fig. 3.6 Working of a Input (X) = [Xy, Xz, X3...Xn] P — o
| p utput (Y
predictive model »

Predictive Model | Output (')

relevant information from customer data. It calculates the credit score, income level
and requested loan amount to ascertain the basic interest rate of the loan [28].

For this work, it is required to have observational data (customer data) with the
calculated credit score, loan amount, income level and interest rate of respective
banks. Figure 3.6 illustrates working of a predictive model. The predictive com-
puting model takes input from the set of observational data based on generalization
techniques. Based on provided data, representative model can predict the value of
the bank interest rate, based on all the input values [X] = [X;, X, X3, ..., X,]. Here,
X, = credit score, X, = income level and X3 = loan amount, etc. In predictive
computing, data mining plays a vital role in the process and building the repre-
sentative model.

The predictive model works in following ways: (1) It predicts the output based
on provided inputs (calculation of interest rate) and (2) It can be applied to
understand the inferences and relationship between the variables (output variable
and all the input variables) as shown in Fig. 3.6. Therefore, the building of pre-
dictive models based on machine learning and statistical techniques can be applied
in both predictive analysis and critical applications such as e-health monitoring,
security issues, resource utilization of clouds, public awareness, e-governance and
diagnosis of dangerous diseases in medical fields [29, 30], etc.

3.4 Algorithms for Predictive Computing

To convert predictive model into a working machine, predictive algorithms play an
important role. These algorithms are implemented on stored big data for further
extraction of knowledge. In this section, we have discussed some major predictive
computing algorithms, their advantages and disadvantages.

3.4.1 Local Learning and Model Fusion for Multiple
Information Sources

Big data applications are mostly highlighted with independent sources, decentral-
ized controls and systems and aggregating distributed data sources to a centralized
site for mining is systematically prohibitive due to its high transmission cost and
privacy concerns like issues [23, 31-33]. However, analysis and data
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mining-related activities can be carried out at each distributed sites around the
globe, but this activity leads to biased view of the data collected at each location
[34-36]. Under such a condition, a big data mining system has to facilitate a
knowledge exchange and fusion mechanism to guarantee that all shared sites or
sources can work collectively and mutually to achieve a global optimization
objective [23, 34, 37-39]. More specifically, the global mining can be emphasized
with a two-step correlation. It is known as local mining-based correlation and global
mining-based correlation process, at data, model and at knowledge levels. Further,
at the data level, each local systems can determine the data statistics and relations
based on the local information of given data sources [40]. At the system model or
pattern level, each control site can give the local mining set of activities, on the
different localized data, to discover local discriminatory patterns [36, 40—42]. At the
information level, model correlation analysis investigates the relevance of models
generated from various data sources to decide how important the data sources are
correlated with each other, and how to form accurate determinations based on
models built from independent sources.

3.4.2 Mining from Sparse, Uncertain and Incomplete Data
Representation

Sparse, uncertain, complex and incomplete data are the common defining features
for big data applications. If data is sparse then it becomes difficult to take an
appropriate decision or reliable conclusion on few data points [23]. This issue arises
because of data dimensionality and it becomes difficult to obtain a clear trend or
distribution from data. General approaches to resolve these issues are to apply
dimension reduction or feature selection to reduce data dimensions by including
additional data samples to minimize data scarcity. Dimensional reduction tech-
niques carefully include more additional samples to improve the data scarcity using
generic unsupervised machine learning methods and pattern recognition approaches
in data mining and big data analysis [43, 44].

In case, data is uncertain then it represents inaccurate data readings and col-
lections where data fields are no longer deterministic and represents some
random/error distributions. General approaches to resolve data uncertainty issue are
error-aware data mining, Naive Bayes model, etc.

Incomplete data refers to the missing of data field values for some samples. This
scenario takes place because of failure or malfunctioning of a sensor node or system
involved in generation of data. However, modern data mining techniques are effi-
cient and have in-built solution like data imputation to handle with these missing
values and produce more improved models.
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3.5 Mathematical Modelling and Algorithms

In this section, we have discussed big data-based analytics and prediction tech-
niques. In order to provide useful insight to the organizational data and to gain
correct content, data must be processed with advanced algorithms and available
tools (e.g. analytics and algorithms) for generation of meaningful information from
huge data and clusters, and further classify this obtained information or data into
various classes based on various interests and meaningful information provided by
different customers [39, 45]. These algorithms can be divided into following
subgroups.

3.5.1 Probabilistic Learning Model and Statistical Analysis

As stated earlier, uncertain data represents the major challenge in which each data
item can be considered as a sample distribution and not like a single value.
Therefore, the common solution is to estimate model parameters by taking data
distribution into consideration. For example, error-aware data mining [40] can be
used to build Naive Bayes model by finding the mean and the variance values on
each single data item. Whereas, in incomplete data, missing value can take place
because of many reasons like malfunctioning of the sensor node, use of systematic
policies for collection of values after regular interval of time, etc. [42, 44, 46].
Modern computing algorithms are designed in such a way that they can handle
missing values efficiently. Data imputation [42, 44, 47] is also another approach
designed to handle missing values and to produce improved models.

3.5.2 Fuzzy Rule-Based Expert Systems

It is considered that both model performance and interpretability are of major
importance, and require efforts to keep the rule base small and comprehensible.
Therefore, Computational Intelligence (CI) approaches for data mining and analysis
of big data have been developed for feature selection, feature extraction, model
optimization and model reduction [45, 48]. For analysis of massive amount of data,
fuzzy logic-based approaches, probabilistic reasoning based, neural networks
technique and a set of evolutionary algorithms play a vital role during processing
and analysis of big data. These are considered as major components of CI. Each of
these algorithms caters the big data committees with complementary reasoning and
searching approaches to solve complex and real-world problems.

The selection of a classifier-based model system is defined as the construction of
the mathematical model. The mathematical model predicts that a given pattern,
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Xk = [Xiko -+ Xl In Which xg = foy, ..., fcg class should be classified. The classic
approach for this problem with C classes is based on Bayes’ rule [40, 46, 49].

3.5.3 Rule Base Reduction Techniques

Mostly, algorithms are used to obtain suitable classifiers which are based on
accuracy or interpretability. In recent study, some algorithms for having been
reported which are designed on combining the use of these properties; fuzzy
clustering is one of the approaches that can derive transparent models [13], lin-
guistic constraints is another approach that can be are applied to fuzzy modelling
and rule extraction from neural networks [9, 13, 47].

3.5.4 Recommendation Mining

Recommendation mining-based systems consider input from users’ behaviour and
from the provided input data. Recommendation systems try to make possible
predictions about customer behaviours, their likes and dislikes, and how much
attention they have given for each attractive class of advertisements [23, 48].

3.6 Clustering Algorithms

The clustering algorithms are used to design the different clusters of the user or
customer interest’s on the basis of provided inputs to the recommendation systems
or recommendation mining systems [23].

The clustering is a simple approach for grouping a set of objects into classes of
similar objects or items. In general, the definition of similarity varies from one
clustering model to another. In most of the cases of these models, the concept of
similarity has been measured based on various distances such as Euclidean distance
or cosine distance. The major objective of data clustering techniques is to arrange a
set of n objects into k clusters such that objects in the same cluster are cohesive in
nature than objects in different clusters. Therefore, clustering is one of the most
popular tools for data exploration and data organization [49]. There are following
basic requirements for clustering algorithm to assign any group of similar data items
or objects:

e An algorithm
e Similarity and dissimilarity criterions
e A stopping condition
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There are various types of the clustering algorithm in data mining that can be
used for predictive computing, few of them are explained below.

3.6.1 k-Means Clustering

This clustering technique is categorized under unsupervised learning algorithms.
Here, dataset can be classified into different clusters, say & clusters. The major
objective is to define or find k centers randomly. A method for finding these
k centers might be ad hoc or cunning in nature. It is because by changing the
location of k centers will impact on result accordingly. That’s why these k centers
must be placed far away from each other [49]. In further step, a data point is
selected from the dataset and associate to the nearest center. When no point is left,
and an early grouping is done [23], k new centroids must be recalculated from the
resulting cluster of the previous step. Finally, the squared error function represented
by using this algorithm (Eq. 3.5):

c

J(V) :Ziuxi—vjuz (3.5)

i=1

where ‘||x; - v/||” represents the Euclidean distance, c; represents the number of data
points in ith cluster and ¢ represents the number of cluster centers.

3.6.2 Centroid Generation Using Canopy Clustering

It is also an unsupervised clustering algorithm, often used as preprocessing step for
the k-means algorithm or the Hierarchical clustering algorithm. It speeds up the
clustering operations on large data sets, whereby the other algorithms may be
impractical due to the size of the data sets [50, 51].

3.6.3 Fuzzy k-Means Clustering Technique

As discussed in k-means clustering, on the basis of feature of vector x these clusters
can be categorized as ‘hard’ or ‘crisp’ clusters. It is because vector x may or may
not belong to particular cluster, whereas in fuzzy k-means these clusters are cate-
gorized into ‘soft’ or ‘fuzzy’ clusters, where feature vector x can have a degree of
membership in each cluster [52].
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3.7 Classification Algorithms

The classification algorithms classify various provided input to the recommendation
systems that learn from existing labelled or categorized documents. The working of
classification is based on supervised learning approaches and classifies what doc-
uments of a specific category look alike and can assign unlabelled documents to the
correct category [52].

The main objective of classification approaches is to classify the labelled unseen
documents; therefore, the classification approaches perform the work for grouping
the different items with same labelled and together. The classification approaches
are the basic machine learning approaches to provide an efficient way for computers
to make decisions based on experience and, in the process, emulate certain forms of
human decision making. The classification techniques are divided into two groups
(1) supervised classification technique and (2) unsupervised classification technique
[52]. Table 3.1 illustrates the differences between supervised learning and unsu-
pervised learning-based approaches for the classification.

Various classification algorithms are:

. Naive Bayesian [52-54]

. Complementary Naive Bayesian [53]

. Stochastic Gradient Descent (SDG) [55]
. Random Forest [53]

. Support Vector Machine [56]

B~ W =

3.8 Summary

In this chapter, we have illustrated the use of predictive computing techniques for
predicting the outputs of the massive amount of data. We have described the pre-
dictive models for e-Transportation and for the banking sector. e-Transportation is
sufficient to predict the shortest route with less traffic congestion on roads. In the
current state-of-the-art methods, different organizations in every industry are devel-
oping new sensing devices to sense massive big data, as well as to develop analytic
computational models and platforms that can help to synthesize the traditional
structured data with semi-structured and unstructured sources of information. When

Table 3.1 Differences between supervised and unsupervised machine learning-based approaches

Supervised learning Unsupervised learning

— Use training data to infer model — No training data

— Apply model to test data — Model inference and application

— e.g. Maximum likelihood, perceptron, SVM [52] — Both rely on test data exclusively
— e.g. k-means
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properly used, predictive computing can provide unique insights into market trends,
equipment failures, buying patterns, healthcare, maintenance cycles and many other
business issues, lowering costs and enabling more targeted business decisions.
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Chapter 4
Cloud-Based Predictive Computing

4.1 Introduction

Recent advancements in the field of wireless and multimedia technology as well as
computing, hold out promise to perform real-time communication in the various
user-based sectors of health, transportation, media and education. The vision of the
IoT and cloud computing is one such and provides real-time information to
the connected users in the network. This advancement in technologies has led to the
issue of data proliferation which in turn is responsible for data explosion and high
cost of data processing. This exponential increase in data includes human data on
the social media in the form of emails, photos, messages, blogs, tweets, digital data
generated by sensors, such as GPS, the business data, the classified data to name a
few. It is becoming difficult to store, query, analyze and share the data as the
available data are huge in volume and highly complex due to the number of data
sources and their interrelationships. The scope of the IoT-based cloud computing is
significantly broad and includes the living and non-living entities connected to each
other in the network. Making use of predictive computing over this large volume of
data collected from various sensors nodes and stored in a cloud environment can be
made more scalable, pervasive and easier to deploy using these advanced tech-
nologies. The cloud enables the business analytics to scale out the data easily and
quickly, which in turn enables them to analyze data archive to identify the devel-
oping trends and leads to better customer satisfaction and profitability. Using cloud
for predictive computing will make the computing resources delivered as a service
and will provide multi-tenancy and shared resources this will also help in managing
the issue of data proliferation. Various areas of opportunities can be achieved by
using the cloud for predictive computing. Some of which are pre-packed
cloud-based solutions, predictive modelling with the data in the cloud, and flexi-
ble compute power among many more. The advantages are scalability, pervasive-
ness, deployment agility, moving analytics to data, whereas the cons are
complexity, privacy and security, regulatory issues and moving data to the cloud.
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Knowledge discovery and decision making are one of the major objectives of
predictive computing. Big data computing poses a severe challenge in terms of the
necessary hardware and software resources required for decision making. Hence,
we look upon cloud technology as it offers a promising solution to this challenge by
enabling ubiquitous and scalable provisioning of the computing resources [1]. In
this chapter, we have explored the hybrid measure of IoT and cloud computing to
predict the health status of a user by analyzing his/her physical activities at sus-
tainable health centre of the smart city. It is considered that equipment in these
sustainable health centres are equipped with sensors and continuously store the data
related to the user’s session in the cloud. This stored data is further utilized by the
concerned healthcare professional for predicting the health status and in case, if any
severe measures are required then alert is sent accordingly.

4.2 Related Work

Use of predictive computing from healthcare perspective is also increasing with the
advancement of technologies. Various healthcare professionals and users are using
a variety of ways and techniques for analyzing and predicting the health status. To
perform prediction, data is collected from a variety of sensors like embedded
sensors, wearable sensors and stored in the cloud for its further analysis and finding
of patterns. Zhang et al. [2] also explained the use of the wireless sensor networks in
healthcare in the future from a ubiquitous perspective and proposed a 3-tier system
architecture for healthcare applications. They have also stated that with the tech-
nological advancements, the field of medical informatics has focused more on as
well as emphasized the use of the Smartphones over wearable devices. Chen et al.
[3] have presented the vision of IoT from the perspective of China and specified that
in ‘Remote medical monitoring’ data can be collected from various sensor-like
devices placed on an individual’s body and once the data is processed advice can
accordingly be given. In [4], Islam et al., have presented various aspects of the
IoT-based healthcare technologies and stated that IoT can help any age group and
address any disease in an innovative manner. In [5], Yang et al., have designed the
home mobile healthcare system for wheelchair users. The proposed architecture
utilizes the Smartphone for sending and receiving instructions from the source and
sink nodes. In [6], Amendola et al., have used the RFID-based wearable tags to
identify the movement of the body parts like arms, legs etc.; in fact, they have used
the IoT for monitoring the information collected related to human lifestyles.

4.2.1 Cloud-Based Healthcare Frameworks

With the advancement in technologies, a number of cloud-based healthcare
frameworks are being designed. Further, integration of clouds with IoT-and big
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data-based frameworks could provide several benefits of easy to deploy mechanism
over traditional networks, enhanced information security during communication,
quick access of records and energy savings over traditional existing healthcare
frameworks [7]. In [8], Ghulam et al. have also focused on integration of cloud and
IoT to have smart health solution. They have stated that convergence of the IoT and
the cloud can render a wide application in daily and social life. It is because, 10T is
a set of real-world small devices with limited processing power and storage capacity
whereas the cloud can have huge storage capacity and processing power.
Integration of IoT and cloud depicted by them is presented in Fig. 4.1. They have
also identified various attributes like storage, accessibility, processing, distance, big
data and security, where cloud computing can provide milestones achievements
over IoT.

In [8], Ghulam et al. have also presented a health monitoring framework that
captures voice, temperature, humidity, electrocardiogram of a patient using IoT
technologies and at cloud side, main components are authentication manager, data
manager, feature extraction server, classification server and storage. For authen-
ticity, authors have embedded watermark into the signal. In [9], Tyagi et al. have
proposed a cloud-based conceptual framework for implementing a cloud-centric
IoT-based healthcare framework. Authors have built a network of various health-
care entities like patients, doctors, hospitals, etc. and used this network for safe
transfer of medical information. In [10], Hossain and Muhammad have focused on
real-time health monitoring infrastructure for analyzing patients. They have
designed and presented a cloud-based healthlloT framework to monitor ECG and
other healthcare-related data using smart phones. Authors have also implemented
the used the watermarking techniques for the security of data. In [11], Kashfia et al.
have presented a healthcare framework known as ‘Cloud-based MEDical system’
(CMED) for developing countries. This CMED system consists of a portable health
kit, WSN connection and tablet/Smartphone. CMED framework is shown in
Fig. 4.2.
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Fig. 4.1 Integration of IoT and cloud [§]
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Fig. 4.2 CMED healthcare framework [11]

In [12], Nandyala and Kim have proposed an IoT-based architecture for
u-Healthcare monitoring. They have also mentioned that traditional cloud com-
puting architecture faces a lot of challenges and presented an extension of cloud as
Fog. They have proposed a Cloud to Fog computing model for implementing the
proposed architecture of healthcare monitoring. In [13], Kumar et al., have pro-
posed a RFID-based intelligent authentication scheme in the healthcare using
vehicular cloud computing. The authors have placed various tags and readers from
users to road side units. Communication between these tags and readers are secured
by elliptical curve cryptography-based key generation algorithm. In [14],
Hassanalieragh et al., have presented the integration guidelines for remote health
monitoring into medicinal practice. They have used smartphones as concentrator in
IoT infrastructure and for aggregation of data, cloudlet’s or clouds have been used.
It is also realized that data processing could be done more efficiently using cloud
rather that cloudlet’s and wearable sensors have been used to collect the informa-
tion. Authors have performed 2-3 days of continuous physiological monitoring
using these sensors and collected related physiological parameters to update the
relevant health database. In [15], Seales et al., have proposed an architecture for
content centric networking for Health-IoT. This networking has several benefits and
integrates health services and sensors, and clouds in Health-IoT. Proposed PHINet
architecture automatically records the body data from user body sensors and further
updates the database accordingly. Use of clouds in this architecture makes data easy
to handle for analysis of both user and healthcare personnel. Wan et al. [16] have
implemented the platform production services using [oT and inter cloud computing
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architectures. Proposed framework was used by vehicular networking applications.
Authors have evaluated the performance of proposed system using probabilistic
theory.

4.2.2 Predictive Healthcare Applications

Advances in sensor devices also lead to the development of predictive healthcare
applications to be used by e-Health frameworks. Mobile healthcare which is also
known as mHealth has only become possible because of this advancement in sensor
technology and represents the new opportunities for mHealth-based predictive
applications. A wide range of mHealth applications can be found for monitoring of
Diabetes [17], Blood Pressure [18], Heart rate [19], Physical activity [20] and
Anti-Obesity [21] like areas. There are varieties of healthcare applications available
for various types of Smartphone, Tablets and iPad like devices and are known as
BlueBox [19], WIHMD [18], AppPoint [22], Heart-To-Go [23], Instant heart rate
[24]. Though various types of applications can be find over the internet but
somewhere these applications lack in security and privacy, reliability, efficiency and
acceptability.

Moreover, these applications are designed for Smartphone like devices where
battery life is another issue. Figure 4.3a represents the healthcare application to
monitor ECG using Smartphone, Fig. 4.3b shows the mobile application for
monitoring of blood Pressure, heart rate, SPO2, Fig. 4.3c represents the capturing
of blood pressure monitoring device data using smart phone and Fig. 4.3d repre-
sents the information of Glucometer using smartphone. These applications con-
tinuously check for the incoming data obtained by sensor for activities like heart
rate, ECG, pulse, blood pressure and blood sugar levels of user and keep informing
to the healthcare personnel in case of any emergency.

4.3 IoT-Based Cloud-Centric Design Architecture

From the previous discussion, we can observe that most of the proposed healthcare
frameworks are over-optimized as they generate large amounts of data, and con-
tinuously send alerts to the users and healthcare personnel, which are of no use.
Some of these frameworks and applications are designed to use the Smartphone for
monitoring and capturing of data. In such a scenario, the continuous connectivity of
the Smartphone devices is questionable. Keeping these shortcomings a priority, we
have proposed the IoT-based predictive framework as shown in Fig. 4.4 which
consists of the evaluation, implementation, feedback and security layers in the IoT
environment for a cloud-centric communication between the user and healthcare
personnel. IoT-based cloud computing framework architecture is applied for pre-
dictive analysis of physical activities of the users in sustainable health centres.
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Monitor

Fig. 4.3 Healthcare applications using Smartphones to monitor a ECG, b blood pressure, heart
rate, SPO2 and body temperature, ¢ blood pressure and pulse, d blood sugar level

The cloud computing framework provided a system which is embedded with
intelligent sensors and devices rather than using smartphone sensors and wearable
sensors to sense and retrieve data to store the information (value) of the general
health-related parameters for individuals [25]. In this framework, IoT system
includes a cloud centre for storing different data, public cloud centre, private cloud
data centre and uses the intelligent services for providing the mechanism to secure
the stored data and fast communication through intelligent devices. Finally,
IoT-based cloud architecture is applied to perform the evaluation for its adoption,
prediction analysis of physical activities, efficiency and related security. In the
current work, the concept of IoT has been used with the proposed cloud-centric
architecture to predict the user’s physical activities at sustainable health centre of
the smart city. Most healthcare personnel purport that if individual exercises
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Fig. 4.4 IoT-based predictive healthcare framework for cloud-centric communication

regularly, then the complications and increase in the dosages of medications for
diseases like diabetes, blood pressure and heart issues, can get postponed accord-
ingly [26].

In Fig. 4.4, IoT-based cloud computing framework has been developed for
providing the solution to individual users using smart devices. The system includes
major phases for development of cloud systems. The system consists of the eval-
vation of sensing data and retrieving information, implementation paradigm,
feedback phase and security phase in IoT-based intelligent sensors environment for
a cloud-centric communication between the user and healthcare personnel. The
basic methodology is applied to implement the IoT-based computing models or
framework for the cloud-centric system for providing the efficient solution in the
health sectors. The IoT-based cloud framework includes four different phases in the
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cloud system-based model. These phases are applied to cater the faster data pro-
cessing and data communication between the individual and IoT-based systems
(e.g. health assessment systems) [27]. The IoT-based computing models and
methodology also can be applied to mitigate the redundancy and sparsity of mas-
sive amount of data which are necessary to be stored for analysis purposes. The four
phases in this process are given as follows [26]:

(i) Implementation phase
The implementation phase depicts the overall framework architecture of
IoT-based computing systems from the data acquisition, extraction of
information, to data storage and analysis of data. It also uses the embedded
intelligent sensors or devices in compression of any wearable devices or
intelligent sensors by the individual.

(i) Security phase
Security phase mainly emphasizes on IoT-related security issues and chal-
lenges on data storage and transfer extracted knowledge from data between
source and destination intelligent sensors [28]. It also caters the better ser-
vices for implementation of distributed system and cloud computing
framework for various types of cloud servers (cloud database servers,
data-centric server, database servers). The main objective of this phase is to
implement the better security to user privacy preservation and security to
user information.

(iii) Feedback phase
In IoT-based cloud computing framework, feedback phase uses the results of
the evaluation phase which are applied to revise the different applications.
After each cycle of the performed application, the reported component or
modalities are improved by doing rectification which assists to improve the
overall performance of the IoT-based framework.

(iv) Evaluation phase
Evaluation phase is a phase which performs the functions of IoT-based
computing and modelling systems by utilization of the different applications
and to ensure a mitigation in the design complexity and its adoption to
improve different services (e.g., healthcare services, agriculture monitoring
services, traffic signal monitoring, transportation services, smart
village-based services, medical services and information services between
remote systems, etc.) [29].

4.3.1 Application Architecture

Application architecture for the IoT-based system proposed above reduces the
complexity of the information storage, communication and enhances the perfor-
mance of the overall healthcare system. The proposed application architecture is
modified form of traditional 3-Tier architecture that represents the client-tier,
business logic at middle tier and database at server-side. In the proposed application
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architecture [26], various web services and security services reside inside the cloud
which are further implemented as a part of middleware technologies Fig. 4.5
introduces the multilayer application architecture which includes the IoT sensor
devices, Treadmill equipment, application servers, base stations and handheld
devices like PDAs, Tablets, notebooks, etc. at the bottom. These interconnected
devices communicate with the user interfaces designed with JAVA. These user
interfaces are responsible for capturing the information from the connected sensors
of the treadmill equipment at the end of the user session and any further update of
this information with the cloud servers. These user interfaces are further connected
via the middleware with many Cloud Servers and support the inter cloud com-
munication with cloud database. In middleware technologies, XML web services
can be used to carry secure information from these interfaces to the cloud and can
also communicate with the required database for reporting to the user’s request.

4.3.2 Predictive Framework for User Activity

Presented predictive user activity framework keeps both the users and healthcare
personnel updated [26]. Here, user of the system has been considered as a smart
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user and performs health-related activities in sustainable health centres. These
sustainable health centres have equipment fitted with sensors which are sufficient to
capture the basic parameters related to the users’ health activities, such as average
heart rate, total calories burned, total distance and average speed. This framework
captures the information required once the user completes the exercise. Regular
activities in these health centres are believed to be able to keep a user fit rather than
on the heavy dependence on medicines. Healthcare personnel also suggest the
same, and encourage regular physical activity to keep healthy for a longer time and
avoid an overdose of the prescribed medicines. The proposed activity framework
monitors the user’s activity on a regular basis and updates the captured information
to the required cloud. In case the user does not perform an activity for a specific
time period then this information will also be updated in the cloud database and an
alert will be sent to the respective healthcare personnel, who can further commu-
nicate with the user regarding understanding the status of his health.

Figure 4.6 represents the user activity framework from the beginning and until
the end of the physical activity in a sustainable health center. As the biometric
identification and authentication are completed for the user, a secure session gets
established with the local database server to monitor the user’s activity on that
equipment. Here, it is considered that the equipment has embedded sensors which
can monitor and transfer the details of the basic parameters like heart rate, total
calories burned, total distance and average speed to the connected local database
servers. As soon as the physical activity session is over, the equipment stops and the
respective values of the basic parameters are stored in the local database server of
the sustainable health center. In case the user terminates the session in the middle of
the physical activity then that session will be marked INCOMPLETE and the
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Fig. 4.6 Predictive user activity framework



4.3 IoT-Based Cloud-Centric Design Architecture 83

respective values of the basic parameters are stored in the database. In the next step
of this framework, the information stored at the local level is transferred via the
gateway to the various cloud servers. These cloud servers keep the information
up-to-date and secure. Later on, this stored information is picked up by the real-time
communication servers located geographically with the different healthcare per-
sonnel. These real-time communication servers process the record thus obtained
and relate them to the user on a weekly basis to produce the reports accordingly. If
the user regularly terminates the physical activity sessions, before the prescribed
activity time for particular equipment or is absent from the sustainable health center
then an ALERT message is sent to the user’s healthcare personnel either in the form
text message or an Email alert.

4.4 Cloud-Based Predictive Computing Design

The proposed cloud-centric architecture reduces the overall complexity of the
implementation of the system [26]. It implements various security measures at each
step of the communication of the information. As shown in Fig. 4.7, the initial level
collects and stores the information for each user from the sustainable health centres
into their database server at the local level. The information collected represents the
daily values of the basic parameters the specific user has worked out. To com-
municate this information thus gathered over the cloud the XML web services have
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Fig. 4.7 Cloud-based predictive computing design
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been used as these are considered secure and faster. From the initial level, the
information is collected from the various database clusters distributed to the
cloud-centric data center. These data centres also ensure the security of the stored
information and further disseminate the information to the public and private
clouds.

Both private and public clouds are equipped with a mobile information server,
content management server, file server and streaming media servers. These servers
continuously exchange information whenever required with their respective clouds.
While implementing this architecture, different algorithms are used with different
types of clouds to maintain the integrity, consistency and security of the user’s
information.

4.4.1 Predictive Analysis of Physical Activities

The proposed framework presents the ease of interface to both the healthcare
personnel and users. While performing a physical activity in a sustainable health
centre, it represents no interface to the user except for identification, authentication
and establishing the session with the local database server which is responsible for
storing the values of the basic parameters as the user completes the session. We
have performed the analysis on average data collected in real time from five dif-
ferent nodes up-to duration of 30 days for time interval 20 min every day. To vary
the considered data for experimental purpose requires more nodes and time so that
the data could be collected in real time. However, this will not affect the overall
performance of proposed architecture as from collected data our main objective is to
test the alert mechanism of proposed user activity framework. Figure 4.8 represents
the values of the basic parameters stored after 20 min of each physical activity
session by the users. It shows the various scatter plots for the distance, calories
burned, heart rate and speed with respect to the age of the users. Healthcare per-
sonnel can thus define the daily maximum threshold value of these parameters for
their users individually and further predictive analysis can be performed accord-
ingly. Here, Fig. 4.8a represents the threshold value for distance >4.5 km,
Fig. 4.8b represents the threshold value for the calories burned > 340, Fig. 4.8c
represents the threshold value for the heart rate > 170 bpm, and Fig. 4.8d repre-
sents the threshold value for speed > 13 km/h. While performing prediction
analysis, the defined threshold values of these basic parameters are checked and if
any of value exceeds the limit then an alert is sent to respective healthcare personnel
to initiate the necessary action. Also, if a user misses the physical activity session
for a whole day or terminates the session in between, then also a message
‘INCOMPLETE/ABSENT” gets stored into the database.
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Fig. 4.8 Scatter analysis of (a)
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4.4.2 Predictive Efficiency of Framework

The efficiency of the proposed framework is evaluated using the total communi-
cation time, and end-to-end delay.

— Total communication time represents the total time taken for the storage of
information from the local database server to the cloud data centre and further to
the public or private cloud. This time can exceed if there is any alert sent from
the public or private cloud to the healthcare personnel. Here, Egs. 4.1 and 4.2
show the computation of the total transmission time where n represents the
number of clusters, 7 is the time, and w the total offloading iterations and x total
number of alerts.

n

TtiMe = Z (Z(W) + t(x)) (41)

i=1
If there is no alert then the value of #(x) = 0 and Eq. 4.1 will become:
Trive = Z (t(w)) (4.2)

i=1

— End-to-end delay represents the information delay time between the nodes. This
can be computed by subtracting the minimum time of communication from the
total time of communication. Its minimum value shows the early arrival of
information at the destination node (Egs. 4.3 and 4.4).

Tdelay = TtiME — Tminimum (43)

Thinimum = f(TTIME; minimum) (44)

Figure 4.9 represents the total transmission time for both the public cloud and
private cloud. Here, the value of Typyg reaches up to 12 s for the public cloud and
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7 s in case of the private cloud. The higher value of Trpg for the public cloud
shows that more users are connected with it, as the services are not payable to this
cloud.

4.5 Summary

In this chapter, we have presented an integrated view of IoT and cloud computing
and proposed a predictive healthcare framework for monitoring of physical activity
of user. The proposed framework simplifies several of these issues and stops the
proliferation of information. This framework can be used by user of any age
group. The proposed framework, has been evaluated on the basis of predictive
analysis of physical activities, and its efficiency. There was also an understanding
that to minimize the overall cost there should be a minimum time delay between the
advice time and issue reported time. This can be observed from the analysis per-
formed for the end-to-end delay for the proposed framework. Predictive analysis of
the physical activities represents the results collected in real time using the sensors
for the various users on the treadmill for a 20 min time duration. These results also
present the common threshold value for all the users, although the healthcare
personnel can define it separately for the individual users. Overall, the architecture
presented and discussed is more robust and secure in nature, although a lot of work
could still be done in the future for its improvement. The issue of load balancing
and information distribution throughout the cloud servers can be considered, and
proposed framework can be extended to include more health parameters and
activities.
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Chapter 5
Internet of Things Based Predictive
Computing

5.1 Introduction

The IoT is an emerging research area which is gaining more proliferations due to
wide range of applications and uses in different intelligent devices. The connected
intelligent devices and extensively interconnected objects are identifiable and
equipped with sensing, computing and communication capabilities [1-3].
Therefore, IoT-based computing paradigms provide fast computations and trans-
ferring the sensed data onto connected intelligent devices [2, 3]. Atzori et al. [3]
defined the ‘o7’ and illustrated those various paradigms for effective computation
and transferring of the relevant information between smart devices. Generally, the
computing paradigms in the IoT-based frameworks include (1) Internet-oriented
computing and communication-based paradigm known as middleware. In the
Internet, objects (devices) are connected by various protocols and networking
topologies (e.g. star topology, ring topology, mesh topology and other networking
topologies) using Internet services, (2) things-oriented based computing paradigms
known as intelligent smart sensing devices such as intelligent sensors and actuators.
In this paradigm, the intelligent sensing devices are connected to other devices and
these devices are capable of receiving and transferring the sensed data. After
computation of sensed data, these devices extract relevant information from the
captured data and transfer the retrieved information to the other devices, and
(3) Semantic-oriented based computing paradigms, known as sharing
knowledge-based computation models [4, 5]. In semantic-oriented computing based
paradigm, the retrieved information of captured data is computed by predictive
computation techniques and relevant information is transferred among connected
smart devices and sensors by means of semantic structures of connected devices
and its standard. This needs appropriate techniques for retrieving information from
the data. The advantages of IoT-based computing paradigms can be unleashed only
in the application domain where the three models intersect as mentioned above. IoT
is a computing paradigm for smart sensors and devices. The propagation of these
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smart devices builds the IoT in the communication-based network, wherein sensors
and other physical devices combine seamlessly with the environment around us,
and the information is shared and distributed across different computing platforms
in order to develop a common IoT-based framework.

In the IoT scenario, computing framework allows several intelligence sensors
and connected devices to cater quick services and fast sharing of knowledge across
different platforms [6, 7]. During sharing of knowledge, first, it considers the
pervasive presence in the environment of different things or objects that are con-
nected through Internet communication (e.g. wireless and wired communication
network). For connection and addressing for devices, distributions of unique
addressing schemes are used to provide the standard paradigms to interact the
intelligent devices with other devices. These computing platforms cooperate with
other things/objects to achieve the common objective by creating new applications
and efficient services [8]. The common objectives of loT-based computing
framework can be obtained by integrating sensor—actuator—Internet frameworks and
technological aspects. This platform enables things or objects to be connected
anytime, anyplace, with anything and anyone using any connected or
non-connected path or any networking protocols and any service. The deployment
of various sensor based devices in the IoT-framework can be used to provide the
various facilities to the different consumers. For enabling the privacy protection and
security concern for the individual, IoT-based frameworks are also used in the
health care. In the health care, the wearable sensor devices with smart sensors,
IoT-based computing system has been envisioned for the past few decades. IoT
provides a computing platform to accomplish this vision using body area network,
smart devices and sensors. The IoT-based frameworks back end to upload the
sensed data by connected devices to servers. In the transportation field, the traffic
management and infrastructure monitoring, intelligent transportation and path
optimization are also deployed based on real-time traffic information using
IoT-based system. The deployed intelligent sensors and physical devices are con-
nected to build an IoT-based infrastructure for monitoring the structural fatigue and
other maintenance issues. It also provides a good platform for monitoring of
accidents.

5.2 IoT Applications

In this section, various application domains are discussed in detail which gained
more proliferation due to IoT. These diverse applications are categorized based on
various types of resources availability. The resources include network availability,
coverage, scale up and down, heterogeneity of data, repeatability of the different
processes, the involvement of customer and their impact [9]. The applications of
IOT are shown in Fig. 5.1. Figure 5.2 shows an overview of services by Internet of
Things.
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5.2.1 Personal and Home Services

The collected information of sensors such as room temperature by temperature

sensors, humidity data, etc.,

is used for various applications. This information is

used by an individual person who directly owns the network. Generally,

Internetworking is deployed as the backbone enabling

higher bandwidth data
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(video) transfer as well as to get the higher sampling rates. In the field of health
monitoring, ubiquitous sensors have been used for the last two decades. IoT-based
framework provides a good platform to realize the home services using different
sensors and to upload the captured or sensed data to servers. For instance, smart
devices such as smart phones, smart tablets and intelligent sensors can be used for
sensing data and transfer the sensed data using communication protocol along with
several communication interfaces. The communication interface includes
Bluetooth, WiFi and other for interfacing sensors to measure the data based on
physiological parameters. The personal body area network is also gaining impor-
tance to monitor elder’s care at home. The system provides services to an individual
at home. It allows the doctor to monitor patients and the elderly in their homes.
Therefore, home monitoring system plays a vital role to provide efficient services to
the individual by reducing hospitalization costs through early intervention and
better treatment to individuals [9, 10]. The air conditioners, washing machines,
automatic ovens, refrigerators and other electronic equipments can be joined with
intelligent sensors to control home and allow better home facility and energy
management. The consumers and individual become fully involved and connected
in the IoT revolution in the same manner as the Internet revolution itself [11-13].

5.2.2 Industries and Enterprises

In the industries and enterprises sector, there is a growing interest in using IoT
technologies in different industries and businesses [4]. Many industrial loT-based
research-based projects have been done in various areas such as health, agriculture,
food processing-based industry, monitoring of environmental effects, security
surveillance and others. A wide range of industrial IoT applications has been
developed and deployed in recent years.

5.2.3 IoT-Based Utility Services

The captured information using sensors from the networks is usually for service
utility and optimization of services rather than consumer consumption in the
application domains. It is used by different utility companies. These consist of wide
range of networks for regional and national scales. These networks are used for
critical utilities monitoring and efficient resource management. The wide range of
networks used between cellular communication, WiFi communication and satellite
communication. In the current scenario, smart grid-based communication frame-
works and smart metering-based communication frameworks are also used for
potential applications of the IoT. These are being implemented throughout the
world [14]. Efficient consumption of energy is also achieved by proper monitoring
of electricity point within the house and using this information to modify the way
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electricity is consumed. This information at the city scale is used for maintaining
the load balance within the grid ensuring high quality of service.

5.2.4 Internet of Things in Healthcare

IoT has received much attention in the healthcare sector. The healthcare services
using IoT raises a powerful research domain where the embedded intelligent sen-
sors and physical devices are connected and these sensors and devices are capable
of exchanging the information over the network. In these systems, the remote
health monitoring of individual includes complete functionalities for long-term
diagnosis and recording of health parameters, and detection of critical diseases and
health monitoring based on recorded physiological information of the patient [4].
Based on available literature, the healthcare monitoring and diagnosis-based IoT
frameworks consist of architecture of three levels: (1) body sensor network that
includes body-wearable intelligent sensors for the recording of data from the dif-
ferent part of the body. It works as a unit for data acquisition from an individual
body. The acquisition of data includes blood pressure, heart status and body tem-
perature, ECG signals, (2) the second tier consists of complete set-up of commu-
nication, networking and the services-based framework. The integrated framework
is capable of collecting the sensed data from equipped intelligent sensors from the
human body. The collected information is forwarded to the next level [5, 6]. (3) The
final third level generally includes the processing, normalization of collected data
and analysing the data for retrieving the information for monitoring of health.
Figure 5.3 depicts the working architecture of healthcare system using IoT [7, 8].

The IoT-based cloud-centric architectures are also applied for deployment of
e-Health based predictive analysis of physical activities of the users in sustainable
health centres.

Figure 5.4 depicts a framework for monitoring of individual health. In [oT-based
computing paradigm, the predictive model uses the mathematical approaches and
computational techniques to predict an event or outcome in the connected or shared
smart objects. In this context, the multidisciplinary researchers, data scientists and
engineers have begun to design and develop models, and IoT-based computing
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systems to solve the major challenges in using the predictive analytics techniques
and computing approaches [8, 15]. These techniques provide the better platform to
create an intelligent and smart world, which is equipped with smart sensors and
other devices. These connected devices and smart sensors makes possible to con-
vert the real, digital and the virtual platforms into energy efficient smart environ-
ment, and provides faster means of communication and transportation, for
developing smart cities and other areas [16].

The different devices are currently available commercially for different
application-oriented uses and purposes including personal healthcare, activity
awareness and fitness.

5.3 Major Issues and Challenges
5.3.1 Technical Challenges

The technical challenges of the IoT-based intelligent devices are numerous and
subject of intense research. A set of technical features is also required especially for
industrial applications, depending on different applications [17]. These applications
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include comprehensive capabilities for sensing, and communications in terms of
types of intelligent sensors and high sampling rate of received data, fast commu-
nication through wireless communication and Internet protocols, data transferring
mechanism between intelligent sensors and receivers and computation of precise
time for the synchronous collection of data both in one-hop and more hop Internet
networks. Moreover, device packaging and defined protocols of intelligent sensors
also play a vital role in the proper utilization of the extracted features, and trans-
ferring of the massive amount of the data. It is also required for the industrial
application, medical science applications, prediction of unknown data based on
discriminatory information of extracted features [18, 19]. These intelligent sensors,
physically connected devices and their computation capability need the predictive
computation based modelling system for forecasting the results based on learned
system and salient features of given data which is indispensable for reliable
operation.

5.3.2 Device Lifetime and Energy Challenge

In IoT research field, IoT-based intelligent devices and objects are related to the
lifetime of the IoT device. This is a big challenge of computation of lifetime of
devices. The lifetime mismatch of intelligent devices requires being deliberated in
the full design and management of the different organization, configurations and
installations involving IoT devices [9, 20, 21]. Moreover, management of energy
and complete utilization of energy for intelligent devices are also the major chal-
lenging problem. It is especially for active IoT intelligent sensor devices [9]. Based
on overall operations and computation, the energy harvesting can be a better
solution for intelligent devices. The harvesting of energy can be done based on
good predictive computation model or system [10].

5.3.3 Representation of Massive Data
and Information Challenge

Representation of the massive amount of data and extraction of meaningful infor-
mation is the important aspect of the current state-of-the-art-based IoT-based
approaches. The IoT-based intelligent devices are significant to receive data from
various sources (devices) [11, 12]. The received data are the source of richness and
spatial distributed data, historical and sensor data. For example, taking a simple
industry sensing and supervision as example, with 1000 intelligent devices or
sensors connected to Internet and collecting sensing data by using these devices
such as temperature, three-axis acceleration data with 10 K samples per s, and
multimedia audio and video channel with 100 K samples per s, also considering
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that data is collected only 12% of daytime, 100 min per day, the total amount of
received raw data for one year will be up 1000.4 PB/year [11, 12, 22]. This is a
huge data. It is very difficult to store the data with different kinds of formats in the
database. The predictive computation models are also unable to perform any
computation and prediction on such amounts of raw data. It is needed to be pro-
cessed and condensed and analysed in order to be functional at all so not data, but
information behind it needs to be extracted for basic use [13, 23].

In the similar direction, the massive amount of data (volume and data hetero-
geneity) is also an important problem in the field of the IoT and data storage [13,
24, 25]. From the huge data, what data are required to perform the prediction and
compute the performance of predictive modelling based computational devices?
Which main factors and parameters contribute to the failure of predictive models?
Based on observations, optimum maintenance schedule is also a significant problem
in the IoT-based research field [26].

To solve these problems, new predictive model-based computation systems and
efficient algorithms to visualize and represent data in the feature space [27, 28] are
required. All this huge data and information also need special algorithms, mathe-
matical models and meta-heuristics computational models, machine learning
approaches regarding representation of data, extraction of features, handling and
management in terms of data security, integrity and access mechanisms in the
intelligent devices.

5.3.4 Incomplete Data Representation

Sparse, uncertain, complex and incomplete huge data are the discriminatory fea-
tures for wide applications in big data prediction. Being data sparse, the number of
feature points in given data is too less for making analysis and drawing reliable
complete conclusions [9, 29, 30]. The feature space does not present complete
patterns or data trends and distributions of data for different applications and pre-
dictive analysis. In the fields of pattern recognition and machine learning, models
and data mining based representational systems, set of algorithms are also unable to
represent the data in high-dimensional space, because sparse data representation
significantly deteriorates the reliability of different predictive models and compu-
tation systems [29, 30]. General data mining and emerging machine learning, deep
learning and computational intelligent methods can be applied for dimension
reduction of the massive amount of data. After the dimensional reduction, the
predictive model extracts features from reduced data sets. The extracted features are
stored in the database. After that, feature selection algorithms are applied to choose
the salient set of feature data from the stored information or data [30]. Data
dimension reduction techniques perform the reduction of data and include addi-
tional set of feature points or sample data to improve the data scarcity using generic
unsupervised machine learning methods and pattern recognition approaches [31]. In
the similar direction, uncertain data is a special kind of sparse data sets. Each data
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field has longer deterministic value, however, it is subjected to few random/error
distributions [32]. It is mainly linked to different domain-specific applications with
inaccurate data readings and collections [9, 14, 33-35].

Learning capability is another major challenging problem in big data analytics.
The existing data mining and the machine learning algorithms fail to perform the
computation and prediction of outcomes using the massive amount of data. The
learning models are bound to take the input data with respective memory space
[29]. With the rising demands, the great proliferation of applications and wide uses
and the future possibility of the implementation of the IoT in different fields,
IoT-based predictive modelling and computation intelligent algorithms play sig-
nificant roles in several disciplines such as medical sciences, e-health services,
agriculture and weather forecasting with learning and prediction capability. The
IoT-based models and frameworks have been proposed for monitoring of the users
in real-time scenario and to cater better support if required [31].

IoT-based computation models and frameworks provide numerous benefits of
easy to deploy mechanism over classical and standard networks with existing
learning capability, enhanced information security during communication, quick
access to records and proper utilizations of energy and harvesting of energy over
existing Internet of Things based computing paradigm and frameworks [36].

5.4 IoT-Based Predictive Modelling

According to Gartner [1], the massive number of intelligent sensors is equipped
with devices, coupled with the volume, velocity. Different kinds of structural design
for IoT data present major challenges in the areas of data storage, security, data
integrity, storage management, transferring of massive amount of data from source
to destination server and the distributed data centre network in real-time scenario.
Therefore, I0T can affect the computation and information sharing among intelli-
gent objects on a different kind of computational paradigm. IoT-based predictive
computation based models are required to design to solve these major challenges.

5.4.1 Predictive Model

The predictive modelling is defined as the process of applying a statistical model or
data mining algorithm to data for the purpose of predicting the outcome of new or
future observations or data sets. Moreover, in non-stochastic based predictive
computation on data sets, the main objective is to predict the output Y for unknown
observations X1, X2, X3, ..., Xn. In given observations, it also includes temporal
forecasting, where each observation is collected with respect to given time 7. The
inputs are used to forecast the result using future values at time T + ¢, where ¢ > 0.
In IoT-based predictive computation, the predictive model performs the predictions
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of future observations. The prediction of data includes point-wise or interval-wise
predictions, prediction regions or prediction analysis based on the distribution of
data, and ranking method for new observations. Predictive models select any
method that produces predictions, regardless of its underlying approach. Moreover,
predictive computing based models perform the process of information extraction
using mathematical methods and the set of computational tools from existing data
sets to identify patterns. The identification of patterns helps to predict future out-
comes from given unknown data sets and trends in real-time scenarios.

5.4.2 Descriptive Modelling

Descriptive modelling is a type of modelling which is aimed at summarizing or
representing the massive amount of the data structure in a compact representational
manner. Unlike explanatory data computation modelling based frameworks, in
descriptive modelling, the reliance is on an underlying causal theory which is
absent or incorporated in a less formal way. Also, the focus is at the measurable
level. Fitting a regression model for the given data can be descriptive if it is used for
capturing the association between the dependent and independent variables rather
than for causal inference or for prediction.

5.5 IoT-Based Predictive Techniques

In this section, IoT-based predictive methods are discussed. These methods use the
coherent set of fundamental aspects of probability and statistics theory to solve
major problems in big data.

5.5.1 Probabilistic Learning Model and Statistical Analysis

For uncertain data, the major challenge is that each data item is represented as sample
distribution, not as a single value, so most existing data mining algorithms cannot be
directly applied. Common solutions are to take the data distributions into consid-
eration to estimate model parameters. For example, error-aware data mining [14]
utilizes the mean and the variance values with respect to each single data item to
build a Naive Bayes-based predictive model for classification. Comparable
approaches have also been applied for decision trees or database queries. Incomplete
data is defined as the missing of data field values for given samples or data [35]. The
missing data values can be caused by different realities, such as the malfunction of a
sensor node, or some systematic strategies to deliberately skip some data values (e.g.
dropping some sensor node readings to save power for transmission) [37]. Most
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modern data mining approaches have in-built solutions to handle missing data values
(such as ignoring data fields with missing values), data imputation (imputation of
missing values to produce improved models) [21, 35, 37].

5.5.2 Predictive Analytics and Data Mining Algorithms

The predictive analytics and models apply the classification techniques for classi-
fying the data. Classification is a machine learning technique to classify the data
into different classes. The primary objective of a classification model is to predict a
target variable (the unknown variable) using the similarity score based matching
techniques. The classification method generates the outputs in binary forms (e.g. a
loan decision for the bank customer) or particular (e.g. a client type) when a set of
input variables are provided (e.g. credit score, customer name, income level, etc.).
The process in data mining includes prediction of customer demands based on
collected data in businesses. The classification model performs prediction of the
massive data by applying the learning technique to find the generalized relationship
between the predicted target variable with all the stored attributes of input data in
the stored data set.

5.5.3 Data Fusion Approach

Data fusion is a computing paradigm to provide a technique to fuse multiple data
received from different sensors or objects. In IoT, various sensors or intelligent
devices are equipped with primary source model or framework; received data is
unstructured and unorganized. The received data has to be fused. In the predictive
computing models and maintenance cases, fusion approaches are applied to busi-
ness data, telematics and original sensory data. In the fusion mechanisms, few data
is obtained from the external sensors data sources, such as weather databases. These
external databases are received by the Internet of Things based intelligent devices.
After that, predictive computing machine takes the collected data and maps to
feature space and generates similarity matching scores. Data fusion based predictive
models and frameworks perform prediction and analysis of data using supervised
and unsupervised machine learning techniques. Depending on the availability of
explicit and implicit sensors links between diverse data sources, many machine
learning methods and big data analytics techniques of connecting data are needed in
IoT-based predictive computing models and framework to evaluate the experi-
mental results [38, 39].
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5.5.4 Failure Prediction Using a Tree Ensemble Classifier

For prediction of failures, records of sensor data are also validated using machine
learning-based ensemble classifier techniques in the big data [40]. Tree ensemble
classifier models are applied to learn sensory data to predict failures of the future
system from past failures. The ensemble classification models use the gradient
boosting classification approach to representing the data using regression trees. The
regression tree is used to represent the classified data in the form of the tree. It
builds an ensemble of classification trees one by one. After that, the predictions of
the individual trees are added for the evaluation of final prediction score of given
data. In the final regression tree, the consequent tree tries to build a model to
generate the differences between the unknown data item and training data and the
current ensemble prediction value by reconstructing the residual [40, 41]. The
ensemble classification model trains a boosted regression tree framework. The
framework consists of a series of trees that encodes characteristics of data records
about failure. Based on the values of features of a given data record, the model is
trained in such a way that each tree can decide which set of record groups a
particular item belongs to. An appropriate weight is then assigned to each record,
indicating evidence for or against the record belonging to a failing system. The
model aggregates the evidence weights of all trees and outputs a probability of
failure. Thus, the model reflects the likelihood that the given data record is an
indication of a failing system [41, 42]. Figure 5.5 depicts a tree ensemble
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classification model which is created by the regression-based classification algo-
rithm. The regression tree based classification algorithm is a supervised learning
method. It indicates for each record whether a record belongs to a regular or a
failing system.

5.6 Summary

In this chapter, IoT-based predictive computing and modelling techniques are
discussed. Due to advances in data storage, data computations, data capacity,
machine learning, statistical modelling, etc., techniques based on predictive com-
puting and modelling techniques have gained lot of popularity. A variety of
applications based on these techniques are proliferating in the market. The pre-
dictive modelling and computation techniques are applicable to modelling credit
card fraud detection, e-Health, e-Transportation, e-Logistics, e-horticulture, etc.
These techniques collect the data in real time and provide the predictive information
accordingly. However, IoT-based techniques face a lot of challenges which need to
be handled carefully.
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Chapter 6
Cloud-Based Information Security

6.1 Introduction

Cloud computing facilitates on-demand service model and provides resources,
information and software on sharable basis to their users. It supports heterogeneous
connectivity of systems and can interact with each other at same time. The cloud
computing provides various dynamically scalable resources as a service over the
Internet. There are several economic benefits of using cloud computing as it reduces
the overall expenditure and provides better performance and data storage capacity.
However, there are still some potential challenges left to focus such as security,
privacy and trust. The data that is being communicated between users, and cloud
systems need to be secured from different threats and attackers. In [1], Shaikh and
Haider have stated that one of the reasons why the cloud computing is not fully
accepted by the users is the security. The users are always in fear of losing their data
as well as privacy. They have identified various thrust area of cloud security and
categorized them. Alassafi et al. [2] have emphasized on secure use of information
technology (IT) to reduce risks and for further possible improvement of confidence
and trust among the customers. They have stated that IT governance and infor-
mation security governance (ISG) are two major factors for an organization to
promote and use of cloud successfully. While implementing cloud security, security
risks are associated with various infrastructure layers like application layer, virtu-
alization layer, trust layer, authentication layer, access control layer, etc., the cloud
computing can introduce the variety of risks and threats related to these layers. In
[3], Tianfield has discussed about the various issues of security in cloud computing.
They have analysed the cloud security requirements in terms of fundamental issues
like trust, availability, audit, integrity and confidentiality. As the security is a major
issue, it should be applied at different levels to ensure right implementation of cloud
computing such as: security of host server, security of data storage, network
security and security of application. In [4], Gugnani et al. have focused on
cloud-based web services and proposed an approach for selective encryption of
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XML elements. They have used deoxyribonucleic acid (DNA) encryption tech-
nique for selective XML elements.

The cloud architecture is classified into four different layers [5] as shown in
Fig. 6.1:

(a) Physical layer—The hardware level resources like network resources, com-
puting resources and storage resources are all contained in this layer.

(b) Resource layer—All the resources that have been virtualized lie in this layer.
These resources can be used by upper layers and end users further.

(c) Service layer—It supports various services, and software tool, middleware and
provides development and deployment of platform.

(d) Application layer—It consists of all the executable applications in the clouds.

The cloud computing models are generally classified into three service models
and four deployment models. The service models, as shown in Fig. 6.2 which can
be categorized into further three categories: (i) Software as a Service (SaaS),
(ii) Infrastructure as a Service (IaaS) and (iii) Platform as a Service (PaaS). On the
other hand, the deployment models typically consist of (i) private cloud, (ii) public
cloud, (iii) hybrid cloud and (iv) community cloud.

6.2 Related Work

Though the cloud computing architecture and its models are widely adopted by the
industries, it still has certain drawbacks. The foremost issue in cloud computing is
of security and privacy related to the data of the users. The cloud computing model
leaves the clients vulnerable to different types of attacks and threats. Due to this, the
client may suffer from a heavy loss of any confidential data or may lose any
confidential information. An attacker may eavesdrop the conversation between two
clients on cloud or between client and cloud. The users who move their data onto

Fig. 6.1 The cloud
architecture [5] Application Layer

A A

Service Layer

Resource Layer

Physical Layer
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Fig. 6.2 The cloud computing service models

the cloud are unaware of the integrity of their data. They do not know as to where
their data is getting stored. Due to these reasons, some users are still adamant of
making use of this technology. So, there is a great need to protect the clients from
such type of attacks.

The cloud security refers to a broad variety of technologies, policies, mecha-
nisms, frameworks and controls deployed to protect data, applications and the
associated infrastructure of cloud computing model. The potential areas that require
focus to embed security features are:

e To safeguard all end cloud—user activities, actions regardless of device,
e To protect cloud, database and data centres, and
e To facilitate superior cyber security against various attacks.

The cloud security mechanism must ensure the implementation of correct
defensive implementations. The well-organized cloud security mechanism should
recognize and address the various security-related issues. Implementation of
effective security mechanism and controls defend the system from flaws and
decrease the possibility of an attack. These security controls can be categorized
under the following category [1]:

e Deterrent controls—are anticipated to decrease attacks on a cloud. These
deterrent controls typically diminish the effect of threat by notifying the
attackers that there will be poor consequences for them if they continue further
or move forward in that particular direction.
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e Preventive controls—toughen the system against threats and attacks, and
vulnerabilities. However, the well-built authentication of cloud customer stops
unauthorized cloud access by the customers.

¢ Detective controls—are proposed to sense and respond to any accidents that
occur. When an attack occurs, this control will sign the anticipatory or remedial
controls to tackle the issue. The system and network sanctuary monitoring,
intrusion detection and prevention arrangements, are typically engaged to sense
attacks on cloud systems.

¢ Corrective controls—these controls decrease the result of a threat, usually by
restricting the harm. These controls generally come into effect during or after an
attack has occurred. Re-establishing system backup so as to reconstruct a
cooperated system can be seen as a paradigm of a corrective control.

Since accessing of information in heterogeneous environment at a time, the
integrity and privacy can be breached and always at risk. The cloud computing
provides distribution of data over computers. When data is sent by the user to be
processed in the cloud; the control of the data is given to a remote party that may
not address security concerns of the user. As a user has no physical access to the
data, he/she is unaware about the location of his/her data and is not sure whether the
integrity of his/her data is maintained or compromised in the cloud. It is important
to ensure that the information being processed on cloud is secure and no tampering
of information is done when previously unknown parties may be present [6].

6.2.1 Security Issues

Security is termed as the prevention of any unauthorized access, unauthorized
deletion or amendment of the information. ISO 27001 defines the security as:
‘Preservation of confidentiality, integrity and availability of information; in addi-
tion, other properties such as authenticity, accountability, non-repudiation, and
reliability can also be involved’. Cloud computing may introduce many risks to
cloud service and cloud deployment model. In [7], Aluvalu and Mundane have
presented various access control techniques and models and stated that privacy,
trust and access control are important factor to maintain the security in cloud.
Rashdi et al. [8] have defined the term cloud computing security as, ‘The set of
control-based technologies and policies designed to follow to regulatory compli-
ance rules and protect information, data applications and infrastructure associated
with cloud computing use’. The main dimensions of security that should be kept in
mind for providing user satisfaction are confidentiality, integrity and availability,
(CIA) [9]. CIA provides the basis for implementing security principles, as shown in
Fig. 6.3, to known set of threats and can be known as follows:

¢ Confidentiality—stands to keep the user’s data secret. According to Xiao and
Xiao [10], confidentiality is one of the major issues in cloud because the
information that is outsourced by users on cloud servers is managed and
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Fig. 6.3 Organizing security and privacy for various cloud deployment models

controlled by untrustworthy cloud providers. In [3], Tianfield also mentioned
that threat to data increases because of increased number of applications, parties
and devices which leads to increase in number of point of access. One way to
achieve confidentiality is to encrypt the information sent by user before placing
it in cloud.

e Integrity—stands to preserve the integrity of the information. It should be
checked that the information is not lost or modified by unauthorized user. One
technique to maintain the integrity is usage of digital signature. In [3], the
authors have stated that by using service level agreement (SLA), information is
protected while it is on cloud, preventing intrusion or attack on data and
responding swiftly to attacks such that damage is limited.

e Availability—The users can access the resources, information from any place
and at any time. Denial of service attacks, equipment outages and natural dis-
asters are all threats to availability of information in clouds. According to Zissis
and Lekkas [12], the availability should not only be in terms of information,
software but also hardware being available to authorized users upon demand.

The risks associated to stored information in clouds can vary according to cloud
service models deployed by the organization. Some risks can affect all the cloud
service models including SaaS, PaaS and IaaS, whereas some are limited to one or
two models only. Table 6.1 represents some of the major risks of cloud computing
associated to CIA security principles.

6.2.2 Privacy Issues

The cloud computing uses different ways to manage the information and
user-related personal data. The privacy refers to the right to self-determination, i.e.
the ability of individual or group to seclude them from access of information and
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Table 6.1 Various risks associated to CIA security principles and cloud service models

CIA security principles Associated risks Cloud service models
SaaS PaaS laaS
Confidentiality Users from organization . . .
Attacker(s) . .
Data leakage . .
Integrity User access . . .
Data segregation . .
Quality of data . .
Availability Change of policies or management . . .
Denial of service . . .
Physical disruption .
Lack of recovery methods . . .

then selectively reveal them. Privacy issues are becoming more important while
using Internet-based transactions. Lack of effective security mechanism and loss of
control could result in serious threat to data integrity, confidentiality and privacy
principles [13]. In terms of organization, personally identifiable information is
managed by providing privacy which involves the application of processes, stan-
dards, laws and mechanisms. Xiao and Xiao [10] have considered the emerging
cloud platform and used an attribute-driven methodology to design security and
privacy paradigm. They have used attributes like confidentiality, availability,
integrity, accountability and privacy-preservability. In [14], Chen and Zhao have
analysed the data security and privacy-related issues using various algorithms. They
have stated that because of these issues, many large organizations still do not share
their data on cloud. In [15], Sun et al. have identified the various elements related to
privacy and categorized them in three groups known as (i) When—a user is more
cautious about the use of information which is either being accessed or will be
accessed, (ii) How—user must ensure the way for accessing this information
manually or automatically, (iii) Extent—user can define the several points as an
ambiguous region and can only be used by group of users those who have the
precise access to that region. Privacy issues vary according to different cloud
scenario. In [16], Pearson has mentioned that existing cloud services impose a lot of
challenges to privacy of data while handling sensitive data, and data leakage related
issues and suggested that this type of data cannot be stored in public clouds of
various cloud service providers in an unencrypted form. Pearson [16] and
Guilloteau et al. [13] have identified the key potential privacy issues as follows:

e Lack of user control—As the user stores their data over public cloud, then cloud
service providers become responsible for further handling and managing of data.
Users have limited control over the stored data in public clouds. There is always
an issue of transparency in between the cloud user and service providers as the
stored data over clouds can be analysed by security agencies or law enforcement
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agencies. A trust is required between both of the parties while transferring data
rights and providers must ensure the data integrity throughout its lifecycle.

e Lack of training and expertise—Developers are focusing more on easy to design
and deployment models of clouds rather the handling of privacy concerns to
their models. They need to be trained with existing information security laws
and practices to maintain the privacy of data. By ensuring privacy of users data,
one can build the trust over the period of time.

e Unauthorized use of data by third party—There is always a risk associated with
the stored data in the clouds that it can be used by the third party for their own
purpose. Nowadays, it is getting more common as users may get annoying
advertisements while accessing or using of stored information. Currently, there
is no such arrangement to stop this unauthorized use of data by third party.

e Achieving regulatory compliance—Global use of cloud computing makes it
complex as user never knows about the exact location of data that is being stored
in clouds. These cloud servers can be in the same country or may be located
globally. Things become complex if cloud is located in different country as
many legislations in place around the world. It is always difficult to ensure
compliance with all the legislations. The cloud computing may exacerbate the
transborder data flow issue that may restrict the flow of information.

6.2.3 Trust Issues

Trust is a measureable belief that is used to make trustworthy decisions based on
experience and it is a major issue with cloud computing irrespective of the cloud
model being deployed. The security and privacy challenges discussed above are also
relevant to the general requirement upon cloud suppliers to provide trustworthy
services. Trust relationships are very much at the centre of certain security and
privacy solution. To build trust, one need to ensure security and privacy of data is
intact and foolproof. This situation is also depicted in the Fig. 6.4, where trust lies in
between security and privacy. Trust has several different attributes like reliability,
confidence, dependability, honesty, etc., to obtain various cloud services. Sun et al.
[9] and Pearson [16] have identified various issues of trust in cloud computing:

e The attributes of cloud computing environment are unique, so the definition and
evaluation of trust become difficult.

Based on the degree of trust, how to provide different security level of services.
The trust relationship in cloud computing is temporary and dynamic, so han-
dling of malicious information is a tough task.

e Lack of consumer trust is another major reason for avoiding the cloud adoption.
Various critical challenges like vendor’s lock-in, cloud availability, cloud per-
formance, cloud data security, etc., need to be addressed to encourage cloud
adoption. In clouds, customers have limited control of resources that is why they
cannot protect their data against unauthorized access or its misuse.
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Fig. 6.4 Obtaining trust from security and privacy of data

e Weak trust relationships and lack of transparency between cloud user and ser-
vice provider may lead to failure of cloud service delivery chain.

e Lack of knowledge and consensus for using standardized trust models and
approaches for cloud environment [17].

6.2.4 Issues with Cloud Service Models

Apart from the issues as stated in the preceding sections, there are many other issues
of cloud computing pertaining to its different service models known as IaaS, PaaS
and SaaS. In [18], Rana et al. have proposed a combined and improved IaaS and
PaaS architecture to remove their drawbacks.

e IaaS issues—It provides only basic level of security like load balancing, fire-
wall, etc. The applications moving to the cloud require high degree of security.
One company may be hosting many other companies’ workloads and data in a
shared environment. In such cases, it may expose all parties to a higher risk of
security- or privacy-related incidents [19]. In [20], Joshi et al. have listed the
component wise security issues in IaaS like SLA issue for monitoring of quality
of services to cloud users and enforces trust between cloud service provider and
user, and cloud software related issues which coins the cloud component
together to make them act as a single component so that attackers cannot easily
target the SOAP envelop or XML signature. The different issues in laaS are
summarized as follows in Table 6.2 [21]:

e PaaS issues—The hacker can use the advantages of PaaS to influence the PaaS
cloud infrastructure for malware command and control. One major challenge is
the interoperability of PaaS as most of the applications, APIs, database are
vendor specific. The various issues in PaaS are summarized in Table 6.3 [21].
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Table 6.3 Issues in PaaS

Area Security Privacy Trust
Technical | Compliance challenges | Storage of data in multiple Lack of
immaturity jurisdiction and lack of information on
transparency about this jurisdictions
Lack of Non availability of ‘Data hostage’ clause in supplier Liquidate
portability | common authentication | outsourcing contracts damage for lost
interface business
Protecting | Bad key management Service information leakage Lack of
API keys | procedures sensitivity

e SaaS issues—The main focus is not only on application’s portability but also on
migration of data and enhancement of security functionalities. For development
and deployment of SaaS application, the order of following security elements
must be ensured. The following should be kept in mind:

Data security—In SaaS model, the data is stored at the vendor’s end. The
SaaS vendor should acquire additional security checks so as to ensure
security of data and prevent data breach through unauthorized users. The
strong encryption techniques should be involved for data security. Due to
loophole in data security model, malicious users can gain access to the data.
Network security—The sensitive data that is obtained from the
users/organizations are stored at SaaS vendor end. All the data over the
network must be protected to prevent leakage of data. This is achieved by
using strong encryption techniques to manage network traffic like SSL and
TLS.

Data locality—The applications provided by SaaS are used by consumers
and then data processing is done. The consumers are unaware of the fact as
to where their data is getting stored. Example: In many European countries,
certain type of data cannot leave the country because of the information
being sensitive. The SaaS model should provide reliability to the customer in
terms of location of data

Data integrity—It is easier to achieve data integrity in a single system with
single database by making use of database constraints and transactions.
Transactions follow ACID properties. The problem of data integrity gets
magnified in case of cloud computing. The SaaS vendors unveil their web
service APIs without any support for transactions. There are different levels
of availability and SLA in each SaaS application which makes it difficult to
manage the transactions and provide data integrity

Data segregation—Due to multi-tenancy feature in cloud computing, mul-
tiple users can store their data on cloud. The data of various users will reside
at same location. Intrusion in user’s data by another user becomes easy in
such environment. Intrusion can be done by hacking or by injecting client’s
code into SaaS system. Therefore, SaaS model should ensure boundary for
each user’s data not only at physical level but also at application level
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Table 6.4 Issues in SaaS

Area Security Privacy Trust
Unauthorized Data integrity and Compromised Loss of trust in
access confidentiality loss communications service

secrecy

Physical risks Physically destroyed data - —

Browser-based Loss of data integrity, and | Loss of user secret | Loss of confidence
risks confidentiality credentials upon channel
Network Loss of availability - Trust on service
dependence reduces

— Data access—Various security policies are provided by the organization to
the users when accessing the data. Based on these policies, each employee
can access limited information. Cloud must stick to these security policies in
order to avoid intrusion of data.

— Authentication and authorization—The authentication is assurance that the
communicating entity is the one that it claims to be that is ‘who are you?’
and authorization is a kind of access control ‘what you can do’. This means
that no unknown or harmful entity should able to pretend that he or she is the
authenticated one and even authenticated persons should have a limited
access to the data.

The various issues in SaaS are summarized in Table 6.4 [22].

6.2.5 Threats in Cloud Computing

The cloud security alliance has presented a primary draft for threats relevant to the
security architecture of cloud services. In this section, we have given few potential
threats related to the cloud [23, 24].

(a) Malicious insiders—Majority of the companies conceal their strategies about
the height of access to their staff. Though, via superior level of access, a member
of staff can grow access to top secret data and services. As there is deficiency in
transparency of cloud provider’s policies, processes and procedures, some
insiders can frequently have the privilege to access the client’s data. Malicious
insiders (employee) actions are often evaded by a firewall or infringement dis-
covery system considering it to be an authorized action. Though, a trusted
member of staff may also convert into an opponent. In these kinds of scenarios,
insiders can source a significant effect on cloud services. Let us take an instance
—here malicious insiders can access top secret data and put on control over the
cloud services without any jeopardy of revealing his identity. These kinds of
threats may be applicable to any cloud service SaaS, PaaS and IaaS. So as to
avoid these kinds of risks, there is the need of more transparency in security and
management process together with compliance reporting and breach
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notification. This is amplified in the cloud via the meeting of IT services and
client over a single management domain which is united within a general
transparency deficiency into the service supplier process and procedure [25].
Shared technology issues/multi-tenancy nature—Virtualization in
multi-tenant architecture is used to provide shared on-demand services.
Different users who have access to the virtual machine may use the same shared
application. Though, as mentioned above, via some attacks and threats, some
malicious entities can gain access and control of the lawful users’ virtual
machine. In multi-tenant architecture through shared resources, laaS services
are delivered which sometimes are not designed to give sufficiently strong
isolation. Giving permission to one tenant to interfere in the other can cause
serious affect on the cloud architecture which can affect its regular operations.
Generally, these types of threats have an effect on IaaS. Transparency in SLA
for patching, well-formed authentication system and access control mechanisms
to administrative tasks are some of the solutions to resolve this issue.
Insecure Interfaces and APIs—Cloud providers offer their services by using
the various types of APIs, available for different cloud service models like
SaaS, PaaS and IaaS. These weak set of APIs and interfaces can result in many
security-related issues in cloud which includes unauthorized access of security
key and data, insufficient input data validation, weak credentials that lead to
loss of data integrity and CIA [26, 27].

Data threats—In [27], Kazim and Zhu have stated that in cloud computing,
data is the valuable resource for any organization, and security of the data is the
biggest challenge for cloud service providers. Major data security threats that
may arise over the period of time are data breaches, data loss, unauthorized
access and integrity violations.

e Data breaches—are also commonly known as data leakage of stored
information in cloud via unauthorized access. The major reasons of data
breaches are poor application designing, flaws in operational and infras-
tructure setup, insufficiency of authentication, authorization and audit con-
trols [27].

e Data loss—Information can be exchanged in many ways. This can incor-
porate data insertion, data compromise, deletion or modification. Data loss
occurs because of many reasons like malicious attackers, data deletion, data
corruption, etc. [27]. As the cloud is shared and dynamic in nature, so these
threats could prove to be of a foremost concern leading to data theft.

Service hijacking—is a very serious threat. In this, the hijacker may forward
the cloud customer to an illegal website. For attackers, service instances and
user accounts can serve as a new base for attack. This threat can have great
impact on laaS, PaaS and SaaS. There are some of the solutions to resolve this
threat which include safety policies, strong authentication and activity
monitoring.
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Identity theft—The identity theft is a kind of scam in which one acts as if to be
someone else so as to access resources or obtain credit and other benefits. The
casualty (of identity theft) can undergo undesirable consequences and losses
and held responsible for the criminal’s activity. Some of the security perils are
phishing attacks, weak password, recovery workflows, key loggers, etc. This
threat can have significant impact on SaaS, PaaS and IaaS and some of the
solution includes the use of powerful encryption, authentication and autho-
rization mechanisms.

Denial of Service (DOS)/Distributed Denial of Service (DDOS)—DOS
attacks prevent users from accessing of cloud services, network and other
services whereas in DDOS, attackers use the multiple network sources to send a
large number of requests to the cloud for consuming its resources [27, 28].
Online Cyber theft—In [29], Chou has stated that as the cloud-based services
are becoming popular among the customers and organizations for storage of
information, stored sensitive data is becoming an attractive target to online
cyber theft. Online cyber thieves can make the use of stolen password and user
IDs or can take the advantage of computing power offered by cloud service
providers to launch attacks or to access user accounts.

6.2.6 Attacks on Cloud

There is number of security risks and issues as shown in Fig. 6.5, associated with
cloud computing but they are grouped in two categories: (i) security issues faced by
cloud provider and (ii) security issues faced by their customers. Various types of
attacks in cloud are listed as follows:

Cloud Attacks
f 7 T 4
| [ ' 1 )
) MAN in-the - - Metadata
Wrapping AttackJ ZOMBIE MIDDLE Phishing Injection Spesfing
\ . l v . L ) )
| - ) ( ! |
[ f Application Layer ) )
Volume Based Protocol Based PP Based XML Injection SQL Injection Service Injection
X . A J ) J)

Fig. 6.5 Various types of cloud attacks
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(a) Zombie Attack—An attacker can overflow the huge number of requests
via zombies. This kind of attack disrupts the normal performance of cloud,
disturbing the availability of cloud services. This cause cloud to be overloaded
to serve a huge number of requests and therefore all its resources get exhausted,
which can further originate DoS (Denial of Service). In DoS, in cloud due to
the presence of invader’s overflow of requests, cloud becomes unavailable to
serve legitimate user’s requests. Nevertheless, strong authentication and
authorization and IDS/IPS can offer defense in opposition to such type of
attack.

(b) Injection attack—Injection attacks are such attacks where intentionally mali-
cious data is included as the input to disrupt the normal functioning of the
cloud. A few of the injection attacks are:

— XPath Injection: When user and the cloud communicate, they communicate
through XML files. XPath is a kind of query language for XML document
as for relational databases we have SQL. Dissimilarity among SQL and
XPath is that XPath is implementation independent [30]. XPath injection
can occur by querying the XML database or when a service is invoked.

— SQL injection: In such kind of attacks, user injects malicious SQL state-
ments into an entry field for execution. SQL injection is generally recog-
nized as an attack vector for websites but can be used to attack any type of
SQL database.

— Service Injection: An opponent attempts to insert a suspicious service or
new illegal virtual machine into the cloud system and could supply mali-
cious service to users. Cloud malware deforms the cloud services by
changing (or blocking) cloud functionalities. Let us take an example in
which an opponent makes its own malicious services like SaaS, PaaS or
IaaS and attach it to the cloud system. In case, an opponent becomes suc-
cessful to perform this, then legitimate requests are readdressed to the
malicious services automatically. To protect against such an attack, there is
a need to implement the service modules.

(c) Man-in-the-Middle attack—An attacker is capable of accessing the data
exchange between two parties, if SSL is not configured properly. In case of
cloud, an attacker is capable of accessing the data communication between data
centres. To reduce or to prevent cloud from man-in-the-middle attack, proper
configuration of SSL and data communication tests between cloud and its client
are required.

(d) Metadata spoofing attack—In such kind of attack, an opponent amends or
changes the service’s Web Services Description Language (WSDL) file where
descriptions about service instances are stored. In case, if the opponent suc-
ceeds to suspend service invocation code from WSDL file at delivering time,
then metadata spoofing attack can be feasible. So as to triumph over such an
attack, information about services and applications should be kept in ciphered
form. Currently, WS-Security Service is broadly used in cloud to endow with
security for the system [31].
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(e) Phishing attack—is famous for manipulating a hyperlink and sends false link
to obtain confidential information from the user. In cloud, sometimes it might
be possible that an adversary uses the cloud service to host a phishing attack
site to hack accounts and services of other cloud users.

(f) Wrapping attack—In [29], Chou has mentioned that web service security
mechanism is used to ensure the confidentiality and integrity of SOAP messages
communicated between user and cloud service providers. Wrapping attacks use
XML signature wrapping to exploit a weakness when web servers validate
signed requests [32]. These attacks generally take place during the translation of
SOAP message between users and web servers. Since cloud users normally
request services from cloud computing service providers through a web browser,
wrapping attacks can cause damage to cloud systems as well. In [33], a group of
researchers have demonstrated the use of XML signature wrapping technique for
hijacking of an account that exploited vulnerability in the Amazon web service.

6.2.7 Cloud-Based Information Security Models

To ensure cloud security at various levels from information retrieval to its storage,
security models are implemented. These security models must ensure the support for
cloud security issues related to security issues, privacy issues, and trust issues as
discussed in previous section. These security models also build the user’s confidence
by deploying various techniques for handling the various cloud-related threats. In
[34], Mushtaq et al. have proposed the quad-layered framework for data security,
data privacy, data breaches and process associated aspects. This proposed layered
framework prevents the confidential information and try to build user’s trust on
cloud computing. In [35], Kritikos and Massonet have proposed a security meta-
model for clouds. This model captures the high-level and low-level security
requirements and capabilities to derive application deployment. Nafi et al. [36] have
proposed a security model for cloud and implemented various security algorithms
like RSA, AES and MDS5 for secure communication of information between users
and servers. To resolve the problem of privacy in the clouds, Metri and Sarote [37]
have introduced a threat model known as STRIDE which helps in analysing a
problem, designing appropriate strategies and evaluating the solutions. They have
listed the following steps to ensure the privacy:

(a) Identify—attacks, and threats
(b) Prioritize threats—according to the impact using STRIDE model.

e Spoofing identity—means an attacker poses as another user or a machine
poses as a valid machine.
Tampering with data—means to maliciously modify the data.
Repudiation.

e Information disclosure—means to expose the information to the unautho-
rized users.
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e Denial of Service (DoS)—means to deny any service to valid users.
Example: web browser made temporarily unavailable.

e FElevation of privilege—means the privileged access is gained by unprivi-
leged users to destroy entire system.

(c) Select appropriate strategies for threats

In [38], Mathew has presented a model to help the cloud users and cloud
providers to ensure the safety of data. He has used the secured virtual private
network (VPN) for accessing clients and providers. In [39], a privacy protection
framework was proposed by Gajanayake et al. based on information accountability
(IA) components. They have used IA agent for accessing of information by the
users. In case of any misuse of information, IA agent implements various methods
to stop this. In [40], Chidambaram et al. have proposed a secure storage system to
handle sensitive data in clouds. They have introduced a user authentication
mechanism to prevent unauthorized access to data. RSA algorithm has been used
for encryption of files in cloud and MD5 has been used to generate the digital
fingerprint. Hamlen et al. [41] have proposed a framework consisting of layers for
cloud security and focused on two of the layers known as the storage layer and the
data layer. A bottom-up approach to security was also proposed, where work is
done on small problems in the cloud to solve the larger problem of cloud security.
First, the various methods have been discussed for securing of documents. Second,
how security can be enhanced by using secure coprocessors is discussed. Juels et al.
[42] described a formal ‘Proof of Retrievability’ (POR) model as shown in Fig. 7.6
for ensuring the remote data integrity. This model utilizes the error correction code
approach to verify the validity of data. In POR protocol, the verifier stores only a
single key for each file. This scheme requires that only a small portion of file F is
accessed by the prover in course of a POR. POR encrypts file F and randomly
valued check blocks called sentinels are embedded. The prover is challenged by the
verifier by specifying position of collection of sentinels and asking the prover to
return associated sentinel values. If any modifications are made on file F by the
prover, then large number of sentinels is likely to be compressed. To protect cor-
ruption of file F by the prover, error correcting codes are employed.

In Fig. 6.6, by using encoding algorithm, raw file F is transformed into file F’
and is stored with the prover/archive. A key K is produced by using the key
generation algorithm and it is stored by the verifier. The key K is used in encoding
mechanism. A challenge—response protocol is performed by the verifier with the
prover to check that file F can be retrieved by the verifier. The drawback of the
approach is that there is computational overhead. In [21], Mohta et al. have dis-
cussed about the implementation of TPA for verifying the cloud service provider
(CSP). A protocol was proposed that is used for supporting various operations
which also maintains privacy and integrity. The architecture is shown in Fig. 6.7

In [43], Chalse et al. provide a detailed analysis of the cloud security problem.
The different problems in a cloud computing system and their effect upon the
different cloud users are also analysed. This architecture is shown in Fig. 6.8 and
consider the following:
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e A client who wants to store large amount of data in multiple clouds and has the
permissions to access and manipulate stored data.

e Cloud service providers (CSP) support various services related to data storage
and its usage and have sufficient resources available for computation.

e Trusted third party (TTP) ensures various parameters related to storage and use of
data and provides appropriate public query services available to these parameters.

6.3 Framework to Maintain Data Integrity

This section defines the proposed framework to provide data integrity in multi-cloud
system. Proposed framework shown in Fig. 6.9 has three main roles [11]:

e Users—who will store the data by selecting appropriate layer depending on the
level of security needed for the data stored on cloud.

e Cloud service provider (CSP)—provides the storage of data service with flexible
resources to keep the user data. The CSP manages cloud server (CS) which
informs the user about the intrusion of data on cloud.

e Third party auditor (TPA)—verifies the cloud server and checks whether there
is any manipulation of user data by the cloud server. It then sends a report to the
user stating that the cloud server (CS) was trusted or not.

There are many cloud service providers and each of them provides different
storage plan along with different QoS parameters so it becomes a tough task for
users to keep moving their data from one cloud to another based on QoS and cost
optimization [14]. In the proposed model, concept of multi-cloud is used to provide
best cost optimization for various requirements of user.
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It can clearly be seen that depending on type of data, the user can move from one
service provider to another, e.g. the user ‘a’ can put his data over hybrid or public
cloud depending on the security needed for the data stored. The same thing can be
applied by other two users. Depending on the type of data to be stored on various
clouds, there are three main platforms in the model namely:

o Platinum—To store sensitive data like data related to transactions of ATMs,
bank account information along with high level of security on the data. The data
will be stored on a private cloud.

e Gold—To store data related to simple login on any page like Facebook,
ebooking and email login is stored. The level of security needed is not that high.
Security only on password is required.

e Silver—To store data related to only simple browsing of sites, uploading of
images, downloading of files like downloading of music files or images are
stored. The level of security needed is the least.

Based on these levels, the user will decide the platform to store the data.
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6.3.1 Data Integrity Algorithms

In this section, we have discussed various algorithms which are used to implement
the proposed framework.

Algorithm 6.1: SaaS cloud integrity

/* Variables used for:
User =>u,
Platinum => p,
Gold=>g
Silver =>s
*/
Begin
If u chooses p
Then call module m1;
If u chooses g
Then call module m2;
If u chooses s
Then call module m3;
End

Module m1:
Begin
User’s data is encrypted using RSA and sent to CSP;
Data is verified by CSP;
If data is valid
success message;
Go To Module T
End

Module m2:
Begin
Data stored is encrypted using Berypt algorithm;
Data is verified by CSP;
If data is valid
success message;

Go to module T

End

Module m3:

Begin
Data is encrypted using AES algorithm;
Verification of data is done by CSP;
If data is valid

success message;

Go To Module T

End

Module T:
Begin
Check the data stored.
If user’s data == cloud data then
data valid;
Else
corrupted data;
End
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In module m1, RSA algorithm [44] is used to provide integrity of data because
for storing sensitive information on cloud, hashing algorithms are used. RSA is
based on the difficulty of factoring large numbers. There are various advantages of
RSA due to which it is preferred over DSA.

e DSA can only be used for authentication while RSA can be used for both
authentication and to encrypt a message.

e A bad random number generator will leak DSA key bits.

e Faster at encrypting than DSA.

In module m2, Berypt algorithm is used for hashing the passwords over algo-
rithms like MD-5, SHA-1, SHA-2 and SHA-3. A password hashing algorithm
should preferably be slow in order to prevent brute force attacks; it should have
features which actually decrease the feasibility of a distributed brute force attack on
the hashes. Berypt algorithm is derived from the Blowfish block cipher which uses
lookup tables that are initiated in memory to generate the hash.

In module m3, AES algorithm is used to provide security on the stored data.
AES is asymmetric encryption algorithm which is used to encrypt the message.
Here, sender uses the public key of receiver and receiver uses its private key to
decrypt the message. The following features of AES over DES describe its usability
for the framework presented in Fig. 6.10.

e AES is more secure in comparison to DES algorithm.

e AES data encryption is mathematically more efficient and elegant cryptographic
algorithm. Key length option is the main strength of the algorithm. Time
required to crack an encryption algorithm is directly related to the length of the
key used to secure the communication. AES gives an option to choose a 128-bit,
192-bit or 256-bit key, making it exponentially stronger as compared to the
56-bit key of DES.

e Block size of DES is small compared to AES algorithm.

e A balanced Feistel structure is used by DES while substitution-permutation is
used by AES.

6.3.2 Performance Analysis of Security Techniques

In order to provide assurance of characteristics in cloud systems like reliability,
security, fault tolerance, sustainability and scalability, computational services
timely, repeatable and controllable methodologies are required for evaluation of
new cloud applications and policies before actual development of cloud
products. In [45], Thakur et al. have presented the simulations of above mentioned
algorithm using CloudSim. Algorithmic analysis and obtained results using RSA,
AES and Bcrypt for the presented framework in Fig. 6.9.
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e RSA Algorithm Analysis

RSA algorithm is tested for integer numbers ranging from a single digit message
length to 16-digit message length. The execution time t is in seconds. The execution
time depends on the values of p and q which are prime numbers. Different values of
p and q have been considered and depending on these values, graph between
message length and time is plotted (Fig. 6.10a, b).

e AES Algorithm Analysis

AES is used here to provide data integrity while simple browsing of webpages over
Internet. Plain text is encrypted to hexadecimal format. The change in graph depends
on the value of plain text. The time taken increases if there is a use of combination of
text and digits. A graph between information sent and time is plotted (Fig. 6.11).

Now by using the discussed framework and the type of information that has to be
stored, multilevel security can be provided on different files. Tables 6.5, 6.6 and 6.7
summarize the execution time of four different files using RSA algorithm, Berypt
algorithm, AES algorithm, respectively.
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Table 6.5 File execution time using RSA algorithm

File size (MB) RSA encryption (ms) RSA decryption (ms)
1 66,787 720
29 2206 385
3.98 17,325 1081
4.65 40,441 1064

Table 6.6 File execution time using Berypt algorithm

File size (MB)

BCRYPT encryption (ms)

BCRYPT decryption (ms)

1

1306

447

2.9 1218 454
3.98 1225 510
4.65 1225 445

Table 6.7 File execution time using AES algorithm

File size (MB)

AES encryption (ms)

AES decryption (ms)

1 2129 234,229
29 3132 21,663
3.98 3276 71,129
4.65 2613 152,405
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Table 6.8 Performance analysis of previous scheme versus proposed framework when number of
requests is 8

No. of requests Previous scheme [21] (time in ms) Proposed scheme (time in ms)
1 3074 3074
2 3074 2917
3 3075 796
4 3009 1108
5 2995 1108
6 2905 796
7 3079 921
8 3420 827

Table 6.9 Performance analysis of previous scheme versus proposed scheme when number of
requests increased to 16

No. of requests Previous scheme [21] (time in ms) Proposed scheme (time in ms)
1 3248 3006
2 3201 3110
3 3106 900
4 3341 1249
5 3570 1289
6 3320 1160
7 3334 1276
8 3456 900
9 3418 1000
10 3534 958
11 4018 2987
12 3987 3540
13 3765 3491
14 4211 4010
15 4300 2667
16 4696 3800

To analyse the performance of discussed algorithm, a comparative analysis is
also done with previous algorithms using the presented framework. In [21], all files
were provided same level of security irrespective of the type of data which is in
contrast to the current framework that provides different levels of security on files
with varying sizes. Tables 6.8, 6.9 and 6.10 present the comparison between the
encryption time of previous scheme and the proposed scheme when the number of
requests keeps on increasing. Figure 6.12a—c, represent this process.
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Table 6.10 Performance analysis of previous scheme versus proposed scheme when number of
requests increased to 32

No. of requests Previous scheme [21] (time in ms) Proposed scheme (time in ms)
1 3896 3694
2 3424 3341
3 3308 3208
4 3410 3400
5 3540 3459
6 3691 3576
7 3330 3200
8 3120 3110
9 3600 3567
10 3498 1000
11 3900 3741
12 4009 4003
13 3774 3669
14 4219 4198
15 4166 4047
16 4333 4216
17 3681 3538
18 3908 3497
19 3724 3623
20 3805 3551
21 3500 3348
22 4460 4234
23 4000 3811
24 4790 4626
25 4546 4377
26 3980 3694
27 2196 987
28 2897 1248
29 3071 2381
30 4298 3106
31 4571 3963
32 5168 4685

Tables 6.8, 6.9 and 6.10 show the average time taken for all three cases for
proposed framework and performance is evaluated as shown in Table 6.11.

The average time taken by the schemes in both the cases is shown in Fig. 6.13. It
can be predicted easily that the time taken by proposed scheme is less than the time
taken by previous scheme.

In case, if the file is modified then the data in file will get encrypted using RSA
algorithm but it will not be decrypted as shown in Table 6.12.
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Cloud computing is becoming one of the crucial technologies and considered as a
boon for the IT sector. It follows multi-tenancy where several users can share the
resources at a given time over the Internet. Along with the benefits of cloud com-
puting there are some drawbacks, in which security is major concern which causes
hinderance in full acceptance of this technology. In this chapter, we have summarized
various security issues and security threats related to each level of cloud. We have
proposed a framework to maintain data integrity in SaaS. This framework also
implements the various security algorithms at three different levels. The performance
analysis of this framework represents that the proposed framework is easy to
implement and can effectively maintain the information security in clouds.
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Chapter 7
Applications of Predictive Computing

7.1 Introduction

Predictive computing is used in a wide spectrum of real-world problems ranging
from business, government, economics and also science. Some major fields reaping
the advantages of predictive computing are financial services, insurance, telecom-
munications, retail, healthcare and government [1]. Predictive computing is now
adopted by almost all major work sectors as its advantages are evident in every
field. Predictive computing helps in knowing the customers and acts on the insights
provided by the predictive analytics on future customer behaviour. This can help to
identify the best actions to take for every customer or transaction [2] and help in
guiding other strategic actions to be taken for the profit of business, such as col-
laborating with agencies that maximize the profit in the approved budget, or
detecting frauds or abuse in insurance or healthcare claims. It can help in answering
complex questions such as live transactions, with empirical precision at incredible
speeds [2]. Decisions that earlier took hours or days, can now be taken in mil-
liseconds. Insights given by analytics can be helpful as they can reduce the business
losses by accurately measuring the risks and frauds. Predictive computing can
detect the slightest abnormality in a pattern of usual business routine transaction or
data, and hence can help reduce business losses. Predictive computing adds con-
sistency and stability to business decisions and in turn improves customer service as
it relies on mathematical models and techniques. Also, the decisions provided by
predictive analytics are consistent and unbiased as compared to human experts.
Predictive computing is a requirement of today’s world as everyone needs con-
sistent, faster, smarter decisions to meet the agile business standards, where market
conditions change quickly and frequently. Also, it is required to improve the cus-
tomer service and grow the profit of the business. Predictive computing improves
every aspect of decision-making process, which includes: precision, consistency,
agility, speed and cost [2]. There are uncountable applications of predictive com-
puting in business intelligence, and this is because of the fact that predictive
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computing has reached the roots of various business sectors. Predictive computing
allows us to anticipate the future and make an optimal decision by extracting
information from the datasets, which in turn helps to discover complex relation-
ships, recognize unknown patterns, forecasting actual trends, etc. [3].

7.2 Applications Based Features of Predictive Computing

Considering the various horizons for predictive computing as presented in
Table 1.2 of Chap. 1, we have selected three application-based scenarios, i.e., smart
mobility, e-Health and e-Logistics to be presented in this chapter. Each scenario
consists of various applications, where predictive computing can be successfully
implemented. Following sections discuss about these applications.

7.2.1 Smart Mobility

Urbanization of the cities of developing countries has led to a steady rise in the
number of vehicle registrations, traffic congestion problems, heavy fuel demands
and fuel consumption, and financial and economic challenges. In the past several
years, smart mobility (e-mobility) has been a subject of intensive research and
discussion revolving around ecological and economic arguments around the
world [4]. Among the varied discussions, countries like Singapore, China, Japan,
India and South Korea, have presented interesting approaches while promoting and
implementing smart mobility. Key factors driving smart mobility among others are
smart vehicle navigation, finding optimized shortest paths, smart technological
capabilities of the vehicle to reduce fuel consumption. Smart mobility can be sought
out as a solution to congestion, increasing air pollution, noise pollution in the cities
of developing countries. Smart mobility can be considered for addressing these
problems as well. In [5], Pattanaik et al. have proposed a smart congestion
avoidance technique by estimating the scope of real-time traffic congestion on
urban road networks which also predicts an alternate shortest route to the desti-
nation as shown in Algorithm 7.1. The proposed system uses k-Means clustering
algorithm to estimate the magnitude of congestion on different roads, later it
employs minimum spanning tree algorithm; Dijkstra’s algorithm to predict the
shortest route. Once the system receives the user’s destination coordinates, it pre-
dicts the shortest route from the user’s current location. This process is reiterated
until the user reaches the desired destination. The proposed methodology can
predict which road segments are congested or clear through the real-time GPS data
and inform the user about real-time traffic conditions and adjusts the route so as to
avoid congestions and reduce travelling time. The congestion avoidance algorithm
is given below.
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Algorithm 7.1: Congestion Avoidance Algorithm [5]

Fetch Driver’s Current Location (Source)

Get Destination Coordinates
Retrieve Road Map of Area
while Source # Destination do

Retrieve Real-Time Traffic Data from App

Plot Traffic Data onto 2D Problem Space
Apply k-Means Clustering on Traffic Data
Assign Weights to Traffic Clusters

9. Combine Traffic Cluster Data with Road Map
10. Convert Weighted Road Map into Neighborhood Matrix
11. Apply Dijkstra’s Algorithm
12. Display Shortest Path
13. Fetch Driver’s Current Location (Source) Again
14. end while

€2 = O B g B I =

In another work, Milojevic and Rakocevic [6] have presented that vehicular
traffic congestion is becoming a major economic and social problem which requires
the government’s utmost attention. It leads to significant financial and safety
challenges, and also a major contributor to the increasing pollution in the cities.
They have proposed a new vehicle-to-vehicle (V2V) congestion detection algo-
rithm based on the IEEE 802.11p standard. This algorithm allows vehicles to be
self-aware about road conditions and finds congestion detection based on the
monitoring of speed and cooperation with the surrounding vehicles. Proposed
algorithm comprises of five steps as shown in Algorithm 7.2, (1) Speed Monitoring,
(2) Congestion Detection, (3) Localization, (4) Aggregation and (5) Broadcasting.
They have also presented a performance evaluation using large-scale simulation in
Veins framework based on the OMNet++ network simulator and SUMO vehicular
mobility simulator. Results show that precise congestion detection and qualification
can be achieved using a significantly decreased number of exchanged packets.
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Algorithm 7.2: Congestion Control Algorithm [6]

1) Speed Monitoring
IF V. #V, GOTO 2;
2) Congestion Detection
IF V<V, THEN
(Start Timer ., WHEN 1. =1.10s => C, =n1);
ELSE (Start Timer . WHEN 1. = 10s => C, = 0);
3) Localization
FIND A, of the current location, GOTO 4;
4) Aggregation
GET Cd(Aid);
IF (C,#0) THEN
IF C,(Aiq) > Ca(Aig) THEN 5, Cy(Aiq) = Cp(Aia);
ELSE skip 5;
ELSE IF C,(Aig) # Ca(Aiq) THEN 5, C4(Aig) = C,(Aig) THEN 5;
ELSE skip 5;
5) Broadcasting
Broadcast the (C,, Aig);

In [7], Abhishek et al. have presented a study to analyse and resolve the con-
gestion of the complex traffic conditions in the cities. Proposed algorithm tries to
control and optimise the duration of time for which the traffic light signal is green,
and the number of vehicles passing through the junction during that time period.
Wireless sensor network has been used to make the traffic signals adaptive to the
dynamic traffic flow, so that the number of vehicles passing through the signal is
maximized. Following parameters have been considered while the development of
proposed algorithm: (1) Waiting Time, (2) Clearance Time, (3) Rate of Arrival,
(4) Proportionality Constant, (5) Clear Route and (6) Multiplication Factor. In [8],
a new smart traffic control design is presented which resolves traffic issues and
utilizes available road infrastructure. Authors have also considered reducing the
waiting time, fuel consumption, traffic congestion and levels of traffic obstruction.
Intelligent Traffic Control System (ITSC) is based on a principle stated as ‘a car can
only move ahead if there is space for it to move ahead’ and ‘the signal remains
green until the present cars have passed’. Here, sensors are placed at every entry
and exit of a junction, and are responsible for monitoring the number of cars present
at the junction to make traffic management smooth and efficient. Ye et al. [9] and
Malekian et al. [10] have proposed driving route prediction methods based on the
Hidden Markov Model (HMM). This method can accurately predict a vehicle’s
entire route as early in a trip’s lifetime as possible without inputting origins and
destinations beforehand. First, the driving route recommendation system architec-
ture is proposed which highlights a method for route prediction based on the
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knowledge of HMM. The method can predict the congested road segments as well
as smooth road segments through route prediction. The system also updates traffic
information in real time and informs the driver to adjust the driving route as the trip
progresses. Figure 7.1 shows the architecture of the proposed driving route rec-
ommendation system.

This architecture consists of four phases; (1) Driving Route Predictions Based on
HMM, (2) Traffic Congestion Pre-estimation, (3) Vehicle Route Recommendation
and (4) HMM Correction for route prediction and recommendation. Table 7.1
summarizes various applications designed and used for smart mobility of vehicles.

7.2.2 e-Health

Healthcare is another major sector that has witnessed the wide use of wireless
sensor networks, IoT, and Cloud computing to perform various types of predictions
related to patient’s health, monitoring of blood pressure, heart beats, breast cancer,
lung disease, etc. Diagnosing from early symptoms or patterns, predictive com-
puting can be used at each level of e-Health-related applications. Health applica-
tions designed and used previously, have been shifted to e-Health [30]. Earlier,
medical applications were based on the analog telephony that enables the indi-
viduals to call the healthcare professional, hospitals to take appointments, and to
transmit electrocardiograms over telephone lines [30]. Tele-Health involves health
services delivered from a distance and is an important constituent of e-Health [31],
but these analog techniques could not be expanded due to the bandwidth limita-
tions, low rate of data transfer over copper wires, the existence of inference and
noise. Another constituent of e-Health is ‘m-health’ which can be defined as a
medical and public health practice supported by mobile devices, such as mobile
phones, patients monitoring devices and other wireless devices [32].
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Table 7.1 Applications for smart mobility

7 Applications of Predictive Computing

S. no. Application Purpose
1 Smart real-time traffic An intelligent system that predicts congested
congestion estimation [5] road segments through real-time GPS data, and
suggests shortest alternate route
2 Distributed vehicular traffic A system that uses a new vehicle-to-vehicle
congestion detection algorithm | (V2V) congestion detection algorithm which
[6] allows the vehicle to be smart. It allows
vehicles to be self-aware of the traffic on the
road based on the speed analysis and assistance
with neighbouring vehicles
3 City traffic congestion control | A wireless sensor network used to analyze and
[7] resolve the congestion of the complex traffic
conditions in the cities
4 Smart navigation for visually | An intelligent, portable, and user-friendly
impaired [11-14] system that enables the visually impaired
people to navigate in an environment without
any human intervention. It provides assistance
for both indoor and outdoor navigation by
voice input and output
5 Modelling urban traffic A smart system that proposes a way to capture
dynamics [15] the complexity based on generalization power
of Markov chains in coexistence with
continuous urban data streams
6 Remote monitoring of vehicle | A distributed system that is used for remote
diagnostics [16] monitoring of vehicles and their geographical
position using a smart box with GPS and
GPRS
7 Intelligent traffic control A smart traffic control design that resolves
system [8, 17] traffic issues and utilizes 100% use of the road
infrastructure
8 Route predictions based on A system based on the HMM that can
hidden Markov model [9] accurately predict a vehicle’s entire route at the
earliest in a trip’s lifetime
9 Vehicle tracking system using | An intelligent system that makes use of built-in
IoT [18-20] internet enabled GPS sensor to render a
real-time and reliable vehicle tracking services
to public
10 Intelligent ambulance using An intelligent system that proposes to make
IoT [21] way for ambulances in heavy traffic congestion
traffic situations by manipulating the timer of
the signal light board
11 Smart parking system using A smart parking system that enables the user to
IoT [22-25] identify the closest parking area and provides
the availability of vacant parking slot in the
current or neighbouring area
12 Improvement of traffic An adaptive traffic congestion control system
monitoring system using IoT | that provides time slot to each route based on
[26] the traffic density by fetching the location and

(continued)
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Table 7.1 (continued)
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Purpose

speed of the vehicle using GPS, which in turns
enables us to calculate the accurate time when
the vehicle reaches the next intersection

An IoT-based application for traffic
management system that enables the traffic
police officers in support decision making

A smart agent-based framework that proposes a
balanced, coordinated and optimal method for
traffic light control

S. no. Application

13 IoT-RFID testbed for
supporting traffic light control
[27]

14 Framework for agent-based
traffic light control [28]

15 Real time traffic congestion
detection system [29]

An intelligent system that detects real-time
congestion without any human intervention or
human supervision without any prior
knowledge about the condition
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Fig. 7.2 e-Health applications and its target areas

e-Health has become part of every citizen’s everyday lives and impacts them in
one way or other, and this has led to the development of various e-Health related
applications. e-Health applications use the information and communication tech-
nologies (ICT) for handling various health-related services. It deals with the broad
spectrum of e-Health policies, legal and ethical frameworks, adequate funding and
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training [33]. The target areas of e-Health are depicted in Fig. 7.2. It has seen a
tremendous growth over the past 30 years, enabling the exchange of healthcare and
administrative data and transfer of medical images and laboratory results [30].

In [34], Gupta et al. have discussed an IoT-based cloud-centric healthcare
architecture predictive analysis of physical activities of the users in sustainable
health centers. The prerequisite of this framework is that health centres should be
well equipped with sensors for capturing the patient’s basic health parameters while
exercising, such as heart rate, distance, speed, and calories burned daily by a user.
These parameter values are stored at the end of the session using either a public or
private cloud. Next, the healthcare personnel can access this stored information
when required. An alert is sent automatically to the healthcare personnel, if any
irregularity is predicted in the user’s activity or basic parameters, and an action is
initiated by the healthcare personnel. In [35], Baccar and Bouallegue have proposed
a novel website architecture for an e-Health program based on a wireless sensor
network. Designed website offers an ergonomic and multifunctional platform for an
intelligent hospital. Features of this website include management of patient’s
records, real-time monitoring of patient’s condition and geo localization for patients
as well as professionals involved with the hospital. The system shown in Fig. 7.3,
uses remote sensing of biometrics signals for patient’s monitoring. The main three
functionalities of the proposed website are; (1) Manage patients records:
Add/Delete and Modify diagnostics for the health file, (2) Follow the vital signals
progress of patients: Temperature, Blood Pressure, Cardiograph Pulses, etc. and
(3) Localize patients and professionals; mapping service for out-patients.

In [36], Ahmed and Abdullah have presented an e-Health model from ubiquitous
perspective. This model provides data acquisition, archiving, and presentation in the
cloud. The proposed model makes use of cloud service architecture (CSA) for

Zigbee Modules

/ Smart
Temperature L
Sensor D //}I Phone/

/ Touchpad
Blood pressure ;- Data Wi-Fi
D/‘/ D Acquisition >

Sensor
Unit (DSP) Motwe ;
Computer

. N
Pulse SensorD 7 H (IHM)

A

; Main Board
Localization D |'

Process

Fig. 7.3 Main board for e-Health platform [35]
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processing of medical information of a patient. In another work [37], Liu and Park
have focused on the e-Healthcare application cloud-enabling characteristics. The
authors of this research work found close proximity of the proposed e-healthcare
architecture and the cloud environment. The e-healthcare cloud is shown in
Fig. 7.4.

Authors have also discussed the challenges in the adaptation of a pure cloud
solution for smart e-healthcare. In [38], Aruna et al. have designed a patient health
monitoring system (PHMS) which includes three phases; (1) collection phase,
(2) transmission phase and (3) utilization phase. A Body Area Network (BAN) is
constructed and used to collect the required data from the patient. PHMS notifies
the registered patient with the possible precautionary measures to be carried. It
suggests the patient with medical care and further steps to be followed in case of
critical conditions. A typical architecture of PHMS is shown in Fig. 7.5.

In [39], Piliouras et al. implemented the Electronic Health Records
(EHR) technologies. They have listed various challenges that were experienced
while integrating EHR technology within the workflow of an already existing
healthcare setting. Authors have also listed the various lessons learned from its
implementation: (1) Identify System Champions, (2) Give users a lot of Training,
(3) Perform Root Cause Analysis and (4) Quality Management Principles.
Table 7.2 summarizes various applications designed and implemented for e-Health
of user or patient.
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Table 7.2 Applications for e-Health

S. Application Purpose

no.

1 IoT-based cloud-centric architecture to A cloud-centric architecture using IoT that
perform predictive analysis of user uses predictive analysis of the physical
activities in sustainable health centres activities of the users in maintainable
[34] health centres

2 Web-based e-Health platform [35] A web-based architecture for an e-Health

program using a wireless sensor network
that offers an ergonomic and
multifunctional platform for a smart
hospital

3 e-Healthcare management system-based A smart, and flexible e-Health
on the cloud-and service-oriented management system based on cloud
architecture [40] computing and SOA and using RIA that

overcomes various shortcomings in
existing healthcare management systems

4 e-Health monitoring architecture [41] An intelligent e-Health management

system that supports real-time analysis of
various parameters of patients using smart
devices and wireless sensor networks

5 e-healthcare and data management An e-Health model that addresses the

services in a cloud [36]

issues regarding management and security
concerns in cloud domain. It includes
wireless sensor networks, communication,
and storage systems for any hospital using
CSA

(continued)
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Table 7.2 (continued)

S. Application Purpose
no.
6 Healthcare cloud computing application An intelligent cloud-based system that
solutions [37] focuses on the cloud-enabling
characteristics of e-Healthcare applications
7 Health monitoring and management An IoT-cloud-based remote patient
using internet-of-things (IoT) [42, 43] monitoring system that is used for health
monitoring and management
8 Smart real-time healthcare monitoring A smart real-time healthcare monitoring
and tracking System [44] and tracking system that aims to bridge the
gap between patients and healthcare
professionals
9 IoT-based smart healthcare kit [45] An intelligent and robust health
monitoring system that is capable of
monitoring the patient automatically using
IoT
10 Remote mobile health monitoring system | A remote mobile health monitoring system
[46] that uses mobile and web service
capabilities to delivers an end-to-end
solution to health-related queries
11 ToT-based remote health monitoring An IToT-based health monitoring system
system [47] that addresses a key challenge to efficiently
transmitting healthcare data within the
limits of the existing network
infrastructure
12 Patient health monitoring system An intelligent PHMS that collects patient’s
(PHMS) using IoT [38, 48, 49] sample values and suggests the patient
with medical care and further steps to be
followed in case of critical conditions
13 Smart cards in healthcare information A smart card in healthcare that enables
systems [50-52] access to a patient’s health record stored
on network
14 Electronic health record systems [39] An electronic health record system that
uses EHR technologies
15 e-Health tele-media application for An intelligent e-Health system that
patient management [53] provides patients with real-time
management of illness, reaction/side
effects to prescribed medication,
prescription reminders, provides survey
data, etc.
7.2.3 e-Logistics

The logistics business has changed dramatically over last few years. Today, the
differentiators are more strategic: benchmarking, innovation, network modelling,
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etc. Employing suitable logistics strategies is a necessity. However, logistic strategy
planning is becoming more and more challenging due to dynamically changing
scenarios and difficulties in integrating information from different partners.
Information from various sources could be combined to generate integrated
knowledge that could support the planning process. Integrated knowledge can
better describe the potentials of synergy between the available sources of infor-
mation, and accordingly better exploit logistics strategy planning. In the following
proposal, a machine learning-based adaptive framework for logistics planning is
proposed. The proposed system will evolve, adapt and improve as its knowledge
grows providing a generalized solution to all kinds of logistics activities.

In [54], Khayyat and Awasthi have conducted a study that investigates the
problem of collaboration planning in logistics and proposed an agent-based
approach for better management of collaborative logistics. Based on the approach,
they have designed a support system which utilizes RFID technology for ensuring
inventory accuracy. The proposed approach involves three steps: (1) a conceptual
agent-based model is designed, (2) the game theory method is utilized to intensively
study and analyse suppliers’ collaboration and carriers’ collaboration that represent
major objectives proposed in the preceding model, (3) correctness of the games is
verified by formulating them mathematically. Figure 7.6 shows the design of the
conceptual multi-agent-based model.

In [55], Wrighton and Reiter have discussed the problem faced in urban cities of
Europe, i.e. the transport of goods contributes to the adverse condition of
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overcrowding by motorized traffic. City administrators of Europe are aware of the
fact that if early measures are not taken to improve this scenario then this will result
into a problematic situation. The Cyclelogistics (2011-2014) and Cyclelogistics
(2014-2017) projects offer a possible solution to the stated problem. Authors have
demonstrated the great potential for the reduction in energy consumption and
pollutants caused by urban goods transport by shifting intra-urban final delivery of
goods from the car to the bicycle. In [56], the main objective of proposed work is to
suggest Smart City logistics on the cloud computing model. Authors have discussed
the smart city logistics in terms of sustainable logistics dimensions: Economy,
Society and Environment, as shown in Fig. 7.7.

Due to many beneficial characteristics of cloud, the smart logistics has been
shifted to cloud computing. Cloud implies a broad range of benefits to the enterprise
and other organizations. In [57], the authors have proposed a smart logistics vehicle
management system based on Internet of Vehicle (IoV). IoV for smart logistics
vehicle management provides various services such as; (1) fleet management,
(2) smart driving and (3) transport management. The proposed smart logistics
vehicle management consists of following modules based upon the functionality:
(1) data collection module, (2) communication module and (3) computational
module. In [58], Jianyu and Runtong have represented the model to resolve
physical distribution and its effects on E-commerce. Physical distribution is a
bottleneck in E-commerce. Authors have constructed the distribution system in
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Table 7.3 Applications for e-Logistics
S. no. Application Purpose
1 A comprehensive framework for A smart framework that provides
measuring performance in a third-party | comprehensive and innovative
logistics provider [59] performance measurement framework
for a third-party logistics provider
2 An intelligent multi-agent-based model | An intelligent multi-agent-based model
for collaborative logistics systems [54] | that has proposed and agent-based
approach for better management of
collaborative logistics
3 Automobile logistics service supply A smart system that deals with building
chain based on reliability [60] a two-stage automobile LSSC, where the
dominant LSI integrates FLSP
4 Cyber-physical logistic systems [61] An intelligent cyber-physical logistic
system that proposes a model for
application of innovative techniques for
data acquisition and analytics in
cyber-physical logistic systems
5 Cyber-physical logistics system-based A smart routing adjustment model that
vehicle routing optimization [62, 63] considers the existing road congestion
and minimizes the total distribution in
cost. Here, static and dynamic models
are proposed for traffic information
transmission network
6 Quality of logistics services [64] A research that deals with the customer

satisfaction with services and discusses
the importance of relation between the
logistic companies and customer
satisfaction with logistics services

(continued)
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Table 7.3 (continued)
S. no. Application Purpose
7 CycleLogistics [55] A research that demonstrates the great
potential for the reduction in energy
consumption and pollutants caused by
urban goods transport, and discusses
how to shift from motorized vehicle to
bicycles to change the condition of
traffic congestion and over pollution
8 Cyber-physical production systems A research that discusses the advantages
combined with logistic models [65] of cyber-physical systems by
considering the production planning,
controlling and monitoring
9 Hierarchical integrated intelligent An intelligent system that proposes
logistics system platform [66] HIILS platform for the wide spectrum of
the city logistics problems
10 Smart city logistics on cloud computing | An IoT cloud-based smart city logistics
model [56] model that deals the smart city logistics
in terms of sustainable logistics
dimensions
11 Parcel industry in the spatial A research that aims to study the
organization of logistics activities [67] location of parcel industry, and its
orientation in the spatial organization of
logistics activities in the Paris region
12 Smart logistics [57, 68] A smart logistics system that proposed a
smart logistics vehicle management
system based on the IoV
13 e-Commerce logistics in supply chain A research that presents the state-of-
management [69] the-art e-Commerce logistics in supply
chain management from practice
perspective
14 RFID-based data mining for e-Logistics | An intelligent system that combines
[70] RFID for data acquisition, data mining
for knowledge discovery and enterprise
applications in the field of e-Logistics
15 e-Commerce logistics based on the An intelligent e-Commerce

gridding management [58, 71]

logistics-based gridding management
system that deals with physical
distribution and its effect on
e-Commerce

E-commerce logistics based on the gridding management, via the comparison
analysis between the grid and non-grid distribution system in E-commerce logistics.

The structure and level of E-commerce logistics system (ELS) consist of
(1) function entity, and (2) management level. The proposed framework is shown in
Fig. 7.8. Table 7.3 summarizes various applications designed and implemented for
e-Logistics.
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7.3 Summary

This chapter discusses the applications of predictive computing in real life. It deals
with the concept of how and where we can explore predictive computing and
deploy the applications. The discussion is concentrated on three case studies where
predictive computing can be applied to various applications, namely; smart
mobility, e-Health and e-Logistics.
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Appendix
Datasets

A large number of datasets are freely available on the Internet that can be used in
experiments related to Predictive Computing and Information Security. We have
provided a list of commonly used dataset and their links below.

¢ Educational Process Mining (EPM): A Learning Analytics Dataset
http://archive.ics.uci.edu/ml/datasets/Educational+Process+Mining+%28EPM %
29%3 A+A+Learning+Analytics+Data+Set

Data Set Characteristics: Multivariate, Sequential, Time-Series
Attribute Characteristics: Integer
Associated Tasks: Classification, Regression, Clustering

This dataset contains the students’ time series of activities during six sessions of
laboratory sessions of the course of digital electronics. There are six folders con-
taining the students data per session. Each ‘Session’ folder contains up to 99 CSV
files each dedicated to a specific student log during that session. The number of files
in each folder changes due to the number of students present in each session. Each
file contains 13 features. The experiments have been carried out with a group of 115
students of first-year, undergraduate engineering major of the University of Genoa.

e Heart Disease Dataset
http://archive.ics.uci.edu/ml/datasets/Heart+Disease

Data Set Characteristics: Multivariate
Attribute Characteristics: Categorical, Integer, Real
Associated Tasks: Classification

This database contains 76 attributes, but all published experiments refer to using a
subset of 14 of them. The ‘goal’ field refers to the presence of heart disease in the
patient.
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¢ Fertility Dataset
http://archive.ics.uci.edu/ml/datasets/Fertility

Data Set Characteristics: Multivariate
Attribute Characteristics: Real
Associated Tasks: Classification, Regression

100 volunteers provide a semen sample analyzed according to the WHO 2010
criteria. Sperm concentration is related to socio-demographic data, environmental
factors, health status and life habits.

e Online News Popularity Dataset
e http://archive.ics.uci.edu/ml/datasets/Online+News+Popularity

Dataset Information:

Data Set Characteristics: Multivariate
Attribute Characteristics: Integer, Real
Associated Tasks: Classification, Regression

Online News Popularity dataset summarizes a heterogeneous set of features about
articles published by Mashable in a period of 2 years. The goal is to predict the
number of shares in social networks (popularity). This dataset does not share the
original content but some statistics associated with it. The original content be
publicly accessed and retrieved using the provided urls.

e Appliances energy prediction Dataset
http://archive.ics.uci.edu/ml/datasets/Appliances+energy-+prediction

Data Set Characteristics: Multivariate, Time-Series
Attribute Characteristics: Real
Associated Tasks: Regression

Experimental data used to create regression models of appliances energy use in a
low energy building. The dataset is at 10 min. for about 4.5 months. The house
temperature and humidity conditions were monitored with a ZigBee wireless sensor
network. Each wireless node transmitted the temperature and humidity conditions
around 3.3 min. Then, the wireless data was averaged for 10 minutes periods. The
energy data was logged every 10 minutes with m-bus energy meters. Weather from
the nearest airport weather station (Chievres Airport, Belgium) was downloaded
from a public dataset from Reliable Prognosis (rp5.ru), and merged together with
the experimental datasets using the date and time column. Two random variables
have been included in the dataset for testing the regression models and to filter out
non predictive attributes (parameters).
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e Bank Marketing Dataset
http://archive.ics.uci.edu/ml/datasets/Bank+Marketing

Data Set Characteristics: Multivariate
Attribute Characteristics: Real
Associated Tasks: Classification

The data is related with direct marketing campaigns (phone calls) of a Portuguese
banking institution. The classification goal is to predict if the client will subscribe a
term deposit (variable). The marketing campaigns were based on the phone calls.
Often, more than one contact to the same client was required, in order to access if
the product (bank term deposit) would be (‘yes’) or not (‘no’) subscribed.

¢ Numerical Weather Prediction dataset
https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/numerical-
weather-prediction

Numerical Weather Prediction (NWP) data are the form of weather model data we
are most familiar with on a day-to-day basis. NWP focuses on taking current
observations of weather and processing these data with computer models to forecast
the future state of weather. Knowing the current state of the weather is just as
important as the numerical computer models processing the data. Current weather
observations serve as input to the numerical computer models through a process
known as data assimilation to produce outputs of temperature, precipitation and
hundreds of other meteorological elements from the oceans to the top of the
atmosphere.

e Census-Income (KDD) Dataset
https://archive.ics.uci.edu/ml/datasets/Census-Income+%28 KDD %29

Data Set Characteristics: Multivariate
Attribute Characteristics: Categorical, Integer
Associated Tasks: Classification

Census-Income (KDD) data set contains weighted census data extracted from the
1994 and 1995 current population surveys conducted by the U.S. Census Bureau.
The data contains 41 demographic-and employment-related variables. The instance
weight indicates the number of people in the population that each record represents
due to stratified sampling.

e URL Reputation Dataset
https://archive.ics.uci.edu/ml/datasets/URL+Reputation

Data Set Characteristics: Multivariate, Time-Series
Attribute Characteristics: Integer, Real
Associated Tasks: Classification


http://archive.ics.uci.edu/ml/datasets/Bank+Marketing
https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/numerical-weather-prediction
https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/numerical-weather-prediction
https://archive.ics.uci.edu/ml/datasets/Census-Income+%28KDD%29
https://archive.ics.uci.edu/ml/datasets/URL+Reputation

160 Appendix: Datasets

Anonymized 120-day subset of the ICML-09 URL data containing 2.4 million
examples and 3.2 million features. A label of +1 corresponds to a malicious URL
and —1 corresponds to a benign URL.

o Detect Malacious Executable(AntiVirus) Dataset
http://archive.ics.uci.edu/ml/datasets/Detect+Malacious+Executable%
28 AntiVirus%29

Data Set Characteristics: Multivariate
Attribute Characteristics: Real
Associated Tasks: Classification

Dataset contains training file with 100+ non malicious examples and 250+ mali-
cious samples. Non-Malicious dataset is represented by +1 while Malicious dataset
is represented by —1 as label.

e KDD Cup 1999 Data
http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html

This is the data set used for The Third International Knowledge Discovery and Data
Mining Tools Competition, which was held in conjunction with KDD-99 The Fifth
International Conference on Knowledge Discovery and Data Mining. The com-
petition task was to build a network intrusion detector, a predictive model capable
of distinguishing between ‘bad’ connections, called intrusions or attacks, and
‘good’ normal connections. This database contains a standard set of data to be
audited, which includes a wide variety of intrusions simulated in a military network
environment

¢ Phishing Websites Dataset
https://archive.ics.uci.edu/ml/datasets/phishing+websites

Data Set Characteristics: N/A
Attribute Characteristics: Integer
Associated Tasks: Classification

This dataset collected mainly from: PhishTank archive, MillerSmiles archive,
Google’s searching operators. One of the challenges faced by our research was the
unavailability of reliable training datasets. In fact, this challenge faces any
researcher in the field. However, although plenty of articles about predicting
phishing websites have been disseminated these days, no reliable training dataset
has been published publically, may be because there is no agreement in literature on
the definitive features that characterize phishing webpages, hence it is difficult to
shape a dataset that covers all possible features

e Amazon Web Services Public Datasets
https://aws.amazon.com/public-datasets/

AWS hosts a variety of public datasets that anyone can access for free.
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Geospatial and Environmental Datasets

Landsat on AWS: An ongoing collection of satellite imagery of all land on Earth
produced by the Landsat 8 satellite.

Sentinel-2 on AWS: An ongoing collection of satellite imagery of all land on
Earth produced by the Sentinel-2 satellite.

SpaceNet on AWS: A corpus of commercial satellite imagery and labelled training
data to foster innovation in the development of computer vision algorithms.
MODIS on AWS: Select products from the Moderate Resolution Imaging
Spectroradiometer (MODIS) managed by the U.S. Geological Survey and NASA.
Terrain Tiles: A global dataset providing bare-earth terrain heights, tiled for easy
usage and provided on S3.

NAIP: 1 meter aerial imagery captured during the agricultural growing seasons
in the continental U.S.

NEXRAD on AWS: Real-time and archival data from the Next Generation
Weather Radar (NEXRAD) network.

NASA NEX: A collection of Earth science datasets maintained by NASA,
including climate change projections and satellite images of the Earth’s surface.
District of Columbia LiDAR: LiDAR point cloud data for Washington, DC.
EPA Risk-Screening Environmental Indicators: detailed air model results from
EPA’s Risk-Screening Environmental Indicators (RSEI) model.

HIRLAM Weather Model: HIRLAM (High Resolution Limited Area Model) is
an operational synoptic and mesoscale weather prediction model managed by
the Finnish Meteorological Institute.

Genomics and Life Science Datasets

1000 Genomes Project: A detailed map of human genetic variation.

TCGA on AWS: Raw and processed genomic, transcriptomic and epigenomic
data from The Cancer Genome Atlas (TCGA) available to qualified researchers
via the Cancer Genomics Cloud.

ICGC on AWS: Whole genome sequence data available to qualified researchers
via The International Cancer Genome Consortium (ICGC).

3000 Rice Genome on AWS: Genome sequence of 3,024 rice varieties.
Genome in a Bottle (GIAB): Several reference genomes to enable translation of
whole human genome sequencing to clinical practice.

Datasets for Machine Learning

Common Crawl: A corpus of web crawl data composed of over 5 billion web
pages.

Amazon Bin Image Dataset: Over 500,000 bin JPEG images and corresponding
JSON metadata files describing products in an operating Amazon Fulfillment
Center.

GDELT: Over a quarter-billion records monitoring the world's broadcast, print
and web news from nearly every corner of every country, updated daily.
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e Multimedia Commons: A collection of nearly 100M images and videos with
audio and visual features and annotations.
Google Books Ngrams: A dataset containing Google Books n-gram corpuses.
SpaceNet on AWS: A corpus of commercial satellite imagery and labelled
training data to foster innovation in the development of computer vision
algorithms.

Regulatory and Statistical Data

e IRS 990 Filings on AWS: Machine-readable data from certain electronic 990
forms filed with the IRS from 2011 to present

e ACS PUMS on AWS: U.S. Census American Community Survey (ACS) Public
Use Microdata Sample (PUMS) is available in a linked data format using the
Resource Description Framework (RDF) data model

e USAspending.gov on AWS: USAspending.gov database, which includes data
on all spending by the federal government, including contracts, grants, loans,
employee salaries and more.
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