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Preface

Cardiovascular computing is an interdisciplinary field aiming to deploy the prin-
ciples and advances in computing and engineering to address current clinical
challenges and provide new opportunities in cardiovascular science. This rapidly
evolving scientific field has produced important new knowledge and has markedly
improved our understanding of normal cardiovascular function as well as of
pathophysiology, diagnosis and treatment of disorders like coronary artery disease,
carotid atherosclerosis, heart rhythm abnormalities.

The book was envisioned as a comprehensive state-of-the-art description of the
variety of advanced methodologies and applications of computing in cardiovascular
research and clinical practice. The field of cardiovascular computing has encoun-
tered tremendous development in the last decades, spanning a wide range of dif-
ferent sub-areas, including among others sophisticated analysis of signals and
images, modelling of complex physiological procedures and informatics approa-
ches. This volume provides a collection of representative works of different dis-
ciplines covered by cardiovascular computing, reflecting the large diversity in this
field. The intention of this project is to disseminate new insights into cardiovascular
computing obtained by innovative methods of measuring, analysing and modelling
cardiovascular data. For this purpose, the contributions included herein are written
by leading scientists actively involved at the interface between cardiovascular
science and computing engineering and technology.

The book is structured into six parts. In part I, the basic principles of cardio-
vascular anatomy and physiology are outlined, and a description is provided of
current and emerging technologies for cardiovascular imaging. Parts II and III
present methodologies for analysis of cardiovascular signals and images, respec-
tively. Part IV discusses approaches for mathematical and computational modelling
of cardiovascular data. Part V describes informatics methods, including artificial
intelligence, data mining and big data analytics. Finally, part VI is dedicated to
specific examples of cardiovascular computing in clinical practice, like stroke
prediction, management of atrial fibrillation and applications in the intensive care
unit.

vii



viii Preface

The book is intended for a broad readership of various levels, from advanced
undergraduate and postgraduate students to researchers and clinicians interested
and/or involved in the science and practice of cardiovascular medicine and its
interaction with computing technology.

We wish to thank the authors of all chapters for their commitment, valuable time
and efforts towards providing high-quality contributions. We would also like to
express our gratitude to Springer team members for their understanding, patience
and support for materialising this project.

We hope that the book will serve as a useful reference to the readers and that it
will stimulate intellectual excitement.

Athens, Greece Spyretta Golemati
Konstantina S. Nikita
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Cardiovascular Physiology: Basic
Principles and Measurement



Cardiovascular Anatomy )
and Physiology: Basic Principles i
and Challenges

Aimilia Varela and Constantinos H. Davos

Abstract The cardiovascular system has several characteristics that makes it unique
and amazingly complicated. The goal of cardiovascular anatomy and physiology is
to describe and explain the anatomical and physical elements that are responsible
for the origin, development and function of this particular system. This chapter will,
mainly, focus on the basic principles of anatomy and physiology giving insights
to the cardiac function and circulatory control. Considering the importance of car-
diovascular system for the human body and that cardiovascular disease is the main
cause of significant morbidity and mortality worldwide, the authors will also try to
describe, within this chapter, the most important challenges for modern cardiology
in the 21st century.

1 Basic Principles of Cardiovascular Anatomy
and Physiology

The cardiovascular system consists of the heart, blood vessels and lymphatics main-
taining the adequate circulation of oxygenated blood around the vascular network
during normal activity, at rest and periods of exercise or stress. The normal heart lies
in the centre of the cardiothoracic cavity under the breast bone and is rotated about
30° to the left lateral in front of the lungs. It is formed by the folding of the primitive
vascular tube, at about the third week of gestation, which appears in the splanchnic
mesodermal tissue near the pericardial cavity. The layers of the heart wall, inside to
outside, are the endocardium, the myocardium, the epicardium and the pericardium.
Briefly, the endocardium forms the inner layer which is directly connected to all the
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cardiac appendages; the four valves, the chordae tendineae and the papillary mus-
cles. The myocardium is the middle muscular layer and it functions by assisting in
the contraction and relaxation of the cardiac walls. The muscular layer which covers
the external surfaces of the heart is called epicardium. It is directly fused with the
myocardium internally and is in contact with the serous layer of the pericardium. The
latter is a fibrous connective tissue membrane that covers entirely the heart and the
roots of the great vessels. It has an inner and an outer layer which form the pericardial
sac [1].

The basic heart muscle cell is a part of a syncytium (atrial and ventricular syn-
cytium) in which the individual cells are held together with fibrous tissue and pos-
sesses inherent rythmicity. The areas crossing the cardiac muscle fibers are called
intercalated discs; they are actually cell membranes that separate individual cardiac
muscle cells from one another. The basic muscle unit is the sarcomere and every
cell contains a nucleus and numerous mitochondria. Gap junctions allow all cardiac
muscle cells to be linked electrochemically, so that activation of a small group of
cells spreads like a wave throughout the entire heart. The electrical activity triggering
the contraction of each sarcomere leads to a wave of depolarization and contraction
across the myocardium [2, 3].

The heart, as shown in Fig. 1, is divided into a left and right side by a muscular
wall called the septum and has four chambers: the right atrium, the right ventricle,
the left atrium and the left ventricle and four valves. The tricuspid valve in the right
and the mitral valve in the left heart separate each atrium from its associated ventricle
(atrioventricular valves). They are attached to fibrous rings that encircle each valve
annulus prohibiting backward flow during forceful contractions of the ventricles. The
pulmonary valve lies between the right ventricle and the pulmonary artery and the
aortic valve between the left ventricle and the aorta (semilunar valves); both ensuring
unidirectional flow to the artery. Pressure gradients across the valves are the major
determinants of opening and closure [2, 3].

The cardiac cycle involves a sequence of electrical, mechanical, hemodynamic
and molecular activities of the heart through one complete heart beat. The cardiac
cycle is repeated approximately 70-80 times per minute and includes the systolic
(contraction) and diastolic (relaxation) activities of the atria and ventricles. The
heart rate (HR) and rhythm are regulated by the conduction system that is controlled
by a specialized group of cells localized in the sinoatrial node in the right atrium
muscle near the superior vena cava orifice. These pacemaker cells have three unique
characteristics; automaticity, conductivity and contractility. Briefly, the mechanism
of pacemaker potential begins with K* exit from the cell through potassium channels
and the slow leak of Na* into the cell which causes membrane potential to slowly
drift up to a threshold that triggers Ca™ influx from outside (—40 mV).When this
threshold for voltage-gated Ca** channels is reached, fast calcium channels open,
permitting explosive entry of Ca*™ thus causing a sharp rise in the depolarization
level. The time that peak depolarization is achieved, voltage-gated K* channels open
causing repolarization to the initial “unstable resting potential”. The action potential
recorded in a ventricular muscle fiber, averages about 105 mV, which means that the
intracellular potential rises from a very negative value, about —85 mV, between beats
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Fig. 1 Structure of the heart and course of blood flow through chambers and heart valves. (Reprinted
from [2] with permission by Elsevier Saunders Inc)

to a slightly positive value, about +20 mV, during each beat. After the initial spike,
the membrane remains depolarized for about 0.2 s, exhibiting a plateau as shown in
Fig. 2, followed at the end of the plateau by abrupt repolarization. The presence of
this plateau in the action potential causes ventricular contraction [2-5].

The impulses spread across the two atria as the impulses from the sinoatrial node
reach the atrioventricular node in the right atrium, near the tricuspid valve. Then,
the cells of the bundle of His in the septum are activated and the impulse passes
via the right and left bundle branches (which are splitting into anterior and poste-
rior divisions) reaching the Purkinje fibers thus activating the ventricles. A pulse is
defined as a wave of distension of an artery allowing the contraction of the left ven-
tricle. The coordinated repetitive electrical consequences of atrium and ventricular
depolarization and repolarization can be displayed as an electrocardiographic signal
[5].

Following electrical stimulation, mechanical events occur in the proper sequence
and degree to provide adequate blood flow. These events are the two phases of the
cardiac cycle; diastole and systole. Atrial diastole begins as blood fills the atria.
Ventricular diastole describes the isovolumetric ventricular relaxation period during
which the ventricular pressure rapidly falls below the pressure in the aorta, the volume
remains unchanged and the four valves are closed. Then, the aortic valve opens and
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contractile myocardium. A presents the action potential curve and B the curve of the electrogram of
a single cell (repolarization with a dotted line) or left ventricle (normal ECG curve with a positive
continuous line). (Reprinted from [4] with authors’ permission)

a rapid ventricular filling occurs. Ventricular diastasis is a slower filling event since
the most of the ventricular volume is already occupied by blood. Atrial systole
or kick occurs and forces the remaining volume of the blood from the atria into
the ventricles. At the end of this interval, as shown in Fig. 3, the blood volume is
the end-diastolic volume and the ventricular pressure is the end-diastolic pressure,
[2, 3].

The isovolumetric contraction occurs due to the increased tension in the ven-
tricles as the action potential enters (ventricular depolarization). The aortic valve
remains closed during the entire phase. Ventricular ejection occurs as the ventricle
pressure exceeds aortic and pulmonary arterial pressure; the semilunar valves open
and the blood is forced out. This interval ends when the semilunar valves close and
the ventricles begin to relax. The closing causes a small increase in blood pres-
sure (BP) visible as the dicrotic notch on a plot of BP against time. The amount of
blood remaining in the ventricles at this time is called end-systolic volume while the
amount of blood ejected is called stroke volume and equals the difference between
the end-diastolic and end-systolic volume. Cardiac output refers to the amount of
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blood the heart pumps in one minute and is equal to HR multiplied by the stroke
volume. The pumping effectiveness of the heart is controlled by the sympathetic
and parasympathetic cardiac autonomic nervous system. Activation of sympathetic
nerves increases HR (positive chronotropy), contractility (positive inotropy), rate
of relaxation (increased lusitropy) and conduction velocity (positive dromotropy)
while parasympathetic effects are opposite. The sympathetic system generally down-
regulates parasympathetic activity, and vice versa. Sympathetic activation constricts
arteries and arterioles increasing vascular resistance while sympathetic-induced con-
striction of veins (capacitance vessels) decreases venous compliance and blood vol-
ume thus increasing venous pressure [6].

The cardiovascular system is made up of two major circulatory systems, acting
together. The pulmonary circulation, where the right side of the heart pumps deoxy-
genated blood to the lungs through the pulmonary artery and then returns oxygenated
blood to the left atrium through the pulmonary veins. The systemic circulation, where
the left side of the heart pumps the oxygenated blood to the rest of the body through
the aorta, arteries, arterioles, systemic capillaries and then returns the deoxygenated
blood with waste products to the right atrium through the venules and great veins [1].
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The major vessels that carry blood to and from the heart are the inferior and
superior vena cava which convey deoxygenated blood from the lower and upper
extremities of the body, respectively, and the aorta which conveys oxygenated blood
away from the heart to the entire organism. Arteries have thick, muscular, elastic walls
to accommodate the blood flow (oxygen and nutrients) at high speeds and pressure.
Capillaries are very small vessels that facilitate the transport of oxygen and nutrients
into the cells and carbon dioxide and waste products away from them, respectively.
Veins have thinner muscular walls and one-way valves that help move the blood
that is low in oxygen and high in carbon dioxide back to the heart. The heart has its
own blood supply; the coronary circulation, an essential determinant of myocardial
performance. The volume of coronary blood flow under normal conditions is largely
regulated by myocardial oxygen demands. There are two main coronary arteries,
the left and the right. The coronary arteries originate from the aorta and form many
branches which terminate in arterioles supplying a vast capillary network. The left
coronary artery originates as main left coronary artery and then splits into two main
branches; the left anterior descending and the circumflex coronary artery. Cardiac
veins remove the deoxygenated blood from the heart muscle which is then delivered
to the right atrium [1, 6].

The cardiovascular system is controlled by the autonomic nervous system which
regulates cardiac output, systemic vascular resistance and local organ blood flow to
ensure maintenance of optimal arterial pressure. Blood pressure is the amount of
force exerted against the arterial wall by the blood and is measured in millimeters
of mercury (mmHg). The maximum BP achieved during the contraction of the heart
is called systolic blood pressure (SBP). Systolic blood pressure relates to the con-
traction strength of the cardiac muscle and the cardiac output, the systemic vascular
resistance and the viscosity of the blood. The following simplified equation present
this relationship:

Blood Pressure (BP) = Cardiac Output (CO)
x Systemic V ascular Resistance (SVR)

Cardiac Output = Heart Rate x Stroke V olume

After the contraction, the aortic valves close and pressure difference between
peripheral circulation and aortic arch causes blood to flow towards the peripheral
arteries. Due to this flow, BP decreases until the heart beats again and the minimum
BP just before next contraction is called diastolic blood pressure (DBP). These mea-
sures of BP undergo natural variations throughout the day (in a circadian rhythm);
they also change in response to stress, nutritional factors, drugs or disease. Car-
diac performance is determined by oxygen and energy consumption, BP and cardiac
output (mean arterial blood flow) depending on four fundamental factors; preload,
afterload, ventricular contractility and HR. Preload is the stretching of muscle fibers
just before the onset of ventricular systole. According to Starling’s law, the more the
heart muscles stretch during diastole, the more forcefully they contract during systole.
Afterload refers to the pressure that ventricular myocytes must generate to overcome
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the higher aorta pressure and eject blood. Contractility is the inherent ability of the
cardiac muscle to contract normally, independent of external conditions [2, 3, 6].

2 Challenges in Cardiovascular Medicine

Considering that cardiovascular system is one of the most important systems in
the organism, the first to function with an embryo, and that cardiovascular disease
(CVD) is causative of significant morbidity and mortality expanding in developed
and developing countries, this unit will focus to the challenges in cardiovascular
medicine at the 21st century.

By the end of the 1950s the National Heart, Lung and Blood Institute Framing-
ham Heart Study, had defined the major clinical risk factors namely, elevated serum
cholesterol, high BP and smoking with the additional contributions of physical inac-
tivity, obesity, and diabetes to be esteemed the following decades. However, the total
burden of CVD and its risk factors will continue to increase with a prediction to
reach 36% of all deaths in 2020 [7-9]. The major complexities focused to the lack
of established coronary risk factors in a large group of patients with CVD and that a
very substantial portion of the population is not yet receiving the adequate preventive
or therapeutic treatment because their clinical application may be limited by ethical,
political or economic factors. On the other hand, in the majority of patients who
receive the optimal therapy in the most successful clinical trials the course of CVD
remains unchanged and the number of high risk individuals will continue to expand
due to the current improved technologies [9].

Furthermore, there are also two emerging epidemics of CVD; atrial fibrillation
and heart failure. Atrial fibrillation is independently associated with increased risk
of all-cause mortality [10, 11] and the latter has become the single most frequent
cause of hospitalization in individuals 65 years of age or older [12]. Long term use
of cardiovascular drugs, especially in the elderly is another important issue since not
enough evidence exists to justify their use beyond 5-10 years. [13] The population of
older adults is expanding rapidly and geriatric cardiology should meld cardiovascular
perspectives with multimorbidity, polypharmacy, cognitive decline and other clinical,
social, financial, and psychological dimensions of aging [14, 15].

Another important issue is the functional and anatomical imaging. Imaging is
critical to modern health care systems particularly in the management of patients
with CVD [16]. However, there is a large evidence gap between the feasibility of
its performance, its contribution to improve patient outcomes and economic effi-
ciency [17-19]. As the national health care environment becomes more demanding
in financial resources, there will be a greater need for research-based health care deci-
sions by providing evidence of the effectiveness of different treatment options [20],
identification of clinical needs and their translation into innovation and technology
development [21, 22].

Primary prevention of CVD is also of highest importance. Two complementary
strategies are usually advocated; the “population” and the “high-risk”” approach. The



10 A. Varela and C. H. Davos

former aims at reducing the disease burden in the whole community, while the latter
focuses on the most vulnerable individuals. The main target is to prevent the develop-
ment of CVD through changes in legislation or social policies at the society level and
through risk factor modifications taking into account genetic susceptibility, social,
economic, cultural factors and the use of evidence based treatments at individual
level. Regarding secondary CVD prevention, clinical trials have contributed sub-
stantially to documenting the importance of modifying risk factors (i.e. cholesterol
or BP levels) or applying novel medication in reducing morbidity and mortality of
CVD patients [7, 8].

Additionally, cardiovascular epidemiology has revealed as an ever more power-
ful science and new coronary risk factors have been identified, principally through
population-based methods. In patients who have already clinical disease, the iden-
tification of the responsible genes will allow elucidation of the responsible mecha-
nisms, and this in turn should lead to more effective therapies [9]. Systems biology
approach to CVD risk stratification maybe employed for improving risk-estimating
algorithms through addition of new derived biomarkers. In addition, modeling of
personalized benefit-of-treatment may help in guiding choice of intervention [23].
Finally, well-organized trials relevant to public health needs by adequate support
from both government and industry will be also very promising [15]. In conclusion,
it seems that the early diagnosis procedures and better disease management tools
in everyday life care are the most significant challenges for medical community in
order to support the cardiovascular system through life time, effectively.
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Abstract Cardiovascular disease is the leading cause of death in the western world.
With the application of theoretical physics to the clinic, a variety of imaging tech-
nologies are available to the physician for diagnosing and accurately quantifying
disease progression. These tools can influence how therapies are applied and impact
patient outcome. Radiographic methods based on x-rays are used for diagnosis (Com-
puted Tomography) and therapy (catheterization suite). Nuclear medicine with Single
Photon Emission Tomography (SPECT) and Positron Emission Tomography (PET)
are routinely used for detecting irreversible and reversible ischemic injury. Ultra-
sound echocardiography is also routinely used for visualizing contractile function
and quantifying blood velocities. Cardiac Magnetic Resonant Imaging allows for a
one-stop-shop evaluation of the cardiovascular system including function, tissue per-
fusion and viability and well as edema visualization, extracellular volume imaging,
iron overload, etc. The emergence of new technologies for acquiring data with exist-
ing techniques, such as sparse undersampling, and radically new approaches, such
as Optical Coherence Tomography and Near Infrared Spectroscopy, open uncharted
domains and promise even better diagnostics in the future.

1 Introduction

The main disease in the cardiovascular system is atherosclerosis causing plaques
that limit blood flow and cause imbalance between supply and demand of oxygen, so
called ischemia. The plaques can rupture and cause a local blood clot i.e. thrombosis,
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called thrombosis. This results in an acute and severe decrease in blood flow where
the ischemia, if not relieved, causes cell death i.e. infarction. Infarction results in
loss of contractile function in the heart muscle potentially leading to heart failure
and arrhythmia. These effects of ischemia are the reason why myocardial infarction
is the main killer in the world. The study of blood flow to the heart is therefore of
great clinical interest.

With the advent of electronics, theoretical physics were applied to diagnostic
medicine. Diagnostic imaging techniques have become essential for patient evalu-
ation and treatment. This chapter will first focus on current imaging technologies
used in diagnosing cardiovascular disease i.e. x-rays, ultrasonic imaging, computed
tomography (CT), nuclear imaging and magnetic resonance imaging (MRI) [1, 2].
Last, emerging technologies will be presented. The reader is encouraged to further
reading via the references presented herein. The physics of medical imaging may
well be complemented by more in-depth medical physics literature.

2 Conventional Radiography (X-Ray) Applications
in Cardiovascular Imaging and Intervention

Conventional chest x-ray and invasive angiography have generally been replaced
with CT and MRI for accurate first-line diagnosis, with the exception of cases where
intervention is expected in the same session, as with diagnostic invasive angiography.
However, as chest x-ray imaging is widely available and still performed on a routine
screening basis, as part of clinical work-up or as a follow-up examination, incidental
findings indicative of vascular pathology may be identified. In those cases further
imaging is, to an increasing extent, advocated for diagnosis or severity scoring.
Conventional invasive angiography combined with endovascular intervention, with
its limited invasiveness and reduced overall risk, has increased in use as a replacement
for open surgery.

2.1 X-Rays: Basic Physics

In their most basic form, as applied for chest x-ray imaging, x-ray images are 2-
dimensional representations of 3-dimensional objects (Fig. 1). A difference should
be noted between overall image quality and diagnostic quality, where the latter is
more important as the experienced reading physician usually sees beyond noise, poor
resolution and artifacts. Exams should be performed with adequate image quality
without excessive radiation. The radiation dose is the amount of energy deposited
to the mass of tissue (J/kg=Gy) and can also be expressed in radiography as the
dose-area product (DAP) by multiplying the dose by the exposed area (mGy x cm?).
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Fig. 1 Chest x-ray imaging. A standard inhaled frontal chest x-ray acquired with the patient stand-
ing. Tissue where more photons have passed through the body is darker in the image, such as the
lungs, and tissue where a larger extent of photons is attenuated is brighter, such as the heart, soft
tissue, skeletal structures and abdominal organs. With a single projection, a particular structure’s
exact position in space cannot be known, which is why a second projection 90° to the first is usually
assessed (c.f. Fig. 3 top left)

X-rays are photons produced in a tube where electrons are let to collide with
an anode in vacuum, dependent on current (mA) and voltage (kV) during a certain
exposure time (s). Whereas the current gives the number of released electrons, the
voltage affects the velocity of those electrons, thereby also determining the energy
of produced photons. As low-energy photons are almost completely absorbed by
tissue without adding information to the image, filtration is performed as a means
of radiation protection. Moreover, collimators are used to decrease the area being
irradiated resulting in decreased radiation and reduced scatter, thus improving image
quality. With digital systems and so-called automatic exposure, control dose opti-
mization can be performed, for example, with increased voltage and automatically
reduced current and/or exposure duration (mA X s product), although at a slight cost
in increased scatter but with overall high diagnostic image quality.

Image contrast refers to differences in x-ray penetration between different tissues.
The two main interactions between diagnostic x-ray photons and tissue are the pho-
toelectric effect (absorption) and the Compton effect (partial absorption and scatter).
The photoelectric effect is the main contributor to differences in x-ray attenuation
and image information together with photons that have passed through the object
without interaction, whereas scattered photons reaching the detector contribute to
background and noise, as their location of initial tissue interaction is not known.
Scatter can be reduced by applying a grid consisting of linear lead (Pb) septa allow-
ing only photons coming directly from the tube to reach the detector, however, also
in part reducing the number of those primary photons. The overall effect is that
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Fig. 2 Contrast agent is needed/DSA. Conventional angiography with the carotid artery catheter-
ized, shown without (left) and with (middle) a high-attenuation property contrast agent, indicating
the need of a contrast agent to visualize the vasculature and in this particular case a stenosis in the
internal carotid artery (arrow). Note that the image gray scale has been inverted compared with
static x-ray images, such as shown in Fig. 1. Digital subtraction angiography (DSA; right). The
subtraction of an initial mask of background structures from the acquired images with contrast
agent improves vasculature depiction in comparison with the standard conventional angiography
with contrast agent as shown in the middle panel

the current-time product needs to be increased for adequate image quality with an
increase in patient dose.

For angiography, a contrast agent is needed to visualize the vasculature as blood
has similar attenuation properties as surrounding tissue (Fig. 2, left and middle).
Contrast agents with high attenuation properties, such as iodinated contrast agents,
are routinely used. Also, carbon dioxide is used since it acts as a negative contrast
agent allowing more photons to pass without attenuation. Carbon dioxide does not
have the limitations of nephrotoxicity or allergic reactions associated with standard
iodinated contrast agents; however, it should preferably not be used superior to the
diaphragm for arterial angiography due to risk of gas embolization. Digital subtrac-
tion angiography (DSA), where an initial mask of background structures is subtracted
from the later acquired images with contrast agent, improves vasculature depiction
and also allows blood flow to be visualized more clearly as a function of time (Fig. 2,
right). As two images are subtracted the resulting image has a higher degree of noise.
Therefore, DSA images are acquired at higher doses than standard, indicating the
importance of limiting the duration of imaging and treatment in order to reduce
patient radiation dose.

2.2 X-Rays: Heart and Thoracic Aorta

As noted, conventional 2D chest x-ray imaging is not necessarily a primary tool for
diagnosis of cardiovascular disorders, but is still used as a general routine screening
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tool and for follow-up. Signs of cardiovascular pathophysiology can be such as
an enlarged cardiac silhouette (Fig. 3, top left, top middle, top right), widening
of the mediastinum or pulmonary vessel enlargement and tapering (Fig. 3, bottom
left). The aorta may show elongation or pathological widening indicative of aortic
aneurysm (Fig. 3, bottom right) and displaced calcified plaques may be suggestive of
aortic dissection. For congenital aortic disease, coarctatio aortae may show signs of
a prominent ascending aorta, absence of proximal descending aortic arch, a “3” sign
as indentation at the site of coarctatio, and costal notching due to dilated collateral
vessels. Signs may be unspecific and further examinations may be needed for accurate
diagnosis. However, conventional invasive aortography may be added in the few
cases where computed tomography or magnetic resonance imaging are inconclusive
or when endovascular intervention is planned (Fig. 4).

2.3 X-Rays: Coronary Arteries

Conventional invasive coronary angiography is increasingly replaced with widely
available computed tomography contrast angiography with calcium scoring or mag-
netic resonance angiography with or without contrast agent, including for diagno-
sis of variations in coronary artery anatomy and anomalies. However, conventional
angiography yields the opportunity of simultaneous therapy with balloon expansion
of a stenosis, extraction of thrombus material and stenting, so-called percutaneous
coronary intervention (PCI) (Fig. 5). Conventional coronary angiography is advo-
cated in suspected coronary artery disease with severe symptoms and in patients with
high-risk features and acute coronary symptoms. Moreover, the spatial resolution is
higher for conventional angiography and depicts both smaller branches and the more
distal parts of the coronary tree when compared with computed tomography and
magnetic resonance angiography.

Conventional coronary angiography is performed under local anesthesia with
catheter- and guide wire-based access to the coronary arteries through either the
femoral or radial artery. Aniodinated contrast agent is selectively injected into the left
and right coronary, respectively. Angiography depicts the lumen of epicardial large
vessels and does not give direct information about vessel wall changes or myocar-
dial perfusion. Additional methods such as intra-vascular ultrasound (IVUS) showing
plaque composition and thus differentiation of soft plaques from fibrotic lesions, and
assessment of myocardial blush grade indicating perfusion of the myocardium, can
be used. While IVUS has been used for decades, the value of IVUS for guiding ther-
apy is still debated. New methods have evolved for intra-coronary plaque assessment.
Optical coherence tomography (OCT) is an established medical imaging technique
in ophthalmology and has been applied to invasive assessment to help diagnose coro-
nary artery disease. With near-infrared wavelength light it has higher resolution and
is suited for assessing the endothelial surface of coronary plaques. Near-infrared
spectroscopy (NIRS) is another new technique, based on so-called molecular over-
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Fig. 3 x-ray cardiovascular pathophysiology. Top left: A standard inhaled lateral chest x-ray with
the patient in standing position (c.f. Figure XR1). The cardiac silhouette may be considered enlarged
and rounded, suspicious of, but not necessarily diagnostic of, pericardial fluid. This suggested
diagnosis was confirmed by echocardiography, Top middle and top right: A bedside frontal chest
x-ray with the patient in the supine position before (top middle) and after (top right) treatment.
Initially (top middle), an enlarged cardiac silhouette, pronounced pulmonary vessels and bilateral
pleural effusion are found, suggestive of the primary diagnosis being cardiac failure. After treatment
(top right) with diuretics, the cardiac silhouette is more towards its normal size albeit still slightly
large, the pulmonary vessels almost normalized and the pleural effusion no longer visualized and
the diaphragm clearly marked. It is important to note, however, that pleural effusion may still exist
as fluid in a supine chest x-ray may amount to quite a large volume without major image changes as
the fluid accumulates posteriorly and thus gives a general density increase without a sharp border.
Bottom left: A standard inhaled frontal chest x-ray acquired with the patient standing. A markedly
enlarged cardiac silhouette combined with widened proximal pulmonary arteries and tapering of
pulmonary vessels to the periphery are indicative of pulmonary hypertension. Bottom right: A
standard inhaled frontal chest x-ray acquired with the patient standing. In this case the cardiac
silhouette and pulmonary vessels are normal whereas the aorta is tortuous and markedly enlarged
at the level of the aortic arch (arrow), indicative of an aortic aneurysm

tone and combination of vibration, yielding information on, for instance, coronary
lipid content.

Fractional flow reserve (FFR) with invasive coronary angiography is quite com-
monly used to determine hemodynamic significance of coronary artery disease, as
angiography in itself cannot determine the functional severity of a stenotic lesion. The
pressure ratio across a stenosis under maximum hyperemia (e.g. during adenosine
administration) is measured invasively. A normal coronary artery without stenosis
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Fig. 4 A conventional angiography with contrast agent showing a severe coarctation of the aorta
(left; arrow). An intervention with balloon expansion was performed (right; arrow). Invasive pressure
measurements over the stenosis were performed before and after treatment, and indicated successful
treatment

Fig. 5 PCI. Coronary angiography in a previously healthy 84-year old male, with sudden chest pain
and bradycardia, suggestive of a proximal right coronary artery stenosis. A temporary pacemaker
lead (left; arrowhead) was placed due to bradycardia. Angiography showed a proximal occlusion
(left; arrow) of the right coronary artery, which was treated with balloon expansion and stenting
(middle; arrow) resulting in normalized blood flow and the complete right coronary artery visible
after treatment (right; arrow)

has no significant drop in pressure and the FFR is close to 1. An FFR value <0.75 is
indicative of a stenosis causing myocardial ischemia, while FFR >0.80 rarely is asso-
ciated with ischemia and there is no need for revascularization. FFR values between
0.75 and 0.80 are considered a ‘grey zone’, where other clinical information is added
for determination of whether the patient receives revascularization therapy or not.
FFR guided intervention has shown improved outcome [3]. A more recent method,
instantaneous wave-free ratio (iFR), independent of adenosine, shows promising
results for guiding intervention, but is as of yet not as widely applied [4].
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Fig. 6 Carotid angio. Conventional carotid artery angiography showing endovascular intervention
with treatment of a stenosis in the internal carotid artery by placement of a stent (left; arrows)
and normalized blood flow after treatment (right). The left image is a standard acquisition without
contrast agent, whereas the right image is a DSA image with contrast agent

2.4 X-Rays: Carotid Arteries

Conventional carotid artery angiography is not commonly performed in asymp-
tomatic stenosis, and is generally only applied as endovascular intervention in patients
with previous surgery or radiation to the region (Fig. 6). Otherwise, open surgery
is performed as studies so far indicate that this method is superior to endovascular
intervention in the carotid arteries.

3 Computed Tomography—CT

Cardiovascular computed tomography (CT) is well established for the assessment
of the heart, large vessels and coronary arteries with calcium detection and plaque
characterization [1, 2, 5, 6].

Cardiovascular CT requires high spatial and temporal resolution [7] and therefore
CT scanners with at least 64 simultaneous detectors (rows) with short gantry rotation
times, thin-slice collimation, and ECG for gating and triggering of image acquisition,
are preferred. By increasing the number of detector rows image quality, radiation dose
and diagnostic accuracy are also improved [8].
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Fig. 7 CT Basic Physics. Schematic illustration of computed tomography (CT). a Shows the results
of an image from one x-ray source from only one angle. b Shows one x-ray transmitter and detector
rotating around the volume of interest with resulting back projections, here from three different
angles. Modern CT-scanner can have several detectors and dual-sources. ¢ The projections from all
angles are filtered and merged into one filtered back projection. A long rotation time would increase
the temporal resolution. Though, this increases the risk of motion artifacts causing blurring of the
image. A short rotation time is therefore preferred and this requires a low pitch factor to maintain
a good temporal resolution

3.1 CT: Basic Physics

Compared with 2D x-ray, computed tomography is the transmission and registration
of x-rays in a large number of projection angles (Fig. 7). With multiple slices trans-
mitted and detected simultaneously a section of the volume of interest is scanned.
Thus multi-planar image reconstruction in three dimensions is also feasible after
signal acquisition. Four factors affect the image quality in cardiac CT: Temporal
resolution, spatial resolution, low contrast resolution and ECG monitoring.

3.2 CT: Temporal Resolution

The acquisition time depends on the number of rows, the gantry rotation time and
beam pitch. The beam pitch is the patient displacement, or table feed, per 360° gantry
rotation divided by the detector width. Thus, a short rotation time is preferred to avoid
blurring of the image due to motion artifacts (such as those arising from the beating
heart) combined with a very small pitch factor.
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3.3 CT: Spatial Resolution

Spatial resolution refers to the ability to clearly distinguish small objects in an image.
The detector width, slice collimation and data sampling are related to spatial resolu-
tion so that more simultaneous detector rows inherently yield higher spatial resolu-
tion. The typical voxel size is 0.4 mm x 0.4 mm x 0.4-2 mm with the two in-plane
dimensions depending on the size of the field of view and the depth depending
on the acquisition configuration and the reconstruction. This is sufficient to assess
atherosclerotic plaques, dissections and to some extent stents in the coronary arter-
ies as well as in the larger arteries. Administration of nitroglycerin just prior to a
scan of the coronary arteries is the clinical standard and dilates the vessels, thereby
increasing the number of pixels viewed per vessel.

3.4 CT: Low Contrast Resolution

Attenuation coefficients of different tissues are referenced to the attenuation of water
within the voxel and are referred to as Hounsfield units (HU). Water is defined as 0 HU
and air as —1000 HU. Some characteristics of tissues are fat with —50 to 0 HU, low
density non-calcified plaque <30 HU and calcifications well above 130 HU. Contrast
resolution refers to the ability to distinguish objects with different attenuation from
one another. There is a direct relationship of low contrast resolution with radiation
dose and image noise. Image noise is the main limitation, when structures exhibit
low contrast resolution. Image noise may be reduced by increased current (mAs)
at the cost of increased radiation dose or by increased slice thickness at the cost
of spatial resolution. Further, iodinated contrast agents can be used to enhance the
signal-to-noise ratio between the vessel lumen and wall.

3.5 CT: ECG Monitoring

Electrocardiogram monitoring is necessary for CT of the coronary arteries and the
aortic root (Fig. 8). The scan is synchronized to the R-waves of the ECG to avoid
motion artifacts. Image quality and radiation dose is related to the heart rate. For
improved image quality the scan is triggered to the diastolic phase of the heart
cycle, which is prolonged by administering heart rate lowering agents (beta blockers
and sinus node blockers). An acquisition is generally either based on retrospective
cardiac phase selection throughout the whole heart cycle allowing for reconstruction
of any cardiac phase at the cost of a high radiation dose, or with prospective ECG
triggering to scan during a fraction of the heart cycle, preferably during end-diastole.
The advantage of prospective ECG triggering is the lower radiation dose, whereas a
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Fig. 8 ECG-gated and triggered CT scan. Illustrations of different types of ECG-gated and ECG-
triggered computed tomography angiographic (CTA) examinations. The coronary arteries and aortic
root are moving the least in the end-diastolic and end-systolic phase of the heart cycle. Diastole
is longer at low compared to high heart rate. Image quality increases when the scan is triggered
to the longer diastolic phase of the heart cycle in patients with low heart rate. a Non-contrast
calcium score scanned in diastole. b Retrospective ECG-gated CTA is a helical acquisition during
a complete heart cycle. Tube current remains constant during the heart cycle. ¢ Retrospective ECG-
gated CTA with dose modulation. Tube current is modulated during a helical acquisition with high
dose when good image quality for coronary arteries are expected. d Prospective ECG-triggered
CTA acquisition in diastole, preferably 65-75% into the RR-interval. e Prospective ECG-triggered
CTA acquisition with a longer time window. In patients with high heart rate, more heart phases
could be included in the scan, preferably during both end-diastole and end-systole (e.g. from 35
to 85% of the RR-interval). The advantage of prospective ECG-triggering is lower radiation dose
compared to helical/retrospective ECG-gated

disadvantage is the presence of so-called stitching artifacts between subvolumes in
sequential scans (Fig. 9b, d), especially in arrhythmia and high heart rates.
3.6 CT: Coronary Artery Disease

Coronary artery disease (CAD) is caused by formation of atheromatous plaques in
the arteries. Acute myocardial infarction results from acutely restricted coronary
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flow to the myocardium mainly due to atherosclerotic obstructing lesions in the
coronary arteries. Obstruction of blood flow to the myocardium causes myocardial
cell death, necrosis, which is replaced by fibrotic scar tissue. In some cases, infarcted
myocardium may contain calcifications and fatty infiltration (Fig. 12a) [1].

Multidetector CT contrast-enhanced angiography (CTA) can assess calcified
plaques including calcium scoring (a strong risk marker of CAD), non-calcified
plaques with fatty or fibrous content, positive remodeling of the vessel wall and
lumen stenosis, and coronary artery anomalies. It can also detect the presence of
decreased perfusion in the ischemic or infarcted myocardium, of ventricular dilata-
tion and of subendocardial calcification and fatty replacement (Fig. 12a). In cases of
diagnosis of coronary artery by-pass graft patency where invasive coronary angiogra-
phy is non-diagnostic or contraindicated, ECG-triggered CTA has incremental value.

For calcium scoring, volumes of more than 3 mm? with attenuation density >130
HU at 3 mm slice thickness are automatically marked by dedicated software. A
particular strength of CTA is the high sensitivity, specificity and especially the high
negative predictive value (97-100%) for obstructive stenosis in patients with low to
intermediate pretest likelihood for CAD [2, 9]. Thus, it can rule out the presence
of CAD in patients with chest pain or suspected CAD. All vessels greater than
1.5 mm should be graded for stenosis severity. Further, some plaque characteristics
are independently associated with future acute coronary ischemic events. These high-
risk features include low-density plaque, spotty calcification, positive remodeling and
signet ring sign (Fig. 9a—c).

Stent patency is a challenge to assess due to metal artifacts and highly dependent on
stent type, metal composition, size, orientation, and surrounding tissue. Dedicated
reconstruction kernels in the newer high-end CT scanners can optimize images;
however, there is still a variable success for evaluation of patency of the lumen
within the stent (Fig. 9b, d).

3.7 CT: Cardiac Morphology

Accurate assessment of cardiovascular morphology by CTA is simplified by multi-
planar reconstruction, maximum intensity projection (Fig. 10) and 3D volume ren-
dering. Pericardial structural features such as pericardial thickening, calcification,
effusion and masses are easily detected. However, pericardial effusion with high
protein content can be difficult to differentiate from thickened pericardium. Valvular
disease and cardiac function ECG-gated dynamic 3D reconstructions of the heart
valves or chambers open the possibility to functional assessment of the valves and
the myocardium, however at a cost of relatively increased radiation as images are
acquired throughout the cardiac cycle.

In patients with elevated pulmonary arterial pressure or a volume-overloaded
right ventricle, CT can show enlargement of the main pulmonary artery, dilatation
and hypertrophy of the right ventricle (Fig. 10), enlargement of the right atrium,
flattening of the interventricular septum, reflux of contrast agent into the inferior
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Fig. 9 Coronary artery disease. Example of a patient with chest pain examined for coronary artery
disease. a Spotty calcification in left anterior descending artery (LAD). b Low density plaques in
the proximal part and stent in the distal part of right coronary artery (RCA). ¢ Signet ring sign,
positive remodeling and low density component of the plaque. d Stents are a challenge to examine
for in-stent stenosis due to metal artefact. Note the non-aligned steps of the scans in (b) and (d),
also known as stitching artifacts. LA, Left atrium; LV, Left ventricle; RV, Right ventricle

vena cava and pericardial effusion. Before electrophysiological ablation in patients
with atrial fibrillation CTA (or MRI) is used to assess left atrial and pulmonary vein
anatomy (Fig. 10c) to guide intervention.

3.8 CT: Aorta, Pulmonary Artery and Carotid Artery

Although the aorta can be assessed with high sensitivity and specificity by CTA [10],
the aortic root and ascending aorta show significant motion artifacts in a majority of
non-ECG-triggered CTA examinations. Therefore, ECG triggering is recommended
when imaging these proximal aortic structures, so that CTA can provide detailed 3D
depiction with high spatial resolution.

Computed tomography angiography can be used for diagnosis and follow-up of
aneurysms (segmental dilatation; Fig. 11b) or dissection (tearing of the inner vessel
wall layer; Fig. 11d) of the aorta. In cases of dissection, the complete extent of
vascular involvement with intimal tear and flap, potential aortic root and coronary
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Fig. 10 Congenital heart disease, pulmonary artery and veins. Example of a patient with congenital
heart disease with coronary anomaly and persistent left superior vena cava a, transposition with
morphologic left ventricle connected to the pulmonary circulation and morphologic right ventricle
connected to systemic circulation b, occluded left pulmonary vein ¢ and calcified conduit in the
right sided outflow tract with dilated pulmonary artery d. Ao, Aorta; CX, Left circumflex artery;
LA, Left atrium; LAD, Left anterior descending artery; PU, Pulmonary artery; PV, Pulmonary vein;
RA, Right atrium; RCA, Right coronary artery; VCS, Superior vena cava

artery involvement, pericardial or pleural effusion and delayed contrast agent delivery
to organs are assessed with the same scan.

Acute pulmonary artery embolism or chronic thromboembolic pulmonary hyper-
tension can be demonstrated by filling defects in the pulmonary arteries in non-
ECG-triggered CT pulmonary angiogram. Compared with the gold standard, ventila-
tion/perfusion single photon emission computed tomography, assessment of anatomy
and potential differential diagnoses is simplified.

Stroke is, in a majority of cases, caused by carotid atherosclerotic disease and
the risk of stroke is also correlated with the degree of carotid stenosis. The two
main reasons to ischemic brain disease by carotid atherosclerosis are embolization
and reduced blood flow with impaired collateral circulation and/or impaired vaso-
reactivity. With non-ECG-triggered CTA, stenosis and plaque burden as well as
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Fig. 11 Aortic valve, aorta and carotid artery. Example of a patient with bicuspid aortic valve (a) and
dilatation of the aortic root and ascending aorta (b). ¢ Example of a patient with infective endocardi-
tis on the aortic valve. 1. Example of large vegetations with thickening of the cusps and flail of one
cusp causing acute severe aortic regurgitation. 2. Example of presence of a paravalvular abscess
that was not visualized by echocardiography, neither by transthoracic nor by transesophageal. d
Example of a patients with aortic dissection in the arcus and descending thoracic aorta. True lumen
is smaller than the false lumen. In the proximal part the false lumen is not fully filled with contrast
due to low flow. CTA can also disclose the complete extent of vascular involvement with intimal tear
and flap, aneurysm, aortic valve involvement, coronary artery compression or dissection, pericar-
dial or pleural effusion and visceral artery involvement. CTA yield good information for planning
treatment with high sensitivity and specificity. e Example of maximum intensity projection showing
an occlusion of the internal carotid artery (ICA) proximally, calcified and low-density non-calcified
plaque in the common carotid artery and mixed plaque in the proximal part of the external carotid
artery. LA, Left atrium; LV, Left ventricle; RV, Right ventricle

plaque composition (Fig. 11e) can be assessed, with low-density lipid-rich plaques
with a thin cap being high-risk markers.
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3.9 CT: Evolving Applications

Perfusion examination of the heart at rest and at stress can delineate a potential
myocardial ischemic region. Coronary CTA can assess irreversible myocardial dam-
age. Presence of mural thrombus as well as subendocardial calcifications and fat
in the left ventricle (Fig. 12b) imply prior infarction in the area. CT perfusion is a
promising tool for the future handling of patients with coronary heart disease [11].

CT FFR is a non-invasive variant of fractional flow reserve (FFR) computed from
standard imaging of coronary CTA. CT FFR is computed from a patient-specific
generated anatomical model of the aortic root and coronary arteries, from a physi-
ological model of vessel response to a simulated condition of hyperemia including
ventricular mass calculation and from the application of computational fluid dynam-
ics on the coronary arteries. Pressure and flow is calculated simultaneously at all
points in the coronary arteries (Fig. 12c). CT FFR relates closely to invasive FFR
and appears to be a potential method to defer unnecessary invasive examination in
patients with chest pain [11].

4 Nuclear Medicine

Nuclear medicine techniques are widely used for studying perfusion [12]. The most
common method is myocardial perfusion single photon emission computed tomog-
raphy (SPECT) but perfusion imaging with positron emission tomography (PET)
has gained more attention. The principles for SPECT and PET are similar but the
two methods use different scanners and SPECT is a cheaper method whereas PET
still is costly and limited to dedicated centers. Both techniques can detect, localize
and quantify the degree of ischemic myocardium. The degree of ischemia is related
to the prognostic outcome of cardiac events, i.e. myocardial infarction and death.
Therefore, SPECT and PET can be used to guide treatment in patients with angina
as well as after infarction.

4.1 Nuclear Medicine: Radionuclides

A radioactive perfusion tracer is injected in a peripheral vein to image blood flow.
The uptake of the perfusion tracer is related to tissue blood flow, and therefore a
small amount (3%) of the radioactivity will be in the heart. The photons from the
radioactive decay of the radionuclide are registered with a SPECT or PET scanner.
The detectors register photons from the 3-dimensional volume of the thorax including
the heart and automated image reconstruction generates 2-dimensional slices of the
left ventricle. In SPECT the most commonly used radionuclide is 99 m-Technetium
(Tc) which has a gamma decay with photons of 140 keV. PET uses positron emitting
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Fig. 12 Lipomatous metaplasia, perfusion and CT FFR. a Example of a patient with a right coro-
nary artery infarction visualized in a short-axis view with subendocardial lipomatous metaplasia of
the myocardium in the inferior and inferoseptal wall is seen low Hounsfield units below O indicating
high fat content (black small arrows). This is a sign of an old infarction. b Computed tomography
angiography (CTA) perfusion provides functional assessment by evaluating contrast filling of the
myocardium at rest as a complement to standard assessment of coronary anatomy. The image shows
an example of perfusion with CTA in a short-axis image. The subendocardial dark areas with lower
contrast filling of the myocardium represent hypoperfusion (white small arrows), in this case due
to stenosis of a marginal branch. With courtesy of Klaus Kofoed and Mathias S¢rgaard, Rigshos-
pitalet, Copenhagen, Denmark. ¢ Example of a patient fraction flow reserve (FFR) measured with
computed tomography (CTrrr). CTrrr is computed from a patient-specific generated anatomical
model of the aortic root and coronary arteries, from a physiological model of vessel response to a
simulated condition of hyperemia including ventricular mass calculation and from application of
computational fluid dynamics on the coronary arteries. Pressure and flow is calculated simultane-
ously at all points in the coronary arteries. The image was analyzed off-site and with courtesy of
Jesper Mgller Jensen, Aarhus University Hospital, Denmark. LCX, Left circumflex artery; LAD,
left anterior descending artery; RCA, Right coronary artery, LA, Left atrium; LV, Left ventricle; RV,
Right ventricle
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tracers that result in annihilation of an electron resulting in two photons in each
direction with 511 keV. As a result of the lower keV, the photons in SPECT are
more attenuated on their way from the site of decay to the detector when compared
to PET. Therefore, PET has superior image quality and performs better especially
in large patients. Moreover, the spatial resolution is higher in PET compared to
SPECT. The injected radionuclide can be a perfusion tracer in itself, for example
nitrogen-13 ammonia [13NHj3] in PET, meaning that the radionuclide distributes in
the body in proportion to blood flow. Thallium 201 (201T1) was the major perfusion
tracer previously for SPECT and is also both a perfusion tracer and radionuclide.
Thallium is less commonly used for SPECT today due to a lower kKEV compared to
Tc and therefore poorer image quality as well as because of the longer half-life higher
radiation dose to the patient. Technetium-99 m needs to be coupled to a perfusion
tracer before injection to the patient and the two most common are sestamibi and
tetrofosmin. These compounds bind to the mitochondria in the cells and therefore
the resulting perfusion maps are a composite of both perfusion as well as of the
number of living cells. A perfusion defect can therefore be explained by decreased
perfusion and myocyte loss due to an infarction. The half-life of the isotopes used
in SPECT (Technetium 6 h and Thallium 73 h) are much longer compared to those
used in PET (e.g. 82-Rubidium 76 s and 13-N-ammonia 10 min). This means that
there must be a cyclotron in proximity to the PET scanner to do 13-N-ammonia or
Oxygen 15-labeled water perfusion scans. However, 82-Rubidium, can be obtained
from commercial generators.

The injection of the radionuclide is done during peak stress, induced either by
exercise or by means of a pharmacological agent that causes vasodilatation. If the
perfusion images from the scanner show homogenous uptake of the radionuclide,
the examination is normal and no further imaging is needed. However, if a perfusion
defect is seen, a resting injection is needed to be able to compare with the perfusion
at rest. A perfusion defect that is unchanged between rest and stress indicates irre-
versible myocardial damage most often caused by infarction (Fig. 13) and a perfusion
defect that is only present at stress signifies stress-induced ischemia (Fig. 14).

4.2 Nuclear Medicine: Attenuation Correction

Another reason for an unchanged perfusion defect can be attenuation of the photons
due to tissues between the heart and the detector. To untangle this problem, attenua-
tion correction is used, using an acquired map of the body attenuation properties and
mathematically compensating for the attenuation in the SPECT images. Nowadays
this is often done using computed tomography (CT) built into the SPECT system.
The emitted photons are used for the SPECT images and the transmitted X-rays
generate an attenuation map to correct the SPECT images. If a SPECT-CT system is
not available, a simple solution is to repeat the SPECT acquisition with the patient
lying on the stomach (prone). A defect is understood to be caused by attenuation if
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Fig. 13 If low signal is
detected both during rest and
stress then the area depicts
infarcted myocardium

Fig. 14 If low signal is
detected only during stress
but not during rest than the
myocardium is ischemic but
viable
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4.3 Nuclear Medicine: Gated Images and ECG Triggering

ECG-triggering or “gating” is routinely used during the SPECT and PET and the
recorded data are organized into images at different points during the heart cycle
based on the ECG. This enables functional studies of the left ventricle as the perfu-
sion images of the myocardium can be put into a video (CINE loop). This enables
studies of global and regional left ventricular function. Automated processing soft-
ware provides endocardial contours and thus left ventricular volumes throughout
the heart cycle. Therefore, the end-diastolic volume (EDV) and end-systolic volume
(ESV) the ejection fraction (EF) can be obtained.

4.4 Nuclear Medicine: The SPECT Scanner

The traditional gamma camera in a SPECT scanner uses the generation of flashes of
light when photons collide with a sodium iodide crystal. This faint light is detected by
photo-multipliers and digitally processed. A collimator ensures that only photons in a
straight line from the object to the crystal passes through to the detector. Traditionally
two detectors are placed at a 90° angle and move in a half-circle around the patient to
obtain information from the object at different angles so as to reconstruct the image
in 3D-space.

Developments in SPECT techniques have resulted in digital detectors instead of
photo-multiplier tubes, use of cadmium-zinc telluride crystals with higher sensitivity,
and improved reconstruction algorithms. These changes have resulted in more pho-
tons being detected and less information needed for reconstruction. Thus, scanning
time and injected radioactive dose can be significantly decreased. Another recent
development involves using focused collimator techniques that enable acquisition of
the entire 3D-volume without movement of the detector.

4.5 Nuclear Medicine: The PET Scanner

In PET scanners, the collimator and detector are placed on a ring around the patient.
Thus, detection of the two photons generated by the annihilation of the electron
by the positron is detected at two places of the detector simultaneously, so called
coincident detection. If the photons are not detected in pairs, the signal is ignored.
The detector design is similar to SPECT with a flash of light being produced by
a crystal and converted to an electric signal. However, the PET scanner has higher
spatial resolution and higher detection efficiency compared to SPECT.
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5 Ultrasound

Ultrasound of the heart (echocardiography) and the greater vessels, including the
carotid arteries, is an integral part of cardiovascular diagnosis and clinical manage-
ment. It is by far the most used non-invasive modality for assessment of cardiac
structures and of vessel characteristics [1].

5.1 Ultrasound: Basic Physics

Sound waves are caused by vibrating sources (piezoelectric elements) and propa-
gated, attenuated, scattered and reflected differently depending on tissue, producing
echoes from tissue interfaces. The ultrasound transducer is both the source and detec-
tor of reflections of ultrasound beams. Ultrasound is described in terms of frequency
in hertz (Hz) or wavelength in millimeters (mm), amplitude in decibels (dB) and
propagation velocity (m/s) (Fig. 15). Image resolution is no greater than 1-2 wave-
lengths and penetration depth into the body is directly associated to wavelength with
longer wavelengths penetrating deeper.

The spatial resolution is considered in all three dimensions: the axial (depth), the
lateral (width) and the elevational (thickness) resolution (Fig. 15D). The focal zone
of the ultrasound beams is where the ultrasound beams are the closest, providing the
best spatial resolution. These principles also apply to 3-dimensional ultrasound for
which several adjacent scan planes are acquired simultaneously.

Transducers are either linear, curvilinear or phased arrays. The linear array uti-
lizes parallel beam lines whereas the curvilinear and phased arrays have fan-shaped
beamlines. The narrower beamline used in phased arrays is useful for echocardiog-
raphy as it fits between the ribs. The linear and curvilinear arrays are generally used
for peripheral and deeper vasculature, respectively.

5.2 Ultrasound: Doppler Imaging

Doppler imaging is based on the detection of a frequency change of the transmit-
ted wave due to reflection from a moving object (e.g. blood cells or myocardium;
Fig. 16a). The object’s velocity can be calculated from the frequency shift and the
angle between the object’s moving direction and the ultrasound beam (Doppler equa-
tion). Either continuous-wave or pulsed Doppler is applied where continuous-wave
Doppler transmits and receives ultrasound continuously along the entire length of an
ultrasound beam. The advantage is that high-frequency shifts (velocities) can be mea-
sured continuously and pressure can be calculated from the velocity-pressure rela-
tionship over a flow-limiting area (e.g. valve or stenosis) by the modified Bernoulli
equation, P=4 x V2; P is pressure change and V is velocity across the area. Pulsed
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Fig. 15 Ultrasound physics. a Schematic diagram of a sound wave. Sound propagation velocity is
dependent of the transmitted medium properties and not so much on frequency or amplitude. As
an example, bone including calcifications does not allow propagation of the medical frequencies
and air has the lowest propagation velocity. These tissues are therefore not penetrable and can limit
the acoustic window. b Graphic illustration of frequency and wave length as well as penetration
of the ultrasound wave in the tissue. With increasing frequency, the resolution increases and the
penetration decreases. The penetration depth is limited to around 200 wave lengths, which translates
to a penetration depth of approximately 30 cm for a transducer with 1 MHz, 10 cm for 3 MHz,
6 cm for 5 MHz and 3.75 cm for 8 MHz. ¢ Schematic illustration of interactions of ultrasound
waves and tissue. Reflection is the ultrasound waves coming back from the tissue interface with
the same frequency to the probe. Scattering is the ultrasound changing in all directions by small
inhomogeneities in the tissue or moving particles, such as blood cells, changing the frequency.
Refraction is a change of direction of the ultrasound resulting in image artifacts. Attenuation is the
intensity decrease and absorption of the ultrasound waves, which limits the penetration depths. d
Schematic illustration of beam geometry with the spatial resolution dependent on the converging
ultrasound beams in axial (depth), lateral (width) and elevational (thickness) level. The focal zone
is where the ultrasound beams are converging the most. A sample volume with pulsed Doppler
should e.g. be in the focal zone for best spatial resolution

Doppler discriminates Doppler signals from different depths allowing detection of
moving objects in sample volumes along the axis of the ultrasound beam. The advan-
tage is that it enables measurements in specific samples or positions along the beam
(Fig. 16).
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Fig. 16 Doppler imaging. a Schematic illustration of the Doppler effect. A stationary tissue reflects
the ultrasound with the same wavelength and frequency F as transmitted. A moving tissue reflects
the ultrasound beam with a higher frequency F, when the tissue is moving towards the transducer
and with a lower frequency F| when moving away from the transducer; 1> F >F. b Illustration
of the principle of conservation of mass. The amount of blood flowing (stroke volume) remains
constant in all part of a closed tube (e.g. vessel). Volume is the product of blood flow V and area A in
each part of the vessel. Stroke volume can therefore be calculated as the cross-sectional area times
the velocity time integral of the Doppler signal from a pulse wave in the vessel or heart. Since stroke
volume is the same in the stenotic part (2) and proximal to the stenosis (1), area in the stenotic part
Aj equals (A1 x V1),V>. cIllustration of the Doppler equation. The Doppler signals from e.g. blood
can be calculated into flow and velocities from speed of sound in blood ¢, transducer frequency Fr,
received backscattered frequency Fr and the cosine of the angle ® between the direction of motion
and the beam axis. In echocardiography, the beam direction is aimed to minimize the influence of
the Doppler angle. In vascular ultrasound (d), the beam direction is frequently not aligned with the
motion direction and the Doppler angle is important to include in the velocity calculation

5.3 Ultrasound: Clinical Examination

The core elements of an ultrasound examination of the heart (echocardiography)
and the large vessels are dimensions, thickness, wall abnormalities, function, steno-
sis or leakage and estimation of pressures [13—15]. Echocardiographic images are
preferably acquired ECG triggered and with the patient in the left lateral decubitus
position. Ultrasound of the large vessels is acquired in the supine position and ECG
triggering is not necessary.

Echocardiography can detect ventricular dilatation and dysfunction and on a
regional level hypokinesia (decreased contractility), akinesia (no contractility), dysk-
inesia (contractility in the wrong direction) or hyperkinesia (hyperdynamic contrac-
tions). A mural thrombus can be detected and verified with opacification of the
left ventricular lumen by intravenously administered ultrasound contrast agents, and



36 E. Hedstrom et al.

@coéptation

'Severe
regurgi-
tation

Fig. 17 Ischemic heart disease and mitral valve regurgitation. a—¢ Example of a patient with
ischemic heart disease. a 4-chamber view with a dilated left ventricle and left atrium. Tether-
ing of the cordae causes tenting of the leaflets above the atrio-ventricular plane and the leaflets do
not meet causing malcoaptation of the mitral valve as well as mitral valve regurgitation. b Color
Doppler image illustrating central severe mitral valve regurgitation (yellow/light blue), secondary to
dilatation, filling out most of the enlarged left atrium. ¢ Three-dimensional transesophageal echocar-
diography looking at the mitral valve from the atrial side show the leaflet do not meet. d Example
of patient with mitral valve regurgitation due to mitral valve prolapse. Three-dimensional image of
a patient with multiple prolapses of both anterior and posterior leaflet (Barlow’s disease) looking
from the atrial side towards the mitral valve. With courtesy from Carl Meurling, Dept of Cardiology,
Skane University Hospital, Lund University, Sweden. AML, Anterior mitral valve leaflet, LA, Left
atrium; LAA, Left atrial appendage; LV, Left ventricle; PML, Posterior mitral valve leaflet; RA,
Right atrium; RV, Right ventricle

chronic congestion can be shown as pulmonary vein dilatation and backward failure
to the right side of the heart.

Acute heart failure can be shown by echocardiography (and other modalities) as
dilated chambers, hypertrophy, impaired ventricular function, valvular dysfunction,
pericardial effusion, and dilatation of the pulmonary artery or inferior vena cava
(Fig. 17). In cases of chronic heart failure, typical findings are dilatation of atria as
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well as ventricles, LV hypertrophy, scars and aneurysms, diastolic as well as systolic
dysfunction, valvular dysfunction and pericardial effusion.

Obstruction of the outflow tract (Fig. 18) is shown as calcification and/or fibrosis
of the valve with decreased opening and doming of the leaflets. The pressure gradi-
ent and valve orifice area can be estimated from Doppler imaging by the Bernoulli
and continuity equation (Figs. 18 and 19) and from planimetry of the opening area.
Valvular regurgitation and its severity can be assessed by regurgitant jet estimation
by color Doppler and by semi-quantitative measurements from Doppler (Fig. 19).
Evidence of reversal flow in the aorta (aortic valve insufficiency), pulmonary veins
(mitral valve insufficiency/stenosis) and hepatic veins (tricuspid valve insufficiency)
can be suggestive of grade of severity. In infectious endocarditis the valvular veg-
etation and dysfunction can be shown, and destruction of the affected valve and
surrounding structures are indicated by paravalvular leakage and abscess formation
[16].

Structural heart disease such as cardiomyopathy and congenital heart disease may
be investigated using echocardiography including anatomy, flow and function [13,
17, 18]. Pericardial disease can be diagnosed using ultrasound but evaluation of peri-
cardial morphology may be limited. In pulmonary hypertension echocardiography
may differentiate between pressure-loaded and volume-loaded right ventricles [19].

The aorta can be assessed by ultrasound [20], with grading of an aneurysm and
for follow-up of potential progression. Depending on the aneurysm location and
acoustic windows, additional imaging by CTA or MRA may however be needed for
adequate determination of severity. Although ultrasound can detect aortic dissection,
the absence of such on echocardiography should be interpreted cautiously and should
be assessed by CTA.

Carotid artery ultrasound can assess calcified and non-calcified atherosclerotic
plaques. A low-density plaque with a thin cap and ulcerations are more prone to
cause ischemic events. Ultrasound can characterize intimal wall thickening, narrow-
ing of the artery lumen and plaque composition. Color Doppler can visualize flow
acceleration and pulsed Doppler is used for velocity measurements for grading of
hemodynamic significant stenosis (Fig. 20).

5.4 Ultrasound: Evolving Applications

Speckle tracking echocardiography measures strain deformation of the myocardium,
which may refer to linear deformation relative to baseline length. The Lagrangian
strainis e = AL/L of which L is the baseline length and AL is the difference in length
at a specific time. A positive strain is lengthening or stretching and a negative strain
is shortening or compression. The faster the length difference occurs, the higher the
strain rate. All cardiac chambers are accessible to deformation analysis. Deformation
can be assessed longitudinally (a high negative global longitudinal ventricular strain
value is a good prognostic marker), radially (a high positive radial strain value is
a good marker) and circumferentially (a high negative circumferential strain value
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Fig. 18 Aortic valvular disease. a—¢ Example of a patient with aortic valve stenosis. The aortic
valve area is 1 cm?, calculated according to the principle of conservation of mass from (a) velocity
time integral of the continuous-wave Doppler across the aortic valve (green line with dots) of 51 cm
with a maximum velocity 2.9 m/s (equals maximum gradient of 33 mmHg using modified Bernoulli
equation), from (b) velocity time integral of the pulsed Doppler in the left ventricular outflow tract
(green line with dots) of 25 cm and from (c) the diameter (green straight line) in the left ventricular
outflow tract of 2 cm from the parasternal long-axis view. (d) Example of a patient with aortic valve
regurgitation. Short axis view shows a bicuspid aortic with a non-coronary cusp (NCC) and fusion
of the left and right coronary cups (CC). With courtesy from Carl Meurling, Dept of Cardiology,
Skane University Hospital, Lund University, Sweden. LA, Left atrium; LV, Left ventricle; RA, Right
atrium; RV, Right ventricle

is a good marker). Strain assessment is a promising tool for the future handling of
patients with heart disease [13].

6 MRI: Physics

Magnetic Resonance Imaging (MRI) is a medical imaging technique that, since its
invention in the early 1970s, has matured to become one of the most active areas in
medicine and biomedical technology. Unfolding the underlying basic principles of
MRI can be performed in many different ways. In this chapter, basic MR physics
are introduced in a simple descriptive manner in order to give readers an overview
of how an MR system operates. In order to do so, the term “Magnetic Resonance
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Fig. 19 Right ventricular disease. Example of a patient with tricuspid valve regurgitation due to
pulmonary arterial hypertension. a Three-dimensional image of a dilated right ventricle and atrium
in 4-chamber view. b Three-dimensional echocardiographic endocardial volume rendering of the
right ventricle. Green is at and-systole and the mesh is at end-diastole. The tricuspid valve is the
white area to the upper right and the pulmonary valve is the white area to the upper left in the image.
Apex is downwards and the septum is bulging out in systole. ¢ Color Doppler in the 4-chamber view
shows a regurgitant jet across the tricuspid valve (yellow/light blue) and d the maximum velocity
from continuous-waved Doppler (green and blue markings) is in average 5.1 m/s, which equals a
trans-tricuspid gradient of 104 mmHg. e In the short-axis view, the septum is converging into the
small left ventricle due to high right ventricular pressure and an underfilled left ventricle. LA, Left
atrium; LV, Left ventricle; RV, Right ventricle

Imaging” is broken down in its components and each one of them is described in a
separate section.

7 MRI: Physics—Magnetic

Clinical MRI is based on receiving signals emitted by the hydrogen atoms, which
are abundant in the human body in water and other molecules. The hydrogen atom
consists of a nucleus with a single positively charged proton, which has a magnetic
moment. This magnetic moment has a magnitude and a direction and can be consid-
ered as a small magnet that spins along its axis. In its simplest representation, each
magnet can be represented as a 3D vector, which is called spin.
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Fig. 20 Carotid artery disease. Example of two patients with right internal carotid artery stenosis
of 95-99% (a-b) and of 65% (c—d). a Color Doppler in the proximal internal carotid artery is
not laminar but highly turbulent (green/orange) and b pulsed Doppler with the sample volume in
the turbulent area shows increased peak systolic velocity of 4.9 m/s and end-diastolic velocity of
1.8 m/s. ¢ Example of a patient with an ulceration of a plaque in the right internal carotid artery
with low-density and heterogenous plaque from the right carotid bifurcation 2 cm into the internal
carotid artery. d The color Doppler shows turbulent flow across the stenosis and swirling flow into
the ulceration (red and blue colors). BIF, Carotid bifurcation; ECA, External carotid artery; ICA,
Internal carotid artery

The main component of an MRI system is a large magnet that forms a strong
static magnetic field around the area to be imaged. The external magnetic field is
denoted by By and its strength is measured in Tesla (T). A typical clinical scanner
has a magnetic field strength of 1.5-3.0 T. Figure 21 illustrates the magnet and the
other components of an MR system. It can be seen that inside the MRI scanner there
are the gradient-coils and the radiofrequency-coils. Gradient coils are oriented along
the three orthogonal directions and are mounted just inside the bore (i.e. opening)
of the magnet. They are used in MRI in order to create small linear variations to
the magnetic field by adding to or subtracting from the main magnetic field By. The
radiofrequency (RF) coils are part of a transmitter and a receiver system. The transmit
RF coil is used to send RF pulses that excite the spins, whereas the receiver RF coil
is used to receive the resulting signal from the patient’s spins. The same RF coil can
be utilized for both transmission and reception.
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Fig. 22 Left: The proton behaves as a spinning magnet dipole. Right: Spin alignment inside an
external magnetic field. The net magnetization vector is the sum of all spins and it is aligned with
the z-axis

Once spins are placed in a strong magnetic field, a force is exerted on them causing
them to align mostly parallel to the external magnetic field and precess (i.e. spin like
a spinning top) about it (Fig. 22). The frequency of precession (in Hz) of the spins
about the external magnetic field depends on the type of nucleus involved and is
also linearly proportional to the strength of the magnetic field. The frequency of
precession is defined by the Larmor equation:

(,l):yB()

where vy is the so-called gyromagnetic ratio, which is a property of the nucleus
involved and it is equal to 42.56 MHz/T for hydrogen nuclei. For the hydrogen
nucleus, the Larmor frequency is approximately 64 MHz for a typical clinical MRI
scanner of 1.5 T.
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Fig. 23 The spins aligned with the z-axis (and the external magnetic field) and perturbed by the
short duration RF pulse and are tipped onto the xy-plane. On the xy-plane the spins precess after
the RF pulse has ended

8 MRI: Physics—Resonance

Up to this point the patient has been placed into the strong magnetic field of the MRI
scanner and the spins of the patient’s tissues have been aligned along By. The creation
of the MR signal that provides the diagnostic information is based on forcing the
spins away from the z-axis (which is aligned with B() down to the transverse xy plane
(perpendicular to By), as illustrated in Fig. 23. This is accomplished by applying a
secondary magnetic field through the transmission of a short radiofrequency (RF)
pulse. The RF pulse contains a magnetic field B; which is perpendicular to By and
oscillates at the Larmor frequency. When the RF pulse and the spins have the same
frequency, only then the spins can pick up RF energy and leave the equilibrium state.
This phenomenon is called “resonance” and the B is said to be on-resonance with
the spins.

The path that the spins will follow, while the on-resonance condition is satisfied,
is governed by the precession of the spins about the two magnetic fields B; and B.
Once the spins have been moved away from the z-axis and the RF pulse is turned off,
we can measure the spins by detecting the voltage they induce onto a loop of wire
(Faraday’s law of induction). This voltage is the signal recorded by the RF receive
coil. This experiment is called the one-pulse experiment and the resulting signal is
called the Free Induction Decay (FID) Fig. 24.

As soon as the RF excitation pulse is switched off, spins begin to relax back to their
equilibrium state following two independent mechanisms: longitudinal relaxation
and transverse relaxation. Longitudinal relaxation or spin-lattice relaxation refers to
the realignment of the spins with the main magnetic field due to the loss of energy
(which they absorbed from the RF pulse) to their surroundings. Transverse relaxation
or spin-spin relaxation refers to the decay of the spins’ signal due to an increase in
entropy (disorder). The first process is characterized by the spin-lattice relaxation
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Fig. 24 The spinning magnetization on the xy-plane gives rise to the magnetic resonance signal
i.e. the Free Induction Decay (FID)

time T whereas the second process is characterized by the relaxation time constant
T,. When static field inhomogeneity affects the spins then T, relaxation is observed.

9 MRI: Physics—Imaging

For the spatial localization of the origin of the MR signal within the body, i.e. in
order to get an image, a series of events has to be executed by the MR system in
a specific manner. This series of events is referred to as a pulse sequence and it is
described by a pulse sequence diagram that shows how the RF coils and gradient coils
are utilized during an MR session Fig. 25. Three distinct processes are used for MR
imaging: slice selection, frequency encoding and phase encoding. Slice selection is
the process where the origin of the MR signal is restricted spatially to a plane (slice)
within the patient. This is achieved by concurrently activating the RF transmit-coil
and the gradient-coils in order to excite only the spins that satisfy the on-resonance
condition. Frequency encoding is the process where the MR signal from within the
slice is encoded along one direction of the slice in order to determine its origin
along that direction. This is accomplished by concurrently activating the RF receiver
and the gradient-coils along that direction so that the frequency of the MR signal
is modulated in proportion to the position of the spins along that direction. Phase
encoding is the process that allows the encoding of the MR signal along the second
direction of the slice by modulating its phase in proportion to the position of the
spins along this second direction. This is achieved by turning on the gradient coil
along the second direction for a short time after the RF pulse. Phase encoding must
be repeated multiple times, each time with a different amount of phase modulation.
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Fig. 25 The pulse sequence diagram of a simple imaging sequence

Once the MR signals from multiple phase-encoded experiments have been collected,
they are placed in a matrix, called k-space. The 2D Fourier Transformation of k-space
results in the anatomical image of the selected slice.

Depending on how the MR signal is formed, pulse sequences can be grouped into
two categories: Spin-Echo and Gradient-Echo. These can produce images whose
contrast is defined by the relaxation properties of the tissues (T1, T2). Image contrast
may also get influenced by the amount of protons (Proton Density, PD) within a tissue
and/or the homogeneity of the static magnetic field.

10 MRI: Cardiovascular Imaging

Cardiovascular magnetic resonance (CMR) imaging opens up a host of new pos-
sibilities, both clinically and in research. MRI differences in tissue signal inten-
sity (i.e. contrast) arise from the magnetic relaxation properties of tissue, and are
determined by how these properties are manipulated by the RF and gradient pulses.
This enables three-dimensional, non-ionizing evaluation of 3D cardiac volumes and
function, blood flow quantification, mapping of complex blood vessel anatomy, soft
tissue characterization, as well as infarct and ischemia imaging. CMR examina-
tions are typically tailored to the specific clinical question, but commonly include
overview images for gross anatomy, time-resolved images of the heart in short-axis
and long-axis projections, flow measurements in the great arteries, and contrast-
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Fig. 26 ECG gating. Gating can be performed either prospectively (starting anew at each R wave) or
retrospectively (continuous image acquisition with sorting afterwards). Prospective gating is mainly
used for sequences that seek to minimize motion, for example tissue mapping; these sequences
typically introduce a 400-600 ms delay from the ECG R wave to the RF readout, as the heart is
almost immobile during mid-diastole. The main benefit of using retrospective gating is full coverage
of the cardiac cycle without loss of acquisition efficiency

enhanced imaging for visualization of perfusion and myocardial scar. CMR imaging
comes with some specific challenges that are mostly related to cardiac and respira-
tory motion. Implementation of sophisticated gating techniques and pulse sequences
have addressed most of these problems.

Most CMR imaging utilizes electrocardiographic gating. To acquire time-resolved
images of the heart, it is common practice to collect an electrocardiogram (ECG)
from the patient during scanning. The ECG signal is then fed back into the scanner,
filtered, and used to synchronize the MR acquisition to the cardiac phases [21]. The
resulting images are sorted into bins according to their relative position in the cardiac
cycle, a process known as gating (Fig. 26).

Respiratory motion can affect CMR image quality. In addition to cardiac motion,
the entire intrathoracic cavity undergoes cyclic respiratory motion. The most com-
mon solution is to ask the patient hold their breath during image acquisition, which
is feasible using short imaging sequences. However, this technique is inapplicable
where scan duration becomes unbearably long, for example during certain flow mea-
surements. Other methods include placing a bellows between the patient and receiver
coil, which enables image acquisition during preset parts of the respiratory cycle, or
tracking the motion of the diaphragm using a “navigator pre-pulse” that plays out
before the main imaging sequence (Fig. 27).

Arrhythmias are also an issue. In severe cases of arrhythmia, e.g. atrial fibrillation
or frequent ventricular extrasystoles, the aforementioned methods may be inadequate
as the beat-to-beat variability in heart frequency becomes too great. In these cases, it
is possible to employ “real-time imaging” [22], an imaging strategy where the entire
image is read out in part of a single heartbeat, instead of the repeated sampling used to
fill the image acquisition matrix (k-space) in gated images. Image readout is repeated
in succession for each slice position until an adequate number of timeframes have
been captured. The resulting images typically have lower spatial and/or temporal
resolution and lower contrast compared to gated images (Fig. 28).
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Fig. 27 Navigator gating
can be utilized to
compensate for diaphragmal
respiratory motion. The top
panel shows the location of
the navigator beam, which
will sample the lung/liver
border at regular intervals to
ascertain the current position
of the diaphragm. Collected
images are accepted for
reconstruction if the
diaphragm was inside the
navigator window at the time
of acquisition (bottom panel)
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High static magnetic field strength can potentially improve image quality. Cur-
rently, the most common magnetic field (By) strength for CMR is 1.5 T; however,
stronger magnets (3—7 T) are seeing increased use. Higher field strength increases
the signal-to-noise ratio (i.e. a measure of how mush signal exists relative to the
noise), which can be used to shorten scan times or improve image quality. However,
imaging at higher fields puts higher demand on both gradient systems, RF amplifiers,
and field homogeneiety requirements. Additionally, the stronger field induces arti-
facts on the ECG, and other gating methods may then be necessary. These include
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Gated bSSFP Single-shot (realtime)

Fig. 28 Gated images are the standard approach (left panel). If gating is not applicable, e.g. during
severe arrthythmia, single-shot imaging can be employed. Typically, such images have lower spatial
and/or temporal resolution compared to gated cine images

Alternative gating methods I I | |

1st 2nd

Fig. 29 Comparison of different cardiac gating methods. Pulse oximetry (POX) is typically per-
formed using a finger clamp, and is less precise than ECG gating due to the smoothness of the
saturation curve. Doppler ultrasound (DUS) can be analyzed in various ways; shown here is the
transmitral E (early diastole) and A (atrial contraction) flow peaks. Cardiac sounds can also be
sampled and filtered for acoustic cardiac triggering (ACT). Here, the first heart sound (resulting
from closure of the aortic valve) is used for triggering. Note the triggering delay in pulse oximetry
and ultrasound compared to the ECG and ACT

pulse oximetry gating using a clip on the fingertip, ultrasonic gating, acoustic gating
using a microphone sampling the heart sounds (Fig. 29), and advanced self-gating
techniques that utilize patterns in the raw image data (k-space) to sort image frames
to their respective places in the cardiac cycle.

CMR can be used for the assessment of myocardial function. Global ventricular
function is typically measured by manual or automatic segmentation of time-resolved
anatomical images (Fig. 30), acquired using a sequence called balanced steady-state



48 E. Hedstrom et al.

Fig. 30 Assessment of Short-axis slice locations Delineation of LV area
myocardial volumes, motion,
global function and more
using time-resolved bSSFP
imaging. Top, the short-axis
stack orientation is shown in
relation to a long-axis
(four-chamber) image. The
left ventricle is delineated in
all slices, and the total
volume is calculated by
summation of slice volumes.
The slice thickness remains
constant throughout the
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free precession (bSSFP) [23]. The main advantage of this imaging sequence is that
it provides high contrast between the myocardium and its surroundings. Regional
myocardial function is assessed using visual scoring or by strain analysis (regional
myocardial shortening), which can be calculated using a number of imaging strategies
(Fig. 31).
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Fig. 31 Tagging enables analysis of regional wall deformation (strain). The left panel shows a
midventricular slice where a “tagging” grid is applied by a RF pulse, which causes signal voids
(black lines). The grid covering the myocardium is deformed as the ventricle contracts, showcasing
the accumulated circumferential and radial strain. Also note that the grid pattern is no longer visible
in the blood pool due to mixing of the blood. Quantitative analysis by grid tagging is time and
labor intensive; other methods for strain analysis include phase contrast, displacement encoding
with stimulated echoes (DENSE), harmonic phase (HARP), and strain encoding (SENC)

Flow measurements can also be made. Instead of using the magnitude of the net
magnetization vector (which represents the sum of the spins), it is possible to use
its phase (a.k.a. angle) to encode information regarding tissue velocity [24]. This
method is called phase contrast (PC), and enables quantification of flow in the heart
and blood vessels. PC-CMR is the most accurate way of measuring cardiac output,
valvular insufficiencies, and shunt flows (Fig. 32). Velocity is measured within a
predefined velocity encoding (VENC) window which should be set slightly higher
than the expected peak flow velocity; if the VENC is exceeded, the signal “wraps
around” and aliasing results (Fig. 33). Flow can be measured in any vessel of sufficient
size; as a rule of thumb, 4-5 voxels across the vessel lumen are required to provide
accurate measurements [25], which effectively makes scan time the limiting factor.

Exogenous agents can be introduced for obtaining contrast-enhanced imaging.
Myocardium may be infarcted, hibernating, ischemic, edematous, or healthy, and
CMR can differentiate between these by a combination of imaging sequences and
contrast agents. Gadolinium-based contrast agents (Gd) distribute in the extracellular
space and do not cross the membranes of viable cells; they shorten T1 and can be
used in combination with different sequences and timings to evaluate the presence
and extent of scar tissue, hypoperfusion, and edema (Fig. 34). Gadolinium agents are
injected in a peripheral vein and imaging is then performed during the delivery of the
contrast agent (first-pass perfusion), at baseline and during infusion with a vasodilator
drug. Areas of myocardium with impaired perfusion have a slower rate of Gd uptake
compared to healthy myocardium during vasodilation, resulting in a darker region in
the image. After 10-20 min, Gd has dispersed evenly into the extracellular space in
both healthy myocardium and infarcted areas (scar tissue). Since infarcted tissue has
a larger proportion of extracellular space compared to normal, such areas will have
a higher concentration of Gd and hence enhanced signal in a T1-weighted image.
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Fig. 32 Phase contrast imaging of flow. The left panel shows a transthoracic image slice through the
ascending aorta (AAo), descending aorta (DAo0). The image cuts obliquely through the pulmonary
artery (PA). In the phase image, the grayscale represents velocity. The average velocity multiplied
with a vessel area (blue ROI) enables flow quantification. Right: Normal versus regurgitant aortic
flow as measured with phase contrast. The area under the curve is the effective stroke volume
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Fig. 33 Phase wraps occur when the velocity in a voxel exceeds the velocity encoding (VENC)
envelope, resulting in “aliasing” or phase wraps (left panel). The red arrow indicates a spin with
accumulated phase in excess of 1 VENC, which will be translated into backward flow (middle
panel). In some circumstances, these can be corrected (“unwrapped”, right panel)

This observed increase in signal is referred to as late gadolinium enhancement (LGE)
[26]. During the waiting period from first-pass perfusion to LGE, it is possible to
perform other scans with added benefit from the increased signal-to-noise ratio which
results from Gd administration. This includes contrast-enhanced bSSFP [27], which
measures the myocardium at risk in an acute myocardial ischemic injury, enabling
evaluation of treatment efficacy.

Relaxation constants can be measured with mapping techniques. While LGE
imaging is nowadays the clinical standard for assessment of focal myocardial lesions
such as infarction and peri-myocarditis, it is not well suited for the evaluation of
diffuse disease processes. To fill this gap, quantitative mapping techniques have
been developed, including T1-, T2-, T2*-, and extracellular volume (ECV) mapping
(Fig.35).T1 and T2 are affected by edema —reflecting inflammation — but also by lipid
deposition, hemorrhage, amyloid protein deposition, and several other processes.
T1 mapping is often performed using the modified Look-Locker inversion recovery
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Fig. 34 This patient underwent imaging 3 days after having a myocardial infarction in the inferior
wall. The first-pass perfusion reveals slower contrast uptake in the inferior wall and part of the
septum. Contrast-enhanced SSFP shows the extent of the myocardium at risk, i.e. the part of the
myocardium that was subjected to ischemia. Late gadolinium enhancement reveals that the final
infarct did not encompass the entire myocardium at risk. The white area is the infarcted area, which
was limited to the subendocardium. The difference between the myocardium at risk and the final
infarct size is a measure of the treatment effect

Fig. 35 T1 map of the same
patient as in Figure MRI_15.
Note the increased T1 values
in the inferior part of the
myocardium, reflecting
edema which stems from the
ischemic injury

(MOLLI) sequence [28], and can acquired with Gd or —importantly — without (“native
T17). If both T1 and native T1 maps are acquired, it is possible to compute the
extracellular volume fraction (by co-registration of images and correction for the
hematocrit [29]. T2-weighted imaging is commonly performed using turbo spin
echo (TSE) sequences but can also be performed using bSSFP; while this sequence
normally has both T1 and T2 contrast, a preparation pulse can be used to mitigate the
T1 effects before acquisition [30]. Regardless of which method is used, it is crucial
to perform proper validation of the measurements, to ensure that the quantitative
values are both accurate and precise.
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Iron load can also be measured with CMR. Certain diseases, such as thalassemia,
can result in a build-up of iron deposits in the heart and liver. If left unchecked,
this can lead to heart and/or liver failure. Iron has ferromagnetic properties which
shortens T2*, and the tissue iron load correlates with T2* decay [31]. Consequently,
patients depending on regular transfusions are followed up with T2* measurements
of the heart and liver to optimize treatment.

In conclusion, CMR uniquely provides customizable image contrast which
enables quantification of cardiovascular phenomena that are unreachable by other
imaging modalities. The added cost of the CMR examination compared to e.g. ultra-
sound is potentially outweighed by the added information provided. Technical devel-
opments in image acquisition and signal post-processing are continuously opening
up new applications for MR imaging in the cardiovascular system.

11 MRI: The Emergence of Sparse Imaging
in Cardiovascular Disease Diagnostics

MRI offers both high spatial resolution and excellent soft-tissue contrast. For these
reasons, it is recognized as the modality of choice for many common diseases. How-
ever, one major limitation is that the data acquisition is time consuming causing
substantial problems if the patient cannot remain motionless. Therefore, the accel-
eration of the MRI data acquisition speed is one of the main research directions in
MRI. The most successful techniques up to date are Parallel Imaging [32, 33] and
Compressed Sensing.

Image acquisition acceleration based on compressed sensing [34, 35] relies on
k-space data undersampling under the assumption that the following two conditions
are satisfied:

(i) the image is sparse in a transform domain, and
(i) the sampling pattern is incoherent resulting in incoherent and noise-like arti-
facts [5].

The idea behind compressed sensing is that sparse images, appropriately under-
sampled, can be recovered accurately despite the fact that the Nyquist sampling rate
is violated. This undersampling results in remarkable acquisition acceleration. In
the following, the essential meaning of sparsity and incoherence are explained. An
image is sparse in a transform domain if its representation in that domain consists of
a small number of non-zero coefficients while the rest are almost zero. Most images
are not sparse in their native representation and, therefore, they must be transformed
to become sparse. Finding the most appropriate “sparsifying” transform is a crucial
step in applying compressed sensing. Commonly used sparsifying transforms are
the wavelet transform and the finite differences. More recent advances towards this
direction take into account dictionaries [36, 37]. In practice, incoherence of artifacts
means that the linear reconstruction artifacts caused by k-space undersampling look
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like noise. Although undersampling k-space at random positions guarantees inco-
herency, the required rapid gradient switching causes eddy currents that severely
downgrade the quality of the reconstructed images. Among the various sampling
patterns that guarantee incoherency, the radial sampling is considered advantageous
[38].

Next, according to compressed sensing theory, if a signal d is sparse and the
undersampling scheme is incoherent, it can be accurately reconstructed by solving
the following nonlinear optimization problem:

min|[¥d|lo, s.0.9,d = m, )

where ||dy|| counts the nonzero elements of d, ¥ represents the sparsifying transform,
@, the measurement matrix and m the under-sampled data. The problem in Eq. (1)
is NP-hard and, therefore, other computationally tractable formulations have been
proposed [39]. One such alternative is to replace the Ly norm with the L; norm:

min|[¥dl,, s.0.8,d=m. 2)

The problem in Eq. (2) is referred to as basis pursuit problem and its solution
coincides with the solution of the problem in Eq. (1) when it is sparse enough [35].
To take into account the measurement noise, the problem in Eq. (2) is modified as
follows:

mdinllllldlll, s.t.|®.d —m|; < e. 3)

This problem, referred to as basis pursuit denoising, can be formulated as uncon-
strained optimization in the so called Lagrangian form [5]:

min|| @, d —m| + 1|¥d]). “)

The optimization problem in the above equation can be solved by the nonlinear
conjugate gradient with backtracking line search [40].

12 Emerging Technologies

Current cardiovascular imaging technologies such as MRI, CT, SPECT, and echocar-
diography, provide great capabilities to image general morphology and function.
Emerging techniques typically focus on provide complementary information, typi-
cally by adding information on function on molecular level or plaque composition.

Several of the emerging techniques will likely not have a role in clinical daily
routine, but are already today important imaging tools to study pre-clinical findings
and how these can be translated into animal studies, and human clinical trials [41].
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13 Emerging Technologies: Coronary Imaging

One of the main clinical cardiovascular challenges to determine if there are plaques
in the coronary vessels, and if so how vulnerable they are. There are currently three
emerging techniques for plaque imaging IVUS, OCT, and NIRS. All three technolo-
gies have the capability of detecting plaques and are all catheter based. Being catheter
based is a major drawback as it is an invasive investigation, but on the other hand
if something is detected then a catheter based intervention can be performed during
the same session.

14 Emerging Technologies: Intravascular Ultrasound
Ivus)

During a cardiac catheterization a miniaturized ultrasound probe is placed in the tip of
acatheter. Using high frequency ultrasound, between 30-50 MHz (producing an axial
resolution of about 50 pwm, and a lateral resolution of 250 pwm) the technique allows
to visualize fine structures such as blood-intima border, external elastic membrane
[42]. Tissue penetration is about 4-8 mm. A two dimensional image is formed and
as the catheter is pulled back during imaging a view of the coronary vessel can be
obtained.

15 Emerging Technologies: Optical Coherence
Tomography (OCT)

OCT uses light instead of sound and was first developed for use in ophthalmology.
Subsequently it was used to study unsteady coronary plaque [43]. Used wavelength
is typically 1250-1350 nm. Saline is injected to displace blood during imaging as
blood must be completely removed to avoid significant signal attenuation.

16 Emerging Technologies: Near Infrared Spectroscopy
(NIRS)

In NIRS light is also used and the system converts the reflected signal to a spectrum,
which can, using trained algorithms, be classified as a chemogram and serve as a
map. Used bandwidth is 800-2500 nm. Early adaptation in humans were performed
by Gardner and co-workers [44].

For clinical use, IVUS and OCT have been shown to be useful to optimize stent
placement [41]. NIRS has been shown to be able to localize lipid core burden, but



Current and Emerging Technologies for Cardiovascular Imaging 55

its role is yet to be established. There are ongoing randomized trials for all three
modalities to determine the utility of these emerging methods in clinical practice
[41].

17 Emerging Technologies: Molecular Imaging

Another class of emerging cardiovascular imaging techniques are different methods
to image specific molecular targets in the cardiovascular system. The attractiveness
of molecular imaging is that the used contrast agents can highlight a wide range of
functional information where the image molecules bind to desired channels, receptor
molecules or antibodies. Below are two emerging techniques for molecular imaging
that potentially could have cardiovascular utility.

18 Emerging Technologies: Fluorescence Tomography
Imaging (FTI)

Fluorescence Tomography Imaging (FTI) uses near infrared radiation to obtain quan-
titative images of targeted activated fluorescent agents in soft tissue in vivo. Spatial
resolution is on the order of 1-5 mm and imaging depth about 5-50 mm. FTI has
been shown to be valuable in small animal imaging and holds a potential for clinical
application, albeit with the limited depth as a major limitation.

19 Emerging Technologies: Magnetomotive Ultrasound
MMUS)

By applying a time varying magnetic field to a volume with superparamagnetic iron
oxide (SPIO) nanoparticles the tissue can be set in motion which can be detected
with ultrasound. The induced motion is in the order of micrometers and phase and
frequency detection is required for detection of regions with nanoparticles [45]. The
technique is currently being applied in pre-clinical animal setting and is far from
being using in humans although the nanoparticles are approved as a contrast agent
for MRI since many years.
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Abstract Over the past century, extensive research has been conducted on interpre-
tation of vibration signals created by the heart and their potential use in noninvasive
cardiology. Today, new microelectronics and signal processing technologies have
provided unprecedented opportunities to reintroduce some of these techniques as
useful cardiovascular assessment tools. The purpose of this book chapter is to review
these recent efforts and to study these signals in two categories of local pulses and
whole-body signals. The present challenges and opportunities in the field are also
investigated.

1 Introduction

Every heartbeat creates small vibrations that shake the human body and the mechani-
cally coupled environment around it. These vibrations can be recorded using sensors
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placed on the body or on the platforms upon which the body rests. Although what
all these signals have in common is the beating of the heart as their main source,
these signals have different morphologies and different relationships to cardiovascu-
lar dynamics, depending on the placement and type of the sensor.

Over the past century, extensive research has been conducted on interpretation
of these signals in terms of their relationship to cardiovascular dynamics and their
potential use in diagnostic cardiology. Today, new microelectronics and signal pro-
cessing technologies have provided unprecedented opportunities to reintroduce some
of these relatively old techniques as useful cardiac diagnostic and monitoring tools,
creating a new surge of research in this field. The accelerometers and gyroscopes
embedded in new cellphones have enough sensitivity to record many of these cardiac
signals and the same cell phones have all the processing capability required to extract
clinically relevant information from the recorded signals.

The main purpose of this book chapter is to review these recent efforts record-
ing and analysis of mechanical vibration signals and introduce some of the present
challenges and opportunities in the field.

2 Different Categories of Cardiac Mechanical Signals

Cardiac mechanical signals are recordings performed by either placing sensors on the
body (torso), and recording the local pulses, or embedding the sensors in platforms on
which the body rests, such as weighing scales, beds and chairs, thus recording whole-
body movements. The recording of the reaction movement of the centre of gravity of
the body caused by the heart action has been traditionally called ballistocardiogram
(BCG) [1], whereas the local pulses include several signals with different names
depending on the placement and the type of sensor used (See Fig. 1). It should be
noticed that in certain situations, where the body and the platform on which it rests,
are allowed to freely move in certain axis, such as zero-g in space missions [2], or
ultra-low frequency beds [3], the local pulses, measured at the center of gravity of
the body, and the and platform signals can be very similar to each other.

2.1 Local Pulses

The pulsatile phenomena of the body’s surface with every heart beat have attracted the
attention of physicians since the beginning of medicine [4]. Precordial examination
or cardiac examination is performed as part of the regular physical examination
for the purpose of the detection of cardiovascular pathologies. These tests include
palpation and auscultation. With auscultation the audible sounds created by the heart
are picked up by a mechanical magnifier in a stethoscope. Signals recorded from the
stethoscope are called a phonocardiogram.
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Fig. 1 Different categories of cardiac vibration signals based on the root cause of the signals and
also the frequency ranges

With palpation, the sub-audible pulsations of the heart and greater arteries, trans-
mitted to the chest wall, are qualitatively assessed through tactile observations. Dif-
ferent sensors have been used to record the low frequency vibrations (mainly in
infrasound range) such as these and have been given different names. This is shown
in Fig. 1, where we also separated the pulse signals to those in the audible range and
those that are sub-audible. Current advances in transducer technology have provided
us with possibilities to record such mechanical signals using small wearable sensors.

2.1.1 Audible Signals: Phonocardiograms

The phonocardiogram (PCG) is quantified heart sounds, which originate from high
frequency myocardial vibrations. The PCG has a long history since its discovery in
1908 by Willem Einthoven and auscultation of the heart is still one of the most com-
mon medical procedures. Before the introduction of echocardiography, auscultation
and PCG were some of the primary tools in cardiology. Today cardiac auscultation
is mainly used as an initial screening tool to direct further examination or rule-out
cardiac disease. After playing a limited clinical role for several years, PCG is cur-
rently being reintroduced by a range of innovative products [5-9]. The PCG signal
is often recorded using air-coupled microphones or piezo crystals sensors embedded
in digital stethoscopes.

The normal heart sounds comprise the first and second heart sounds (S1 and S2).
S1 is caused by the closure of the atrioventricular valves and defines the onset of the
mechanical systole, while S2 is caused by closure of the semilunar valves and defines
the onset of the diastole period. Common abnormal hearts sounds are Murmurs, the
third (S3) and fourth (S4) hearts sounds. Murmurs are noise from turbulent flow often
caused from flow constriction as a valve stenosis or by a leaking valve (regurgitation).
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The S3 sounds occur in early diastolic and the S4 sound occurs in the late diastole,
both sounds are pathological in adults above 40 years.

2.1.2 Sub-audible Signals

Different transducers have been placed on different spots on the torso recording low
frequency cardiac vibrations. Shape changes and movements of the heart during
ejection and filling are believed to cause these low frequency signals. The interest in
such precordial recordings dates back to 1885 when Marey studied the movements
of the pericardium with the use of a capsule; however, systematic study started after
the work of Dressler on pulsations of the chest [10, 11]. As mentioned before, there
has always been difficulty in the interpretation of different precordial recordings
because of a variety of names and apparatuses used for recording these signals. In
the past, precordial recordings were extensively studied in two categories of relative
displacement records such as apexcardiography, and absolute displacement records
such as kinetocardiography. In the first category, the frame of reference was locally
on the chest, and in the second was a point outside the body [12].

Kinetocardiogram and impulse cardiogram were basically the same systems, and
the frame of reference for both is outside the body; in apexcardiogam (ACG), and
vibrocardiogram (VCG) the reference was on the chest [13]. Pressocardiography is a
more recent version of apexcardiography, which has been validated in catheterization
lab studies [14].

Another distinct group of precordial recordings were those directly measuring pre-
cordial accelerations. Seismocardiogram, which are the best known signals of this
category, belongs to this later group of precordial recordings and was first recorded
in 60s by Russian researchers including Baevskii [15]. Baevskiy borrowed the tech-
nology and concepts from seismology and recorded precordial accelerations call-
ing them seismocardiograms. The initial research was mostly limited to monitoring
astronaut’s health in space missions. In the late 80 s Salerno and Zanetti used the
same technology for clinical purposes [16, 17]. The advent of small and sensitive
accelerometers started a new era in this research [18, 19]. Gyrocardiography is a
new advent in this field where a gyroscope is placed on the chest instead of an
accelerometer as in Seimocardiogram (SCG) [20].

2.2 Whole Body Signals

After having observed the pointer of a weighing scale moving in time to his heartbeat,
Gordon made the first reported attempt to acquire this movement of his whole body in
reaction to his heart action, in 1877 [21], by using a bed suspended from the ceiling.
The idea behind the suspended bed was to have a pendulum-like instrument with a
resonant frequency below that of the heart rate (about 1 Hz), so that the bed and the
body will move together in reaction to heart movement.
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The recording of this reaction movement of the centre of gravity of the body
caused by the heart action was called ballistocardiogram (BCG) [1] and these kinds
of suspended beds, widely used in the past, were called ultra-low-frequency (ULF)
ballistocardiographs. That name was given in opposition to a different type of instru-
ments, called high-frequency (HF) ballistocardiographs, in which, once loaded with
the body, the natural frequency is much higher than that of the heartbeat. A first
example of this second type of instruments, was a chair connected to its base with
a very stiff spring developed by Abramson in 1933 [1]. This chair had a resonance
frequency, when loaded with 70 kg of iron, of 70 Hz.

The main advantage of the HF systems compared to the ULF ones was that the
recording was not interfered with by respiration. It was also not necessary to hold
one’s breath to use them, which was especially difficult in case of sick patients. With
that idea, in 1939 a first HF BCG bed was developed by Starr et al. [22] in which
its motion was opposed by using stiff springs. Nevertheless, it was soon noticed that
these instruments created some overshoot of part of the waves, which were distorted
by after-vibrations especially in the latter systole and diastole parts of the waveform.
These limitation motivated, A. Noordergraaf to come up with modelling of different
BCG types [23]. This and advances in instrumentation allowed the measurement
not only of movement in ULF beds, but also to obtain velocity and acceleration, and
therefore to avoid the respiration problem and these instruments were again preferred
as the best choice to record BCG’s.

Nevertheless, ULF beds required high ceilings and a significant amount of space to
be installed and this was one of the reasons the technique was progressively displaced
by other newly developed technologies, such as echocardiography. Nevertheless, the
field has emerged again in the last few years [24], thanks to the current capability
to embed powerful analogue and digital signal processors in a reduced space. This
has allowed one to easily acquire BCG’s in the most common objects such as chairs
[25, 26], beds [27], or weighing scales [28, 29], making that signal very promising
for the fast developing field of home health monitoring.

A simultaneous recording of BCG, SCG, PCG together with ECG and impedance
cardiogram signal (ICG) is shown in Fig. 2. It should be mentioned that in terms of
the frequency range the BCGs are also in the infrasound, sub-audible, signals.

3 Clinical Applications

Many studies during the past century have demonstrated changes in the morphol-
ogy of mechanical cardiac signals due to different cardiac diseases. For the local
pulse signals, as mentioned before, auscultation and palpation have been used by
physicians for centuries, as part of the cardiac examination, to qualitatively look
for signs of cardiac abnormality. Recording of local pulses using accelerometers or
gyroscopes could provide quantitative tools for the same assessments. For the whole
body signals, there was a 20 years longitudinal study by I. Starr, monitoring 211
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Fig. 2 Simultaneous recording of cardiac mechanical signals (middle three traces) and ECG and
impedance cardiogram (ICG) signals as reference from a 36 years old male normal subject. The
systolic time intervals of pre-ejection period (PEP) and left ventricular ejection time (LVET) are also
shown. BCG was recorded from an ultra-low frequency bed and SCG was recorded in dorso-ventral
direction

elderly participants, and showing how the BCG morphology changed by age and
different cardiac diseases [30].

For BCG, as there is no need to attach any electrode or sensor when measuring
the BCG on a bed and respiration can also be obtained from it, even for babies [31].
This signal has found interesting applications for evaluating the sleep stages [32]
and sleep related disorders by using heart rate variability (HRV) related parameters
obtained from BCG [33, 34]. This advantage of BCG with respect to other signals
for unobtrusive monitoring has been also shown in a very recent application [35]
in which heartbeat cycle length was measured during sinus rhythm (SR) and also
during atrial fibrillation (AF), showing that this signal is a very promising candidate
for prolonged regular heart monitoring to detect silent AF episodes instead of the
ECG.

In most recent works in this field a major body of the research is dedicated to
measurement of heart rate and in many of them there is a further step to perform heart
rate variability analysis using the cardiac time intervals, estimated from mechanical
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vibration signals. A review of these works is presented in [24] and won’t be repeated
here. Some of the other research works have focused on extraction of systolic timing
intervals from such signals, where these timings could change due to different cardiac
abnormalities [36]. In some of the recent works coronary artery disease, myocardial
ischemia, heart failure, diastolic dysfunction and hemorrhage detection have been
used as example clinical applications for these signals, and they will be reviewed in
this section.

3.1 Heart Failure and Cardiac Pacing

S. Wang et al. demonstrated that the presence of the PCG’s S3 sound and a systolic
dysfunction index was a mortality predictor in patients with severe heart failure [37].
BCGs extracted from modified bathroom scales were also proposed, with preliminary
results, to monitor heart failure patients [38].

3.1.1 Cardiac Pacing and Resynchronization Therapy

Pacemakers are being heavily used as a treatment method for heart acute failure
patients and cardiac resynchronization therapy (CRT) is one of the more recent
advances in cardiac pacemakers. Where on the myocardium to place the electrodes,
and how much delay to give between electrode firings, is an important factor how
the treatment would work and if the heart failure patient could get back to a normal
life. Some of the local pulse signals have been studied in the past for their use in
adjusting the CRT procedure and follow ups.

It is demonstrated that biventricular pacing increased the amplitude of PCG’s
S1 thereby confirming that the amplitude of S1 is related to contraction force [39].
Cardiac timings as measured by SCG were shown to change due to biventricular
pacing [40] and feasibility of these signals for CRT was evaluated [41, 42].

3.2 Coronary Artery Disease and Ischemic Heart Disease

Coronary artery diseases (CAD) account for more than 10% of mortalities every
year. Diagnostics methods such as coronary tomography angiography and coronary
angiography are well established; however, these diagnostics are all expensive image
modalities located at specialized hospital units. As such, nonintrusive methods could
make a difference in earlier out of hospital diagnosis of CAD or myocardial ischemia,
finally leading to CAD.

The accuracy of SCG compared to ECG for detection of coronary artery disease,
with exercise test, was studied on 129 patients and it was demonstrated that SCG
had more sensitivity in detecting CAD patients [43]. In a separate study the coronary
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artery was partially obstructed and the effects on SCG were observed [44]. There is
a more recent study on the myocardial ischemia and its relation to SCG [45].

Initially PCG based methods for detection of CAD were based on detection of
weak murmurs related to post stenotic flow in the coronary arteries, while some of
the recent methods combine a range of PCG measures to estimate the risk of CAD
[46].

3.3 Hemodynamic Parameters

There has been a long effort to extract or correlate known hemodynamic parameters
to indices extracted from cardiac vibration signals [22]. There are recent efforts in
this area as briefly reported in this section.

3.3.1 Cardiac Timings

Systolic time intervals have been studied, for the past few decades, as an indirect
measure of cardiac contractility [47]. Recent advances in sensor technology have
started a new approach to unobtrusive measurement of these signals [36]. Cardiac
vibration signals have been proposed to measure these timings.

Seimocardiography was originally proposed in early 90s to be used for estimation
of systolic time intervals [48] and many of those findings were further confirmed in
more recent studies using MEMS accelerometers [49-51].

The I and J peaks of BCG have also been used to estimated pre-ejection period. R
to J timing was introduced as the surrogate of PEP [24, 52, 53]. It is also investigated
whether R-I interval was a better surrogate for PEP and also compared the I-J time
interval to detect changes in pulse transit time (PTT) [54].

A novel application of the cardiac timing was determining the quiescent periods
of cardiac cycle where better image qualities could be achieved using seimocardio-
graphy [55].

3.3.2 Cardiac Output

Detection of cardiac output and stroke volume changes could be of important appli-
cation in different cardiac diseases. Recent studies have been performed on relating
the changes on BCG signals and SCG timings to cardiac output and stroke volume
[56, 57].
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3.3.3 Blood Pressure Estimation Using Pulse Transition Time

The time it takes the blood volume to travel between two points in an artery is inversely
proportional to blood pressure and with a proper calibration it could be used to
estimate blood pressure for every individual [58]. Mechanical vibration signals have
been proposed to be used as the proximal reference for measuring pulse transition
time and pulse-plethysmogram signal is normally used as the distal reference for this
estimation [50, 54, 59, 60].

4 Analysis Methods

In general, there are three common methodologies for analyzing cardio-mechanical
signals:

Whole-signal analysis: The signal is mathematically represented by extracting
features that represent its complexity. Examples of such features include Lyapunov
exponent, fractional dimensions, power/root mean square and signal entropy. The
objective of this type of analysis is to show how the complexity of signal changes
with either an external effect or different physiological conditions. For instance, this
type of analysis is used to show the effect of the stress exercise test in change of
the complexity of the morphology in comparison to the rest conditions for both the
healthy and diseased population [61]. The changes of the root mean square of the
signal and its relationship with cardiac output in BCG is another example of such
methods [52].

Beat-by-beat analysis: The cardio-mechanical signals are divided into periodic
cardiac cycles or beats. This is either accomplished by using other bio-signals, such
as ECG or PCG, or by using the signal itself [62]. ECG is commonly used for beat
extractions since the QRS-complex of the ECG contains the highest energy of the
signals and hence it is suitable reference point. The objective of this type of analysis
is to extract important events within the cardiac cycle (delineation) or to analyze the
variability of specific features in multiple cardiac cycles.

Window-by-window analysis: This type of analysis doesn’t model the whole
cardiac cycle but only analyzes a portion of the signal. For instance, if only the
systolic analysis of the signal is of interest, the algorithm should extract a window
where the systolic portion resides. Another example is the delineation algorithm
where only specific location or amplitude of fiducial points are only of interest [63].

4.1 Overview of Cardio-Mechanical Delineation Algorithms

Cardio-mechanical delineation algorithms could be either implemented using beat-
by-beat or window-by-window methods. In either strategies, the algorithms could
either be filter or probabilistic based. The filter based algorithms have been used
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extensively in analysis of ECG and PPG signals. In the former case, a high-energy
narrow-band signal is derived such that its peak is the indication of the QRS-complex
[64]. For the latter case, the derivative of the signal is used to delineate the peak and
valley of the PPG signal [65]. For cardio-mechanical signals a significant number
of algorithms have been developed in the recent years, that can be divided among
those that use an auxiliary signal as timing reference, typically ECG, [66, 67], and
for the cases in which the use of this auxiliary reference signal is not possible or
desirable, those that use the signal by itself. Among this last type, there are also several
approaches, such as those based on template matching [68], envelope detection, like
the Bseg++ [69] and its very recent improved version, JDet [70], those based on
continuous or discrete wavelet transforms [71-74], those based on classification or
clustering procedures [75-78] and also some based on the Hilbert transform [79].

Nevertheless, due to the aforementioned limitations regarding the sensitivity of
the cardio-mechanical signals, filter based algorithms could not be the recommended
approach in some cases. This is due to the fact that the fiducial points of cardio-
mechanical signals have similar time and frequency features compared to their adja-
cent peaks. As a result, misprediction will lead to significant high-prediction error.
If beat-by-beat analysis is not required, the median of the results would discard such
cases. However, for the individuals that have significantly high beat to beat variation
in their morphology, the final prediction could be unreliable [67].

Probabilistic based algorithms overcome the lack of robustness of filter-based
algorithms, by assigning a probability or equivalently a signal quality index (SQI)
to each cardiac beat. Consequently, decision-making process based on SQI would
make the algorithm robust to tackle different heart conditions and abnormalities. This
is accomplished by discarding the cardiac cycles that have low SQI’s. This is very
important since in cases with heart abnormalities, the algorithm would only select
high reliable cycles for parameter extraction.

In the beat-by-beat model, each beat is modeled with prior knowledge representing
the morphology of the signals. The most prominent methodology is to use “dynamical
systems” to represent each cardiac beat. Different models could be used based on
different heart conditions. Each model is applied to the signal with the parameters
uniquely representing desired fiducial points. The set of parameters that maximizes
the posterior probability of the signal is used as the selected model. The extracted
parameters are used for further analysis or other classifications.

4.2 Case Study—Seismocardiography Delineation to Extract
Systolic Time Intervals

Systolic time intervals are important timing parameters based on events within the
cardiac cycle. These parameters are used for the purpose of assessing the perfor-
mance of the heart [36]. The combination of electrocardiogram and seimocardiogram
has been used to extract systolic time intervals, in particular, pre-ejection period
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(PEP), and left ventricular ejection time (LVET). The former is extracted from ECG
Q-wave to aortic-valve opening (AO) of SCG, whereas, the latter is extracted from
SCG aortic-valve opening to SCG aortic valve closing. The ratio of PEP/LVET is
one of the most important cardiac time intervals for diagnosis of heart failure [36].

Khosrow-khavar et al., proposed a probabilistic window-by-window based algo-
rithm [63]. The algorithm selected the systolic and diastolic window with respect to
ECG R-wave or a SCG-derived envelope depending whether ECG signal was present.
Within each systolic and diastolic window, time and frequency features were used to
extract SQI. A fixed and automatic SQI threshold mechanism was used for discarding
the low-quality cardiac cycles. This algorithm was robust in discarding low-quality
beats while maintaining accurate estimation of systolic time intervals for different
heart conditions such as patients with prior heart disease.

5 Limitations and Future Prospective

Lack of standardization and common terminologies has encouraged the researchers
in the field to get together every year at IEEE Engineering in Medicine and Biol-
ogy conference in mini-symposiums presenting their latest results. On the other
hand, there have been two workshops in Vancouver, Canada (2012 and 2016), where
researchers recorded signals together. These efforts also showed itself in a common
paper back in 2014 to review the fields of ballistocardiography and seismocardiogra-
phy [24]. This book chapter is also co-authored by some of the participants of these
workshops.

There have been two major limitations for designing algorithms for annotation of
cardiomechanical signals are (1) Lack of a manually annotated public database: The
“Physionet” database contains multiple ECG datasets with thousands of manually
annotated cardiac cycles by the experts in the field. Such a database does not exist for
the cardio-mechanical signals in general and an effort was made to annotate about
40,000 cycles of SCG in 2011 [57], which will be publically available on Physionet in
anear future. (2) Lack of accepted standard for the cardio-mechanical fiducial points
and morphologies: The cardio-mechanical signals have complex morphologies. In
particular, the signal morphology consists of many extrema’s occurring nearby of
each other. Furthermore, the signal morphology changes significantly between dif-
ferent individuals and it is affected by factors such as heart conditions, age, and
sex.

5.1 Local Pulses

For local pulse signals such as SCG, subjects can often suffer from a significant degree
of motion artifacts caused by postural changes, tremble, or respiration. In depth,
studies haven’t been conducted to quantify changes on both the morphology and
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fiducial points. As aresult, it is very difficult to pursue the beat analysis method unless
only normal morphologies are extracted. Despite the current effort in collaborating
with multiple research groups, still a global standard for the SCG morphology and
associated fiducial points does not exist [17].

Regarding phonocardiogram signal analysis, a large focus area of recent research
in digital PCG has focused on automated and robust identification of abnormal mur-
murs related to defect heart valves. The aim of this research is to develop intelligent
acoustic analyses to support doctor’s auscultation of patients. Recently this research
was boosted due a Physionet challenge in 2016 aiming at differentiating abnormal
from normal heart sounds. The challenge managed to build a database consisting of
more than 4000 heart recordings where of many of them are obtained in real-life
scenarios.

5.2 Whole-Body Signals

There are currently two main limitations to be mentioned regarding BCG analy-
sis. The first is related to the mechanism for the genesis of BCG waves, which is
still not fully understood and it is still under investigation. In the old BCG era, A.
Noordergraaf proposed a model based on evaluating the changes in the movement of
the center of gravity of the body as the pressure waves propagate along the arterial
tree in each cardiac cycle [1]. That model explained the BCG signals obtained with
different beds, and their relationships with each other, and this was fully accepted by
the scientific community then, despite the existing differences in the signals obtained
with ULF and HF systems previously mentioned in this chapter.

Nevertheless, as the most common systems used nowadays to obtain the BCG,
such as weighing scales, chairs or beds, with the exception of zero g methods [80], are
not ULF systems, the understanding of these differences has become a very relevant
unsolved problem that needs to be addressed. To this respect, a new simple model
has been very recently proposed [81], which attributes the genesis of the BCG waves
mainly to blood pressure gradients in the ascending and descending aorta. Although
this model has not been validated with real BCG measurements yet, it has shown a
potential, as it predicted the relationship between the 1J interval and the aortic PTT,
that has been experimentally observed independently in the most recent times [54]
and that remained unexplained by the old models.

The second main current limitation in the field is the lack of standardization and
characterization of the different mechanical and electronic interfaces used to obtain
the BCG signal. Regarding the electronic interfaces, although the possible effects of
J peak timing of some of the most common analog and digital conditioning blocks
employed has been already determined [53], clear standards regarding the shape and
the timing of the rest of BCG waves the necessary frequency bandwidth for them
has still to be established and accepted by the BCG scientific community.

Regarding the mechanical interfaces, it has been recently observed that weighing
scales with too low natural resonant frequency can distort BCG waves [82]. Although
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this effect could also be present in BCG signals acquired in beds or chairs, most of
these interfaces have still not been properly characterized and this is a very relevant
work that needs to be done in the near future to avoid a similar degree of confusion
to that introduced by the un-calibrated but very popular Dock shin-bar BCG systems
in the old BCG era [1].

Finally, in some of the recent research developed in the field, local pulse mea-
surements have been performed by placing accelerometers on several points of the
body surface, which has been termed wearable ballistocardiography [83]. Although
some of these works have contributed to determine the effect of posture-dependent
distortions in BCG waves [84] and the relationship between local measurements and
whole body measurements [85, 86], the use of a BCG terminology for these local
measurements, especially those performed far from the center of gravity of the body,
can also be an additional cause of confusion that shows that the efforts towards a
higher standardization in the field are, with no doubt, one of the most relevant tasks
to be undertaken in the promising field of cardiac mechanical signals, in the near
future.
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Time-Domain Analysis )
of the Electrocardiogram L

Ioanna Chouvarda, Dimitris Filos and Nicos Maglaveras

Abstract The electrocardiogram (ECG) is an affordable and well-studied biosignal,
which has a wide presence in clinical research and practice, especially as a frontline
diagnostic tool that measures the evolution of the electrical activity of the heart, with
characteristic morphologies for atrial and ventricular activity, depending also on the
position of recording. Time domain analysis of ECG includes: (a) preprocessing for
quality characterization and improvement, (b) recognition of ECG waves, (c) analysis
of ECG waves morphology, durations, amplitudes, as well as distances among waves,
(d) variability analysis, as regards evolution in time. Numerous application areas are
based on these analysis building blocks, with arrhythmia detection, and risk analysis
among them. Analysis of the ECG signals in the time domain has been a continuous
research field, although later complemented by frequency and time-frequency anal-
ysis This chapter aims to provide an overview of ECG analysis methods along with
the main clinical application areas. A description of the general characteristics and
challenges of ECG in the time domain, is followed by summarizing the basic types
of ECG analysis and reviewing analytics methods in the context of their clinical use.
Finally, the current methods and future directions are discussed.

Keywords ECG - Time domain analysis

1 Introduction

A century of research and clinical practice [1] constitutes electrocardiography a clin-
ically mature technique and a first line diagnostic tool in clinical practice, applied
as part of the initial evaluation for any patient with cardiac complaints. The Elec-
trocardiogram (ECG) is a biosignal that reflects cardiac electrophysiology and can
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be acquired in a non-invasive and safe manner, which is nowadays easily monitored
also in home and ambulatory settings.

ECG analysis has attracted numerous scientists in the quest of achieving diagnos-
tic information from ECG. Over the years, numerous digital signal processing and
machine learning techniques have been tested with ECGs. Factors contributing to
the continuous scientific activity in ECG analysis can be divided in three categories:

e Clinical, including the availability in healthcare environments of ECGs in legacy
clinical databases of specific research purpose (e.g. response to treatment), and a
series of clinical problems and challenges that have been well defined with clear
clinical benefit, such detection of alerting events, or patient prognosis.

e Academic, as concerns the wide availability of ECG signals in public and research
oriented databases (e.g. Physionet' and THEW [2]), which provided the testbed for
proving the virtue of biomedical analysis techniques (e.g. arrhythmia detection),
as well as a scientifically nurturing environment supporting new challenges, such
as the Computing in Cardiology Conference.’

e Industrial, with respect to industrial policies towards affordable devices, easily
accessible and standardized recordings and formats [3] and embodiment of ana-
Iytics with increasingly accurate diagnostic capabilities, such as the implantable
defibrillators.

Analysis of the ECG signals in the time domain has been a continuous research
field, although later complemented by frequency and time-frequency analysis. The
main areas of time-domain analysis (TDA) of ECG in the clinical routine are: (a)
recognition of ECG waves and their durations, amplitudes and specific morpholo-
gies, (b) distances among waves, (c) generation of average signals, and (d) heart rate
statistics. These methods are characterized by simplicity and low computation bur-
den, as well as straightforward clinical interpretation. Other time domain methods
applied in research include sophisticated denoising methods, complexity analysis
features, and various machine learning techniques.

This chapter aims to provide an overview of ECG analysis methods along with
the main clinical application areas. Section 2 presents the general characteristics and
challenges of ECG in the time domain. Section 3 describes the basic types of ECG
analysis and Sect. 4 reviews analytics methods in the context of their clinical use.
Finally, Sect. 5 discusses the main issues arising in current TDA and links them
with the future directions and opportunities that are offered by the advancements in
information and communication technology, as well as electronics, coupled with the
new health services expanding beyond the clinical settings.

Uhttp://www.physionet.org.
Zhttps://physionet.org/challenge/.
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2 The ECG Signal and its Nature

2.1 ECG Recordings

Many decades ago, Gezelowitz stated that over 90% of the heart’s electric activity can
be explained with a dipole source model [4]. To evaluate this dipole, it is sufficient to
measure its three independent components. The purpose of the vectorcardiographic
(VCG) systems is to detect the equivalent dipole of the heart, in leads X, Y and Z,
and the trajectory of VCG vector, which can then be visually inspected and com-
putationally analyzed [5]. Several lead systems have been proposed for capturing
the three-dimensional extent of the heart dipole, such as Frank lead system [6]. In
common clinical practice, a more redundant system is usually adopted, i.e. the 12
lead consisting of the leads I, II, III, aVR, aVL, aVF, V1, V2, V3, V4, V5, V6, and
as each lead reflects the projection of the electrical activity of the heart from differ-
ent angles, it enhances pattern recognition and facilitates diagnosis. Recent studies
suggest also the use of 80-lead body surface map electrocardiogram system in emer-
gency care, as it promises greater sensitivity for detecting MI events [7]. On the other
hand, long term ambulatory electrocardiography or 24 h ECG Holter setups typically
include 1-3 leads and are widely used for detection and monitoring of arrhythmias.
Recent devices, including wearables, for recordings in daily life do not follow strictly
the clinically specified recording positions. With respect to temporal resolution, it
spans from high resolution (1000 Hz), usually for short recordings, to regular clinical
measurements at 250 Hz, also applicable in Holter long term recordings.

2.2 ECG Fiducial Points

ECG, as recorded at the body surface, reflects the conduction of electrical activity
through the different chambers of the heart, from the atria to the ventricles. It is com-
posed of distinct waves: the P-wave that corresponds to atrial depolarization and has
aunipolar or bipolar morphology, the QRS wave, being the most prominent wave and
corresponding to ventricular depolarization, and the T-wave representing the ventric-
ular repolarization (Fig. 1). The morphology of these waves depends heavily on the
recording lead, and on the potential pathology. In some cases, the U-wave, a positive
flat deflection after the T-wave, is visible, and its origin has been attributed to the
repolarization of the Purkinje fibers, or papillary muscle, or mid myocardium. Usu-
ally its presence or absence is not considered to have clinical significance, although
some morphologies are of diagnostic value (acute ischemia, hypokalemia, or severe
aortic valve incompetence). The fusion of the T-wave with the U-wave, leading to a
TU wave, is possible, in which cases, the U-wave creates an ambiguity in detecting
the end of T-wave. In most normal ECGs the junction (J) point can be seen as the
point that defines the end of the QRS complex and the beginning of the ST segment,
and is a point close to the isoelectric line.
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Fig. 1 ECG fiducial points [8]

ECG wave delineation is the determination of the Fiducial Points (FPs) in an ECG
signal, i.e. the locations of peak, onset and offset of the aforementioned waves, on a
beat by beat basis. These waves’ amplitudes and durations contain clinically useful
information. Thus, accurate “Fiducial Point Extraction” or “ECG wave delineation”
is a first step in many ECG analysis tasks. Besides a potential temporal and spatial
dispersion of these morphologies, and the challenges posed by noisy recordings, it is
important to note that specific changes in the morphological properties of ECG reflect
altered cardiac cell properties, i.e. membrane ionic currents and action potential
properties [9].

2.3 The Challenges of ECG Analysis in the Time-Domain

As ECG is recorded in diverse conditions, spanning from controlled clinical record-
ings at rest, to exercise stress test, Intensive Care Unit (ICU) recordings, ambulatory
and Holter recordings, or even telehealth related ECG from wearable sensors during
daily life, data quality is an important challenge, in order to ensure the recognition of
ECG waves, and especially their start and end. ECG is recorded in different standard
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positions, and this multilead information is not only useful as the necessary redun-
dancy to increase signal reliability, but also towards increasing the information con-
tent. Thus, the development of multichannel timeseries approaches is a challenge in
this field. Furthermore, non-stationarity and morphological variation, both intraper-
son and interperson, need to be addressed in order to achieve reproducible results, and
‘Normative’ values of clinical relevance. Further processing steps, including machine
learning methods, heavily depend on the preprocessing steps and the assumptions
made, thus pipelines have to be end-to-end optimized, taking into account all steps,
and the propagating consequences, and the need for standardization of methods at
large.

Considering that different leads of the ECG represent the propagation of the elec-
trical activity on the myocardium from different projections, the major challenge of
the TDA consists the association of potential underline pathology for the observation
of the time domain characteristics of the ECG. In this respect the conduction prop-
erties of the myocardium could be associated with the morphological characteristics
of the ECG.

3 Types of Time-Domain Analysis

ECG signal is a quasiperiodic signal whose components reflect physiological activity
of the heart. Thus, it is always important to follow a certain series of steps to extract
the main characteristics of ECG, either in the form of time intervals, or waveform
morphology, as described in the following subsections.

3.1 ECG Preprocessing and Denoising Fiducial Point
Extraction

3.1.1 Denoising

Noise is typically embedded in an ECG signal during acquisition and transmission.
This includes muscle artifacts, baseline drift with respiration (0.15-3 Hz), powerline
interference (50/60 Hz and harmonics) and electrode motion. ECG denoising and
wave delineation constitute the typical preprocessing steps, and are implemented
either in a sequential or in a combined manner.

Adaptive filtering has been typically used for baseline wandering and powerline
interference. An interesting two step approach is proposed by Der Lin [ 10], where the
presence of powerline interference is first detected by linear discriminant analysis,
and upon detection the noise suppressed by a recursive least-squares (RLS) adaptive
notch filter. Efficient implementations of adaptive filtering, such as Fast Block MS
(FBLMS) algorithm, have been proposed for removing artifacts while preserving
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the low frequency components [11]. Band-pass digital filters have been used for the
removal of interference (either high or low frequency, or even in narrow zones), and
the need for their careful design in order to avoid signal distortion has been identified
[12]. Blind source separation techniques, focusing on independent component anal-
ysis based techniques, such as constrained Independent Component Analysis (ICA),
have been applied to motion artifact removal [13]. For ECG denoising, Kuzilek et al.
[14] propose an ICA-based method that relies on supervised algorithms for training
the detection of noise and the separation of the noise components from signal ones.
It has to be noted that most methods have been tested in MIT-Arrhythmia database,
which makes them comparable in terms of performance. Yet their applicability in a
wider range of acquisition conditions needs to be addressed, as well as the efficiency
of these preprocessing steps with respect to the application and main processing
demands.

As regards the detection and rejection of artifactual segments in recordings, espe-
cially in non-resting clinical settings, a well-accepted semi-automatic method is tem-
plate based, i.e. based on the definition of a high quality segment, and the rejection
of candidate beats that are not adequately correlated.

3.1.2 Wave Delineation—Fiducial Point Extraction

Fiducial point extraction follows the ECG signal improvement and denoising [15].
A popular algorithm for QRS detection is the algorithm based on low pass, high pass
filtering and on differentiation as well as on the application of adaptive thresholding
proposed by Pan and Tompkins [16], widely used due to its simplicity. Another robust
and simple single-lead ECG delineator was proposed by Martinez et al. [17]. Based
on phasor transform and the derivative of the signal produced the algorithm achieves
QRS detection with an average sensitivity of 99.81% and positive predictivity of
99.89% while it also presents high sensitivity on the detection of P and T waves.
Kalman filtering has been recently used for denoising and fiducial point extraction
[18]. This approach is based on a dynamic model with (a) modelling of ECG wave-
forms with Gaussian functions, (b) representing parameters of Gaussian functions
and of ECG waveforms (P-wave, QRS complex and T-wave) as state variables. A
Kalman filter is used for estimating the model parameters. A multilead approach for
ECG wave delineation was proposed by Almeida [19] towards accurate QT interval
estimation.

3.1.3 Cancellation of ECG Waves

Cancellation of ECG waves has been attempted for more focused and accurate study
of specific waves’ dynamics. Characteristically, due to the much higher amplitude
of the electrical ventricular activity (VA) on the surface ECG, cancellation of the
ventricular wave is important in the study of atrial activity in Atrial Fibrillation on
ECGs.
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Two approaches are generally used to perform this task. Template based
approaches are based on the subtraction of a template calculated as an average
beat [20], under the assumption of QRS stability over time, an assumption sensi-
tive to noise and other reasons for subtle changes. Source separation approaches
have employed Principal Component Analysis (PCA) or ICA, under the assump-
tion of uncorrelated or independent components respectively [21]. Machine learning
techniques have also been employed [22].

3.2 Signal Averaged ECG Versus Beat to Beat Analysis

The ECG is a quasi-stationary signal, having a morphology that is loosely repeated
in every beat. This fact has led to signal averaging approaches, which meant to
result in a mean ECG waveform playing the role of a template ECG that preserves
the main characteristics under investigation. Signal Averaged ECG (SAECG) not
only has decreased Gaussian noise, but also facilitates analysis, features extraction
and comparison from the template morphology [23, 24], under the assumption that
ECG beats were well synchronized before averaging. It has to be highlighted that
synchronization has to take place with respect to the wave that needs to be averaged
and processed, be it QRS or P-wave [25].

SAECG is heavily based on the assumption of stationarity and the need for noise
reduction. In long term recordings, stationarity assumption could not be universally
assumed, not only due to potential arrhythmias, but also due to the change of ECG in
higher heart rate (exercise) or circadian variations. This issue has been approached
by segmenting the total (e.g. 24 h) recording in smaller sections with presumably
similar conditions and signal characteristics. More recent approaches do not heavily
rely on this assumption, and furthermore can capitalize on technological advance-
ments for quality signal measurements and signal enhancements. Thus, there is an
emerging trend for morphological analysis on a beat by beat basis, which explores
the morphological variability of ECG waves.

T-wave alternans [26] was the first characteristic example of beat to beat fluc-
tuation analysis with diagnostic value, while later fluctuation of QRS-T waves was
analyzed for myocardial ischemia and infarction [27] and P-wave variability with
respect to atrial fibrillation [28]. Figure 2 depicts consecutive and synchronized P-
waves from a normal subject. While an average P-wave can be subsequently calcu-
lated, their morphological analysis on a beat by beat basis can reveal how consistent
this morphology is over time.

3.3 Heart Rate and Its Variability

Among the most valuable measurements that are derived from an ECG is the Heart
Rate (HR), i.e. the rate of consecutive beats. While the average HR value at resting
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Fig. 2 Aligned P-waves from consecutive beats

conditions (in beats per minute) is a standard measure, available also by other types of
measurements (e.g. blood pressure devices produce pulse), the dynamics of HR have
also drawn attention during the last decades. In aerobic exercise and stress test, the
HR increase is related to the oxygen consumption, used to measure cardiovascular
fitness. HR during recovery from exercise stress test has been proposed as predictor
of mortality [29].

HR variability (HRV), the beat-to-beat variation in either HR or in R-R intervals,
has become an established clinical research tool. In [30] a series of HRV measures
were studied, including statistical (SDNN, SDANN, RMSSD, SDNN index, SDSD,
pNN50), geometric (HRV triangular index, TINN), and frequency (ULF, VLF, LF,
HF, LF/HF) measures, (see Table 1) and their suitability in short term and long
term recordings was examined. The HRV is modulated by the interplay between
the two branches of the Autonomic Nervous System (ANS); the sympathetic ANS
branch increases HR and has a slow response, while the parasympathetic branch
decreases HR and the response is faster. In Fig. 3, the decrease of HRV with increasing
involvement of sympathetic nervous system (higher exercise intensity and higher HR)
is depicted. HRYV is also affected by numerous factors, including long term conditions
such as age and cardiovascular status, or short term ones, such as stress, exercise,
medication, and therefore stationarity with respect to long-term recordings has to be
taken into account.

Numerous studies have suggested the value of HRV as a predictor of cardiovascu-
lar deterioration or mortality [32]. HR dynamics were modelled as stochastic point
process methods in [33], and the proposed descriptors were employed in different
dynamic conditions. Non-linear and complexity features have been proposed for the
characterization of HR dynamics [34], including Poincare indices, Sample entropy,
Detrended fluctuation analysis, which provide new insights into the HRV changes
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Table 1 Time-domain measures of HRV [30]

89

Variable

Description

Equation

Standard deviation of the NN
interval

SDNN

SDSD =

X op)\2
wh X (RF; ~ R)
j=

Standard deviation of the
average of NN intervals
calculated over short periods
(usually 5 min)

SDANN

Root mean square of
successive differences

RMSSD

(ARR;)

M=

1
SDSD = [54

~
I

Mean of the standard deviation
of all NN intervals calculated
over the windowed RR
intervals, (usually 5 min)

SDNN index

Standard deviation of
successive differences

SDSD

SDSD =

1 y AP\ 2
7= > (ARR; — ARR)
j=1

Percentage of differences
between adjacent RR intervals
that are greater than 50 ms to
the total number of RR
intervals

pNN50

PNN50 = (X NN50/Y_NN)

Integral of the density
distribution (that is, the
number of all RR intervals)
divided by the maximum of
the density distribution

HRYV triangular index

HRYV triangular index =
N
b =1 RR/Y

The baseline width of the RR
distribution measured as the
base of a triangle

TINN

TINN =M — N

NN50 is the number of interval differences of successive RR intervals greater than 50 ms

The most frequent NN interval length X is established, that is ¥ = D(X) the maximum of the
sample density distribution D. N and M are calculated as the time so that g(#) = 0 for r < N and
t > M and g(t) = Y and fooo (D(t) — q(t))zdt is the minimum among all selections of the values

Nand M

under various physiological and pathophysiological conditions, linking decreased
HRYV complexity decrease with aging and disease. The parameters and settings (e.g.
window length) for calculation of HR complexity need careful consideration rather
than default use. In addition, as a single feature may not be enough, these methods
need to be considered in a multivariate approach in order to describe the complex



90 I. Chouvarda et al.
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Fig.3 The HR of an individual underwent exercise stress test from the physionet’s MIT-BIH ST
change database [31]. As expected, the HRV is higher when the HR is low while it decreases when
the HR is high

HR control system. In [35], a machine learning approach including feature selection
and classification, showed that a combination of nonlinear features and linear HRV
features best predicted cardiovascular and cerebrovascular events.

4 Methods and Clinical Use

4.1 Analysis of ECG Waves: Features and Use

For reader facilitation, the methods that have been proposed are divided according
to the specific ECG wave that they are focused to.

4.1.1 P-Wave Analysis

The atrial depolarization is represented on the surface ECG as the P-wave. The first
part of this wave corresponds mainly to right atrial depolarization, while the second
part to the left atrial depolarization [8, 36]. Surface ECG closely correlates with the
conduction in specific parts of the atria [37, 38] and thus any deflection of the P-
wave characteristics implies regional changes in atrial activation time and conduction
route.
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There are different approaches dealing with the analysis of the P-wave. The first
approach is based on the extraction of an average P-wave which is supposed to
represent all the P-waves of the signal. Several methods describe the methods for
the extraction of the averaged P-wave and those methods can be categorized as
those referred as QRS complex triggered and P-wave triggered. Both methods have
advantages and disadvantages mainly based on the PQ and PR interval variability
[39]. Some of the time domain characteristics include P-wave duration [40], P-wave
dispersion [41], defined as the difference between the longest and the shortest P-wave
duration in a 10 s ECG as they are recorded from multiple ECG leads, the duration
of the high frequency (40-250 Hz) P-wave and the root mean square amplitude
[42]. Additional time domain characteristics were also proposed including P-wave
variance which is defined as the square of the standard deviation of the P-waves
duration and it is considered less independent on P-wave morphology and more
reproducible [43], or PR interval [44].

An alternative approach that gets increasingly popular relies on the analysis of
the time domain characteristics of the P-waves in a beat-to-beat basis [45] and the
results demonstrate the increased variability of specific features as Paroxysmal AF
onset approximates suggesting a distributed conduction in the atrial substrate. The
parameters inspected are the distance between the P-wave peak and its onset and
offset as well as the intervals from the onset, the peak and the offset of the P-wave
up to the R peak.

The last approach focuses on the analysis of the morphological characteristics of
the P-waves. This approach gained the attention of research community in order to
detect any local conduction disturbances as it reflects the three-dimensional course
of atrial depolarization, as a projection of the depolarization vector on the ECG lead
axes. These techniques are based on the extraction of an average P-wave morphology
[46] or the consideration of predefined types of morphologies [47]. Later, each P-
wave is characterized as following specific types of P-wave morphologies denoting
the existence of pathological substrate in the atrial myocardium.

4.1.2 QRS Analysis

The amplitude and the duration of the QRS complex reflects the ventricular depolar-
ization [39]. According to [48] a total of four parameters were proposed to charac-
terize QRS complexes:

1. The duration or width of the QRS complex

2. The maximum amplitude minus the minimum amplitude of the QRS complex

3. The positive or negative vertical distance from the midpoint of the baseline to the
center of the QRS complex. The baseline is defined as the straight line connecting
the temporal boundary points of the QRS complex. The center is defined as
the midpoint between the highest and lowest bounds in amplitude of the QRS
complex
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4. The area under the QRS waveform rectified with respect to a straight line through
the midpoint of the baseline.

The usefulness of measuring the QRS width during exercise for identifying
myocardial ischemia has been reported [49] and its prolongation can be consid-
ered as a marker of percutaneous transluminal coronary angioplasty success [50].
In [51], the relation between the different types of QRS morphologies, in terms of
left bundle-branch block (LBBB), right bundle-branch block (RBBB) and nonspe-
cific intraventricular conduction delay (NIVCD), and the QRS duration was studied
in order to verify the benefit from cardiac resynchronization therapy (CRT). QRS
fragmentation [52] has been proposed as a marker with prognostic value after Acute
Myocardial Infarction (AMI) [53] or a predictor of response to CRT [54]. The latter
work employs time-scale QRS morphology to characterize fragmentation.

4.1.3 ST Morphology

ST segment represents the interval between ventricular depolarisation and repolar-
ization. The segment from J-point to the start of T-wave is expected to be close to
the baseline, and deviations are related to abnormal conduction of various origins
[55]. In [56] two types of ST segment morphology were considered (concave or
non-concave). This classification was based on the drawing of a line between the
J-point and the peak of the T-wave. Concave was considered a morphology in case
an area is noted below the line and above ST segment while non-concave in case an
area is noted above the line and be—Ilow the ST segment or the line falls directly
on the ST segment. According to the results, non-concave STE morphology is more
frequent in acute myocardial infraction patients.

4.1.4 T-Wave Alternans

T-wave alternans (TWA) are defined as a beat-to-beat fluctuation in the morphology
and the amplitude of the ST segment of T-wave. This marker reflects the special
heterogeneities of repolarization of myocardial regions leading to lethal arrhyth-
mogenesis such as ventricular tachycardia or ventricular fibrillation [26]. The most
commonly used time domain method for the analysis of the ST-segment and T-wave
is the modified moving average (MMA) method [57]. According to this method, the
odd and even beats are separated into different clusters and are averaged. The average
complexes are then superimposed and the maximum difference between the odd and
even complexes at any point within the JT-segment is averaged for every 10 or 15 s
and reported as the TWA value. This method can be used either during 24 h ECG
monitoring or during standard exercise test while in contrary to other methods, no
HR target is required while no special electrode is needed.
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Table 2 Commonly used QT interval variations measures [58]

Variable Description Equation

- _ | 01— 0T ea)?
Standard deviation of QT SDQT SDOT = ) =5
Variance of QT interval QTVN QTVN = SQZ;QTZ
normalized to the squared ea
mean QT interval
Short-term variability of QT | STVQT STVQOT =) %
Long-term variability of QT LTVQT LTVQT =

v 19T w11 =0T —2QTinean|
N2

QT interval QTVi OTVi = log 9TvN
variability-to-HRV ratio
Short-term variability of QT to | Variability ratio; VR VR = gg%
Short-term variability of RR

STVRR=73" % and HRVN = :[g”“’ , where HR,,, is the variance of the HR time series

mean

and N is the total number of beats

4.1.5 QT Interval Variability

QT interval variability (QTV) is defined as the fluctuation of the distance between Q
and the end of the T-wave (Tend) in a beat-to-beat basis. It reflects the variations in
ventricular depolarization and repolarization [58]. QTV analysis presents a series of
challenges, including the accurate delineation of the T-wave end, and needs careful
consideration of the best lead for single lead analysis, stationarity, and recording
duration. The T-wave amplitude is inversely related to the QT interval variability
and temporal QT interval variations may differ among recording locations, due to
lead-specific interference and local repolarization heterogeneity. Table 2 summarizes
the most commonly used QTV measures. QTV is widely used for screening patients
with CAD, Left Ventricular (LV) hypertrophy and/or LV systolic dysfunction [59].

4.2 Characteristic Clinical Application Areas

The main goal of the analysis of a biosignal, including ECG, consists the extraction
of useful information that could assist the clinical expert in the decision making,
tailoring the intervention strategy for a patient. In this section the application of the
TDA of the ECG, into several clinical areas are described.
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4.2.1 Prediction of Pathological Atrial Electrical Activity

The main factors which influence the P-wave morphology include: [18] the origin of
the sinus rhythm, [1] the left atrial breakthrough and [19] both the shape and the size
of the atrial chambers which affect the time required for the depolarization process
completion. Apart from the aforementioned factors, any structural abnormalities
contributing to the slowing and propagation of the electrical activation may influence
the P-wave morphology [60].

Based on the time domain analysis, specific thresholds were set on the P-wave
duration in order to discriminate Atrial Fibrillation (AF) patients from healthy sub-
jects and its prolongation (>120 ms) has been associated with a history of AF [61].
P-wave dispersion [41] and it is widely used for predicting the subjects prone to AF
(>58 ms). Additionally, the duration of the high frequency (40-250 Hz) P-wave and
the root mean square amplitude was also studied [42] and it was shown that these
parameters may be helpful for the identification of patients underwent direct-current
cardioversion and who are prone to recurrences. All these studies denoted statistical
significant differences between AF patients and healthy subjects.

However, patients without structural heart disease may not have any impressive
P-wave prolongation [62] and thus time characteristics may not reveal the develop-
ment of AF. The analysis of the time domain characteristics in a beat to beat basis
was studied in [45] and the results demonstrate the increased variability of specific
features as Paroxysmal AF onset approximates suggesting a distributed conduction
in the atrial substrate. The parameters inspected was the distance between the P-wave
peak and its onset and offset as well as the intervals from the onset, the peak and the
offset of the P-wave up to the R peak.

Regarding the analysis of the morphological characteristics of the P-waves, most
of the studies combine beat-to-beat analysis of the P-wave with correlation tech-
niques in order to extract the average P-wave [47, 63]. The idea behind the beat-
to-beat analysis is that mild to moderate remodeling may not change the P-wave
morphology constantly. In [47], the outcome of the circumferential pulmonary vein
isolation (CPVI) was studied in terms of P-wave morphology. According to this
study, each beat was classified, according to its morphology, into one of five pre-
defined classes. The most common P-wave morphology observed was defined as
the dominant morphology. Additionally, the percentage of the P-waves with non-
dominant morphology (PMV) is extracted and it is reported that an increased PMV
can be associated with CPVI success. In [63], the P-wave morphology of the aver-
age P-wave is modelled by fitting a combination of Gaussian functions. The results
demonstrate that the P-wave morphology can be effectively modeled. The results
denote that the morphological parameters extracted can effectively identify patients
of different risks for AF development.

The results can be further improved in case time-domain and morphological
parameters are combined. In [46] a semi-automated algorithm is proposed and applied
to healthy subjects in order to explore the changes in P-wave morphology. Via k-
means clustering, each beat is classified, under the strong assumption that two clusters
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exist in the P-wave morphology in each signal. The need for standardization of time
domain analysis for assessing atrial fibrillation has been highlighted in [64].

4.2.2 Heart Rhythm and Arrhythmic Beat Detection

An “arrhythmia” refers generally to a problem of the HR (too fast or too slow)
or the rhythm (irregular pattern of the heartbeat). The HR provides the necessary
information for tachycardia/bradycardia characterization, but ECG morphology is
required in detection of other types.

In [65] an attempt was made towards the classification of the heart beats, based
on the morphological characteristics of the QRS complexes in the time domain,
including QRS complex width, maximal point of positive and negative peak, area
of QRS complex, onset to maximum negative/positive peak, VCG vector maximum,
QRS slope velocity. The study focused on the arrhythmias which have effect on the
QRS waveforms like Premature Ventricular Contractions (PVC), Left Bundle Branch
Blocks (LBBB), Right Bundle Branch Blocks (RBBB) and Paced Beats (PB).

Typically, arrhythmia beat classification follows the five types of arrhythmia rec-
ommended by the Association for Advancement of Medical Instrumentation: non-
ectopic beats (N), supra-ventricular ectopic beats (S), ventricular ectopic beats (V),
fusion beats (F) and unclassifiable and paced beats (U), while some methods also dis-
tinguished RBBB and LBBB. Machine learning techniques have been extensively
used for arrhythmic beat detection [66], Including Higher Order Statistics (HOS)
and PCA [67], time-frequency features (wavelet or S-transform) [68] in combi-
nation with RR-based features and sophisticated classifiers, such as Support Vec-
tor Machine (SVM) classifiers. The database principally used was the MIT-BIH
Arrhythmia database, and high accuracy (over 90%) was reached. The ability for
generalization beyond this reference database is sparsely examined.

4.2.3 Detection of Acute Myocardial Infarction (AMI) and Ischemia

There exist two types of AMI. The first type, so-called ST-elevation myocardial
infraction (STEMI), occurs when a complete vascular occlusion exists resulting trans-
mural ischemia. In the ECG a ST-elevation is observed. The patient in this category
are in higher risk for adverse events [69]. On the other hand, the non ST-elevation
myocardial infraction (NSTEMI) is most common and it results in ST-depression,
T-wave inversion or no ECG change at all. It is mentioned [70], that 25% of patient
with AMI have no detectable ECG abnormalities. This is the reason why the most
important challenge in current research is on the early detection of Coronary Artery
Disease (CAD) and of exercise induced myocardial ischemia before the occurrence
of the first AML. In this respect, ST-segment depression criterion have been used for
years however the clinical usefulness has been limited by poor sensitivity.

Apart from observation of the ST-segment and T-wave changes representing the
ventricular repolarization, the analysis of the T-waves and T-loops morphology from
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a vectorcardiography can be used as a marker of myocardial infraction [71]. However,
myocardial infraction also affects the depolarization of the ventricles, which occurs
during the QRS complex, the analysis of which is more challenging because of its
subtle changes, non-detectable by a clinical expert’s eye. The amplitude of the R and
S waves [72, 73] and the changes of the QRS slope and morphological QRS angles
changes [74] and vectors have been used for the detection of ischemia.

More sophisticated methods include the observation of the amplitude and mor-
phology of the high frequency components of the QRS (HF-QRS) [75] while those
signals decrease in the existence of ischemia. Finally, a promising QRS score has been
proposed [76] for the detection of myocardial ischemia. For this score, the amplitude
of the Q, R and S wave were subtracted from the values prior to an exercise test.
In [77], prediction of thrombolysis success after AMI was based on morphological
features of QRS and ST, which however were calculated via time-frequency areas
and amplitudes.

4.2.4 Risk Stratification of Sudden Cardiac Death

The stratification of patient for Sudden Cardiac Death (SCD) is of high importance in
order to select the optimal treatment. The existence of ventricular arrhythmias, such
as ventricular tachycardia and fibrillation is responsible for the half of SCD events.
Several ECG markers have been proposed in order to assess either the ventricular
depolarization or repolarization.

QRS duration (QRSd) was found to correlate with mortality in patients with
structural heart disease [78]. A QRS score, based on 54 criteria form 10 leads has
been also used for assessing the viability after myocardial infraction [79] and a
value greater than 5 has been associated with increased mortality [80]. Apart from
QRS score, fragmentation of the QRS (fQRS) complexes can also been used for
the assessment of myocardial scar and fibrosis [52]. Fragmented QRS are defined
as presence of one of more additional R wave (R’) or notching in the nadir of the
S wave and can be also been associated with increased mortality. The existence of
ventricular late potentials (VLP) has been suggested with [24]. Existence of VLP is
typically quantified by time domain features of the high resolution signal averaged
ECG, root mean square amplitude of the last 40 ms (RMS40), high frequency low
amplitude signals less than 40 mV (HFLAS40), in addition to frequency domain
methods (power spectral density of the last 40 ms) and time-frequency methods.

In addition to the ventricular depolarization, the repolarization heterogeneities of
the ventricles can be assessed either by the use of the QRS-T angle [81], as measured
between the QRS and T-wave vectors, or corrected QT interval (QTc) which is an
estimation of the distance between Q and T at a HR of 60 bpm, while prolongation of
this marker is predictive of SCD [82]. In addition the dispersion of the QT-interval,
measured as the difference between the shortest and the longest QT in 12 leads ECG,
can also quantify the heterogeneities during the repolarization of the ventricles [83].
Finally, T-wave peak to T-wave end interval (Tpe) is a marker which also shown to
reveal the ventricular heterogeneities [84].
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5 Discussion

A series of time domain methods for ECG analysis were presented, linked with their
clinical application. The signal improvement, delineation of ECG waves, and the
heart beat characterisation have been investigated in numerous studies with a wide
range of time-domain biosignal processing and machine learning methods, although
usually not in a multilead manner. Testing and comparison against available bench-
mark databases has been a positive widely adopted step so far, which would need to
be complemented by further evaluation in data derived from different contexts.

The most characteristic group of clinically adopted methods focuses on ECG wave
intervals or amplitudes, as measured in the average signals. As these methods have
been evaluated specific clinical setups, their robustness in beat to beat ECG analysis
and ECGs recorded in different unsupervised setups and physiological factors needs
further elaboration, including normative values.

A second group of methods revolves around the temporal variability of wave
intervals or of morphologies (RR, QT, T-wave alternans, P-wave clusters). While
these approaches are dynamic and promising, also in terms of systemic approach,
and have incorporated a series of sophisticated measures, the main factors that affect
these dynamics have to be modelled and incorporated in such analysis. In addition,
taking into account findings of spatial dispersion of morphologies, and elaboration
of methods investigating spatiotemporal dynamics [85], and meticulously linking
them with smaller scale phenomena (e.g. electrograms and action potentials) would
leverage the computational electrocardiology within a systems medicine and ‘in
silico cardiology’ framework.

The typical clinical electrocardiology approaches have been focusing on univari-
ate analysis towards validating simple practical markers of a disease. Investing on
multiparametric models, although more resource demanding, is expected to lead to
more accurate and personalized approaches. Such approaches could combine mor-
phological information (e.g. from wavelet analysis) and temporal information (e.g.
wave durations), along with rhythm/rate information. Overall, while more sophis-
ticated timescale measures and machine learning methods have been proposed and
tested, either in benchmark or legacy databases, they have not been widely adopted.
The two main barriers are (a) the reproducibility and validation of various meth-
ods in a wide range of clinical datasets, including a clear specification of the setups
and parameters in each dataset, and (b) the availability of published methods in for
testing by clinicians in user friendly analytics frameworks that can be accessible in
clinical practice. The generation of big ECG databases with recordings at different
conditions could help towards offering new challenging benchmarking frameworks
for the evaluation and further leverage of computational electrocardiology.

Moving beyond the current landscape, the progress of electronics, information and
communication technologies is gradually leading to the adoption of cost-effective
strategies for ambulatory ECG monitoring and remote patient monitoring services.
Holter smartphone applications [86] coupled with non-invasive sensors and wear-
able sensors, are suggested for the detection of arrhythmia and other events of clin-
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ical importance in the home environment and during activities of daily life. There-
fore, relevant methods need to be extended and validated with noisy data [87],
non-standard leads, different contextual parameters in uncontrolled environments,
in order to ensure robustness of medical (not just consumer) quality and decrease
false alarms. Smart techniques, data fusion, information redundancy can contribute
in this direction.

The remote patient monitoring employing ECG and relevant biosignals is expected
to lead to an unprecedented amount of ECG data that would require real time analysis
embedded in the monitoring and response technology, both for robust real time
alarming and even intervention (e.g. defibrillators), and for storing to be reused.
These developments are constituting the electrocardiology as a big data domain
[88], in terms of data management and analytics. As the necessary data is gradually
getting available, big data approaches for predictive modelling in electrocardiology,
such as deep learning [89], are emerging and expected to offer new knowledge and
open new perspectives.
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George Manis

Abstract The heart is a complex system. Its activity is affected by and affects most
of the vital organs of the human body. The large number of factors influencing it
results into a complicated functionality, characterized by physiological variability,
difficult to be predicted and modeled. This variability hides valuable information
expressing the ability of the heart to respond to normal autonomic functions of the
body and to react to external events. It is used in clinical practice for both diagnosis
and prognosis. It can be described with many indices, like the heart rate variability,
the QT variability, the ST variability, the deceleration capacity, etc. A large number
of methods have been proposed for estimating these indices, including statistical
methods, frequency domain methods and non-linear ones. The research in the field is
very active. A large number of papers has been published during the last two decades
in the field and this number increases day by day with a continuously increasing rate.

1 Introduction

With the term Cardiovascular Variability we refer to any kind of variability related
to the functionality of the heart and/or the vascular system. The most popular one
is Heart Rate Variability, but other kinds of variability, like QT variability, T-wave
alternans or indexes like Deceleration Capacity are also in the center of the attention
of the research community.

The cardiovascular system consists of the heart and the blood vessels, which
transfer the oxygen and other useful or waste materials through the blood to the
rest of the body. The heart coordinates the cardiovascular system, a difficult and
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complicated task, affected by several factors and affecting almost every organ in our
body. It is not difficult to realize that the heart is a complex system and the large
number of factors affecting it results in a complicated, non-linear and difficult to
be predicted functionality. Increased variability indicates an increased capability to
respond to those factors, thus revealing a healthy situation. Decreased variability
shows a decreased capability to react, a definitely unwanted behavior.

Cardiovascular variability is affected by (i) physiological parameters, like age and
gender, (ii) lifestyle factors, like sporting activity, increased body weight, smoking
and alcohol abuse, (iii) diseases including heart diseases, lung diseases and diabetes
and (iv) external factors, like harmful substances and medication [31]. The heart is
accelerated by the sympathetic nervous system (SNS) which is related to responses
for external events. Those events can be considered as threads, or generally, need
rapid reactions or extra body effort. On the other hand, the parasympathetic nervous
system (PSNS) functions as decelerator of the heart rhythm and is connected to vital
body activities like rest and digest.

2 Heart Rate Variability

Heart Rate Variability (HRV') expresses the variation of time intervals between suc-
cessive heart beats. HRV is a physiological phenomenon and high variability is an
indication of healthy heart functionality.

In Fig. 1, a part of an electrocardiogram is depicted, where R (peak) points and
the time intervals between them are marked. The series of these intervals constitutes
the HRV time series, which is what we study.

In 1996, guidelines for measurements, physiological interpretation and clinical
use for HRV were published [36] from the European Society of Cardiology and the
North American Society of Pacing and Electrophysiology. This article is the most
cited one and commonly accepted as a standard in the field. The most common
methods for HRV analysis are described there. Several other methods can be found
in the literature, perhaps more than one hundred, the most important of which are
described in the following. They can be divided into linear and non linear methods.
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Fig. 1 Variability of heart rate
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2.1 Linear Methods

Linear methods can be further divided into time domain, frequency domain and time-
frequency domain methods. Time and frequency domain methods are described in
[36]. In the same paper, geometrical methods are also discussed, but since they are
not often used in practice, we selected not to present them here.

Linear methods in the time domain express the amount of the existing variability.
Methods in frequency domain quantify the underlying rhythms and the amount of
power in these rhythms. Time-frequency domain methods are somewhere in the
middle. Non-linear methods investigate the complexity of the system.

2.1.1 Time Domain Methods

Time domain methods include the statistical ones. We mention here the:

e standard deviation of NN intervals (SDNN)

e root mean square of successive differences of adjacent intervals (RMSSD)

e standard deviation of the averages in 5 min segments of the entire recording
(SDANN)

e mean of the standard deviations in 5 min segments of the entire recording
(SDNNindex)

e standard deviation of successive differences of adjacent intervals (SDSD)

e probability adjacent NN intervals to differ more than 50 ms (pNN 50)

Please note that we refer to NN and not to RR intervals, i.e. Normal to Normal
beats. R points not considered as normal, e.g. ectopic beats, should be excluded
from computations. Normal values reported in [36] for time-domain methods are:
SDNN = 141 + 39 ms, SDANN = 127 £ 35 ms, RMSSD = 27 + 12 ms.

In Fig. 2 we can see the discrimination achieved with time-domain methods, when
applied on a dataset with two different groups of subjects (fantasia dataset [19]). The
database is available on the internet [14]. Fantasia consists of 40 recordings, 20 from
young subjects (21-34 years old) and 20 from elderly (68—85 years old), all healthy.
All subjects remained in a resting state in sinus rhythm during recording while watch-
ing the movie Fantasia (Disney, 1940) to help maintain wakefulness. The continuous
ECG signals were 120 min long. From the box plots in Fig. 2 it is not difficult to
conclude that all metrics presented a statistically significant discrimination, and that
the box plots do not overlap in any case. The most clear discrimination in this dataset
is exhibited by pNN 50.

2.1.2 Frequency Domain Methods
Frequency domain methods are based on spectral analysis. They use different metrics

when considering short and long recordings. For short (5 min) recordings we compute
the:
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Fig. 2 Discrimination of young end elderly subject with time-domain methods

total power TP (f < 0.4 Hz)

power in very low frequencies VLF (f < 0.04)

power in low frequencies LF (0.04 Hz < f < 0.15 Hz)
power in high frequencies HF (0.15Hz < f < 0.4 Hz).

The power in low and high frequencies can also be expressed in normalized units,
with the amount 100 x (TP — VLF) being the normalization factor:

e LF, = LF/100 x (TP — VLF)
e HF, = HF/100 x (TP - VLF)

The ratio LF/HF 1is also considered a useful index. Normal values for station-
ary 5 min recordings, as given in [36], are: TP = 3466 + 1018 ms?, LF = 1170 &
416 ms?, HF = 975 203 ms?, LF,, = 54 + 4, HF,, = 29 + 3, LF/HF = 1.5-2.0.

For long (24 h) recordings we compute again the:

total power (TP)

power in ultra low frequencies ULF (f < 0.003 Hz)
power in low frequencies LF (0.003Hz < f < 0.15Hz)
power in high frequencies HF (0.15Hz < f < 0.4Hz)

In Fig. 3 we can see the power spectral density of a short recording. There
are two distinct frequency areas (one for low and one for high frequencies) in
which the energy is increased. In this figure, the power at low frequencies seems
to be higher than higher frequencies, indicating increased parasympathetic activity.
Figure 4 presents the power spectrum of a long recording. The shape of the expected
curve and the frequency areas in which we compute the indexes are shown.
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Fig. 4 Spectral analysis for long recordings

2.1.3 Time-Frequency Domain Methods

Time-frequency domain methods include the multiresolution wavelet analysis as
described in [37]. RR time series are decomposed into wavelet coefficients in dif-
ferent scales of analysis with smaller scales corresponding to more rapid changes.
Various wavelet families have been tested and can be used, but the Haar wavelet
seems to be the most popular. In each scale, approximation and detail coefficients
are produced. The approximation coefficients are used as input for the analysis of
the next scale, while the standard deviation of the detailed coefficients serves as a
measure of variability.

In [37], the authors report discrimination of healthy subjects from those with
cardiac pathology in scales 4 and 5. In [23] the authors investigates different mea-
sures of variability for different scales of analysis, showing that a measure detecting
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Fig. 5 Discrimination of young end elderly subject with wavelet analysis

adjacent point variations is more descriptive in smaller scales than the standard devi-
ation which works better in larger scales.

Box plots for the fantasia dataset and for several scales of analysis are presented in
Fig. 5. All scales exhibit a remarkable discrimination, with scales 2 and 3 presenting
the clearest one for this dataset.

2.2 Non-linear Methods

In HRV guidelines [36], non-linear methods were also referred as means to analyze
RR signals, but they were not given the same attention with the linear ones. This might
was due to the limited use of non-linear methods in the analysis of HRV until then.
Non-linear methods play today an important role in HRV, have gained the attention
of the research community and are also used in clinical practice. Non linear methods
attempt to extract deeper or more irregular correlations, which cannot be captured
by the more traditional linear methods. They act complementary and do not replace
the linear methods.

Twenty years after the publication of the guidelines in 1996, the e-Cardiology
ESC Working Group and the European Heart Rhythm Association co-endorsed by
the Asia Pacific Heart Rhythm Society published a new article [32]. In this article,
methods not reported in 1996 guidelines were investigated. Well defined criteria
for the selection of these methods were set, based on the number of publications,
the quality of the journals and the size of the databases on which the methods were
applied. Approximation Entropy (ApEn), Detrended Fluctuation Analysis (DFA) and
the Poincaré plot satisfied best these criteria. In the following we will investigate each
of them.
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2.2.1 Approximate and Sample Entropy

Entropy is a measure of irregularity. It expresses the disorder in a system. It is also
connected to the capability of a system to produce energy. In Information Technology,
entropy describes the possible states of a system.

Approximate entropy is a definition of entropy based on self similarity of time
series. It is also a conditional entropy, meaning that it compares entropy of a system
described in a given dimension with the entropy of the same system described in
a higher dimension. The method has been suggested by Pincus [28] and a detailed
description follows.

Given the time series: x = xy, X3, ..., Xy, We select the value of m and create a new
series of vectors:

X = X[, X2, coe; XN—mt1s Xi = (Xi, Xip 15 Xig2s ooos Xigm—1)-

We also select a value for the threshold r. The distance between the vectors x; and
x; (of size m) is smaller than r when:

|tk —Xjex| <7, Vk, 0<k<m—1.
In this case we consider the two vectors as similar i.e. |x; — X; ||m <r.

Given the distance r, the probability a vector Xx; of size m to be similar with the
vector x; of the same size is:

5" 0. m,r) L xi—x] <r
m _ = (i _ 5 i M
G'n = N—m=+1 > 06 j,mr) = {0, otherwise - (D
‘We define: Nemil
oy = S )
N—-m+1

Approximate entropy is given by the difference:
ApEn(m,r) = ®"(r) — @' (r).

The method has been extensively used in biomedical signal analysis, and other
research fields as well, with very good results. Soon after it was proposed, it became
a standard in non-linear analysis. At the same time, the method became subject to
criticism and was accused as biased, mainly due to self-matching, i.e. checking if a
vector is similar to itself (see Eq. 1 when i = j). Of course, every vector is similar
to itself, something that makes the computed value dependent on the length of the
time series. On the other hand, self-matching increases the stability and reduces the
effect of outliers.
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Taking into account the above concerns, a new method was suggested: Sample
Entropy (SampEn) [29]. The last years SampEn increased its impact, became popular,
is an evolution or at least modification of ApEn, and therefore, we included it in this
section.

The description of SampEn is exactly the same with the description of ApEn up
to the definition of similar points. After that, Eq. (1) is replaced by the definitions
of n,,(r) and n,,4(r), the probabilities a point to be similar with another point for
embedding dimensions m and m+1 respectively:

N—m N—m

n(r) =Y O@.j.mr),i#j and nui(r) =Y OG.j.m+1,r),i#],
J=1 Jj=1
1,

0, otherwise
The quantities B! (r) and A'(r) are measures of similarity:

o X,-—Xj” <r and j>1i
where @ (i, j, m, r) = mn .

1
Bf"(r)=ﬁnm, i=1...N—m, and
o —

Aj'(r) =

mnm_“, i=1...N —m.

We compute the mean values:
N—m

m 1 gy m m 1 m
B"(r) = o ;Bi () and  A"() = —— [;A,. ().

Sample Entropy is given by the ratio:

B™(r)
An(r)’

SampEn(m, r) = In

Approximate and Sample entropy have found application in many studies. They
are the most popular metrics of non-linear analysis. The main drawback of both meth-
ods is the existence of the two parameters, » and m. The results and their descriptive
capability heavily rely on the estimation of those parameters. After extensive use,
the researchers have concluded and agreed that the values m = 2 and r = 0.2std (x),
where std (x) is the standard deviation of the signal, are the most typical values and
should be preferred.
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2.2.2 Detrended Fluctuation Analysis

Detrended Fluctuation Analysis (DFA) has been suggested by Peng [27]. Given the
heartbeat time series x = xy, x2, ..., Xy ., we compute the integrated series:

k
)’(k) = Z (x; — xavg)»

where x,,, is the average value of x. Next, we split y (k) into non-overlapping windows
of equal length n. We approximate the points in each window with a least squares
line, which represents the trend in each window. The y coordinate of the line is
denoted with y, (k). Then, we remove the trend, by subtracting the local trend in each
window. The fluctuation of the detrended time series is given by the formula:

1 N
Foy = | =3 k) =3P

k:l

The computation is repeated for all values of n. F(n) is plotted in a log to log
plot. The slop a; of the curve in small scales (4 < n < 16) and the slop a; in large
scales (16 < n < 64), as well as the ration a, /a, are reported as the three indexes
expressing the time series variability.

2.2.3 Poincaré Plot

Poincaré plot is generally used to examine self-similarities in time series. Given the
time series: x = x1, X2, ..., Xy, we create all possible pairs (x;, x;;1) and plot them on
a graph, so that x; is the abscissa and x; | the ordinate. Using a curve fitting technique,
we fit an ellipse to the resulting plot. Figure 6 shows the plotted pairs (x;, x;+) and the
fitted ellipse for a time series of RR intervals. SD; and SD; represent the dispersion
along minor and major axis of the fitted ellipse and quantify the variability. Increased
similarity between successive beats results in gathering of points close to the line of
identity, i.e. smaller SD;. Wide range of RR values increases the value of SD;.

2.3 Clinical Use and Significance

Reduced heart rate variability is related to several specific pathologies, especially
cardiovascular ones. Many researchers have shown that HRV is affected by myocar-
dial infarction and low HRYV is an indicator of mortality after myocardial infarction.
‘We must mention here the landmark paper [22] and two review papers [9, 18] which
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summarizes research work related to HRV and myocardial infarction. There is also
a number of publications connecting findings from Holter recordings after HRV
analysis and congestive heart failure [15, 39], as well as sudden cardiac death or
heart arrest [2]. Dysfunction of the autonomous nervous system also results in
hypertension [33].

We have already shown earlier in this section that HRV is affected by age when
we showed a clear discrimination of young and elderly subjects using statistical time
domain methods, as well as methods from the time-frequency domain. Publications
with similar subject and results are [19, 20].

HRV is also decreased by several other pathologies which are not characterized as
cardiovascular. We mention the reduction of HRV in patients with Diabetes Mellitus
[10]. HRYV is also connected to stress [34], smoking [17, 21], emotional situations
[8] as well as several other factors.

3 Other Indexes Expressing Cardiovascular Variability

HRYV methods are the most common means to study cardiovascular variability. It is
not the only one way to do it, though. Other methods, based on the heart rate or
not, are also be used expressing other types of variability. We will study here the
deceleration capacity of heart rate, the QT variability and the T-wave alternans.

3.1 Deceleration Capacity

Deceleration Capacity of heart rate (DC) [4] is a measure of variability aiming to
express the capability of the heart to decelerate its rhythm. It is based on the PRSA
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(Phase Rectified Signal Averaging) method [5], according to which the whole signal is
splitinto equal sized line segments and, after aligning, the average of these segments
is computed. Let’s see in detail, how DC is defined.

The first step is to detect the anchor points. An RR; interval is considered as
anchor, if it is longer than its preceding interval: RR; > RR;_;. At this point the
heart decelerates its rhythm. From the anchor points we exclude as artifacts those
which differ more than 5% from their preceding interval. Then, for each anchor
RR; we consider the four-interval segment: RR;_», RR;_1, RR;, RR; 1. All segments
are aligned and the averaged segment RR;_», RR;_1, RR;, R_R,-H is computed. DC is
given by the following formula:

_ RRi41 + RR; — RRi_i — RR;_,

DC
4

Acceleration Capacity (AC) is defined in a similar way.
A modified version of Deceleration Capacity (DCjg,) has been proposed in [3].
Two main modifications have been proposed there:

e all three points RR; |, RR; and RR;_ in a four-interval segment are checked if they
differ more than 5% from their preceding interval. If at least one of them differs
more than 5% from its preceding interval then the four-beat segment is excluded
from computations. The original method allows beats that have been considered as
artifacts during the anchor points detection to participate in the averaging process
when they are not anchors.

e deceleration segments are considered those segments for which:

RRi+1 +RR, - RRi,1 - RR,’,2 > 0,

eliminating the possibility to compute negative values for DC. A negative value
in the computation of DCyq, is considered as acceleration. The original methods
considers as deceleration segments those segments for which: RR; — RR;_; > O.

In the same paper, Beat to Beat Deceleration Capacity (BBDC) is also proposed. In
the computation of BBDC two-beat segments are examined, i.e. only anchor points
and their preceding intervals participate in the computations. BBDC is a reduction
of the original method and a reduction of DCy,, to two-interval segments.

Deceleration capacity of heart rate was proposed as a predictor of mortality after
myocardial infarction [4]. It has been shown that DC is also an independent predictor
for mortality in patients with non-ischemic dilated cardiomyopathy [11]. In [35] the
authors use a modification of the method to discriminate between healthy and IUGR
fetuses, according to the gestational week. Recently, the index has increased its
popularity and new applications of the method in diverse problems are expected to
appear in the near future.



114 G. Manis

3.2 QT Variability

The segment QT is defined from the start of the QRS complex (point Q) and the end
of the T wave (Fig. 7). It represents the depolarization and repolarization phases of
the heart cycle.

Since the duration of QT depends on the duration of the heart cycle (RR), the
normalization of QT was suggested. The new index (QT,, stands for QT corrected)
makes the QT segment comparable with other QT segments in the same or different
recordings. Various normalization factors have been proposed by several researchers,
we list the most significant ones here:

e OT.B = 2T/ JRR, Bazett [6]
e OT.F = 9T/ YRR, Fridericia [13]
e OTI. = QT 4 0.154(1 — RR), Sagie et al. [30]

Berger et al., in order to express the variability of QT using a more stable metric,
proposed QT VI (QT Variability Index) [7]. This metric is based on pattern matching
and not on point detection. In a semi-automatic way and using a visualizing tool, a
template segment with representative shape is selected. The user marks the start of
the depolarization phase (Q point), the start of repolarization phase (S point) and the
end of it (end of T wave). This template segment is then compared with all succeeding
beats, compressing or stretching it until the best fit is achieved. From the resulting
QT intervals we compute the QT Variability Index index:

QTV/QTm2

TVI =1o ,
0 g RRy /RR,?

where QTy is the variance of QT, QT,, the mean of QT, RRy is the variance and
RR,, the mean of RR intervals. The index:

QTVN = 2Tv/or,?,

i.e. the nominator of the fraction gives the variability of QT without the adjustment
for the heart rate.

QT interval QT interval ar interval QT interval
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Fig. 7 QT variability
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A extensive review on the clinical applications of QT VI can be found in [12].
We mention here the fundamental work [7] which investigated QT VI for ischemic
and non-ischemic dilated cardiomyopathy, the study [26] which showed that QT'V I
can predict sudden cardiac death and [16] which showed that QT VI increases for
patients with ventricular tachycardia or fibrillation.

3.3 T-Wave Alternans

With the term T-Wave Variability (TWV) we refer to the beat to beat variations of
the duration, the height and generally the shape of the T wave. In Fig. 8 we have
aligned T waves from the same recording. It is easy to see that 7" waves differ, not
only in the duration and height, but also in the shape.

T-Wave Alternans (TWA) is a repeated fluctuation in the morphology and ampli-
tude of T-waves with two distinct forms of 7-waves appearing in alteration. In other
words, we expect the morphology and amplitude of T-wave to follow a pattern of
the form: ABABAB.

Microvolt T-Wave Alternans (MTWA) [1] exploit the recent technology to detect
T-wave Alternans at the level of microvolts, very small in amplitude to be detected
visually. An interesting review in the Microvolt T WA can be found in [38], while
methods for computing 7 WA are examined in [24]. From all available methods we

Fig. 8 Aligned T waves A
from the same recording
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selected to present here the Modified Moving Average Method (MMA), a time domain
method included in both [24, 38], while initially appeared in [25].

The methods separates the QRS patterns in odd and even beats. Then, odd and
even patterns are aligned, averaged and superimposed. The maximum difference
between superimposed patterns at any point within the JT segment is averaged
for every 10-15 s. This averaged value is reported as the result of the method.
Figure 9 shows the superimposed odd and even patterns and the segment on which
the the maximum difference is averaged.

In [38], there is an extensive review of literature related to TWA. The clinical
significance is also discussed. We mention here the connection of TWA to heart
failure, myocardial ischemia, ventricular tachycardia and fibrillation, and sudden
cardiac death.

4 Challenges

Even though the research in the field of cardiovascular variability is active many many
years, starting even before computers facilitated fast and accurate computations, there
is still much research to be done. Until now, we can only observe a complex behavior,
only part of which we can explain, or even worse, predict.

A large number of methods have been suggested and, many of them, are used
today in clinical practice. Some of them are more popular, not because they produce
more reliable results, but due to their support by medical devices and, thus, medical
doctors are used to use them. The exploitation of a larger number of methods in
clinical practice is a challenge, which requires knowhow and expertise.

On the other hand, even though the large number of available methods is a versatile
approach with many advantages, it is also of increased complexity and difficult to be
exploited. The selection, or suggestion of a single method describing cardiovascular
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variability is far away from reality, even if we focus on a specific pathology. And this
is the greatest chance of all.

Machine learning technology seems to offer an attractive solution. Training in
multidimensional space can combine information from diverse methods, selecting
the useful information of each of them. Medical doctors could use the expert system
as a black box. Huge amount of data is necessary to train the system and produce
reliable results. The good news is that, in the near future, data will not be a problem
any more.
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Abstract Medical image-based 3D cardiac models have grown rapidly in the last
fifteen years due to the advance and consolidation of imaging systems such as mag-
netic resonance, computed tomography and real-time 3D echocardiography. One of
the most challenging task in the development of a 3D cardiac model from in vivo
imaging is the segmentation of cardiac structures. This task is the first step towards
the analysis of heart anatomy and function. Whole heart segmentation focuses on
the localization and detection of the following regions: the left ventricle (LV), which
starts at the mitral valve and is composed of the main LV chamber up to the apex
and stops at the aortic valve; the right ventricle (RV), which begins at the tricuspid
valve, comprises the RV chamber and ends at the pulmonary valves; the left atrium
(LA), which start at the pulmonary veins and ends at the mitral valve; the right atrium
(RA), which start at the superior and inferior vena cava and ends at the tricuspid valve.
In recent years, a variety of methods have been developed for cardiac structure seg-
mentation paving the way for “personalized” medicine in the clinical setting. In this
chapter we will briefly review the most recent and advanced approaches for cardiac
image segmentation. The chapter is organized in three main sections dealing with
the imaging modalities used in clinical practice for cardiac structure and function
assessment. A fourth section is focused on the open access validation tools for cardiac
structure segmentation nowadays available. Each section is divided in paragraphs in
which we will describe the different techniques developed for the specific cardiac
structures.
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1 Magnetic Resonance Imaging

Cardiac magnetic resonance (CMR) imaging is a non-invasive unique technique that
provides a comprehensive evaluation of the heart. Due to its broad applicability
including cardiac morphology and function, infarcts and viability assessment, it has
gained the definition of “one-stop shop”. It is accepted as the gold-standard for
cardiac applications.

In order to compute quantitative indices of cardiac structure and function, the
delineation of relevant heart boundaries is required. Hereto, manual tracing of cham-
ber boundaries from CMR on multiple slices and frames is a time-consuming and
subjective procedure, suffering from intra- and inter-observer variability. Conse-
quently, a lot of research has been dedicated to CMR image segmentation to provide
objective assessment of chamber boundaries from which global and regional quanti-
tative indices can be derived. Although CMR is considered to provide the best image
quality as compared to the other imaging techniques, accurate and automatic cardiac
segmentation remains a challenge due the geometric and dynamic complexity of the
heart and to its high anatomical variability between subjects and pathologies.

Segmentation applied to CMR images is a quite complex scenario including a
variety of approaches. Existing and most advanced segmentation techniques include
patient-specific as well as population-based approaches. Data-driven with or without
prior models or model-driven based on a strong a priori knowledge represents the
two main segmentation categories. Data-driven approaches operate directly on the
image pixels and segmentation is performed by considering the statistical features
obtained from the pixels in the specific image. Model driven-approaches rely in a
prior knowledge about the objects to detect that is incorporated in the segmentation
algorithm. Both approaches include edge-based and region-based techniques.

In the following paragraphs we will provide information about the most effective
approaches proposed in literature for the segmentation of left and right ventricles
and of the atria from CMR images.

1.1 Left Ventricle Segmentation

The most extensively studied among cardiac chambers is the left ventricle. In the
last years, active contours or deformable models were the most widely techniques
applied for LV segmentation. Deformable models were introduced by Terzopoulos in
the eighties [1-3]. They are curves or surfaces, defined within an image domain, that
move under the influence of internal and external forces: internal forces are defined
within the curve or surface itself and are designed to keep model smooth during the
evolution whilst external forces are computed from the image data and move the
model towards image boundaries. Prior information about the object’s shape can be
incorporated in the model. The first application to CMR image segmentation dates
back to Paragios [4]. Their approach is based on the coupled propagation of two
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Fig. 1 Example of the endocardial and epicardial contours (bottom panels) at different levels of the
left ventricle from apex (left) to base (right) in multiple short-axis slices. Navigation of the surfaces
using any arbitrary plane allows verification of the correctness of the detection in any arbitrary
cross-sectional plane (top panel) (image modified from [5])

cardiac contours for endocardium and epicardium segmentation through a gradient
vector flow snake and an anatomical constraint based on the contour relative distance.
The motion equations are implemented using a level set approach. Deformable mod-
els and level set approach were also proposed in [5-7] for dynamic endo and epi
segmentation of short-axis CMR images, also encoding prior knowledge about car-
diac temporal evolution [6, 7]. A typical result is of endocardium and epicardium
segmentation in shown in Fig. 1.

Other approaches, semi-automatic or automatic [8, 9] are based on GVF snake
and do not require any a priori information. Wu et al. [10] proposed a gradient
vector convolution external force for the snake model with the adoption of the circle-
shape energy for endocardium segmentation and of a shape similarity energy for
epicardium segmentation. It is also worth mentioning other two approaches pro-
posed by Cordero-Grande et al. [11] and Khalifa et al. [12]. The former presents an
automated and unsupervised segmentation method for the myocardium in short axis
cine images. The segmentation task is modeled as an optimization problem and inte-
grates smoothness, image intensity and gradient related features in an optimal way
under a Markov random field framework by maximum likelihood parameter estima-
tion. In the latter, segmentation is performed applying a geometric deformable model
guided by a special stochastic speed relationship and wall thickness and thickening
function are then assessed. Recently, the B-spline explicit active surface (BEAS),
originally proposed for 3D ultrasound and briefly reviewed in the next session, was
successfully adapted to the real time 3D segmentation of endo and epicardium from
CMR image sequences [13, 14].

More recently, model-based techniques gained a lot of popularity. They rely on a
strong prior knowledge mainly based on specific shape variability of the left ventri-
cle. The first study refers to Mitchell et al. [15] and is based on 3D active appearance
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Fig. 2 Schematic layout for atlas construction in which original shapes of a training set are aligned
to a mean atlas (modified from [16])

model. Other model-based approaches include active shape models [16, 17] applied
to images acquired in arbitrary positions, also with large under-sampled regions
[16]. This technique rely on the construction of an atlas from which global and local
transformation are obtained (Fig. 2). Lekadir et al. [17] improved this approach by
integrating additional shape prior invariant to translation, rotation and scaling, lead-
ing to more robust results. Nambakhsh et al. [18] proposed a fast training based
left ventricle segmentation via convex relaxation and distribution matching consid-
ering shape and intensity constraints; Alba et al. [19] applied a graph cut approach
including intensity information, shape and interslice smoothness constraints. Later
on, Caiani et al. [20] proposed a nearly automated left ventricular surface segmen-
tation procedure, based on active shape modelling and built on a database of 3D
echocardiographic LV surfaces, for CMR images. This is the first study consider-
ing the inter-modality application of the active shape models, providing a realistic
definition of LV apex and base that may be problematic in CMR images.

Qin et al. [21], in their study, built a shape dictionary dynamically updated to
generate patient-specific model by classifying the features and applying a sparse
shape model.
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1.2 Right Ventricle Segmentation

Accurate automated segmentation of the right ventricle is difficult due to its com-
plex shape and to shape variation between patients. Only few studies on small
groups of subjects are proposed in literature and apply image-driven or model-based
approaches. Image-driven techniques were developed using graph cut framework
[22], also including shape prior based on contours from manually traced CMR images
[23]. To improve generalization to complex and pathological cases limited by the use
of prior knowledge, some interesting approaches were based on reinforcement learn-
ing from user interaction [24]. Simple deformable models and level set approach were
also proposed for 3D right ventricular segmentation [25]. This technique requires
a rough initialization and it is totally free of geometric assumptions and lead to a
3D patient-specific right ventricular model (Fig. 3). Very recently, a technique based
on regularized two level sets was proposed to dynamically segment right and left
ventricles [26].

Model-drive approaches for right ventricle segmentation have received consid-
erable attention. Due to the right ventricle variability such models require high
adaptability in terms of shape. They are based on active shape models and active
appearance model or on a combination of both, thus improving segmentation results
overcoming the drawbacks characterizing the two approaches separately. The most
recent approaches are based on PCA-based statistical shape model and registration
[27, 28], and deformable models guided by a PCA on distance function derived by
training contours [29].

For an interesting overview of several state-of-the art techniques for RV segmen-
tation, representing image-driven, model based as well as atlas-based approaches,
we refer the reader to the recent [30].

Fig. 3 Endocardial surface assessment with the method proposed in [25] by manual selection of
some endocardial points on few planes (left panel) and final detected 3D right ventricular surface
(right panel)
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1.3 Atria Segmentation

Atria segmentation is the most challenging task compared to ventricle segmentation.
In specific clinical scenarios including atrial fibrillation ablation guidance and fibro-
sis quantification, atria segmentation is crucial. In addition, cardiac computational
modeling requires patient specific anatomies of the cardiac chambers, including
atria. Magnetic resonance angiography or late-gadolinium enhanced magnetic reso-
nance images are the data usually processed for atrium segmentation. A review of
the algorithms submitted for the open challenge that was put to the medical imag-
ing community through the IEEE International Symposium on Biomedical Imaging
workshop in 2013 was published by Karim et al. [31] and a benchmark on this topic
was recently presented in [32]. The majority of proposed approaches are model-
based but were designed to handle significant variational anatomies without user
interaction [33-36]. Global fully automatic segmentation of the left atrium based on
multi-atlas registration followed by a local refinement by level set was proposed by
Tao et al. [33]. Similarly, Wachinger et al. [34] developed an automatic segmentation
approach based on an atlas of manually labeled images. Kutra et al. [35] applied
a multi-component left atrium segmentation including different patterns which are
selected by a trained support vector machine. Very few image-driven approaches
are reported in literature including region growing with shape prior represented by
Zernike moments [37], and level set approach guided by a phase—based edge detector
to obtain the 3D left atrium model with and without pulmonary veins [38] (Fig. 4).

-
1y (T1] nas

|

Fig. 4 Anexample of 3D patient specific LA model derived from the segmentation step. Top panel:
2D detected LA contours including the PVs. Bottom panel: 3D patient specific LA surface derived
from the segmented MRA images (modified from [38])
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2 Echocardiography

Echocardiography, or cardiac ultrasound (US), offers relevant advantages against
other images modalities such as computed tomography (CT) and CMR being cheap,
portable (hence, can be employed bedside) and safe for the patient (since it does not
make use of ionizing radiations). Moreover, it allows imaging the moving heart with
the highest temporal resolution (Fig. 5).

For these reasons, echocardiography has become the modality of choice in clinical
diagnostics for the assessment of the heart. Although still mainly a 2D modality, 3D
ultrasound, supported by strong research investments, is also gradually entering the
clinical practice. 3D ultrasound overcomes some of the limitations of the 2D alterna-
tive: it eliminates the need of geometrical assumptions and mitigates foreshortening
issues.

Yet, the clinical assessment of ultrasound recordings still mainly relies on visual
reading, which is intrinsically dependent on the operator’s expertise. Visual reading is
particularly problematic in echocardiography due to the low image quality. Moreover,
the 3D modality offers additional challenges related to the navigation through the
3D volumes. Therefore, a number of tools have been proposed by academia and
industry for the automated quantification of cardiac function from echocardiographic
recordings.

In this context, the main attention has been and is still focused on the volumetric
and functional assessment of the left ventricle. Yet, there is a recent noticeable shift of
interest, although still limited to research feasibility studies, towards the other cardiac
chambers. This section provides therefore an overview of the available techniques for
the volumetric assessment of the heart chambers with 3D ultrasound. Of note, we will
consider applications for the adult heart. Yet, we register a relevant gain of interest
towards pediatric and fetal applications [39]. For reasons of space, our overview will
be limited to the most representative works. For more extensive reviews, we address
the reader to [40, 41] and the very recent [42].

(a) (b) (c)

Fig. 5 Comparison between different surface representations. a Level sets, modified from [43];
b spline explicit active surfaces, modified from [45]; ¢ Doo-Sabin subdivision surfaces, modified
from [46]
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2.1 Left Ventricle Segmentation

Several commercial products are available clinically for the automated analysis of
LV shape and function by 3D US [42]. The technology employed is often not known
inasmuch covered by trade secret. TomTec Imaging Systems (Unterschleissheim,
Germany) distributes the TomTec 4D LV-Analysis tool, in which the 3D endocar-
dial surface is contoured by the software in end of systole and then propagated
using speckle tracking. Philips Healthcare (Best, Netherlands) commercializes the
QLAB—3DQ Advance (3DQA) software suit, in which five anatomical landmarks
must be marked to initialize a deformable shell model. The model is afterwards
deformed towards the left ventricular boundaries. More recently, General Electric
(GE Vingmed, Horten, Norway) introduced a package, 4D Auto LVQ, for fully or
semi-automated segmentation and volume quantification. Toshiba Medical Systems
(Tokyo, Japan) distributes the Artida TM system, which was complemented with a
software tool for chamber quantification: 3D Wall Motion Tracking (3D-WMT). In
it, the user is required to place six markers, used to automatically segment the endo-
cardium. The epicardial contour is propagated over time with a 3D block matching
algorithm. Siemens Medical Solutions (Mountain View, California) distributes the
tool eSie LVATM. This tool is based on a database of manually annotated RT3DE
exams (over 4000). The annotated database is used to train the final classifier which,
given an input volume, detects the LV endocardium automatically, with the possibil-
ity of manual correction.

Among solutions available in research, early attempts, such as by Corsi et al.
[43] and Angelini et al. [44], employed the level-set formalism. One drawback of
level set algorithms is the heavy computation time coming from the fact that the 3D
contour is handled as the zero level of a large 4D matrix. This conflicts with the
intrinsic real time capability of ultrasound and partly explains the loss of interest
towards these methods in the last years.

Therefore, more recent techniques exploited lighter parametric expressions of the
evolving 3D surface. In [45], Barbosa et al. made use of B-spline explicit active
surfaces (BEAS), in which the 3D surface is expressed as a B-spline parametriza-
tion on a 2D polar grid. This allowed accomplishing the fully automated 3D LV
segmentation in few milliseconds. In [46], Orderud and Rabben exploited instead
Doo-Sabin subdivision surfaces, in which the 3D surface is represented by few 3D
control points on its convex hull. This technique is now at the core of the Real Time
Contour Tracking Library (RCTL) by GE. Different kinds of surface representations
are illustrated in Fig. 1.

Given the low image quality, it is essential to constraint a segmentation algo-
rithm towards realistic shapes. Hereto, the use of active shape models (ASM), as by
Hansegard et al. [47], and active appearance models (AAM), as by Mitchell et al.
[15], in a smaller measure, has become a well-established tool in this sense. Both
approaches evolve from the seminal work by Cootes et al. [48]. In ASM’s, a database
of segmented geometries is used to build a statistical model of LV shapes, e.g. by



Segmentation of Cardiac Structures 131

principal component analysis (PCA). In AAM, the statistical model is built instead
on the voxel intensities directly (i.e. not on the shapes).

Most recently, with huge gain in popularity of machine learning, we are witnessing
multiple attempts to apply these concepts to the volumetric assessment of cardiac
chambers. The technique by Yang et al. [49] exploited marginal space learning and is
now part of the Siemens system for LV quantification. In [50] Milletari et al. applied
Hough regression forests, a generalization of Hough transform. In [51] Oktay et al.
applied the multi atlas propagation principle, which consists in registering a set of
labelled images (i.e. the atlas) on the image to be segmented and then combining the
labels to produce the final segmentation. Hereto, probabilistic edge maps (PEMs) are
used to guide the registration step. PEMs are computed by using structured random
forests. In [52] Lempitsky et al. solve LV segmentation by using random forest
classification.

For an overview of the most recent advances in the field of ultrasound LV segmen-
tation, we point the reader to the proceedings of the recent Challenge on Endocar-
dial Three-dimensional Ultrasound Segmentation (CETUS) hosted at MICCAI 2014
[53], which shows an interesting head-to-head comparison between more traditional
image-based and recent learning based techniques.

2.2 Right Ventricle Segmentation

To our knowledge, the only technique available clinically was developed by Tomtec
Imaging Systems (Unterschleissheim, Germany), who has made available an offline
tool for semi-automatic RV function assessment, called 4D RV-Function [4]. Firstly,
the correct anatomical axis must be defined by the user and landmarks placed in
both the tricuspid and mitral valves and the apex. The software then automatically
delineates the RV endocardial border along the heart cycle.

In general, the literature on RV segmentation with 3D echocardiography is
extremely limited. As recognized in [39], one reason is the difficulty in acquiring
good images due to the peculiar RV morphology and shape. Another reason is the
perceived greater importance of the left heart as compared to the right one.

For the same reason, the research attempts to tackle the problem have also been
scarce. In [44], Angelini et al. used level sets to segment left and right ventricles
jointly. Following the general trend, more recent techniques shifted towards para-
metric surface representations, as in [51, 52] where subdivision surfaces are used, or
statistical shape models, as in [54].

2.3 Left Atrium Segmentation

Given the lower priority, the commercial solutions expressively designed for LA
assessment limited. The first the 4D LA Analysis package by TomTec. In it, the
user is asked to manually contour the LA endocardium in three different views
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(2-, 3- and 4-chamber). A polyhedral mesh is then generated for each of those frames
by volumetric interpolation of the 2D contours. Philips’ fully automatic Heart Model
Al tool was released in August 2015 and performs fully automatic 4 chamber seg-
mentation. Therefore, it also provides LA volumes besides LV [42]. Besides that,
the application of software packages for LV analysis has also been documented [42].
Yet, LV analysis tools might not be well suited for LA analysis given the very specific
atrial function and morphology.

Solutions available in research are also scarce. Existing techniques are mostly a
revisiting of what originally proposed for the LV. Among the image-based techniques,
we refer to the very recent works by Almeida et al. [55, 56]. In [55] the BEAS
framework was adapted to account for the most complex atrial morphology. In [56]
the RCTL library was used to build joint model of LV and LA based on Doo-Sabin
subdivision surfaces. Using joint models of LA and LV offers a way to prevent leaking
of the contours trough the mitral valve. Moreover, it allows studying the mechanical
interactions between the two chambers.

Machine learning solutions include the work by Voigt et al. [57], where marginal
space learning by Siemens is used to segment LA, LV and mitral valve with 3D trans
esophageal echocardiography (TEE). Another dual chamber model was proposed
and evaluated in [58].

3 Computed Tomography

Computed Tomography is also used clinically for the acquisition of cardiac images.
The underlying principle of this technology is the emission of ionizing radiation over
a spatial region to investigate the permeated tissues. Because of the risk related with
exposure to X-rays [59], if possible, other imaging modalities are preferred, such as
CMR and echocardiography.

CT images acquisition may be performed with or without a contrast-agent, which,
specifically, is a radiopaque substance injected, as a bolus or continuously, that
absorbs the travelling radiation and leads to a hyper-intensification of the signal.

Non-contrast CT is a low-exposure method used to detect the presence of coronary
artery calcium [60], whereas contrast-enhanced CT is used for the imaging of coro-
nary arteries, the detection of coronary stenosis, the visualization of vessel and heart
chamber walls and the quantification and localization of coronary plaques. Besides,
CT allows morphological and functional assessment of the heart: it is used to evaluate
wall thickness (WT), chamber volume and regional wall motion. Moreover, it is also
used to detect diseases of the pericardium, chamber volume and function in patients
who are unable to undergo CMR procedures [61].

As for the other imaging modalities reviewed in this chapter, the need for an objec-
tive diagnosis and a faster and reproducible image analysis pipeline have motivated
the development of techniques for the automatic quantification of cardiac function
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from CT image sequences. In this section, we will give therefore an overall descrip-
tion of the most successful techniques available in research for the segmentation of
heart chambers, walls (i.e. joint segmentation of endo- and epicardium), and coronary
arteries.

3.1 Heart Chambers

Since the introduction in the 90th of spiral scanning techniques and, subsequently, of
multi-slice CT, the increasing amount of data posed a big burden on the processing
workflow and so robust automatic segmentation of the cardiac anatomy remains an
open subject [62, 63].

Asfor MR and echo, most recent approaches make use of atlases of labelled images
to constraint the segmentation result to meaningful shapes. As already mentioned,
the atlas can be used to build a statistical model of shape or appearance; within a
machine learning context, the atlas can be used to train an architecture for regression
or classification (neural networks and random forests are gaining popularity in this
sense); finally, it can be used in a multi-atlas propagation framework. For a review,
we address the reader to [64].

In this regard, an efficient and a fast technique used for full heart (i.e. 4 chamber)
segmentation from 3D-CT is based on the concepts of marginal space learning and
steerable features [65]. Hereto, a shape model is built from a large set of already
segmented CT volumes. The algorithm proceeds in two steps: a preliminary auto-
matic heart localization in 3D, obtained by aligning the learned heart models with the
image, followed by a non-rigid point-guided deformation constrained by the shape
model to adjust the model features onto the subject anatomy.

A different effective approach is based on the multi-atlas segmentation [66]. In
this case, the segmentation is obtained by means of image registration between the
image to be segmented (fixed image) and each image of the atlas (moving images).
The method requires a cost function used for the registration: most commonly, mutual
information (M) is used, defined as follows [66]:

MIX,¥) = / f plx. y) log( ‘Z() f))mxdy

In information and probability theory, mutual information defines the measure-
ment of dependence between two variables. As such, the aim is to find a global
maximum of MI to obtain the best fit between the atlas and the subject data. The
found transformation, applied to the labels, produces a set of candidate segmenta-
tions, which are then fused together (in the simplest case, with majority voting) to
produce the final output.
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3.2 Cardiac Walls

Detecting and tracking the movement of cardiac walls is an important task for the
assessment of cardiac function and diagnosis of cardiac diseases. This task poses
particular challenge since a wide variability of shape and dimension exist between
different patients, and also because of the presence of fat or soft tissues near the right
wall, which could hinder the accurate segmentation of thin walls [67].

The same concepts used for heart chamber segmentation have been applied for
wall segmentation. Hereto, a sophisticated approach is based on shape segmentation
and variational region growing [68].

This particular approach tackles the challenge of subject variability. The algorithm
starts by locating the LV, which is the most easily detectable chamber given its mostly
cylindrical shape. Then, given subject orientation and position, it searches for the
RV. Starting from the apex and analyzing the shape of the boundaries, the ventricular
models are cut at the height of the respective valve planes, identified as the turning
point of a distance field applied on the isocontour at the difference levels. After this
step, where RV and LV were localized as deep concave boundaries, an active contour
model using localization constraints is applied to refine the results.

Other methods proposed for the task, like region-based methods [69], still require
post processing and manual interaction. Statistical based approaches give good results
but problems arise in differentiating the fat from the cardiac wall since the intensities
are similar. Active contour models require the definition of initial condition to ensure
that the segmentation is accurate. Neural network, atlases and classifiers require
big datasets for learning or building and it is difficult for them to account for the
anatomical variability between patients. In fact, the current direction of research is
by using coarser techniques in the beginning, which can be based on prior knowledge
or statistical information, and then refine and consolidate the segmentation results
with finer techniques once the solution is near.

3.3 Coronary Arteries

Precise vessel volume and diameter assessment is also an invaluable tool for the
detection of cardiovascular diseases such as Coronary Artery Disease (CAD). The
degree of stenosis is an important clinical index, and early detection is critical to
determine a therapy. Also other features play a role such as branching. To obtain this
kind of information, the segmentation of the coronary tree is highly desirable [70].

As described by Dehkordi et al. [71], techniques used in clinical practice for
assessment of CAD are divided in vessel enhancement and vessel segmentation. In
this particular paragraph the focus will be on vessel segmentation.

Tian et al. [72] proposed the following approach, which is composed by four
different steps: in the first, a registration method, which aligns the atlas reference set
on the patient images by minimizing the least square distance between image inten-



Segmentation of Cardiac Structures 135

sities, is applied to obtain and extract the heart region. The second step enhances the
vessel tree via image filtering in the vicinity of the heart surfaces. Thresholding and
morphological operators are then used to obtain the seed points for the initialization
of the last step of the algorithm. Finally, a statistical model region growing is run on
every seed. Hereto, all the resulting segmentations are merged and then statistical
information is recalculated on all the voxels belonging to it. At last, region growing
is applied on the previous segmentation merge until there are no more voxel changes
between iterations.

The majority of algorithms for coronary artery segmentation employ a set of dif-
ferent techniques at different steps. An example of this kind of workflow is presented
in Zhou et al. [73]. Here, early localization of the heart is completed through thresh-
olding and expectation maximization. Then, the vascular structures are extracted
through multiscale filtering based on Hessian eigenvalue analysis, which responds
differently based on the shape (linear, convoluted, spherical) of the underlying struc-
tures. The final step is taken to ensure the extraction of only the wanted structure, by
means of tracking with manual placed seed points.

4 Open Access Validation Tools

Algorithms for chamber quantification are commonly benchmarked against manual
references by experts. In the case of ultrasound, MR is also considered as the gold
standard to compare with. Clearly, this implies a substantial bias towards the clin-
ical ground truth data used and the clinician producing the references. As a result,
it becomes extremely hard to compare results from different groups. Head-to-head
comparison on common ground truth data becomes essential given the multiplica-
tion of efforts in the same direction, moreover is important for a more coordinated
technological advancement.

In this sense, there have been remarkable efforts in the research community
towards to construction of open access databases of ground truth data. The release
of such databases is often accompanied by the organization of “grand challenges”,
hosted by main conferences such as MICCAI and ISBI. To have an updated version
of what available, we point therefore the reader to the site https://grand-challenge.
org/. For what concerns cardiac chamber quantification, the more relevant resources
available to the best of our knowledge are the following.

For what concerns LV assessment with 3D ultrasound, the CETUS database
(https://www.creatis.insa-lyon.fr/Challenge/CETUS/index.html)  provides seg-
mented 3D LV volumes of 45 subjects spanning different pathophysiological condi-
tions. The STRAUS dataset [20] provides 8 synthetic 3D US sequences with assigned
ground truth geometry and motion (https://team.inria.fr/asclepios/data/straus/).

For what concerns LV segmentation from MR, the cardiac atlas project (http://
www.cardiacatlas.org/) provides hundreds of segmented LV anatomies from healthy
and ischemic subjects.


https://grand-challenge.org/
https://www.creatis.insa-lyon.fr/Challenge/CETUS/index.html
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The left atrial segmentation challenge provides labelled atrial geometries
from both MR and CT images (http://www.cardiacatlas.org/challenges/left-atrium-
segmentation-challenge/).

Ground truth data for RV ventricle segmentation from MR is available at (http://
www.litislab.fr/?projet=1rvsc).

5 Conclusions

We tried to provide a synthetic overview of the state of the art in the volumetric
assessment of the heart with medical images. Due to the amount of work which has
been and is constantly done in this field, this review is far from being exhaustive.
Yet, we tried to provide, for each modality, an overview of the principal families of
techniques employed and to point the key articles. For more exhaustive and volumi-
nous reviews, expressively dedicated to specific modalities, we address the reader to
the recent [74] by Peng et al. for what concerns CMR; to [40] by Leung et al. and
[42] by Pedrosa et al. for what concerns cardiac ultrasound and to [41] by Noble
and Boukerroui for more general applications of medical ultrasound. An assessment
of the state of the art for heart segmentation with CT is provided in [64]. Finally,
throughout this chapter we provide links to the principal open access databases of
labelled cardiac data, which can be used for a more reproducible evaluation of new
techniques.
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1 Introduction

Imaging plays a fundamental role in the assessment of the cardiovascular system
and it aids clinicians and researchers in several fields and applications. As examples,
from a clinical point of view, imaging is fundamental in the planning of surgical
structural interventions [1], in functional studies (such as myocardial perfusion) [2],
and in the monitoring of post-surgical patients [3]. In research, examples of imaging
applications are the study of inflammatory processes [4], of atherosclerosis [5], and
of biomarkers targeted for specific diseases [6—8].

In a recent review, Di Carli et al. [9] summarized which could be the future of
cardiovascular imaging, both from the point of view of the technology advances
and of the applications. They showed that to properly phenotype cardiovascular
diseases, clinical, molecular, and genomic studies had to be associated. They also
put emphasis on the critical role of functional and morphological imaging, which is
capable of precise, organ-specific anatomic localization and quantification of disease
traits.

A fundamental aspect of cardiovascular imaging is the capability of providing
data from both invasive [10] and non-invasive (or minimally-invasive) [11] acqui-
sitions. This characteristic, coupled with the several imaging devices adapted to
cardiovascular imaging, led to the development of integrated examinations, known
as multi-modality imaging [12].

Quantitative imaging is nowadays becoming more and more important. In fact,
given the wide range of applications of cardiovascular imaging, there are specific
studies or assessments that can be effectively performed only by relying on computer
systems. Finer image details, global image parameters, and time-varying physiolog-
ical phenomena can be accurately described only by a numerical analysis of the
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acquired images. As an example, in atherosclerosis studies, the visualization and
quantification of the cellular and molecular components involved in atherosclerotic
plaque stability can be computed only by numerically processing the images [13].
More generally, when biological properties of the tissues must be explored, a numer-
ical analysis of the images is required.

One of the fields of cardiovascular imaging in which computer systems proved
their importance is the analysis of vessels and vascular structures. Apart from
atherosclerosis, in which the accurate analysis of the vessel walls is fundamental
[14], other pathologies require a precise analysis of vessels, such as diabetes [15],
cancer [16], and neurological diseases [17].

In this chapter, we will present the most widely used techniques for the automated
detection and segmentation of vessels in cardiovascular images. We will focus on the
most clinically used imaging modalities (i.e., CT, MRI, and US) and will describe, for
each modality, the most used and established techniques. Given the wide application
spectrum, the non-invasivity, the portability, and the exceptional temporal resolution,
ultrasound imaging will have emphasis in this chapter.

2 Automated Vessel Recognition

Typically, the first step in a completely automatic image analysis pipeline is the
identification of the organ or tissue of interest. Occasionally, the specific organ or
tissue may present a very distinct morphology and characteristics compared to the
surrounding tissue, making the automatic detection a simpler phase. Such is the case
of vessel recognition.

2.1 Vessel Structure and Blood Appearance

If we consider arteries, their geometry is quite well defined and repeatable: arteries,
especially the bigger arteries of the human body, have a circular section, a three-
layered wall, and lumen filled by blood. Therefore, geometry or blood aspect can
be useful to automatically detect the vessel position in the image frame. Regarding
blood, it must be remembered that:

e In ultrasound images, blood is anechoic (see Fig. 1). This means that the lumen of
the vessels is theoretically black, since blood is not reflecting any portion of the
ultrasound beam. The liquid part of the blood (plasma) is anechoic as all liquids
are, whereas the erythrocytes (i.e., the corpuscular part) have dimension much
lower than the resolution power of the ultrasound equipment.

e Blood shows a small linear absorption coefficient to X-rays. Since CT scanners
map the linear coefficient of tissues into Hounsfield units (HU), being zero the HU
of water, blood is usually mapped in the range [45, 65] HU [18]. Since blood can
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Fig. 1 Ultrasound image of
a common carotid artery in a
longitudinal and b transverse
projection. The jugular vein
(JV) is also visible in both
projections. The vessel
lumen is black, since blood
has an anechoic aspect in
ultrasound images.
LI—lumen-intima interface.
MA—media adventitia
interface

have HU values like those of other tissues, often a contrast agent dye is injected
when vascular examinations are performed. In this case, for example during a
CT angiography (CTA), the contrast agent increases the HU values associated
to blood, thus making the lumen of the vessels clearly distinguishable. Figure 2
reports a sample CT in which it is possible to observe the thoracic aorta (TA)
before (Fig. 2a) and after (Fig. 2b) contrast agent injection. The HU value of the
TA lumen raised from about 50 to 300.

e Since the MR maps a relaxation time (either T; or T,), depending on the exci-
tation sequence, blood can have a bright or dark appearance (i.e., it may have
an increased or reduced radiofrequency signal). Bright-blood (Fig. 3a) is usu-
ally obtained through conventional gradient-echo sequences, whereas spin-echo
sequences are used to acquire a better visualization of the myocardium and of the
valvular structures, coupled with a black-blood appearance [19] (Fig. 3b). By using
a contrast agent dye, it is possible to acquire a better description of the vascular
structure and perform a MR angiography (MRA) (Fig. 3c).

The three-layered structure of the arterial wall is neatly observable in US images.
In longitudinal projection (Fig. 1a), the arterial structure is characterized by a black
lumen, which can be roughly considered as a black rectangle, surrounded by two
bright stripes, which represent the adventitial layer of the walls. It has been demon-
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Fig. 2 CT representation of an axial slice of the thoracic aorta (TA). a CT without contrast agent.
B CT with contrast agent. For both figures, the visualization parameters of the CT images were
WL:34 and WW:890. In a the lumen of the TA had average HU of about 50; in b of about 300

Fig. 3 MR representation of axial slices of the thoracic aorta (TA). a Bright-blood. b Black-blood.
¢ MRA after the injection of a gadolinium-based contrast agent bolus

strated that the adventitial layers are usually the most hyperechoic structures in an
arterial scan, when no calcium deposits are present [20]. Due to resolution limita-
tions, the intima layer is usually merged with the media layer, leading to the definition
of two interfaces: the lumen-intima (LI) and the media-adventitia (MA) interfaces.
Some Authors prefer to name as “intima-media complex” the arterial wall portion
that is comprised between the LI and MA interfaces [21, 22]. In transverse projection
(Fig. 1b), the arteries appear as circular black regions delimited by an upper and a
lower bright bound. The lateral portions of the wall are usually under-represented,
due to poor reflection of the ultrasound wave.

In CTA and MRA, vessels are usually tracked to reconstruct their 3-D mor-
phology. Compared to US, MR and, especially, CT have a lower resolution on
the vessel wall, but offer the possibility of describing the 3-D architecture of the
vessel and of its network. In MR images, it is possible to visualize the inner and
outer boundaries of the artery, without distinguishing between the three layers. In
CT images, the arterial wall is not clearly visible and, as aforementioned, CTA is
usually performed in order to better delineate the vessel lumen. In both CT/CTA
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and MR/MRA 3-D acquisitions, vessels are recognized and segmented in slices
that are orthogonal to the vessels’ axis. Hence, in this projection, arteries are sub-
stantially circular. The method proposed by van’t Klooster et al. is a good exam-
ple of a semi-automated method for the tracking of arteries in axial MR images
[23].

The recognition and segmentation of veins is still an open problem. The morphol-
ogy of veins is very variable among subjects. Also, a specific vein can be opened
or collapsed depending on several factors, including body position and pressure.
Therefore, there are no standard and established methods for the processing of vein
images. More specifically, no reviews have been published ever about vein processing
techniques in US, MR, or CT images.

2.2 Techniques for Vessels Localization

In an automated analysis framework, the first step consists in the localization of the
vessel in the image frame. Such localization can initially be coarse, since a more
accurate segmentation will be performed in a subsequent step.

Automated techniques for the coarse localization of vessels can be divided into
the following macro-areas:

e Shape priors techniques
e Texture and classification techniques
e Pixel intensity and/or local statistics based techniques.

2.2.1 Shape Priors

Anatomical shape prior methods are based on the a priori knowledge of the expected
anatomical structure. As aforementioned, this knowledge can be easily exploited
in the case of arteries recognition. These types of techniques can cope very well
with suboptimal images; i.e., with images affected by noise, or with weak or under-
represented edges. Models are typically built from a large database of training sam-
ples to determine the final shape prior.

The possible drawback of these techniques is represented by pathology. As an
example, if a shape prior was built on the healthy common carotid artery morphology,
it would be difficult to adapt it to the case of a diseased vessel possibly containing a
plaque. In other words, shape priors are usually as good as the training samples.

2.2.2 Texture and Classification

These types of methods are based on finding the features of the microstructure of the
tissue being imaged and consequently classifying the pixels or sections of the image
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into different regions based on these features. An advantage of texture techniques
is that they are typically based on statistical patterns of the pixel intensities, so they
are more independent of the physics of the imaging system. Many of these texture
techniques are based on the calculation of Haralick’s co-occurrence matrices [24]
which, despite being computationally expensive, have performed well in a number
of applications and studies [25-28].

In this category, we also find the so-called “superpixel” or “graph-based” tech-
niques. These techniques are mainly based on the division of the original image into
“superpixels” or patches, which are then labeled as belonging to either the vessel
or background, using graph cuts [29]. A more detailed example of this technique,
specifically tuned on carotid ultrasound images, is available in the work by Rosati
et al. [30]. In this multi-scale approach, different patches of a pixel’s neighborhood

Fig. 4 Comparison between the first version of voting classifier, a trained with three datasets of
1500 pixels each and the final voting classifier, b trained with three datasets of 1800 pixels each.
Red, blue, and green points mark the pixels classified as belonging to lumen, IM, and adventitia
classes, respectively. Pixels not classified by the voting procedure are indicated with yellow points.
The white circle highlights an example of pixels zone added to the initial datasets. These pixels are
chosen among those pixels resulting in a wrong class from the first voting classification (a) and
in the last classifier the same pixels result in correct class (b) The white line corresponds to the
lumen-intima (LI) interface, the black line marks out the media-adventitia (MA) interface, and the
yellow line delimits the far adventitia layer. (Reproduced from [30] with permission)
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were considered, and up to 141 features were computed. Figure 4 shows the result
of this work, in which pixels were assigned to either the lumen (red), the intima
and media layers (blue), or the adventitia (green) layer. Such result was obtained
after a feature selection and reduction step, followed by a voting classifier. In a first
version (Fig. 4a), the Authors used three training datasets of 1500 pixels each, and
then (Fig. 4b) three datasets of 1800 pixels each.

2.2.3 Pixel Intensity and/or Local Statistics

These approaches exploit the vessel appearance in a specific image modality (i.e.,
US, MR, CT). Vessel representation can be thought of as a mixture model with
varying intensity distributions. This is because, as discussed in the previous section:

e pixels belonging to the vessel lumen are characterized by a given intensity (close
to zero in US and black-blood MR images) and low standard deviation;

e pixels belonging to the adventitia layer of the carotid wall are characterized by dif-
ferent intensity (very bright in US images and black-blood MR) and low standard
deviation;

e all remaining pixels should have different mean intensity and higher standard
deviation.

Thus, itis possible to explore the neighborhood of a pixel and, based on its intensity
value, of the mean intensity of the neighborhood, and of the standard deviation of the
neighborhood, state if this pixel belongs to lumen, wall, or to other structures/tissues.

A complete description of such approach, specifically tuned for longitudinal
carotid ultrasound images, can be found in the works by Molinari et al. [27, 31,
32]. With reference to Fig. 5, the pixels belonging to the arterial lumen (and, more in
general, to blood) are easily detected because they are characterized by a low inten-
sity value and low standard deviation of their neighborhood. Hence, by considering
a bidimensional histogram (Fig. 5b) it is possible to mark all the pixels possibly
corresponding to blood in the image (Fig. 5c). From that mask, by using simple
conditions, it is possible to mark the center of the lumen (L) and the far adventitia
wall (Fig. 5d). This completes the automated detection of the vessel in the image.

Once the vessel has been recognized in the image frame, its walls must be accu-
rately segmented. This step is fundamental for several purposes, among which:
atherosclerosis assessment, morphology visualization, analysis of wall alterations,
intima-media thickness measurement, classification of stable/instable plaques, and
subsequent strain imaging [33].
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Fig. 5 Strategy for far wall adventitial tracing. a Original image. b 2DH. The gray portion of the
2DH denotes the region in which we suppose to find only lumen pixels. ¢ Original image with
lumen pixels overlaid in gray. d Sample processing of one column, with the marker points of the
far (ADF) adventitia layer and of the lumen (L). (Reproduced from [27] with permission)

3 Wall Segmentation in MR Data

Most of the techniques that have been proposed for the segmentation of vessels
in MR/MRA images consider axial slices. Often, such techniques produce a 3-D
segmentation of the vessel, which is in fact obtained by a stack of 2-D processed
axial images. There are, however, studies based on 3-D adjustable models.

3.1 Wall Thickness (WT) and Arterial Wall Area (AWA)
Measurement in 1.5T 2-D Images

In this type of image, the most widely used segmentation technique is the level-sets
method (LSM). Level-sets are active contours, also called geometric deformable
models. The basic idea is to represent the contours as the zero-level of a higher-order
implicit function, which is the level-set function. Then the level-set function evolves
according to imposed partial differential equations (PDEs). One of the most widely
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used implementations of the LSM is the one by Li et al. which is also known as
variational LSM without re-initialization [34].

If we consider a 2-D contour and name it as C, then it can be thought as the
zero-level of a 3-D level-set ¢, so that:

C={xyle=0

Being the LSM an active and deformable method, the contour C can be made
time-varying, so that its definition can be written as:

CH = { yle® =0

In the proposal by Li et al. the variation of the level-set is obtained by the following
equation:
Ig [ , ( Ve )] (Vg
— = u| Vo —div +Adpdivig—— | +vgdp
ot Vol Vol

e >0 is a parameter that controls the effect of penalizing the level-set from getting
too distant from a signed distance function;

A>0 is a parameter that controls and regularizes the length of the curve C;

v is a parameter controlling the speed of motion of the level-set;

8¢ is the univariate Dirac function applied to the level-set;

g is an edge-map, used to communicate to the level-set which are the edges to be
tracked in the image. If we name as I the input image, and if we call as G a specific
Gaussian smoothing kernel, then:

where:

1

£ 1% VG x1)?

An example of segmentation obtained by this method is reported by Fig. 6. Saba
et al. applied this segmentation strategy to MRI carotid images [35]. Proton-density
weighted (PDW) images were used for plaque segmentation. The parameters for
PDW sequence were: flip angle 180°, field of view (FOV) 16 x 16 cm, TR 700 ms,
TE 10 ms, number of excitations 2, slice thickness 2 mm, matrix size 640 x 640. They
examined 10 patients coming from their Stroke Unit (7 males; age: 67 & 6 years) with
stenosis to the internal carotid artery. The longitudinal coverage for each carotid artery
was 72 mm. By using the above descripted LSM technique, they traced the inner and
outer boundaries of each slice of the artery, and then computed the wall thickness
(WT) and arterial wall area (AWA), by measuring the geometric distance between
the inner and outer border (for WT) and the area comprised between the two borders
(for AWA). Numerical results obtained by LSM were compared to those manually
measured by three independent observers. Observers manually traced the inner/outer
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.
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Fig. 6 Segmentation results from LSM. a Initial contour for lumen boundary; b lumen boundary
from LSM; ¢ lumen/outer wall boundary from LSM; d overlay with manual segmentation (dotted
lines). (Reproduced from [35] with permission)

borders of the artery in each image frame, then WT and AWA were measured in the
same way as for LSM obtained boundaries. The average positioning error of the
inner boundary for LSM compared to the observers was 0.34 £ 0.2 mm, and that for
the outer boundary was 0.47 0.2 mm. The average WT error was approximately
0.10+0.2 mm. The overall absolute AWA error between the LMS and observers was
lower than 10%, with a correlation index close to 0.8.
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3.2 Wall Thickness (WT) and Arterial Wall Volume (AWY)
in 3T 3-D Images

van’t Klooster et al. proposed a segmentation method based on non-uniform ratio-
nal B-spline surfaces (NURBS). Conceptually, by using NURBS, they developed a
deformable cylindrical 3-D model of the carotid artery [23]. This model could adapt
to the data under analysis by a very simple and user-friendly interaction between the
model and the MR images. Such interaction had to be driven by an operator. From
the computer-generated boundaries of the artery, the WT and arterial wall volume
(AWYV) were computed and compared to those obtained by manual measurements
by experts. They studied 45 subjects (56% males; mean age =52 years; age range =
[19, 79] years) and acquired images by using a 3 T scanner. Black-blood images were
obtained by using a time-of-flight MRA sequence, with these parameters: flip angle
20°, field of view (FOV) 300 mm, TR 7.7 ms, TE 3.8 ms, pixel sixe ] mm x 1.23 mm X
5.0 mm. The WT measurement error was 0.12£0.21 mm and that of the AWV was
45.4480.2 mm?>. The correlation between manual and computer-based measure-
ments of WT and AWV were approximately equal to 0.7 and 0.8, respectively.

4 Discussion

The segmentation of the arterial walls in MR images cannot be considered a closed

problem. First of all, as documented in the work by Saba et al. [35], the segmentation

techniques currently available are often user-driven and lack full automation. This

is mainly because it has been shown that automated vessel detection techniques are

less robust in MRI than in other imaging modalities. Secondly, often the 3-D profile

of the vessel is obtained only through the independent processing of the 2-D slices.
Moreover, some further considerations should be made.

e Measurement accuracy. When the vessel segmentation is performed to measure
some morphological parameters, the measurement accuracy must be considered.
The WT is usually measured with a bias of about 0.1 £0.2 mm. Such value is sta-
tistically higher than that obtained by WT measurement performed on ultrasound
images. Even though some studies documented a high sensitivity of the MRI in
detecting the focal arterial wall thickening (see [36] as an example), usually US
are used as gold-standard for the validation of MRI measurement algorithms [37].

e 2-D versus 3-D techniques. Typically, 2-D techniques showed higher accuracy in
segmenting the vessel walls, compared to 3-D methods. The deformable contours
are among the most used approaches to process 2-D images, whereas modelling
approaches are preferred in a 3-D scenario. If 3-D techniques offer a greater robust-
ness to local noise, 2-D techniques are more sensible to localized alterations of
the vessel wall. Therefore, global parameters like the AWV and AWA are better
estimated by 3-D techniques.



152 K. M. Meiburger et al.

e Noise sources. MRI vascular images may be affected by some noise sources
that lower the performance of computer systems for vessel segmentation. One of
the most important is the partial volume effect, which can cause blurring in the
wall edges [35]. In presence of blurred edges, the segmentation techniques may
misplace the wall contours, thus increasing the WT measurement error. In 3T
scans, several studies reported an increase of the signal-to-noise and contrast-to-
noise ratio compared to the same scans performed at 1.5T [38]. Nowinski et al.
also showed that vascular reconstructions made at 3T and 7T showed more vessels
than the same scans at 1.5T, thus revealing an increased resolution of the MRI
techniques in presence of a higher magnetic field [39].

5 Wall Segmentation in US Images

Ultrasound imaging is the most used diagnostic tool to assess the arterial wall. In clin-
ical practice, ultrasounds offer several advantages such as: (i) use of non-ionizing
radiations, (ii) safety and quick examination of the patient, (iii) absence of docu-
mented biological effects, (iv) low-cost equipment (if compared to other medical
imaging devices), (v) wide availability of the ultrasound scanners, and (vi) ultra-
sounds can effectively visualize the components of the arterial wall. Unfortunately,
ultrasound images have a signal-to-noise ratio (SNR) that is lower than other imaging
modalities.

Computer methods for segmenting the ultrasound arterial images mainly aim at
tracing the LI and MA boundaries. The IMT, in fact, can be computed by measuring
the distance of the LI from the MA boundary. In some studies, the media and intima
thicknesses were measured separately [40].

5.1 Edge-Tracking and Gradient-Based Techniques

Pignoli et al. were the first to apply a computer-based technique to perform the IMT
measurement of the carotid artery [41]. Considering a carotid image in longitudinal
projection, they measured the distal wall IMT by considering the intensity profile
of a section of the image when moving from the centre of the vessel to the borders.
Being the vessel lumen ideally black (i.e., zero-mean), they tracked the increase in
the intensity profile that occurs in proximity of the LI interface [42].

A similar approach was adopted in 2001 by Liguori et al. [43]. They proposed
a segmentation technique based on edge-detection that used image gradients. They
considered the artery as horizontally placed in the B-Mode image. For each column
of the image they calculated the gradient of the intensity profile. In order to facilitate
edge detection, Liguori et al. adopted a statistical thresholding to reduce noise before
computing the image gradient.
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Edge-tracking and gradient-based methods may suffer from the problem of the
superimposed noise. In fact, noise may preclude the proper detection of the LI and
MA interfaces. Faita et al. adopted a gradient-based approach which is more noise
robust than the traditional ones [43, 44]. The core of the method is the first-order
absolute moment (FOAM):

1
FOAM (x,y) = A—9 / |Il(x, y) — 12(x —x,y— y/)| * G(x’, Y, 0) dx'dy’
0

where:

e [1(x,y) =I(x,y)*Gi(x,y, 01),is a Gaussian low-pass filtered version of the input
image I(x, y);

o Ih(x,y) =1(x,y)*G>(x,y, 02),1s a Gaussian low-pass filtered version of the input
image I (x, y), with different standard deviation;

° G(x/, v, a) is a regularization term, and third version of Gaussian low-pass filter.

Conceptually, this operator computes the average dispersion of the image pixels
in a circular domain called Ag. The FOAM is null when the image has no intensity
changes in the domain 6. In correspondence of a neat intensity transition, the FOAM
has a high value. The overall performance of this methodology was very high: IMT
measurement error was equal to 10.0 & 38.0 wm. Moreover, FOAM operator and
intelligent procedures to discover maxima ensured a good robustness to noise. This
technique is real-time; hence, it is suited to clinical application.

5.2 Dynamic Programming Techniques

Dynamic programming techniques were introduced starting from early 90s to reduce
the variability in ultrasound measurements [45]. Wendelhag et al. first introduced a
dynamic programming procedure for the automatic detection of echo interfaces [46].
This technique combined multiple measurements of echo intensity, intensity gradient,
and boundary continuity. The system also included optional interactive modification
by the human operator. An initial set of ultrasound images was manually segmented
by expert operators and served as reference (ground truth). The estimated values of the
three boundary features (echo intensity, intensity gradient, and boundary continuity)
were linearly combined to create a cost function. Each image point was associated
with a specific cost that in turn correlated with the likelihood of that point being
located at the echo interface. Therefore, points being located at the interfaces between
different artery layers were expected to be associated with a low cost, whereas points
located far from the interfaces was associated with a high cost. The weights of the
linear combination originating the cost function were determined by training the
system, considering the ground truth as reference. Dynamic programming was used
to reduce the computational cost given by the need of inspecting all the points of the
image. The IMT measurement error of this technique was better than 40 +=36 pm.
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Dynamic programming techniques can be applied also in a multi-resolution frame-
work: starting from the image in a low-resolution scale, the image features are com-
puted; then, a refinement procedure is applied and the features are computed at each
step [47]. The artery detection can therefore be obtained in the coarse scale image,
whereas the accurate detection of the LI/MA interfaces can be made in the fine scale
image.

5.3 Active Contours (Snakes)

Active parametric contours, also called snakes, have been widely used in segmenta-
tion of medical images. The snake can be thought as a set of vertices connected by
line segments, which can evolve under the action of different forces. The popularity
of the snake-based segmentation methodology relies on the fact that the artery LI
and MA boundaries can be well distinguished in the image. Therefore, a straight
deformable model could be able to adapt to such interfaces after a proper tuning of
its parameters. Most of the studies adopted the traditional formulation of a snake
as proposed by Williams and Shah [48]. From a geometrical point of view, a two-
dimensional snake is a parametric contour represented by v(s) = [x(s), y(s)], where (x,
y) denotes the spatial coordinates of an image and s € [0, 1] represents the parametric
domain. The snake adapts itself by a dynamic process that minimizes a global energy
function:

E[v($)] = Ein[v(s)] + Ecx [v(5)]

where:

e E,.[v(s)]iscalled “internal energy” and constrains the shape of the curve. Usually,
such energy term is proportional to the curve derivatives, in order to regularize the
curvature and elasticity of the curve. When snakes are used to segment the LI/MA
interfaces in longitudinal US images, the internal energy is kept to a high value,
since such interfaces look almost linear.

e E,.[v(s)] is called “external energy” and is used to drive the curve towards the
image edges. Hence, often this energy term is modeled by image gradients.

The snake points should move towards the features of the image while remaining
constrained by the internal forces. The equilibrium condition is met when the inter-
nal forces counterbalance the external ones. Therefore, fine tuning of the snake is
fundamental for an accurate segmentation.

A complete and thorough summary of the snake performances in carotid seg-
mentation was given in 2007 by Loizou et al. [49]. The same research team further
improved their snake-based system and made it fully automated [50] and suitable
also to the processing of arteries with plaques [51] (Fig. 7).

In 2012, Molinari et al. proposed a dual-snake system consisting of two different
active contours (one for the LI and one for the MA interface) evolving together [52].
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Fig. 7 Performance
difference between
unconstrained (panel a) and
constrained (panel b)
dual-snake segmentation
system. The dashed box in
panel a indicates an image
region in which the
unconstrained LI snake is
almost collapsed on the MA
snake. The constrained
snakes are prevented from
bleeding or collapsing, hence
in panel b the inaccuracy is
solved

In their implementation, they added a “mutual energy” term in order to prevent the
LI snake from diverging or collapsing on the MA snake. The authors demonstrated
that dual-snake systems have superior performance in IMT measurement compared
to conventional snakes [53].

5.4 Transform-Based and Modelling Approaches

Often, the layers of the vessel can be recognized and accurately segmented by relying
on modelling techniques or mathematical transformations.

One of the most used transformation approaches is the Hough transform [54]. This
tool allows for an efficient detection of shapes in an image, if a description of the shape
is mathematically provided and a scale parameter is selected. The Hough transform
is mostly used to detect lines and circles. Some authors exploited the properties of the
Hough transform and developed a technique that could automatically segment both
longitudinal and transverse B-Mode images [55, 56]. The appearance of an artery
is straight in longitudinal projections and circular in transverse projection. Hence,
by using the Hough transform it is possible to detect straight lines in longitudinal
images (corresponding to the LI/MA interfaces) and circles in transverse images.
This method is fairly robust also to small morphological changes of the vessel wall,
thus it can be used also in presence of small atherosclerotic plaques. It was shown
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that, compared to the pixel classification performed by human tracings, by using the
Hough transform it is possible to segment the carotid artery with a sensitivity of
about 96% in longitudinal images and 82% in transverse images, with specificity of
about 96% in both cases.

In modelling approaches, the image is considered as the combination of the inten-
sity typical of the vessel structures layers plus noise. Hence, an image region con-
taining a portion of the vessel lumen, the wall, and some surrounding tissues could
be characterized by the specific distributions mimicking the intensity distributions
of the three components. The most used models, in vascular ultrasounds, are the
Gaussian mixture model and the Nakagami modelling.

In2014, Veronese et al. performed the IMT measurement of the abdominal aorta of
foetuses by using a technique based on the Gaussian mixture model [57]. Considering
a relatively large range of aorta IMT (spanning from 0.4 mm to more than 1 mm),
they obtained a IMT measurement error lower than 19% when compared to human
measurements. This error was of the same order of magnitude of the inter-observer
variability of independent readers (about 14%).

The Nakagami distribution proved effective in modelling the radiofrequency ultra-
sound signal that was scattered by the artery wall layers [58]. Destrempes et al. pro-
posed a segmentation strategy based on Nakagami mixture modelling and stochastic
optimization [59]. This technique proved very performing in the segmentation of the
common carotid artery in longitudinal projection: using the mean absolute distance
metric the authors obtained LI and MA segmentation errors equal to 21.0 £ 13.0 um
and 0.16 £ 7.0 wm, respectively.

5.5 Data Mining Techniques

Recently, due to growing interest in the fields of data mining and, more generally, in
big data analysis, non-linear and innovative techniques have been applied in the field
of vascular ultrasounds. Most of these techniques have in common the following
architecture [60]:

e Step 1: feature extraction. The image is analysed in order to extract as many
descriptors (i.e., features) as possible to characterize the content of the image
itself. Some authors stick to conventional and first-order descriptors (i.e, analysis
of the gray scale distribution of the image or of a portion of the image) [31, 61],
whereas others tend to include higher-order texture descriptors [24, 62].

e Step 2: feature reduction/selection. Given the high number of extracted features
and the risk of having collinear variables that could lead to an over-constrained
system, the features are usually selected and their number is reduced. Collinear
and strongly correlated variables are taken out, whereas variables with negligible
variance are ignored. The most performing and widely used reduction and selection
techniques for vascular ultrasound images have recently been revised by Rosati
et al. [30].
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e Step 3: classification. The features associated to each pixel are classified in order
to assign the pixel to a specific image component (i.e., the lumen, the intima, the
media, the adventitia, etc). Pixels with borderline conditions are usually kept in a
“uncertainty” class/cluster and ignored. Several methods have been used to accom-
plish this step, even though often fuzzy classifiers or artificial neural networks are
used [60].

e Step 4: vessel boundaries refinement. Due to intrinsic data variability and to clas-
sification errors, the output of the classifier is usually not accurate enough to be
considered as the final segmentation.

This approach has been used not only for IMT measurement and image segmenta-
tion, but also for the assessment of the cardiovascular risk score based on the analysis
of the arterial layer [60], for the assessment of the subjects’ vascular age [63], and
for the characterization of the atherosclerotic plaque [25].

6 Discussion

Greater space has been allocated, in this chapter, to the discussion of the vessel seg-
mentation in ultrasound images, since, as aforementioned, echographic examinations
are of paramount importance in clinical routine and in research projects. Moreover,
ultrasound images are the more challenging to process.

In fact, it is well known that noise represents perhaps the most prominent problem
in ultrasound imaging. Speckle noise is an interference caused by multiple scattering
of the sound waves. It reduces the overall quality of the image by creating a “pixelat-
ed” effect that is detrimental both to human perception and to numerical processing
algorithms.

Ultrasound images also have overall quality that is dependent on the scanner used
and on its settings. In fact, being ultrasound imaging a human-dependent scanning
technique, different operators may render the same object in different fashions.

Specifically referring to CCA images, another complication is given by the high
variability in normal vessel morphology and in vessel appearance under pathology.

If combined, all these challenges justify why, currently, the segmentation of ves-
sels in ultrasound images is often still an open problem.

7 Final Remarks

The development of automated solutions for the detection and segmentation of ves-
sels in cardiovascular images requires the adoption of specific approaches and tech-
niques. As discussed in the chapter, given the different types of images (MRI, CT,
US, etc...) and the variability caused by physiology and by pathological conditions,
it is not possible to pick an “optimal” technique.
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Robustness is certainly a key point. When facing the problem of vessel segmen-
tation, it is important to remember that vessels are different for several parameters,
including shape, size, orientation, and composition. Also, noise is another important
challenge, mainly for ultrasound images.

Even though in this chapter only studies regarding the segmentation of arteries
have been shown, it must be remembered that also approaches for the segmentation of
veins have been developed. Vein segmentation, however, is still not well established,
and the developed techniques are, up to now, mostly proof-of-concept researches. In
fact, the physiological shape variability of the venous network is very high and it could
preclude the performance of all the techniques relying on models, transforms, and
active contours. Often, veins are of undetermined diameter, since their size depends
on posture, physio/pathological conditions, and by the surrounding tissue.
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Intrinsic Cardiovascular Wave )
and Strain Imaging L

Elisa Konofagou

Abstract Cardiovascular diseases remain America’s primary killer by a large mar-
gin, claiming the lives of more Americans than the next two main causes of death
combined (cancer and pulmonary complications). In particular, coronary artery dis-
ease (CAD) is by far the most lethal, causing 17% of all (cardiac-related or not)
deaths every year. One of the main reasons for this high death toll is the severe
lack of effective and accessible imaging tools upon anomaly detected on the elec-
trocardiogram (ECG), especially at the early stages when CAD can be stabilized
with appropriate pharmacological regimen. Arrhythmias refer to the disruption of
the natural heart rhythm. Cardiac arrhythmias lead to a significant number of car-
diovascular morbidity and mortality. This irregular heart rhythm causes the heart to
suddenly stop pumping blood. Atrial pathologies are the most common arrhythmias
with atrial fibrillation and atrial flutter being the most prevalent. In this chapter, we
introduce ultrasound-based methodologies that are based on inferring to the mechan-
ical and electrical properties of the myocardium in order to better image the onset
and progression of the aforementioned diseases.

1 Mpyocardial Elastography

1.1 Introduction

According to the latest report on Heart Disease and Stroke Statistics by the American
Heart Association [6], more than 2150 Americans die of cardiovascular disease each
day, an average of 1 death every 40 s. Cardiovascular disease currently claims more
lives each year in both men and women than the next two most deadly diseases com-
bined, i.e., cancer and chronic lower respiratory disease. Among the cardiovascular
diseases, coronary artery disease (CAD) is by far the most deadly causing approxi-
mately 1 of every 6 deaths in the United States in 2010. Approximately every 34 s,
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experienced exponential growth in new procedures, the progress in the development
of novel diagnostic techniques has stalled by comparison.

1.2 Mechanical Deformation of Normal and Ischemic
or Infarcted Myocardium

Detection of cardiac dysfunction through assessment of the mechanical properties
of the heart, and more specifically, the left-ventricular muscle, has been a long-term
goal in diagnostic cardiology. This is because both ischemia [8], i.e., the reduced
oxygenation of the muscle necessary for its contraction, and infarction [2], i.e.,
the complete loss of blood supply inducing myocyte death, alter the mechanical
properties and contractility of the myocardium. In the ischemic heart, the diastolic
left-ventricular pressure-volume or pressure-length curve slope is typically increased,
suggesting increased chamber stiffness. Regional myocardial stiffness has also been
reported to increase as aresult of ischemia[1, 5, 39, 40]. The increased stiffness could
be due to myocardial remodeling, including elevated collagen and desmin expression
as well as the titin isoform switch. Acute myocardial infarction caused by partial
or total blockage of one or more coronary arteries can cause complex structural
alterations of the left-ventricular muscle. These alterations may lead to collagen
synthesis and scar formation, which can cause the myocardium to irreversibly change
its mechanical properties. Holmes et al. [10] reported that this myocardial stiffening
can be measured within the first 5 min following ischemic onset. As reported by
Gupta et al. (1994), in vitro mechanical testing showed that the stiffness of the
infarcted region increases within the first 4 h, and continues to rise by up to 20 times,
peaking 1-2 weeks following the infarct and decreasing 4 weeks later (down to 1-10
times the non-infarcted value). The fact that the mechanical properties induced by the
ischemia change right at the onset, continue changing thereafter and peak two weeks
later, indicate the potential for a mechanically-based imaging technique to detect
the ischemia and infarct extent early. Regarding its conduction pattern, ischemia or
infarction will alter the normal pattern and result into reduced and complete lack of
conduction, respectively, at the region of abnormality since the myocytes no longer
properly conduct the action potential.

1.3 Mpyocardial Elastography

Our group has pioneered the technique of Myocardial Elastography that it has been
developing for more than a decade [13, 16-18, 19, 20, 21, 23]. This technique encom-
passes imaging of mechanical (cumulative or systolic; Fig. 1) or electromechani-
cal (incremental or transient) strain or activation times to respectively highlight the
mechanical or electrical function of the myocardium, Myocardial Elastography ben-
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efits from the development of techniques be used for high precision 2D time-shift
based strain estimation [ 14] and high frame rates available in echocardiography scan-
ners [17] to obtain a detailed map of the transmural strain in normal [23, 27, 32],
ischemic [27] and infarcted [3] cases in vivo. These strain imaging techniques aim
at achieving high precision estimates through recorrelation techniques [14] and cus-
tomized cross-correlation methods [15] and are thus successful in mapping the full
2D and 3D strain tensors [23, 26, 42].

2D strain estimation and imaging—A fast, normalized cross-correlation function
is first be used on RF signals from consecutive frames to compute two-dimensional
motion and deformation [14, 30]. The cross-correlation function uses a 1-D kernel
(length=5.85 mm, overlap=90%) in a 2D (or, 3D) search to estimate both axial
and lateral (and elevational) displacements (Eq. 1; Figs. 1 and 2). The correlation
kernel size is approximately 10 wavelengths, which has been found to be the optimal
length using cross-correlation [29]. It should also be noted that the elastographic
resolution has been shown to depend mainly on the kernel shift (not the kernel size)
[37], which in our studies is 10%, or 0.6 mm. When searching in the lateral (or, ele-
vational) direction, the RF signals are linearly interpolated by a factor of 10 in order
to improve lateral (or, elevational) displacement [14, 25, 27]. Recorrelation tech-
niques are applied in two iterations that aim at increasing the correlation coefficient
of each strain component by correction or shifting the RF signals by the displace-
ments estimated in the other (two) orthogonal direction(s) [14, 25]. A least-squares
kernel [12] is finally applied to compute the axial and lateral strains in 2D-PBME
(Parallel Beamforming Myocardial Elastography) and axial, lateral and elevational
strains in 3D-PBME. The estimated displacements use a reference point of the first
frame in each estimation pair, yielding incremental (inter-frame) strains that are then
accumulated over the entire systolic phase. Radial, circumferential and longitudinal
strains is then be calculated. For 2D, radial and circumferential strains are estimated
in a short-axis view (Fig. 2b, c¢). In 2D-PBME, a rotation matrix, R, for each material
point within the myocardium in a 2D short axis view are written as

R — |:COS9 sin9j|’ 1

—sin 6 cos 6

where 0 are the angle relative to the origin of the Cartesian coordinates in the FE
models. Strains in cardiac coordinates are therefore obtained by

E = RER?, 2

where E is the 2D radial-circumferential strain tensor. The diagonal components
of E are radial (E,») and circumferential (E,.) strains. Positive and negative radial
strains indicate myocardial thickening and thinning, respectively, while myocardial
stretching and shortening are represented by positive and negative circumferential
strains, respectively. A standard B-mode image (Fig. 2a) is reconstructed from the
RF data, allowing for manually initialized segmentation of the myocardial border
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Fig. 1 a Envisioned role and b, c initial findings of Myocardial Elastography in the current
clinical routine to avoid false positives and/or thus unnecessary invasive procedures and false
negatives by the currently used techniques; b Normal short-axis radial strain image (largely red
(thickening) myocardium) in an echocardiography false positive case where CT angiography was
administered only to confirm normal function; ¢ Abnormal short-axis radial strain image contain-
ing an ischemic region (in blue or thinning; arrow) in a nuclear perfusion and subsequently CT
angiography confirmed Myocardial Elastography findings regarding two occluded territories (64-
year-old female, 40% LAD and 30% RCA occlusion); d Coronary territories given for reference
[24]. CUMC: Columbia University Medical Center. LAD: Left anterior descending artery. LCx:
Left-circumflex artery. RCA: right coronary artery. Myocardial Elastography was capable of
detecting normal function and identifying both compromised territories

which are subsequently automatically tracked throughout the cardiac cycle based on
the estimated displacements as previously developed by our group [30].

3D strain estimation and imaging—3D will include the estimation of longitudinal
strains. The MATLAB function interp3 is used to interpolate all three orthogonal
components (axial, lateral, radial and circumferential) between each of the 16 slices.
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Fig. 2 a B-mode, b radial, ¢ circumferential and d longitudinal strain images of a cylindrical
model undergoing radial deformation using PBME in phased array configuration in FIELD II for
2D (Top panel) and 3D (Bottom panel) Myocardial Elastography. In the proposed study, the canine
LV geometry and electromechanical simulation model (Fig. 3) are used. The black boundaries in
the top panel represent where the simulated myocardium. Strains outside the tissue are not taken
into account
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The interpolated data set is depicted in 3D, on two surfaces: one located near the
endocardium, the other located near the epicardium. The frame rate is lower by a
16-fold compared to 2D, i.e., 344 frames/s in 3D (from 5500 frames/s in 2D) but
is tested whether it can be sufficient to estimate strain at high SNR as predicted by
preliminary findings (Fig. 3).

PBME performance assessment—A probabilistic framework has been developed
by our group in order to compare the strain estimation quality between conventional
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and parallel beamforming [3, 35]. The elastographic signal-to-noise-ratio (SNR.) are
calculated for each sequence over the phase of systole. SNR, is computed for every
point in an image using

SNR, = &8) 3)

where (e) and o(¢) refer to the mean and standard deviation of the strain (¢) magni-
tude within a small 2D ROI (3.0 x 3.2 mm). Since both strain and SNR, are computed
for each point in the myocardium throughout systole, a large number (>600,000) of
strain-SNR, pairs are generated for each sequence [3]. The conditional expected
value of SNR. for each strain is calculated using [3, 35].

J (SNR,, €)

L T ASNR, 4
f) @

+00
E(SNR,|¢) = [ SNR,

E(SNRele) curves are generated for each sequence, which allows for a relatively
easy comparison to be performed between different sequences for a wide range of
strain values. Example of E(SNRele) curves for radial strain estimation is provided
in Fig. 3. The SNR¢ of both 2D-PBME and 3D-PBME are computed with respect to
the strain (equivalent to frame rate) and compared to focused (standard 2D and 3D
Myocardial Elastography) to perform a quality comparison with parallel beamform-
ing techniques. Both inter-frame (electromechanical) and cumulative (mechanical)
strain SNRe are quantified.

Compounding—A compounding technique that the PI’s group has developed for
strain imaging for the first time are applied to determine increase in SNR when par-
allel beamforming is applied. Plane waves are electronically steered and transmitted
at three different angles separated by 20° (—20°, 0°, 20°) and the resulting RF frames
are combined into a compounded image. The received radiofrequency (RF) frames
are reconstructed by applying a delay-and-sum method on GPU-based parallel com-
puting to accelerate reconstruction processing [35]. In preliminary studies, we have
found that compounding in human hearts in vivo decreases the frame rate from 5500
fps to 1375 fps, which is sufficiently high for Myocardial Elastography (Fig. 3) while
SNR increases by a 4-fold.

1.4 Simulations

A phased array simulation model for the quality assessment of PBME. Field II, an
established and publicly available ultrasound field simulation program [11] (Jensen
and Svendsen 1992) are used to simulate the RF signals of the myocardium. The
simulated mesh, including the myocardium, cavity and background are loaded into
FIELD II (Luo et al. 2008a, 2009b). Instead of a focused wave, a diverging wave
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sequence is employed for transmit by placing the focus 6.75 mm (half the size of
the aperture) behind the array surface to achieve a 90° angle insonification [35].
For 2D-PBME, the RF signals are obtained from 192 elements and 3.5-MHz center
frequency with 60% bandwidth (at —6 dB) phased-array similar to what are used in
the canine study. Hanning apodization are applied both during transmit and receive
to reduce grating lobes. The width and height of the phased array are 43 and 7 mm,
respectively. The RF signals are reconstructed by coherent summation of the signals
received by all the elements using a delay-and-sum algorithm. For 3D-PBME, RF
signals are obtained from a 2-D array with 16 x 16, 32 x 32 and 64 x 64 elements
and 3-MHz center frequency, similar to what are used in experiments (aims 1-3).

1.5 Mpyocardial Ischemia and Infarction Detection
in Canines in Vivo

1.5.1 Ischemic Model

In order to test Myocardial Elastography in the assessment of ischemia by depicting
the change in both mechanical and electrical properties, twelve (n = 12) adult male
dogs (20-25 kg) were used according to well-established anesthetized canine mod-
els. The flow in that artery was continuously controlled via pressure-flow curves:
Step 1 (control): Mongrel dogs with normal/healthy myocardium, as verified using
standard echocardiography, are used for control measurements. Channel data with
both 2D- and 3D-PBME are continuously acquired during 5 min in sets of three car-
diac cycles each taken 20 s apart, i.e., approximately15 sets total. This established
the strain baseline; Step 2 (mild to acute ischemia): The dogs undergo a left thoraco-
tomy followed by gradual constriction of the mid-proximal left anterior descending
coronary artery (LAD) using the Ameroid constrictor by 0—-100% of baseline, at
intervals of 20% for 15 min each. Strain images are shown in Fig. 4a. The slope of
the coronary pressure-flow curves (using Millar catheters and sonomicrometry) are
used to monitor the ischemic onset at each occlusion step. RF data in the same views
as in Step 1 were continuously acquired during the full 15 min in sets of three cardiac
cycles (10 s apart), i.e., approx. 70 sets total (Fig. 4).

1.5.2 Infarct Model

Mongrel dogs underwent similar surgical procedure as in the ischemia model but sur-
vived for four days after complete ligation only in order to develop a fully-developed
infarct.
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Fig. 4 a Progression of ischemia (in ‘blue’ or thinning systolic strain as indicated compared to the
surrounding ‘red’ or non-ischemic (thickening) strain) from 0 to 100% occlusion in the same dog
using 2D-PBME and identifying the region and extent of ischemia in each case (shown with the
ROI); b TTC pathology showing pale (unstained by TTC; ischemic) versus red (stained by TTC;
normal) myocardium. ¢ Temporal radial strain profiles in the anterior wall region of 3 x 3 mm? at
0, 40, 60, and 100% occlusion levels with sonomicrometry (SM) and 2DME [27]

1.6 Validation of Myocardial Elastography Against CT
Angiography

CT angiography is an established technique used for reliable detection of a coro-
nary occlusion and were used to confirm the occlusion and validate the location of
the ischemia or infarct as detected by Myocardial Elastography. The objectives of
this study were to show that 2-D myocardial strains can be imaged with diverging
wave imaging and are different in average between healthy subjects and coronary
artery disease (CAD) patients. In this study, 15 CAD patients and 8 healthy subjects
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Fig. 5 a Transthoracic systolic radial strain image of a canine left ventricle in vivo. Thinning
(blue) strain region clearly indicates the extent of infarction. b Electromechanical isochrones
in 3D identifying spatial extent of MI. Arrow denotes MI region

were imaged with ME. Patients with more than 50% occlusion in one of the main
coronary arteries were considered to have obstructive CAD. Incremental axial and lat-
eral displacements were estimated using normalized 1-D cross-correlation and then
accumulated during systole. Axial and lateral cumulative strains were then estimated
from the displacements and converted to radial cumulative strains (Fig. 6). The end-
systolic radial strain in the total cross-section of the myocardium in healthy subjects
(14.9 4 8.2%) was significantly higher than obstructive CAD patients (—0.9 £7.4%,
p <0.001) and in non-obstructive CAD patients (3.7 = 5.7%, p < 0.05). End-systolic
radial strain in the left anterior descending (LAD) territory was found to be signifi-
cantly higher in healthy subjects (16.9 & 12.9%) than in patients with obstructed LAD
(2.2 +7.0%, p <0.05) and patients with non-obstructed LAD (1.7 = 10.3%, p < 0.05)
(Fig. 7). These preliminary findings indicate that end-systolic radial strain measured
with Myocardial Elastography is higher on average in healthy subjects compared
to CAD patients and indicates that Myocardial Elastography has the potential to be
used for non-invasive, radiation free early detection of CAD.

2 Electromechanical Wave Imaging

2.1 Cardiac Arrhythmias

Cardiac arrhythmias can be separated into atrial (or, supraventricular) and ventricu-
lar. While ventricular arrhythmias, such as ventricular fibrillation (chaotic rhythm),
ventricular tachycardia (rapid rhythm) and ventricular bradycardia (slow rhythm),
incur the most episodes of sudden death, they are less common and easier to diag-
nose than atrial arrhythmias. Atrial arrhythmias include atrial fibrillation (Afib or
AF) and atrial flutter (AFL), are the most common. Similar to the ventricular def-
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(a) (b)

Fig. 6 Comparison between a 2DME (conventional (focused) beamforming) using ECG gating and
b 2D-PBME (parallel beamforming) systolic radial strain image in a normal patient. The quality is
comparable without the artifacts from sector matching and ECG gating in the former (a)

Fig. 7 2D-PBME showing progression of coronary disease in three different patients: a Normal,
b (RCA: 90%; LAD: 20%, LCX: 20%) occlusions and ¢ (RCA: 99%; LAD: 100%, LCX: 100%)
occlusions. Figure 1d can be used for reference of coronaries

inition, atrial fibrillation denotes the chaotic rhythm while atrial flutter denotes the
regular but abnormal (rapid or slow) rhythm. The number of individuals with atrial
fibrillation in the United States is expected to reach 12 million by 2050 (Lloyd-Jones
et al. 2009) with the atrial flutters, often a result of treatment, also expected to rise as
more of these treatments are administered. The methodology has the dual purpose of
both enhancing the diagnosis and treatment planning and guidance of arrhythmias
that are the most common and most difficult to diagnose, i.e., the atrial arrhythmias.
Below a short overview of the state-of-the-art diagnostic and treatment techniques
is provided.

2.2 Clinical Diagnosis of Atrial Arrhythmias

ECG recordings and no imaging modality is typically used for the noninvasive iden-
tification of atrial arrhythmias. If ECG recordings indicate atrial flutter or fibrilla-
tion, Radio-frequency (RF) ablation (see next section) is warranted that allows for
catheterized cardiac mapping during its procedure. Cardiac mapping involves the
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insertion of a catheter containing a small number of electrodes in the heart chamber
to contact the endocardium and measure times of activation. The procedure is mini-
mally invasive and ionizing since it uses Computed Tomography (CT) guidance, but
it can be a lengthy procedure requiring topical or general anesthesia and is warranted
only when the ECG recordings indicate that RF ablation is the appropriate course of
treatment. Limitations include some inaccessible endocardial sites and the inability
to map the mid-myocardium and epicardium. More importantly, potentials in only
one or a few locations in the atrium are measured per heartbeat, it can be used only
to study stable, repeatable arrhythmias.

2.3 Treatment of Atrial Arrhythmias

Radio-frequency ablation is a minimally invasive technique rapidly emerging as the
most commonly used therapeutic modality for atrial flutter and atrial fibrillation.
For this treatment, a catheter, whose tip carries an electrode, is inserted through the
femoral vein and the tip of the electrode is positioned at the arrhythmic origin. The
tip causes a frictional heat generated by intracellular ions moving in response to
an alternating current. The electrode is connected to a function generator and the
electrical current flows and raises the local temperature up to 95 °C maintaining it
for about 15 min, generating thermal lesions in the vicinity of the ablating catheter.
The treatment consists thus in modifying or in blocking the circuits of electrical
conduction in heart. Current surgical procedures are invasive and have a moderate
efficiency in the persistent forms of atrial fibrillation. AF in some patients may be
due to focal activity originating in the pulmonary veins and 70% of these patients
can be successfully treated by RF ablation of the focus inside the pulmonary veins.
However, the treatment of AF using RF ablation can often lead to the development
of other arrhythmias. For example, a sizeable increase of atypical flutter is due to
catheter ablation of atrial fibrillation.

2.4 Electromechanical Wave Imaging (EWI)

2.4.1 The Cardiac Electromechanics

The heart will not adequately contract unless it is electrically activated via a very
specific route (Fig. 8; green arrows). In sinus rhythm (or, natural contraction), the
path of activation originates at the sinoatrial (SA) node (right before the ECG’s P-
wave), from which the electrical signal in the form of an action potential spreads
to both right and left atria causing their contraction (during the P-wave). The wave
then propagates to the atrioventricular (AV) node (right after the P-wave), through
the Bundle of His and along the left and right bundles on the interventricular sep-
tum (during the Q-R segment) to the Purkinje fibers (S-wave) finally causing both
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Fig. 8 a State-of-the-art CT angiography of the CRT leads. The ablation catheters and coronaries
are clearly visible but not the heart or the myocardium. A similar system is used to guide elec-
troanatomic mapping. b Illustration of the cardiac conduction system. The green arrows indicate
the path of activation as the action potential propagates from the sinoatrial node (SA node) in the
right atrium along the Purkinje fiber network (in yellow). ¢ Current (2D) 4-chamber EWT acti-
vation map with conventional beamforming in a normal human heart obtained transthoracically;
d 3D-rendered, 4-chamber EWI activation map (reversed color map used compared to (c) in vivo

ventricles to synchronously contract, starting at the apex towards their lateral and
posterior walls (Fig. 8). The heart is thus an electromechanical pump that requires
to first be electrically activated in order to contract. Propagating electrical waves of
excitation result into localized contractions. Each electrical activation in Fig. 8b is
followed by an electromechanical one, i.e., the depolarization of a cardiac muscle
cell, or, myocyte, is followed by an uptake of calcium, which triggers contraction
(Bers 2002) after a certain electromechanical delay of a few milliseconds (Ashik-
aga et al. 2007; Cordeiro et al. 2004). In the presence of arrhythmia, electrical and
electromechanical patterns are disrupted.

2.4.2 Electromechanical Wave Imaging (EWI)

Our group has pioneered a unique noninvasive and direct (as opposed to inverse
problem) imaging technique that could reliably map the conduction wave in the heart
in all of its four cardiac chambers. Electromechanical Wave Imaging [22, 32, 41]
(Pernot and Konofagou 2005; Konofagou et al. 2006, 2007; Provost et al. 2011b, d)
has been shown capable of noninvasively mapping the conduction wave during prop-
agation. We identified that high frame rate (>500 frames/s (fps)) and precise 2D
imaging of the cardiac deformation is feasible so that the transient cardiac motion
resulting from the fast electromechanical wave can be mapped in murine [22]. Canine
and human [34, 41] hearts in vivo. Through a R21 study, we were also capable of
demonstrating that EWI is angle-independent [34], has excellent correlation with
electrical activation measurements in canines in vivo [34]; slope of 0.99 and r* =
0.88; Figs. 9 and 10) and is in excellent agreement with electromechanical simu-
lations [7, 33]. More importantly, our group was capable of recently showing that
EWI was feasible in the atria of human hearts in vivo undergoing sinus rhythm [34].
There is simply no other modality that can directly map the conduction of the atria
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under sinus rhythm noninvasively in the clinic. An important additional advantage
of this methodology is that it can be routinely applied in the clinic through straight-
forward integration with any echocardiography system. It could thus be used both
at the diagnostic and at the treatment guidance levels, either off- or on-line. Despite
the fact that EWI can map both the atria and the ventricles, we chose to focus on the
atrial arrhythmias in this study given that they are far more common, more salvage-
able and completely lacking of any noninvasive imaging modality that can map their
conduction properties.

EWI can be useful in a number of diseases that can be treated with ablation therapy:
e.g., atrial fibrillation, atrial flutter, ventricular tachycardia, Wolff-Parkinson-White
(WPW) syndrome, etc. WPW is a heart condition where an additional electrical
pathway links the atria to the ventricles. It is the most common heart rate disorder in
infants and children and is preferably treated using catheter ablation. EWI could be
used in predicting the location of the accessory pathway, thus reducing the overall
time of the ablation procedure. Since a sizeable increase of atypical flutter is due to
catheter ablation of atrial fibrillation, the prevalence of atrial flutter is also expected
to rise. However, the relationship between AF and AFL is still not fully understood.
Atrial flutter, a type of atrial tachycardia, has historically been defined exclusively
from the ECG recordings. More specifically, differentiation between flutter and other
tachycardias was based on the atrial rate and the presence or absence of isoelectric
baselines between atrial deflections. Since then, electrophysiological studies and RF
ablation brought new understanding into the atrial tachycardia mechanisms, which
did not correlate well with these ECG-based definitions. In other words, ECG record-
ings offer only a limited value in the determination of specific atrial tachycardia
mechanisms, and, ultimately, for the selection of the appropriate course of treatment.
Cardiac mapping allowed different mechanisms of macroreentrant atrial tachycardia
to be identified, such as typical flutter, reverse typical flutter, left atrial flutter, etc.,
although a significant number of atypical flutters are still poorly understood. While
mapping the right atrium is routinely undertaken successfully using this procedure,
mapping the left atrium is riskier since it requires a transseptal puncture. However, as
it currently stands in the clinic, right-atrium arrhythmia cannot be distinguished from
left-atrium one prior to treatment and only the latter warrants transseptal puncture,
which is ariskier procedure. In some cases, the left atrium arrhythmia is not diagnosed
until the entire right atrium is ablated (which may involve several unproductive hours
of intervention), posing further risk to the patient. Consequently, left atrial activation
sequences are not well characterized in many atrial tachycardia cases. Moreover,
the surface ECG is insufficiently specific to distinguish left from right atrial flutters.
EWI could thus offer an important step for the localization of the right versus left
atrial arrhythmia as well as localize the origin(s) at the treatment planning stage,
i.e., prior to the catheterization of the patient rendering the treatment to be more
efficient, much shorter in duration with unnecessary ablations in the wrong chamber
or avoiding unnecessary transseptal punctures.
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Fig. 9 a Propagation of the
electromechanical wave
when paced from the lateral
wall, near the base.
Activation in this view
corresponds to thickening of
the tissue (red). Activated
regions are traced at (A) 15
ms, (B) 30 ms, (C) 50 ms (D)
85 ms and (E) 120 ms and
indicated on the (F)
electrocardiogram. O ms
corresponds to the pacing
stimulus. (A-C) The EW
propagates from the basal
part of the lateral wall
towards the apex. (D) Note
that in the apical region, a
transition from lengthening
to shortening is observed
rather than a transition from
thinning to thickening.
(D-E) In the anterior wall,
the EW propagates from
both the base and apex. The
scale shows inter-frame
strains. b Correlation of EWI
with simulation findings of
electromechanical and
electrical activation (Provost
et al. 2011); ¢ Electrical and
electromechanical activation
times during the four pacing
protocols and sinus rhythm
in four different heart
segments in the posterior and
anterior walls

E. Konofagou

<= Pacing lead location =1 \

(b)
EWI
(experiment)

EWI
(simulation)

\

Electrical activation

(sIEuIation]

30ms 110ms 10ms S0ms
¢ Pacing site
(c)
_ 140 y=0.99x + 14
[ 2
£ R*=0.88 Trwp
= 120 A /}//-H_WJ
2 I
) 100 1B\
T 80 e )
=
2 60 + Sinus Rhythm
o * LVar
e - LVb
8 20 e 3 - RVa
i *Lva
0
0 50 100 150

Electrical Activation (ms)



Intrinsic Cardiovascular Wave and Strain Imaging 177

120ms  0.25%

E -025%

< Pacing lead location S/ i i
/ ~
. "o ¢ k- Pl b=
Teme (ms)
- 140 y = 0.99x + 14
g R?=0.88 —[ e s oz
< 120 1 g LR
>
© 100
i o ooumfn
BO — - -
g
5 60 = = + Sinus Rhythm
= LVar
40 _ LVb
20 - et - RVa
w - Lva
0
0 50 100 150

Electrical Activation (ms)

Fig. 10 Top: Propagation of the electromechanical wave when paced from the lateral wall, near
the base. Activation in this view corresponds to thickening of the tissue (red). Activated regions
are traced at (A) 15 ms, (B) 30 ms, (C) 50 ms (D) 85 ms and (E) 120 ms and indicated on the (F)
electrocardiogram. 0 ms corresponds to the pacing stimulus. (A—C) The EW propagates from the
basal part of the lateral wall towards the apex. (D) Note that in the apical region, a transition from
lengthening to shortening is observed rather than a transition from thinning to thickening. (D-E)
In the anterior wall, the EW propagates from both the base and apex. The scale shows inter-frame
strains. Bottom: Electrical and electromechanical activation times during the four pacing protocols
and sinus rhythm in four different heart segments in the posterior and anterior walls
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24.3 Treatment Guidance Capability of EWI

Currently, there is simply no noninvasive electrical conduction mapping techniques
of the heart that can be used in the clinic. In addition, apart from being the cur-
rently available clinical electrical mapping methods are all catheter-based, and lim-
ited to mapping the endocardial or epicardial activation sequence; they are also
time-consuming and costly. Even in a laboratory setting, mapping the 3D elec-
trical activation sequence of the heart can be a daunting task (Nash and Pullan
2005). Studies of transmural electrical activation usually require usage of a large
number of plunge electrodes to attain sufficient resolution, or are applied to small
regions of interest in vivo. Non-contact methods to map the electrical activation
sequence have also emerged but are not used in the clinic. Optical imaging tech-
niques use voltage-sensitive dyes that bind to cardiac cell membranes and, following
illumination, fluoresce if the cell undergoes electrical activation. Optical imaging
methods can map the activation sequence of ex vivo tissue on the endo- an epicardial
surfaces and transmurally [9] but cannot be applied in the clinic since they require
the use of an electromechanical decoupler that inhibits cardiac contraction during
imaging. Other newly developed methods to map the local electrical activity of the
heart based on inverse problems are available: electrocardiographic imaging (ECGI)
[36] and non-contact mapping [38]. The former is based on body surface poten-
tials and CT or MRI scans and provides reconstructed epicardial action potentials,
including the atria. The latter consists in reconstructing the transmural potentials
from potentials measured in the heart chamber based on specific assumptions that
may be susceptible to inverse problem errors.

2.5 [Imaging the Electromechanics of the Heart

As of today, no imaging method currently used in the clinic has been capable of
mapping the electromechanics of the heart. Initial measurements to determine the
correlation between the electrical and electromechanical activities have been reported
(Badke et al. 1980; Wyman et al. 1999). These results suggest that the electrical acti-
vation sequence could be deduced from the electromechanics. Clinically available
imaging modalities such as standard echocardiography or MRI cannot adequately
detect the electromechanical wave (EW) since they are too slow, i.e., the time required
to acquire a single image is similar to the duration of the entire ventricular depo-
larization. The electrical activation lasts approximately 60—100 ms and requires a
resolution of a few milliseconds (e.g., 2—5 ms) to generate precise activation maps.
Moreover, the regional inter-frame deformation to be measured at these frame rates
is very small (~0.25% at a 2-ms temporal resolution and requires a highly accu-
rate strain estimator. We have shown that EWI is capable of reaching high frame
rates (up to 2000 frames/s) as well attain the precision of the incurred strains (up to
0.25%) which result from an electromechanical activation and therefore fulfill the
requirements of both high temporal and spatial resolution unique to our technology.
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Fig. 11 Isochrones showing the activation sequence under different pacing protocols as shown.
Arrow indicates the pacing origin. a Pacing from the basal region of the lateral wall. b Pacing from
the apex. ¢ Pacing from the apical region of the lateral wall. d Pacing from the apical region of the
right-ventricular wall. e Isochrones showing the EW activation sequence during sinus rhythm. The
activation sequence exhibits early activation at the median level and late activation at the basal and
apical levels. Activation of the right ventricular wall occurred after the activation of the septal and
lateral walls. The blue cross indicates the pacing lead location

2.6 EWI Sequences

A block diagram of EWI is shown in Fig. 11. Two imaging sequences, the auto-
mated composite technique (ACT) [41] and the temporally-unequispaced acquisi-
tion sequences (TUAS) (Provost et al. 2011d) have been developed and implemented
(Provost et al. 2008b, 2009, 2010b, 2011d) as well as the single-heartbeat sequence
[4, 35] (Provost et al. 2015; Costet et al. 2015).

The ACT sequence—An Ultrasonix RP system with a 3.3 MHz phased array
was used to acquire RF frames from 390 to 520 frames/s (fps) using an automated
composite technique (ACT) [41]. Briefly, to increase the resulting frame rate, the
image is divided into partially overlapping sectors corresponding to separate cardiac
cycles (Fig. 11a). The axial incremental displacements are obtained with a RF-based
cross-correlation method (Fig. 11b) (window size: 4.6 mm, 80% overlap). Briefly,
this method consists in dividing every ultrasound beam in a large number of over-
lapping, one-dimensional, 4.6-mm-long windows. Then, the following process is
applied to each window and each sampled time t. A reference window at time t; is
compared with all the windows contained in the same beam at sampled time t,. The
axial location of the window providing the highest correlation determines the axial
displacement between two consecutive sampled times. After repeating this process
for every available window and every available sampled time, we obtain axial dis-
placements at multiple locations along the ultrasound beam and for every sampled
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time. The full-view image is then reconstructed using the motion-matching tech-
nique (Fig. 11c) (Provost et al. 2010b). Briefly, this method consists of comparing,
through a cross-correlation method, the incremental displacements measured in the
overlapping line of two sectors obtained at different heartbeats to synchronize the
sectors. More specifically, the acquisition sequence is designed such that each sector
contains at least one ultrasound beam that is also part of the following sector. There-
fore, this overlapping beam is expected to result in identical (or highly similar) axial
displacements whether they corresponds to heartbeat h that occurred when sector
s was acquired or to heartbeat h+ 1 that occurred when sector s+ 1 was acquired.
By comparing, over time, the displacements obtained in the overlapping beams, the
time delay corresponding to the maximum cross-correlation coefficient are obtained
to synchronize each set of neighboring sectors. The procedure is repeated for each
pair of sectors, allowing the reconstruction of the full-view of the heart, hence ensur-
ing the continuity of the transition incremental displacements across sectors. This
method does not rely on the ECG. Therefore it is especially useful in cases where
the ECG may be unavailable or too irregular to perform ECG gating (Provost et al.
2010b). The axial incremental strains were then obtained by taking the spatial deriva-
tive of incremental strains in the axial direction using a least-squares estimator [12]
with a kernel equal to 6.75 mm (Fig. 11d). The myocardium was segmented using an
automated contour tracking technique [28] and displacement and strain maps were
then overlaid onto the corresponding B-mode images (Fig. 11e). Isochrones were
generated by mapping the first time occurrence at which the incremental strains
crossed zero following the Q-wave. More specifically, the absolute value of the
incremental strains was minimized in a temporal window following the Q-wave
in up to a hundred manually-selected regions. Noisy data were excluded. Subsam-
ple resolution was obtained through spline interpolation and Delaunay interpolation
was used to construct continuous isochronal maps. Two echocardiographic planes,
identical to the planes imaged in the standard apical four- and two-chamber views,
were imaged across the long axis of the heart. These two views were temporally
co-registered using the ECG signals, spatially co-registered by an echocardiogra-
phy expert, and displayed in a three-dimensional biplane view in Amira 4.1 (Visage
Imaging, Chelmsford, MA) (Figs. 12 and 2).

The TUAS sequence—We have developed and implemented in an Ultrasonix MDP
system a temporally-unequispaced acquisition sequence (TUAS) (Fig. 12), which
is a sector-based sequence, adapted to optimally estimate cardiac deformations. In
TUAS, itis possible to simultaneously achieve a wide range of frame rates for motion
estimation, large beam density, and a large field of view in a single heartbeat, thus
avoiding the motion-matching and reconstruction steps in EWI (Fig. 8), with little
dependence on depth and beam density. Consequently, for a given set of imaging
parameters, motion can be estimated at frame rates varying from a few Hz to kHz.
The prior knowledge, in this case, is the minimum sampling rate, i.e., the Nyquist
rate, of the motion over time at a given pixel. The conventional way to construct
an ultrasound image using a phased array is to acquire a finite number of beams,
typically 64 or 128, over a 90° angle. These beams are acquired sequentially, and the
process is repeated for each frame. For example, a given beam, e.g., beam 3 (Fig. 12),
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(a) High frame rate acquisition
ACT TUAS
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(¢) Motion matching (b) Displacement
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(f) EWI Isochrones

Fig. 12 Block diagram of the EWI technique. a High frame-rate acquisition is first performed
using either ACT (follow red arrows) or TUAS (black arrows). b High precision displacement
estimation between two consecutively acquired RF beams (t1, t2) is then performed using very
high frame rate RF speckle tracking. ¢ In ACT only, a region of the heart muscle, common to two
neighboring sectors, is then selected. By comparing the temporally varying displacements measured
in neighboring sectors (s1, s2) via a crosscorrelation technique, the delay between them is estimated.
d In ACT only, a full-view ciné-loop of the displacement overlaid onto the B-mode can then be
reconstructed with all the sectors in the composite image synchronized. e In ACT and TUAS, the
heart walls are then segmented, and incremental strains are computed to depict the EW. f By tracking
the onset of the EW, isochrones of the sequence of activation are generated
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are acquired at a fixed rate (Fig. 12, conventional sequence). In TUAS, the beam
acquisition sequence is reordered to provide two distinct rates, defined as follows
(Fig. 12): the motion-estimation rate and the motion-sampling rate. The motion-
estimation rate r,,. is defined as the inverse of the time, i.e., Ty, lapsing between
the two RF frames used to estimate motion. The motion-sampling rate 1y, is defined
as the inverse of the time, i.e., T, lapsing between two consecutive displacement
maps. In conventional imaging sequences, these two rates are equal, because a given
frame is typically used for two motion estimations (, and u,; in Fig. 12). In TUAS,
the operator can adjust the motion-estimation rate. As shown in Fig. 12, a frame in the
TUAS case is used only once for motion estimation, thus halving the motion-sampling
rate relative to the conventional method. For example, an acquisition performed at
a 12-cm-depth with 64 beams with a conventional sequence corresponds to a frame
rate of 100 Hz. However, while 100 Hz may suffice to satisfy the Nyquist sampling
criterion of cardiac motion, it is usually insufficient for accurate motion tracking
using RF cross-correlation. Therefore, to reach a higher frame rate of, e.g., 400 Hz
typically used for EWI, the conventional sequence requires to divide the number
of beams by four, and thus reduces either the beam density, the field of view, or
both. At the same depth and beam density, TUAS provides a motion-sampling rate
of 50 Hz and a motion-estimation rate that can be varied, as shown in the following
section, within the following group: {6416, 3208, 1604, 802, 401, 201, 100} Hz.
This has numerous advantages. For example, both the beam density and the field of
view can be maintained while estimating the cardiac motion with an optimal frame
rate, which could be, e.g., either 401 or 802 Hz, depending on the amplitude of
the cardiac motion. This results into halving of the motion-sampling rate; however,
the motion-sampling rate has only little effect on the motion estimation accuracy.
Theoretically, if this rate remains above the Nyquist rate of the estimated cardiac
motion, it will have no effect. We estimated that at a motion-sampling rate above
120 Hz, the effect of the motion-sampling rate became negligible compared to the
effect of the motion-estimation rate (Provost et al. 2011e).

Single-heartbeat EWI and optimal strain estimation—In TUAS, a wide range
of frame rates can be achieved, including very high frame rates, independently of
other imaging parameters. Therefore, by maintaining a set of imaging parameters
(e.g., field of view, imaging depth), and varying the frame rate, it is possible to
identify an optimal frame rate by studying the link between the strain signal-to-
noise ratio (SNRe) and the EW. Previous report (Varghese and Ophir 1997) on the
strain-filter indicates that the SNRe depends mostly on the value of the strains to be
measured, when the imaging parameters are fixed. This theoretical framework allows
the construction of an upper limit on the SNR, as a function of the strain amplitude
(k., the strain filter). The strain filter corresponds, in this case, to the Ziv-Zakai
Lower Bound (ZZLB) on the variance. The ZZLB is a combination of the Cramér-
Rao Lower Bound (CRLB) and the Barankin bound (BB). The ZZLB transitions
from the CRLB to the BB when decorrelation becomes important to the point that
only the envelope of the signal contains information on the motion (Weinstein and
Weiss 1984). In the correlation model used here, this transition occurs only at very
large strains. Since the amplitude of strains to be measured is directly related to




Intrinsic Cardiovascular Wave and Strain Imaging 183

T

Conventional l I l l

m

Sequence 123456123456123456123456
Tme=Tms | I |

-
TUAS 111 11
1212343455561212343456g2

Trne-S Tms |_|__|

un un+1

TI"I"IS

Fig. 13 [Illustration of an acquisition sequences in a simple case where only 6 lines form an image
with each sector using two lines. In a conventional acquisition sequence, the time separating two
acquisitions of the same line is the same. In TUAS, the time separating two acquisitions of the same
line are modulated to optimize motion-estimation
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the motion-estimation rate (a large motion-estimation rate will result in small inter-
frame strains), finding an optimal strain value is equivalent to finding an optimal
motion-estimation rate. The strain filter was calculated with the imaging parameters
used in this study as a reference; however, it was developed for the analysis of strains
occurring in static elastography, and is not adapted to the more complex motion
of the heart. We have therefore developed a new probabilistic framework based on
experimental data acquired in a paced canine in vivo to not only establish an upper
bound on the SNR,, but to estimate the probability of obtaining a given SNR, for a
given strain amplitude (Provost et al. 201 1e). Since the motion-estimation rate can be
used as a means to translate and narrow the strain distribution), the optimal motion-
estimation rate can be found by studying the link between the strains and the SNR..
More specifically, a conditional probability density function spanning a large range
of strains values was constructed (Fig. 13B) and was found in agreement with the
strain-filter theory, which provides a higher bound on the SNRe. The ZZLB predicts
a sharp transition between the CRLB and BB when decorrelation becomes important
to the point that the phase of the signal does not contain information about motion.
Figure 13 shows that the conditional probability density function is comprised within
the CRLB up to approximately 4% before it becomes comprised within the BB. A
sharp decrease in the expected value of the SNRe is also observed at 4% strain,
underlining the importance of using the phase information of the RF signal for
accurate strain measurements. A distortion in the strain distribution may indicate that
while a high SNRe can be maintained, the accuracy of the strain estimator is strongly
impaired at low motion-estimation rates, i.e., less than 350 Hz in this case (Fig. 13B).
Finally, we showed that TUAS is capable of accurately depicting non-periodic events
at high temporal resolution. Therefore, the optimal frame rate will need to be between
389 and 3891 Hz according to the strains estimated (Fig. 13). Strain patterns expected
during such a phenomenon were depicted, such as a disorganized contraction, leading
to little to no large scale motion of the heart. Regions of the myocardium were
oscillating rapidly from thinning to thickening and thickening to thinning over time.
Studying the frequencies of these oscillations could be useful in understanding the
mechanisms of fibrillation and we plan to use Fourier based analysis and principal
component analysis in order to identify those components in fibrillation and better
identify the arrhythmic origin(s).

2.7 Characterization of Atrial Arrhythmias in Canines
in Vivo
2.7.1 Electrical Mapping
Data from the St. Jude EnSite system was exported to a workstation for co-registration

with EWI isochrones. Comma-separated-value (CSV) files containing the coordi-
nates of the 3D mesh as well as the data from each acquired point (activation time
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and spatial coordinates) were retrieved. The 3D mesh was recreated in Maya (Maya
2016, Autodesk, San Rafael, CA, USA) and the open-source software MeshLab
(Visual Computing Lab — ISTI, CNR, meshlab.sourceforge.net). 3D co-registration
was performed by aligning the isochrones with the 3D mesh using anatomical land-
marks such as the location of the apex, the mitral valve annulus, the lateral wall, or
the septum. Once both the isochrones and the mesh were aligned, positions of the
acquired points on the EnSite system were projected onto the isochrones and times
of activation were compared. This process provided pairs of electrical and elec-
tromechanical activation times which were then plotted against each other. Linear
regression was then performed and slope, intercept and R? values were obtained.

2.7.2 Validation

The objective of this study was to validate EWI against electrical mapping using
an electroanatomical mapping system, in all four chambers of the heart. Six (n = 6)
normal adult canines were used in this study. The electrical activation sequence was
mapped in all four chambers of the heart, both endocardially and epicardially using a
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Fig. 14 Comparison of EWI against electroanatomic mapping. Anterior and posterior views in
the a right (RA) and left (LA) atria and b entire canine left ventricle (LV) using EWI noninva-
sively and electroanatomic mapping with the proposed clinical system (Ensite, St. Jude Medical).
Linear regression analysis shows excellent correlation between the electromechanical and electrical
activation with the intercept indicating the electromechanical delay (Costet et al. 2016¢)
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St. Jude EnSite mapping system (St. Jude Medical, Secaucus, NJ). EWI acquisitions
were performed during normal sinus rhythm and pacing and isochrones of the elec-
tromechanical activation were generated. Electromechanical and electrical activation
times were plotted against each other and linear regression was performed for each
pair of activation maps. Electromechanical and electrical activations were found to
be highly correlated with slopes of the correlation ranging from 0.77 to 1.83, elec-
tromechanical delays between 9 and 58 ms and R2 values from 0.71 t0 0.92 (Fig. 14).
The excellent linear correlation between electromechanical and electrical activation
and good agreement between the activation maps indicate that the electromechanical
activation follows the pattern of propagation of the electrical activation. This sug-
gests that EWI could be used to accurately characterize arrhythmias and localize its
source.

2.8 EWI in Normal Human Subjects and with Arrhythmias

The objectives of the clinical studies [3, 35] (Provost et al. 2011, 2015) were (1) to
determine the potential for clinical role of EWI, by predicting activation patterns in
normal subjects, (2) to determine the feasibility of EWI to identify the site of origin in
subjects with tachyarrhythmia, and (3) to identify the myocardial activation sequence
in patients undergoing CRT. In normal subjects (Figs. 15 and 16), the EW propa-
gated, in both the atria and the ventricles, in accordance with the expected electrical
activation sequences based on reports in the literature. In subjects with CRT, EWI
successfully characterized two different pacing schemes, i.e., LV epicardial pacing
and RV endocardial pacing versus sinus rhythm with conducted complexes. In two
subjects with AFL (Fig. 17), the propagation patterns obtained with EWI were in
agreement with results obtained from invasive intracardiac mapping studies, indicat-
ing that EWI may be capable of distinguishing LA from RA flutters transthoracically.
Finally, we have shown the feasibility of EWI to describe the activation sequence
during a single heartbeat in a patient with AFL and RBBB (Provost 2012; Fig. 17).
The results presented demonstrate for the first time that mapping the transient strains
occurring in response to the electrical activation, i.e., the electromechanical wave
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0.15%

-0.15%
Shortening

Fig. 15 EWI using a flash sequence for motion estimation (motion sampling rate: 2000 Hz, motion
estimation rate: 500 Hz) overlaid on a standard 128-beams, 30-fps B-mode. All four chambers are
mapped but only atrial activation is shown here. Activation (shortening, in blue) was initiated in the
right atrium (RA) (50 ms) and propagated towards the atrial septum (60 ms), the left atrium (LA)
(70 ms) until complete activation of both atria (100 ms). RV: right ventricle, LV: left ventricle
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Fig. 16 EWI isochrone in all four chambers in a healthy, 23-year-old male subject. Activation in
this view corresponds to shortening of the tissue (blue). Activation is initiated in the right atrium and
propagates in the left atrium. After the atrio-ventricular delay, activation is initiated in the ventricles
from multiple origins, which are possibly correlated with the Purkinje terminals locations. Arrows
(both white and black) indicate the direction of propagation
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Fig. 17 Noninvasively detecting and characterizing atrial flutter with EWI in three human subjects
(RA: right atrium, LA: left atrium). a Normal subject (Activation is initiated in the right atrium and
propagates towards the left atrium); b Unknown atrial flutter in a flutter patient with a prosthetic
mitral valve, which was believed to cause the atrial flutter from the left side. Since the patient could
not sustain the long procedure needed to construct a full activation map using cardiac mapping,
ablation was attempted without complete information in two locations in the left atrium, which
did not lead to cardioversion, i.e., did not return to sinus rthythm. The patient was sent home and a
second ablation is scheduled in the near future. This case exemplifies the need for a faster mapping
method, which could have led to the proper identification of the ablation site and potentially limit
the number of ablation procedures needed to treat this patient. Indeed the EWI isochrones shown
here display the initial activation in the left atrium, close to the septum; ¢ Atypical left atrial flutter
patient confirmed by cardiac mapping. EWI isochrones also show early activation is initiated in the
left atrium. See Appendix 1 for the corresponding EWI cine-loops. d CARTO map of a left-sided
flutter case

propagation, can be used to characterize both normal rhythm and arrhythmias in
humans, in all four cardiac chambers transthoracically using multiple and single-
heartbeat methodologies. EWI has the potential to noninvasively assist in clinical
decision-making prior to invasive treatment, and to aid in optimizing and monitor-
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ing response to CRT. Some more recent endeavors are using multi-2D rendering for
reconstruction of the ventricular (Fig. 8(d); [31]) and atrial surfaces.
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Image-Based Motion and Strain )
Estimation of the Vessel Wall e

Spyretta Golemati, Eleni Patelaki and Konstantina S. Nikita

Abstract The estimation of vessel wall motion is valuable for characterising vessel
status in health and disease. Following the periodic movement of the heart and the
resulting blood pressure variations during the cardiac cycle, the vascular wall per-
forms a complex three-dimensional motion. Wall motion can be quantified through
the calculation of a number of kinematic parameters, including displacements, veloc-
ities, and accelerations, as well as strain, which has gained attention for characterising
tissue function. To estimate vascular motion from images, different imaging modali-
ties can be used, including ultrasound, magnetic resonance imaging (MRI) and com-
puted tomography (CT). Among these, ultrasound imaging is the most widely used
technique for vascular motion estimation, due to its wide availability, easy use, high
temporal resolution, and possibility to access various central and peripheral vessels.
Offering lower temporal but higher spatial resolutions than ultrasound, MRI and CT
have been used mostly in aortic kinematics. In parallel to the development of sophis-
ticated imaging and analysis methods, which will allow to reveal unexplored aspects
of the complex kinematic phenomena of vascular tissue, the systematic application of
image-based motion indices to clinical practice is crucial towards improving clinical
decision making and ultimately public health.

1 Introduction

Blood vessels, including arteries, veins and capillaries, form part of the cardiovascu-
lar system, and are responsible for transporting blood and nutrients between the heart
and all cells of the body [1]. The vast system of blood vessels is over 60,000 miles
long. As they move away from the heart, vessels branch repeatedly into branches
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Fig. 1 Schematic representation of vessel structure

with decreasing diameters. Anatomically, the vessel wall is composed of three dis-
tinct layers, namely an inner tunica intima, a middle tunica media and an outer tunica
adventitia. Figure 1 illustrates a schematic representation of vascular structure. Ves-
sel wall layers are parallel and contiguous and their main components include elastin,
collagen and smooth muscle cells [2]. The relative proportion, geometric configura-
tion and spatial arrangement of these components determine the stability, resilience
and mechanical behaviour of the vessel wall. Following the periodic movement of
the heart and the resulting blood pressure variations during the cardiac cycle, the ves-
sel wall performs a complex three-dimensional (3D) motion [3]. All wall layers are
involved in vascular motion, and relative movement between them is often observed.

The estimation of vessel wall motion in both health and disease is a task of con-
siderable importance. Objective assessment of normal motion patterns is important
for understanding the local mechanical phenomena, which are useful in the study
of blood vessel function under normal conditions. Assessment of motion patterns
in disease, injury, following treatment, as well as with ageing, is also valuable for
characterising and monitoring vessel pathophysiology. Motion estimation allows the
calculation of a number of kinematic parameters, among which strain has gained
attention for characterising the mechanical properties of tissue. An important fea-
ture of motion estimation is that the related kinematic indices are indicative of the
function of the underlying tissue, which, compared to anatomical indices, are more
sensitive to tissue structural changes accompanying physiological or pathological
processes. Quantitative estimation of vessel wall motion has remained particularly
challenging in clinical practice and prone to significant variability [4].

Different physical principles can be utilised to view and assess vascular motion.
Ultrasound-based techniques are the most widely used, due to a number of advan-
tages, including low cost, bedside availability and, also importantly, high temporal
resolution, which allows recording of the fast vascular phenomena. Magnetic reso-
nance imaging (MRI), which yields high-contrast images, and computed tomography
(CT), which allows for high spatial resolution, have also been used for this task [4].
The basic principles of these modalities are described in Chap. 2.
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Fig. 2 Relationships between the vessel wall dimensions, stresses, and physiological parameters.
The dimensions include inner radius (r;), length (/), and thickness (¢). The stresses include wall
shear stress (tw), longitudinal stress (07), and average circumferential stress (0@ ). The physiolog-
ical parameters include volumetric blood flow (Q), longitudinal tethering forces [F(1)], and blood
pressure (P). The viscosity of blood () is also included in the wall shear stress equation. The
equations show how changes in the vessel wall dimensions and/or physiological parameters can
alter the wall stresses. (Reprinted from [2] with permission)

This chapter provides an overview of the field of vessel wall motion and strain
estimation from images. In this context, some basic principles of wall motion are
described, and pathophysiological and clinical implications are highlighted, derived
mostly from applications in real data. It is pointed out that the great majority of works
in this field involves motion of arteries, mainly due to their increased resilience and
higher tolerance of stresses, which facilitate motion tracking and analysis; veins often
collapse, which is quite challenging for reliable motion estimation.

2 Basic Principles of Vessel Wall Movement

2.1 Physiology and Pathophysiology of Vessel Wall Movement

During systole, blood is ejected from the left ventricle into the aorta, which increases
in diameter and the expansion travels down the arterial system in the form of a wave,
known as the ‘pressure wave’. Blood is brought back to the heart through two major
veins, namely the superior vena cava, which serves the head and arms, and the inferior
vena cava, which serves the abdomen and legs.

Vessel movement during the cardiac cycle is due to the effect of stresses applied
on the wall, which in turn originate from forces caused by blood pressure, blood
flow and tethering to surrounding tissues. Stress is defined as the force applied to an
object divided by the surface area over which this force is applied. The stresses take
place in circumferential directions, i.e. along the vessel radius, and in longitudinal
directions, i.e. along the vessel axis (Fig. 2). The so called shear stress, namely the
relative stress of two surfaces lying parallel to each other, also takes place in the
longitudinal direction.
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Most blood vessels are thin-walled tubes deforming axisymmetrically [3], and
can therefore be treated as membranes. Under the effects of the different stresses,
these membrane-like structures are constantly moving (deforming) in a complex 3D
pattern. Vascular deformations include inflation, longitudinal stretching and shear,
and torsion. Arteries transport blood under higher pressures than veins, are more
resilient than veins, and when stretched they keep their shape and elongate, whereas
small veins cannot tolerate such distortion without collapsing. Arterial deformations
consist of rapid distension following ventricular systole, whereby 50% or more of
the stroke volume is transiently accommodated, and of retraction during diastole.
The largest motion and derived strains have been reported in the direction of vessel
diameter changes, and the lowest in the direction corresponding to wall thickness
changes. Specifically, most conduit arteries undergo 8—10% oscillation in external
diameter or about 15% oscillation in internal diameter.

Similar to stresses, arterial strains occur in circumferential and longitudinal direc-
tions. Strain is defined as the change in position (or deformation) with respect to an
initial position. Stresses and strains in the longitudinal direction are tensile because
the vessel tends to distend in this direction with pressurisation. Strains and stresses in
the circumferential direction are compressive as the wall tends to be narrowed with
pressurisation.

In the course of the vessel lifetime, its wall motion is altered due to changes in
its anatomical, morphological and mechanical properties. Ageing is responsible for
reduced elastin and smooth muscle cell content within the arterial wall, in favour
of collagen, and this is reflected in decreased wall mobility and elasticity [S]. The
presence of a number of diseases, including not only cardiovascular disorders, like
hypertension, but also other diseases, such as metabolic, respiratory and neurological
diseases, may also have adverse effects on vessel wall alterations. In addition to these
diffuse diseases, atheromatous plaque, which is a focal lesion specific to the arterial
wall, and consists in the build-up of fatty material in the inner arterial wall, also
affects wall mechanics, in addition to its anatomical and morphological properties.

2.2 Indices of Vessel Wall Movement

The motion of the vascular wall can be described by its displacements along the cir-
cumferential and longitudinal directions. Displacements, measured in mm (or other
distance units), are commonly represented by waveforms (vectors) over one or more
cardiac cycles. A number of indices can be extracted from these waveforms, includ-
ing maximal/minimal values, amplitudes, frequencies, etc. Displacement waveforms
are usually acquired from small vessel areas. Given the high complexity and inhomo-
geneity of motion along the vascular wall, such displacements can be significantly
different within small tissue regions. Velocities and accelerations can also be deter-
mined from the first and second derivatives of displacements, respectively. Inverse
calculations, namely integration of velocities to obtain displacements, are also often
encountered in MRI and CT modalities.
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Strain is often used to describe vascular motion and deformation. Similar to dis-
placement, strain is also represented by waveforms over one or more cardiac cycles,
from which quantitative indices can be extracted. Strain tensors can also be used,
consisting in multi-dimensional arrays of numerical values which describe the dif-
ferent components of strain. Strain rate, derived from the first derivative of strain,
can also characterise tissue kinematics. Strain is a dimensionless feature, whereas
strain rate is measured in s~

Displacement- and strain-based indices, as well as those calculated from their
derivatives, characterise the kinematic properties of the underlying tissue. To esti-
mate tissue mechanical properties, namely its elasticity, an estimate of pressure or
stress is required in addition to kinematic features. A number of formulae exist to esti-
mate tissue elasticity indices from displacement/strain and pressure measurements,
including distensibility, compliance, etc. [6]. Additionally, the stress-strain relation-
ship is a widely used method to describe tissue mechanical properties. Stress-strain
relationships in blood vessels are nonlinear, i.e. they do not obey Hooke’s law; vas-
cular tissue creeps under constant stress and relaxes under constant strain [3]. The
Young’s modulus, derived from the stress-strain relationship, is commonly used to
characterise tissue stiffness.

3 Image-Based Estimation of Motion and Strain
of the Vessel Wall

Vascular tissue motion can be estimated through the analysis of image sequences
acquired using ultrasound, MR and CT modalities. The application of a variety of
image analysis methods on these sequences allows the identification of a number of
indices, according to the principles outlined in the previous section, towards char-
acterising different phenomena of tissue motion. A major application of motion
analysis is elastography, consisting in the calculation and mapping of local tissue
strain [7]. The major modalities allowing elastography in vessels are ultrasound and
magnetic resonance imaging. In the following subsections, the most important find-
ings and implications are outlined derived from the application of imaging modalities
to estimation vascular motion.

3.1 Ultrasound Imaging

Ultrasound-based tissue motion can be estimated in one dimension (1D), using
M(otion)-mode or Tissue Doppler Imaging (TDI). This dimension lies along the
direction of the ultrasound beam, which usually coincides with the radial direction
of vascular motion. It is also possible to measure vessel wall motion in 2D and 3D
using B(brightness)-mode or radio-frequency (RF) data [8]. B-mode images provide
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lower spatial and temporal resolutions than RF data, but are more widely (commer-
cially) available. The various modalities of ultrasound elastography allow mapping of
tissue strains (e.g. conventional elastography) and elasticity in terms of the Young’s
modulus (e.g. shear wave elastography) [9]. Temporal resolution in ultrasound imag-
ing ranges from around 25 frames per second in commercial devices to frame rates
higher than 1,000 frames per second in ultrafast imaging systems [10].

Speckle tracking methods have been widely used to estimate vascular tissue
motion from ultrasound images [11]. These methods rely on tracking the intensity
or the interference patterns produced by the so called speckle, the characteristic pat-
tern of ultrasound images. Speckle is derived by interfering echoes of a transmitted
waveform that originate from tissue heterogeneities, and carries useful information
about the underlying tissue activity. Speckle tracking encompasses a number of
approaches, including block matching and differential methods. Image registration
methods estimate motion by frame-to-frame or group-wise registering successive
ultrasound frames with a deformable shape tracking approach. The deformation
field is parameterised using smooth basis functions, such as B-splines. To regularise
the motion, the energy function is optimised, by adding extra cost terms. The more
recently suggested phase-based approaches consist in processing the information
carried by the phase of the images, namely in the frequency domain.

Applications of ultrasound-based vascular tissue motion estimation in real image
data include (a) the central vessels, namely the aorta and the coronary arteries, and
(b) peripheral vessels, namely the carotid, brachial, femoral and popliteal arteries,
as well as the jugular vein.

Description of aortic wall kinematics is important not only for understanding its
physiological functioning but also for early detection of pathophysiological changes
such as aortic stiffening, aneurysm formation, and aortic dissection. Using four-
dimensional ultrasound and speckle tracking, it was shown that the ascending aorta
undergoes a more complex deformation than the abdominal aorta, consisting in alter-
nating clockwise and counterclockwise twist, and length and diameter changes of
the same order of magnitude with a phase shift between both [12]. A fast calculation
of the normalised correlation coefficient in ultrasound-based motion estimation was
proposed in [13] and used to demonstrate that wall motion and blood flow were uni-
form and synchronous in normal murine aortas, but reduced, spatially varied and less
synchronous in aneurysmal aortas. Ultrasound-based displacements of abdominal
aortic aneurysms were recently utilised in combination with finite element analysis
to determine wall stresses, in an attempt to improve stratification of rupture risk [14].

In coronary arteries, intravascular ultrasound (IVUS) has been used to estimate
vascular wall motion, with the major endpoint being the identification of vulnerable
plaque, i.e. plaque that is prone to rupture and cause cardiac symptoms. The applica-
tion of methods, including optical flow and nonrigid registration, has yielded strain
and elasticity maps of vessel areas, and the term IVUS elastography is widely used.
The feasibility of in vivo IVUS elastography was demonstrated in [15], yielding
higher strain values in non-calcified plaque than in calcified plaque. With the use of
optical flow, radial and shear strain distributions were generated, yielding high and
low values in soft and hard plaque tissue, respectively [16]. To estimate the apparent
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Fig. 3 Performance of the proposed modulography technique to detect a vulnerable plaque with a
large calcified inclusion. a Intravascular ultrasound image of plaque with plaque contours. b Radial
strain-elastogram and displacement applied on the intraplaque outer endoluminal boundary. ¢ Spatial
distribution of the normalised modified Sumi’s transform criterion and extracted inclusions contours
(n=150). d Computed modulogram. nc: necrotic core; fi: fibrous region; ca: calcified inclusion.
Reprinted from [18] with permission from Elsevier

stress-strain modulus of arterial tissue, the IVUS elasticity palpography technique
has been suggested [17]. IVUS modulography allows reconstruction of elasticity
maps (or modulograms) from strain estimations. A recent update of the modulogra-
phy technique for high-definition IVUS has allowed quantification of necrotic core

areas and identification of Young’s moduli of the necrotic cores and fibrous tissue
(Fig. 3) [18].
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The motion of the normal and diseased carotid artery wall has been interrogated in
a number of studies and associated with different clinical manifestations, including
the risk for cerebrovascular complications, such as strokes or transient ischaemic
attacks [19]. These studies demonstrated the existence of a longitudinal component
of wall motion, which had not been investigated as commonly as the radial component
[20]. This longitudinal component exhibited a distinct multiphasic pattern of motion
during the cardiac cycle, of the same magnitude as the diameter change in the common
carotid artery of healthy humans, and was useful for detecting the presence of shear
strain within the wall [21]. In pathological conditions, such as diabetes, it was shown
that the amplitudes of diameter change and of longitudinal displacements of the near
and far arterial walls of the left common carotid were significantly lower compared
to those of healthy volunteers [22]. Carotid artery longitudinal displacements were
shown to reflect cardiovascular status and predict short-term event-free survival in
medium- to high-risk patients [23]. In a group of subjects with symptomatic and
asymptomatic atheromatous plaque, symptomatic ones showed decreased amplitude
of radial and longitudinal motion of the wall, higher motion amplitude of the plaque
top surface, and higher relative movement between the plaque top and bottom surfaces
[24] (Fig. 4). Although healthy individuals were found to have a retrograde wall
motion pattern, a distinct anterograde pattern was noted with plaque presence [25].
Importantly, patients with severe plaque stenosis had greater anterograde motion than
those with moderate stenosis, likely owing to high wall shear stresses associated with
greater peak systolic velocities at the site of stenosis [25]. Recently, an association
was demonstrated between carotid plaque strain and cognitive function. Specifically,
the degree of strain instability measured within the atherosclerotic plaque directly
predicted vascular cognitive decline [26]. This behaviour might be due to the presence
of micro-emboli, which may lead to cognitive impairment, possibly as a result of the
rupture of vulnerable plaque associated with increased strain, because higher strain
is indicative of larger deformation and increased probability of plaque rupture.

The analysis of motion of the brachial and popliteal arteries has revealed a bidi-
rectional pattern of longitudinal motion and shear strain between intima-media and
adventitia, similar to those in the carotid artery [21].

Estimation of the pulse of the jugular vein from B-mode ultrasound has been
recently reported and is useful in assessing the function of the internal jugular vein
[27].

3.2 Magnetic Resonance Imaging

In addition to yielding high-contrast images, MRI also allows tissue motion esti-
mation. The spatial and temporal resolution of MRI is 1-2 mm and 20-50 ms,
respectively. Gradient echo techniques, such as cine MRI or balanced steady-state
free-precession (SSFP), can be used for this task. In a standard scenario, to estimate
tissue motion from MRI, segmentation of the interrogated area is first performed, fol-
lowed by the application of strain tensors (Green-Lagrange), and pressure or disten-
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Fig. 4 Examples of color-coded distributions of various motion-derived indices for an asymp-
tomatic (left column) and a symptomatic (right column) patient with an atherosclerotic plaque
on the posterior and the anterior wall, respectively. White labels indicate the selected ROIs for
each case. RMA/LMA: radial/longitudinal motion amplitude; LSSIpy : longitudinal strain index at
plaque; RSIpy : radial strain index at plaque. (© Institute of Physics and Engineering in Medicine.
Reproduced from [24] by permission of IOP Publishing. All rights reserved)
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sibility formulae [28-30]. This scheme has been implemented and tested on different
types of vessels, including the aorta [28], the carotid artery [29], as well as veins [30].
More recent MRI techniques allowing direct (i.e. without a segmentation step) tissue
tracking and motion analysis, include tagged MRI, phase-contrast (PC) MRI, and
pulse field gradient based MRI methods, such as harmonic-phase-imaging (HARP)
and displacement-encoding-with-stimulated-echoes (DENSE) [31]. MR elastogra-
phy (MRE) has emerged as a sensitive method for noninvasively evaluating the
mechanical properties of biological tissues [32]. MRE enables direct quantifica-
tion of the viscoelastic mechanical properties of tissue by dynamically imaging the
propagation of cyclical shear deformations that are induced in a material. Such defor-
mations are due to shear waves caused by mechanical excitations at frequencies of
50-100 Hz.

In MRI tagging, cine MR images are acquired with a superimposed parallel grid of
dark saturation lines, which are induced by a special pre-pulse sequence immediately
following the R-wave of the ECG and can subsequently be followed over the cardiac
cycle [33]. Dedicated computer algorithms can subsequently be used to track the
intersection points of the tagging lines automatically over the cardiac cycle, towards
quantifying tissue deformations. In contrast to the tagging technique that images
longitudinal magnetisation, i.e. the component of the net magnetisation vector in the
direction of the static magnetic field, the PC method obtains information about tissue
dynamics by phase encoding the velocity of transverse magnetisation [34]. Then,
tissue displacement can be measured through integration of the velocity field. MR
tagging is easy to visualise and implement, but it suffers from low spatial resolution,
whereas velocity-encoded PC provides high spatial resolution, but is prone to phase
distortion, when large gradient moments are applied to encode low velocities within
a voxel. Pulsed gradient stimulated echo (PGSTE) techniques, which are a popular
variation of the PFG techniques, store a part of the tissue magnetisation along the
longitudinal direction, thus preventing phase distortion in the interval between the
lobes of the bipolar gradient, and allowing integration of velocities in this interval.
Based on this principle, DENSE [35] and FastHARP (Fig. 5) [36] have been proposed.
In these techniques, a standardised PGSTE sequence is induced in the tissue and,
subsequently, its impact is measured, in terms of tissue motion.

PC and DENSE have been applied to estimate vessel wall motion, due to their
adequate spatial resolution. Using cine PC MRI of thoracic and abdominal healthy
human aortas, Wedding et al. reported that PC-MRI can successfully quantify vessel
wall cyclic strains [37]. Using DENSE MRI, Lin et al. found that strain estimation
results from DENSE with a balanced SSFP readout in human carotid arteries agreed
with the corresponding results derived from cine MRI, thus proving the feasibility
of DENSE for mapping carotid artery strains [38]. Krishnan et al. applied DENSE
MRI to patients with ascending thoracic aortic aneurysm (<5 cm) and showed that
zero-pressure geometry and patient-specific material properties should be considered
for designing an accurate model for ascending thoracic aortic aneurysm prediction
[39]. HARP methodologies suffer from limited signal-to-noise ratio, which limits
their applicability to vessel wall motion estimation.
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Fig. 5 a Processing/visualisation tool during a typical real-time strain quantification experiment.
(Top left) Magnitude image of ROI at end systole with synthetic tags and Eulerian circumferential
strain superimposed. The colour bar shows that a large negative strain has taken place over the
myocardium, indicating a strong, healthy contraction. (Top left) Time profiles showing the circum-
ferential strain over the previous cardiac cycle of six material points. The horizontal axes correspond
to cardiac phase. b Real-time strain CINE map of 15 consecutive cardiac phases as were displayed
in the visualisation tool. (© 2007 IEEE. Reprinted, with permission, from [36])
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The feasibility of MRE to estimate arterial stiffness in vivo has been demonstrated
for the aorta [40, 41]. Xu et al. used the pulse-gated cine MRE technique to study
wave propagation along the aorta throughout the cardiac cycle, and reported good
wave visualisation in diastole but not in systole [40]. It has also been found that
hypertensive subjects presented significantly higher MRE-based aortic stiffness than
normotensives [41].

3.3 Computed Tomography

CT allows imaging of anatomical areas of the cardiovascular system and the detection
of malfunction or lesions [42]. CT is robust to motion artifacts, due to ECG-gating,
and it offers relatively short scan times, although its use entails exposure to X-ray
radiation [43]. Its spatial resolution is superior to that of MRI (0.5-0.6 mm) but
its temporal resolution is inferior (83—135 ms) [44]. CT has been used in clinical
practice for motion and strain estimation of vessels, mostly of the aorta. To achieve
such task, segmentation is often performed prior to motion or strain estimation, to
locate the vessel wall. For purposes of increased contrast of the blood vessels, CT
angiography (CTA) can be used, consisting an injection with a contrast agent before
the scan.

A number of methods have been used to estimate strain from CT images. These
include the Green-Lagrange strain tensor [45], the stress-strain curve ([46, 49]), the
pressure-strain modulus [47] and the Laplace (also known as Lamé) equation, for
the calculation of the stress of the vessel wall [46, 47]. Lee et al. computed the
dynamic, frequency-dependent local elastic modulus of porcine aortic specimens, as
a function of the harmonics of the physiological pressure waveform and as a function
of the angular position around the vessel circumference [49]. Other methods perform
simpler calculations of the percent change in vessel circumference [47] or cross-
sectional area [46]. It has been pointed out that using the aortic circumference for
strain estimation is preferable to the diameter or the cross-sectional area, so as to
avoid the assumption of circular vessel geometry, which may be misleading [45].

The issue of through-plane motion has been addressed in a number of studies
[45, 48]. Morrison et al. implemented the Lagrangian reference frame technique,
according to which the frame is fixed onto a specific region of the vessel, in order to
track it throughout the cardiac cycle, even if its though-plane position changes [45].
Weber et al. proposed a four-dimensional approach designed for the aortic wall,
which achieved tissue motion estimation in three spatial directions plus time [48].
This work introduced through-plane tracking, i.e. tracking along the vessel centerline
of a specific location, using intensity-based matching.

The application of the previously described methodologies has revealed inter-
esting findings for the motion of the aortic wall. Morrison et al. reported that the
thoracic aorta enlarges circumferentially and axially, and deforms significantly less
in the circumferential direction, with increasing age [45]. Schlicht et al. constructed
two aortic models from polydimethylsiloxane with different elastic properties and
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standard deviations) of displacements comprising mean aortic coordinates at each location and
reconstruction interval. Orientation of ellipsoid axes are determined using a principal component
analysis. Ellipsoids are scaled by a factor of 8 for better visibility. COR: left coronary artery, ASC:
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aorta (Reprinted by permission from Springer Customer Service Centre GmbH: Springer Nature
International Journal of Cardiovascular Imaging [48], 2013)

showed that the ECG-gated multi-detector CT Angiography protocol that they pro-
posed was feasible for measuring the elastic properties of the aortic models and,
potentially, of the in vivo functioning aorta [46]. In a group of ascending aortas of
45 male patients, Martin et al. came to similar conclusions as Morrison et al. [45],
namely that the ascending aorta dilates and stiffens with aging [47]. Also, this study
showed that the ascending aortic wall undergoes more tension with increasing age, a
phenomenon likely associated with aneurysm and aortic dissection. Moreover, Weber
etal. studied 4D displacements and wall distensions at different aortic locations using
CT Angiography, and reported highest values in the ascending aorta (Fig. 6) [48].
They also found that the highest vessel wall displacement and distention among all
examined locations was observed in the ascending aortic segment, including the aor-
tic root. Finally, the feasibility of 3D dynamic CT for the quantification of the arterial
elastic modulus was substantiated by Lee et al., through the comparison with corre-



204 S. Golemati et al.

sponding results from standard uniaxial tensile testing and volumetric measurements
[49].

4 Future Perspectives and Concluding Remarks

This chapter provided an outline of methodologies for estimating vascular wall
motion from imaging modalities, including ultrasound, MR and CT. Different aspects
of vascular motion can be estimated using imaging modalities in combination with
advanced image analysis algorithms, towards extracting valuable functional infor-
mation useful for the study of vascular physiology and pathophysiology, as well as
for diagnosis and decision-making.

Appropriate utilisation and combination of the particular characteristics and pos-
sibilities of the different modalities for vascular imaging will allow a novel all-around
characterisation of vascular tissue. Atalocal, i.e. vessel-specific, level, such combina-
tion is promising for an overall consideration of vascular kinematics and mechanics.
At a global level, it will allow the investigation of spatial variability of kinematic and
elastic vascular properties, namely their variability along the entire vascular tree.

A crucial issue in the development and implementation of motion analysis meth-
ods is their application in clinical practice. Many vascular kinematic and mechanical
properties have been quantified and a large number of indices are currently available.
The inclusion of these indices in large-scale clinical trials will allow to identify those
indices that are most robust towards improved clinical decision making.

In conclusion, numerous aspects of vascular motion can be estimated using imag-
ing and image analysis. In parallel to the development of sophisticated imaging and
analysis methods, which will allow to reveal unexplored aspects of the complex kine-
matic phenomena of vascular tissue, the systematic application to clinical practice
is not only feasible but also crucial for improving public health.
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Sergio Alonso and Rodrigo Weber dos Santos

Abstract The electrocardiogram signal is a popular measurement of the electrical
activity of the whole heart. It reflects the interaction and diversity of the electrical
activity of cells from different parts of the heart. Rhythmically each cell changes the
value of the transmembrane potential, and this change in the electrical properties of
the cell propagates through the tissue producing the coordination of the electrical
signal, which triggers the contraction of the whole heart. In this chapter we show
the main ingredients for the description of the electrophysiology of a single cell and
the different models for the propagation of the electrical signal along cardiac tissue.
We discuss the main characteristics of certain arrhythmias and the corresponding
patterns of electrical activity obtained in the numerical simulations.

1 Introduction

As excitable cells, cardiac myocytes are able to respond to an external stimulus with
the generation of an Action Potential (AP), i.e. a specific signature of the transmem-
brane potential that varies along time for a certain characteristic duration, called
Action Potential Duration (APD). The excitation appears only for stimulus over
a certain threshold, resulting in an AP with always the same shape and leaving a
refractory state which precludes a fast re-excitation of the cell [1, 2].
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Fig. 1 Location of the different parts of the heart and relation of the electrocardiogram with the
action potential curves in different types of myocytes. Reprinted from the free open access book [3]

In the heart, the AP has the important role of the synchronization of the whole
cardiac tissue. To work as an efficient pump, the myocytes have to contract in a
synchronized fashion. To this end, once an AP is initiated in a particular region (the
sinoatrial node, SAN) it propagates from one cell to its neighbours, until all the cells
of the heart are excited. The atria first pumps the blood to the ventricles, which later
pumps blood out of the heart. The region that electrically connects the atria to the
ventricles, called atrioventricular node (AVN), slows down the AP propagation so
that the trigger for contraction arrives later in the ventricle than in the atria, see Fig. 1
[3]. A loss of synchronization of cardiac electrical impulses controlling the pumping
of blood is associated with a number of arrhythmias including atrial (AF), ventricular
(VF) fibrillation, and ventricular tachycardia (VT).

The electrical activity of the heart is visible in the electrocardiogram (ECG). A
series of electrodes record the small voltage changes on the thorax of a person. With
the ECG both the rhythm and the morphology of the electrical activity is recorded.
The different phases of propagation along the heart leave different traces in the ECG,
see Fig. 1. Thus, anomalies in propagation result in distinctive shape variations in
the ECG.
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Together with the ECG, there are other valuable experimental methods like optical
imaging of the voltage and calcium content and electrophysiological studies, both
at different scales ranging from individual cells to cardiac tissue, which permit the
development of detailed cardiac models [4].

The modelling of the electrical properties of the cardiac tissue is the main pur-
pose of this chapter. Computational models of the cardiac tissue are useful tools for
the characterization of different mechanisms of arrhythmias; the definition of new
effective defibrillation protocols; the effects of the different pathologies on cardiac
tissue, like ischemia and fibrosis; the study of the effects of anti-arrhythmic drugs;
and even the effects of genetic mutations on the behaviour of ion channels.

This chapter is organized as follows: in the next section, we present the basic
ingredients to model the genesis of AP in cardiac myocytes. We show some simulation
examples of myocytes located in different parts of the heart in Sect. 3. In Sect. 4, we
discuss models for the propagation of AP in cardiac tissue. Such models of tissue
are employed to describe wave propagation and different types of arrhythmias in
Sect. 5. Finally, Sect. 6 provides a short discussion and outlook for future perspectives.

2 Celular Modelling

Cardiac myocytes are electrically active cells, or excitable cells, of the heart. They
have a length of 100-120 wm and a diameter of 10-20 pm. Each myocyte is sepa-
rated from the extracellular space by a phospholipid bilayer membrane. This cellular
membrane permits the flow of some ions (Na*, K*, Ca®**, C1~) between the extra-
cellular and intracellular media through specific ion channels. The resulting different
ionic concentrations between the interior and the exterior of the cell generates a trans-
membrane potential difference, i.e. a potential difference across the cell membrane.
AP produces myocyte contraction because it triggers a pulse of intracellular Cal-
cium concentration, [Ca];. The increase of [Ca];, enables the cellular contraction
machinery to work, via crossbridge cycling tropomyosin slides over actin filaments
and shortens the myocyte length. Figure 2 presents the typical waveforms of AP,
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[Ca]; pulse and corresponding cell contraction. Further details on cardiac contrac-
tion and electro-mechanical coupling can be found in [5].

2.1 Nernst Potential

Differences in the ionic concentrations between the interior and the exterior of the
cell generates a potential difference across the membrane [2]. We may consider the
intracellular space of the cell and the extracellular medium as two reservoirs that
separates a certain ion S by a semipermeable membrane, i.e. let us for now consider
that the membrane is only permeable to the ion S. The chemical potentials of S inside
and outside of the cell are given by:

Gsi = RTIn([S]:) +zFV;,  Gs.= RTIn([S].) + zFV,, (D

where R, T, z and F are the gas constant, temperature, ion charge, and Faraday
constant respectively. In a ideal case of equilibrium both chemical potentials are
equal giving rise to transmembrane potential difference (V; — V,) which depends on

the ion concentrations:
v ="l ([S]e) 2)
N7 R[S

which is the definition of the Nernst potential for a given ion S.

For the case of a membrane that is permeable to multiple ion species [2] we have
that the equilibrium potential, considering the most important ions inside myocytes,
can be approximated by

_ gNaVN 8k VA +8caVi + ga V!
8Na + 8k + 8ca + &ci

v, 3)

where gs is the permeability of ion S. The equilibrium potential depends on the
permeabilities of the ions, which are controlled by the ion channels.

2.2 The Action Potential and Some Basic Properties

From the equilibrium equation presented above we can explain the different phases
of the AP in terms of changes of the permeability values of some basic ions, such as
K™ and Na™. At rest the largest permeability is because of potassium and therefore
from Eq. (3): V, ~ VK = —96 mV. It is known that if the cell receives a stimulus
above a given threshold the permeability of Na™ rapidly increases and, again from
Eq. (3), if gy, is much larger than the other permeabilities, it results than V, ~
VY = +50 mV and the potential depolarizes to positive values (phase 0). After the
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inactivation of sodium channels, dropping the permeability of Na™, the potassium
current produces a deflection of the membrane potential (phase 1) before the Ca®*
permeability increases to similar values than K™ and V, ~ (VX + V£)/2 where
VS = +134 mV. The permeability of Ca*" slowly decreases (phase 3) driving the
membrane potential back to the V, ~ V¥, typical for the rest state (phase 4).

2.3 Membrane Capacitance

Cell membrane separates charges between the interior and the exterior of the cell
and therefore it can be interpreted as a capacitor with, C,,V = g, where C,, is the
membrane capacitance, V is the transmembrane potential and ¢ is the intracellular
or extracellular charges. By taking the derivative with respect to time we have that
C,,dV /dt = dql/dt is the capacitive current that can be induced by the membrane.
In the case a cell is isolated, and assuming a balance of charge, i.e. no charge is
being created or destroyed, the sum of the currents from the ion channels, 7;,, and
the capacitive current C,,dV /dt gives rise to a simple electric model presented in
Fig. 3. This simple electric models is the basis for the electrophysiological models
employed in cardiac modelling:

v I 4
mz — ~fdion- ( )
However, as we mentioned before, the permeability or conductance of each ion
channels varies with time and is known to depend on the transmembrane potential
(it may also depend on ion concentrations or other molecules or proteins). In the
next section we present models for the so called gating of ion channels, where the

Extracellular space T . X

gk gCl gNa gCa
==C_
T VNk V Cl V Na V Ca

Intracellular space lV

Fig. 3 Equivalent electric circuit model for the cellular membrane. The difference in the trans-
membrane potential between the extracellular and the intracellular spaces is maintained by the ion
current of the different ions through the ion channels, the Nernst potential associated to each ion
and the capacitance of the membrane
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term gate is commonly used and refers to the fact that ion channels can be opened
or closed to the flow of ions.

2.4 Ion Channels

The opening and close of the ion channels are complex processes. Assuming that
a particular channel is ohmic the transmembrane potential depends on the Nernst
potential of the particular ion V" plus the potential drop due to the current across
the ion channel p;,, l;on:

V = pionlion + anv )

where p;,, is the channel resistance, and the transmembrane potential V is the differ-
ence between the potentials in the intra- and extracellular media V = V; — V,. Then,
from the previous equation one can obtain the current across the cell membrane for
each ion as function of the membrane potential

lion = gion(v - V[i/on)v (6)

where gion = 1/pion 1s the membrane conductance for that ion, which is in general
not constant. In general, the dependence with the potential may be non-linear and a
generalization of Eq. (6) is

Lipn = gmaxpO(p(V)a (7N

where @ (V) can be a non-linear function of the transmembrane potential, po is the
proportion of open channels, and g,,,, is the maximum conductance when all the
channels are open, i.e. when pp = 1. The most common approach to model po is
via the use of gating variables, as first proposed by Hodgkin and Huxley, in their
pioneering model of AP [6]. For example, consider a K * channel that has a time rate
a (V) to change from a closed state to an open state; and a time rate S(V) to change
from an opened state to a closed state. For the case we have many ion channels we
can use a deterministic model based on Ordinary Differential Equation (ODE). Since
the proportion of closed channels is 1 — po we have:

d
% =a(V)po — B(V)(1 — po). (®)

More complex behaviours, like the one we described for the Sodium channels,
which first open and immediately after close (even for the same value of V'), can not be
described by a single gating variable. Two options are commonly used. The first is to
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assume that multiple independent gates have to be opened to let ions flow through the
channel. For Sodium channel we could replace Eq. (7) by Iy, = gna Poa Poi P (V),
where po, is the gating variable associated to activation, po; the one associated to
inactivation, and both are controlled by equations similar to Eq. (8), but each one
with different time rate functions. A more modern approach is to model po using a
Markov Chain formulation [8].

3 Models of Myocytes

The sinoatrial node (SAN) is the natural pacemaker of the heart and initiates
autonomously cardiac electrical activity. APs are produced periodically and propa-
gate along the atria. The wave of AP arrives at the ventricular myocardium through
the atrio-ventricular node (AVN) and the Purkinje fibres, depolarizing first the endo-
cardium and proceeding transmurally to the epicardium.

The electrical properties of the heart tissue are very heterogeneous and each type
of cells have particular features giving rise to a large diversity on the shape of the
action potentials. Next, we present four models for human myocytes: SAN, atria,
Purkinje fibres and ventricle. It is worth noting that there are still large differences
on the AP shape even in the same region of the heart (e.g. APs are different in
the ventricular endocardium and epicardium). In addition, substantial differences
can also be found among species. Figure 4 presents a comparison of AP shapes of
ventricular myocytes for different species. A small heart, like from a mouse, has
higher heart rate and consequently a smaller APD than a human heart [9].

Mouse Dog ﬁ Human

Transmembrane potential
/
-~

Time >

Fig.4 Comparison of the action potential of a ventricular myocyte of three different animal species.
All the action potentials have the same temporal and potential scales. Rest potential is however
slightly modified for illustrative reasons. Action potential curves have been generated with program
Myokit [7]
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3.1 Sinoatrial Node Myocyte

In the right atrium there is a group of cells forming the sinoatrial node which sponta-
neously depolarize (60-90 min~"). The property of continuous depolarization of such
cells (automaticity) triggers repetitive electrical impulses, which defines the periodic
contraction of the human heart. Contrary to the majority of the cardiac myocytes,
these cells do not experience a rest state or phase 0. A continuous repolarization drives
the cell to a hyperpolarization state, see Fig. 5Sa. At this phase, important ion currents,
such as the funny current, /¢, is known to play an important role [10]. The term funny
was coined because this current is activated at hyperpolarization and carries mainly
Na't under physiological conditions. This flux of Na* into the pacemaker myocyte
will eventually make the transmembrane potential to cross the threshold around —40
mV, where fast depolarization occurs and a new AP is generated.

(a) (b)
. 80— . . . 80
C Sinoatrial Node E Atria
z 3
z %
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g | g \
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g \ £ |
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g ] / =l _
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= ]
100 — . — n =100
] Time /s 1 0 Time /s 1
(c) (d)

80(
| Ventricle

£

| Purkinje

o

Transmembrane potential / mV

Transmembrane potential / mV

-100 | 100 —
Time /s 1 0 Time /s 1

Fig.5 Transmembrane potential obtained by four models of different cardiac myocytes: Simulated
action potentials of a myocyte in the Sinoatrial node (a), a myocyte in a human atrium (b), a myocyte
in human Purkinje fibres (¢), and a myocyte in a human ventricle (d). Action potential curves have
been generated with program Myokit [7]
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3.2 Atrial Myocyte

Transmembrane potential of a cell in the atrium stays in a resting state of —74 mV
when it not being stimulated. When the perturbation of the neighbouring cells and
in particular from the sinoatrial node crosses a threshold a fast channel for sodium
activates and induces the rapid entrance of sodium into the cell which suddenly
depolarizes the cell to values around 20 mV. Phases 2 and 3 of the AP are mixed for
atrial cells due to a continuous unbalanced of inward flow of Ca** and outward flow
of K. This results in a gradual repolarization to the resting state, see an example in
Fig. 5b.

3.3 Purkinje Fiber Myocyte

AP propagation slows down at the AVN node, but speeds up once entering the
His bundle followed by the Purkinje fibres. The Purkinje fibres are AP highways
that rapidly transport the electric signal to the ventricular myocytes. The myocytes
forming the Purkinje fibres are the cells with the longest action potential duration,
which arrives to 400 ms, see Fig. 5c to compare it with the other action potentials.
In contrast with atrial and ventricular cells the myocytes forming the Purkinje fibres
also have a certain automaticity. It means that cells in the Purkinje system are able
to sustain low frequency oscillations (15-20 min~') in case the main pacemaker,
the sinoatrial node, fails. Under normal conditions Purkinje fibres do not depolarize
spontaneously because they are regularly stimulated at pacing rates higher than their
own natural autonomous pacing activity.

3.4 Ventricular Myocyte

Ventricular cells present a stable resting state about —85 mV. Under suprathreshold
perturbations the corresponding excitation is due to the opening of the fast Na*
channels causing a rapid influx of Na™ ions into the cell. The membrane potential
is reversed from negative to positive and arrives to about +60 mV. The posterior
deflection of the action potential is due to the movement of K * ion together with the
inactivation of the fast Na™ channels. In comparison with a atrial action potential,
in ventricle cells the calcium influx is larger and balances the outward flux of K.
This produces a plateau for about 200 ms, phase 3, which is the main difference
between ventricular and atrial action potentials, see Fig. 5d for an example of AP
from a model of the human ventricle.
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4 Cardiac Tissue

Cardiac cells are electrically connected by special ion channels called gap junctions.
These connections permit the propagation of the signal through the tissue and the syn-
chronization of the whole heart. The models of transmembrane potential described
in the previous section can be used to implement a model for AP propagation on
cardiac tissue. Some particular dynamics observed in tissue models correspond to
cardiac arrhythmias observed in the heart.

4.1 Bidomain Modelling

The bidomain model is based on the cable equation. Cardiac tissue is divided in two
different regions which are interconnected, the intra- and extracellular regions, see
Fig. 6a. The transmembrane potential is considered to vary along the tissue and, due
to these variations, intra- and extracellular axial currents per unit length appear [2]:

L;(x) = —gi[Vitx +dx) = Vi()l/dx,  Ie(x) = —ge[Ve(x +dx) — Ve(x)/dx; (9)

(a) (b)

(©) (d)

J'—_T'-—.—l —

Fig. 6 Different modelling approaches to cardiac tissue: Bidomain model where intracellular (yel-
low) and extracellular (red) potentials are explicitly considered as two inteconnected continuous
models (a). Monodomain model where the transmembrane voltage is considered in a continuous
model (b). Discrete model where the myocyte is approached as an single element and electrically
connected to the rest of cells in the tissue (c). Heterogeneous approach where single cells are dis-
cretized into smaller volume elements and effective and discrete gap junctions take into account
cell to cell coupling
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where g;, g, are the conductances per unit length of the intra- and extracellular media.
The sum of the currents entering and leaving a given point of the tissue must be zero,
and therefore:

Li(x)—Ii(x+dx)=Idx =1,(x +dx) — I,(x), (10)

where the transmembrane current, /; is the sum of the ionic and capacitive currents:

av
I = P (sz + Iion) , (11)

and p is the perimeter of the cell.
In the continuous limit dx — 0, and assuming the 3D case, the previous Eq. (9)
become:
li(x) =-gVVi, L(x)=-8gVV., (12)

and Eq. (10):
L, =-V.-I,=V.-1I, (13)

where g; and g, are tensors that describe the anisotropy (cardiac fibre direction) of
the intra- and extracellular domains, respectively, I; satisfies:

L=x(c, Y +1 (14)
I_X mdt on b

where x is the surface to volume ratio of a cell, and /;,, is the sum of ion currents,
where each one is modelled via equations similar to Egs. (7-8).

Substituting Eq. (13) in Eq. (14) one obtains the three dimensional bidomain
model. Using V; = V 4 V, we have:

aVv

In addition, from Eq. (13), we have:
V- (gVVi+8VV.) =V [gVV + (g +8)VV.]=0. (16)

Equations (15-16) constitute the bidomain formulation of the cable equation written
with the variables V and V,, which solution depends on the choice of appropri-
ate initial and boundary conditions. The numerical solution of the above system of
equations is not a trivial task. In [11] the reader can find a review on sophisticated
numerical methods for the solution of the cardiac bidomain equations.

The bidomain model is computationally demanding and it is usually reduced to
a more tractable version, the monodomain approach, see next section. However, it
is largely assumed that the full bidomain approach is necessary to properly model
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defibrillation [12] or to recover patient specific electrocardiogram (ECG) and mag-
netocardiogram (MCG) signals [13, 14].

4.2 Monodomain Modelling

In one dimension with homogeneous conductances it is always possible to reduce
Egs. (15-16) to amonodomain description. Note that, from Eq. (13), the divergence of
the total axial current is zero, from which we obtain the monodomain cable equation.

In three-dimensions, if the anisotropy ratios are equal, i.e. g. = Ag;, the bidomain
equations can be reduced to a monodomain model, see Fig. 6b. Under such conditions
the resulting monodomain equation for the transmembrane potential is:

oV
p (Cma + Iiun) =V-(8VV), a7)

where we define an effective conductance g, = A/(1 + A)g; [2]. In addition, for
the case of plane wave propagation the bidomain equations also simplifies to the
modomain equation with an expression for g, that depends on the angle between the
wave front and the cardiac fibre direction [15, 16].

However, cardiac tissue is known to have tensors with different anisotropy ratio
and such equivalence does not hold for the general case. Nevertheless, in most appli-
cations of cardiac modelling both models produce similar dynamics [17].

4.3 Discrete Modelling

The previous models of cardiac tissue are based on the continuum and homogenized
approach. For the numerical implementation such models are discretized into a grid
or a mesh with spatial discretization that can arrive to small values as 100 pm. This
is the characteristic size of a single myocyte. Such values may challenge the basis
of the continuum and homogenized hypothesis. Therefore, for some applications the
discrete nature of the tissue has to be taken into account. The resulting equation is

av;
(Cn W + Iion) = XJ: (gij(Vj - Vl)) ’ (18)

where membrane potential is now a discrete variable V;, the sum goes for all the
neighbours of the cell i and conductivity may depend on the connected cells g;;, see
Fig. 6¢.
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Under slow conduction conditions, velocities are affected by the discreteness
[18] and conduction block is observed in the numerical simulations [19]. However,
conduction block is not capture by the continuum homogenized models.

Such discrete models have been shown to be convenient for the study of slow
propagation, microfibrosis and the complex fractionated electrograms associated
to it. A discrete distribution of cells into a square grid and the effects of reduced
conductivity has been also analyzed and may induce the formation of ectopic beats
[20, 21] or stabilize spiral breakup [22]. More realistic discrete meshes were also
used for studies that associated microfibrosis and ectopic beats [23].

Another approach to capture discrete propagation in cardiac tissue is to include
a corrector term in the discretization of the continuum homogenized monodomain
model [24]. This approach allows the use of the classical continuum homogenized
models (with spatial discretization larger than cell size) and yet capture the discrete
features of the phenomenon.

4.4 Heterogeneous Modelling

A higher level of detail is obtained with microscopic models of the intracellular space
of individual cells. Single cells are discretized at the subcellular level. It permits the
description of the actual shape of the myocytes and consider different types of gap
junctions depending on the direction of cell [25, 26]. Such models permit the direct
simulations of two-dimensional processes at the intra-cellular level and are useful
for the study of conduction block [27] and the effects of cardiac fibrosis [23, 28].

There are extensions to three-dimensions [29] and extensions that describe both
extracellular and intracellular spaces [30].

5 Action Propagation Dynamics

The contraction of the heart is generated by a single wave of electrical excitation, see
Fig. 7b, ¢ for the propagation in a simple model of the ventricles. Tachycardia corre-
sponds to a rotor that accelerates the rate of contraction, and typically is associated
to a spiral wave, see Fig. 7d. Fibrillation occurs when the normal electrical activity
is masked by higher frequency circulation waves which create small, out-of-phase
localized contractions. One or more spiral waves break into multiple waves, see Fig.
7e-h, leading to fibrillation [31].
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Fig.7 Numerical simulation of the action potential wave (yellow) with a simple model in a regular
domain (blue) with two cavities mimicking the geometrical properties of the ventricles (a) A wave
is generated in the apex of the ventricles and propagates to the top (b, ¢). A secondary stimulus in
the ventricles generates a spiral wave (d). Spiral wave is unstable (e, f) and gives rise to multiple
spirals which desynchronize the ventricles (g, h)

5.1 Action Potential Pulse

Myocytes are connected through gap junctions, and action potential propagates along
the tissue with roughly constant velocity, see such a wave in a simple model of the
two ventricles in Fig. 7b, c.

The collision of two travelling waves in different directions produces their anni-
hilation. However, interactions between consecutive waves travelling in the same
direction are common due to the continuous forcing of the whole tissue by the sinoa-
trial node. The increase of the pacing frequency decreases the diastolic interval (DI)
or distance between consecutive pulses. At low pacing frequencies, there is practi-
cally no interaction between waves and the wave-train propagates with the single
travelling wave velocity, see Fig. 8. On the other hand, at fast pacing, a wave may
not be able to propagate because it enters the refractory tail of the preceding wave
and propagation is blocked. In between these two situations, waves tune their APD
and CV to accommodate the propagation under the influence of the refractory tail of
the previous wave, see the decrease of the APD and CV with the DI in Fig. 8, which
is inversely proportional to the pacing frequency.

5.2 Tachycardia

Some cardiac arrhythmias appear when the regular synchronous propagation of the
action potential along the tissue is disrupted. Tachycardia is a particular case of
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Fig. 8 Restitution curves or dependence of the action potential duration (a) and the conductions
velocity (b) on the diastolic interval, which is related with the pacing frequency in models of the
human ventricle

arrhythmia consisting in a fast but regular periodic contraction of the tissue. It has
been associated to the appearance of a cardiac reentry around an inhomogeneity
in the tissue, for example a vein (anatomical reentry), or it may appear and rotate
without the existence of any particular heterogeneity (functional reentry). Reentry
in cardiac tissue is often related with the appearance of a rotating spiral wave in the
tissue as it has been observed in experiments. The generation of reentry in cardiac
tissue is one of the main interests in the modelling of cardiac electrical activity. Next,
we highlight two mechanisms of functional reentry observed in experiments and
studied in numerical simulations.

The introduction of an extra excitation in the tail of travelling wave is known as
ectopic beat. The new excitation cannot propagate in the direction of the refractory
tail of the first wave. Hence, it slides along the refractory tail until the tissue becomes
again excitable and then rotates giving rise to a spiral. The generation of the spiral
wave after the second excitation only occurs during a particular window of time,
known as the vulnerability window [32]. If the second perturbation comes too early,
anew wave cannot be generated because that part of the tissue is still in the refractory
state. If it comes too late, the perturbation generates a circular wave and no reentry
is formed.

The alternation of the duration of the action potential at the single cell level results
in the interchange of weak and strong contractions of the heart. It only happens when
the dependence of the action potential duration on the pacing becomes very strong.
An initially periodic wave-train may become unstable and evolve into alternans. In
two or three dimensions when one of the pulses is locally too small, it may produce
conduction block and initiate the formation of spiral waves due to the displacement of
the broken end into the less dramatic region [33]. The probability for the conduction
block depends on the pacing frequency of the tissue.
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5.3 Fibrillation

One of the most relevant arrhythmias is fibrillation which corresponds to a state
where the contraction of many cardiac myocytes are strongly desynchronized in the
atria, i.e. atria fibrillation, or, with more dangerous consequences, in the ventricles,
i.e. ventricular fibrillation. Electrical defibrillation, the only effective therapy when
the ventricles fibrillate, resets the activity of the ventricle by delivering a strong
electrical shock. Atrial fibrillation is typically treated by anti-arrhythmic drugs and,
for severe cases, with catheter ablation of the most active regions of the atria.

Fibrillation is often attributed to a succession of multiple breakups and pairwise
annihilations of spiral waves. Reentry is believed to be a necessary but not a sufficient
condition for fibrillation. Computational modelling has shown different mechanisms
to explain how the fibrillation can be triggered by a single reentry. For example,
alternans can produce localized conduction blocks and break-up waves emitted by a
spiral due to the alternation of waves with large and short action potentials. At fast
rotation rates, the instability reaches the spiral core and produces a disordered state
[34]. On the other hand, high meandering of the spiral waves, typically observed in
models of cardiac tissue, may produce the interaction between consecutive waves
and produce local conduction block, giving rise to spiral breakup.

Finally, there are other situations which may produce continuous breakup of
waves, for example: when the tension of the filament of three-dimensional spirals,
i.e. scroll waves, is negative [35]; or when the rotating anisotropy of cardiac fibres
induces a scroll wave to breakup [36].

6 Conclusions and Final Remarks

‘We have described the main features of the computational electrophysiological mod-
elling of the human heart. From the particular shapes of AP of the cardiac cells
depending on their location in the heart to the modelling of diverse types of arrhyth-
mias in cardiac tissue. We have also discussed the main methods to couple the
electrophysiology of the individual cells to cardiac tissue.

Currently there are complex models of the geometry of the atria and the ventricles
taking into account the anisotropy of the cardiac muscle fibres and the heterogeneous
properties of the organ. The level of complexity and detail is arriving to permit patient-
specific modelling of the electrical activity [37]. Furthermore, models have to couple
the electrical part to the deformation of the muscle walls [38].

Therefore, the heart is a multiphysics problem [39] which has to consider the inter-
play among the electric wave propagation, the mechanics of the muscle contraction
and the fluid dynamics inside the cardiac cavities to explain the correct performance
of this electromechanical pump. It is also a multiscale problem [40], for example, the
wrong operation of a ion channel at small spatial and temporal scales can definitely
affect the behaviour on the whole organ. The complete computational modelling may



Modelling the Electrical Activity of the Heart 227

permit the study of genetic mutations or the effects of drugs, processes, governing
small spatial and temporal scales, in the function of the whole macroscopic organ.

Although many improvements on modelling of electrical activity of the heart have
been done during the last decades, the complete description of the human heart is
still a challenge for cardiac modellers.
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Mathematical and Computational m
Modelling of Blood Pressure and Flow e

Carole Leguy

Since William Harvey discovered in 1628 that blood circulates in a closed loop in
the body, and that the contraction of the heart delivered the driving force to move the
blood [1], cardiovascular mechanics has gained a lot of attention and is still subject
to research. During the last decades, mathematical models have been developed
to grasp the diversity of blood flow patterns and pressure propagation phenomena
within the cardiovascular system [2]. The geometry of the arterial and venous system
is difficult to describe; blood, a complex non-Newtonian fluid, circulates in vessels
with non-linear viscoelastic walls. It is therefore very difficult to take into account the
complexity of the cardiovascular system within mathematical or numerical models
in a comprehensive manner. Thus, mathematical and numerical models generally
focus on particular aspects of the cardiovascular circulation. Two approaches can
be used to simulate blood flow: either a phenomenon is simulated locally (and in
detail) using 3D Computational Fluid Dynamics (CFD) or fluid structure interaction
(FSI) models, or with lumped or wave propagation models to simulate the entire
systemic circulation considering a simplified geometry. These models have proven
their value to understand normal physiology better [3], to simulate the effects of
pathophysiological symptoms, or to predict the effect of medical interventions [4].

In the following sections, physiological considerations will be reviewed and the
basic equations that govern blood flow and pressure dynamics within arteries and
veins will be presented. Later, lumped, 1D and 3D models will be introduced and
finally, clinical relevance and applications will be introduced.
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1 Physiological Background

The cardiovascular system

The heart pumps roughly 5 1 of blood every minute through 70 heart beats, for which
the heart ejects on average 70 ml of blood into the resting body. Since the human
circulation counts about 5 1 of blood, on average a full circulation is obtained every
minute [5]. In the systemic circulation, the blood is ejected from the left ventricle of
the heart into the arterial tree composed of large arteries (diameter of 20—0.1 mm) that
bifurcate into arterioles (diameter of 100—10 pwm) and capillaries (diameter of 10-5
pm). The aorta is the most elastic artery of our cardiovascular system and is the buffer
during the heart cycle. Its volume increases during systole (high blood pressure),
whereas this extra-volume is sent to the peripheries during diastole. The compliance
of systemic arteries decreases while decreasing in size down to the capillaries, which
are mainly viscous vessels [6, 7]. In the capillaries, the blood exchanges oxygen,
nutrients, and waste products with the tissues. The blood is then carried back to
the right atrium of the heart via the venous system. The venous vessels are highly
compliant and have the characteristic to collapse. Furthermore, veins are equipped
with valves that avoid blood reflux and improve venous return to the heart. Then the
blood is intermittently moved to the right ventricle and ejected into the pulmonary
circulation. Afterwards the oxygenated blood returns back to the left atrium via the
pulmonary veins, and, finally, it flows into the left ventricle and is forced again into
the systemic circulation [5].

Vascular disorders

Cardiovascular diseases (CVD) are the major cause of death. Worldwide more people
die annually from CVD than from any other cause. The World Health Organization
has estimated that 17.5 million people died of CVD in 2012, representing 31% of
all global deaths [8]. Of these deaths, an estimated 7.4 million were due to coronary
heart disease and 6.7 million were due to stroke.

Heart failures are associated with insufficient pump function of the heart. The
decrease in heart capacities mainly results from stenosis or leakage of one or more of
the heart valves, or from a disturbed electrical activation of the heart muscle leading to
systolic dysfunction. On of the other hand, a stiffening of the heart muscle, following
chronic hypertension, can lead to diastolic dysfunction in which the heart ventricul
does not fill adequately during diastole.

The pathological degradations of the arterial walls caused by CVD may also have
dramatic consequences such as strokes or heart attacks. A rupture of atherosclerotic
plaques located in large and medium-sized arteries is the major risk for CVD. Ar-
teriosclerosis is associated with stiffening of the arterial wall, which is part of the
aging process. Furthermore, high blood pressure, diabetes, high levels of cholesterol
or smoking are risk factors that contribute to this development of atherosclerosis.
The main associated symptom is the development of plaques on the inner walls of
the blood vessels due to the build-up of fatty deposits. It has been shown that arterial
stiffness is an independent predictor of cardiovascular risk at an early stage [9]. The
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elastin fibres that mediate the arterial compliance at low and normal blood pressures
degrade with age, resulting in a stiffening of the arteries. Arterial stiffening may be
both a cause and a consequence of hypertension. Consequently, pulsatile blood pres-
sure rises [10] and the load on the heart increases. On the other hand, hemodynamics
plays an important role in the development of these plaques. Plaques are prone to
develop at low wall shear stress area such as bifurcations and curved vessels.

Arterial wall aging is also be associated with the growth of aneurysms. The vessel
wall is locally weaker and does not fully sustain transmural arterial pressure anymore.
The artery can then bulge out. The bulging aneurysms may leak or rupture. The
rupture of aortic aneurysms often leads to fatal bleeding. Aneurysms may also occur
in the arteries of the brain (intracranial aneurysms). Rupture of a cerebral aneurysm
may cause bleeding into the brain tissue, resulting in a hemorrhagic stroke.

The venous circulation is also subject to insufficiencies. Varicose veins or throm-
bosis within the deep veins can cause venous insufficiency. The dysfunction of the
venous valves can also impair venous return and cause blood to pool in your legs.

The relation between CVD and hemodynamics is multifaceted and associated
with specific flow and pressure patterns.

2 Basics of Hemodynamics

2.1 Hemodynamics, Rheological Properties of Blood

Blood is a complex fluid mainly composed of plasma, which is the fluid medium of
blood in which erythrocytes (red blood cells), leucocytes and platelets are suspended.
Plasma is an aqueous saline solution with a density of 1.03 kg/m? that behaves like
a Newtonian fluid with a viscosity of 3.5 - 107 Pa - s. In suspension in plasma, red
blood cells (erythrocytes) are the most abundant cells and account for 40-45% of
blood volume. The density of erythrocytes is 1.08 kg/m>. Each erythrocytes has a
biconcave discoid form with a phospholipid bilayer membrane with a thickness of
80 nm. Red blood cells play an important role in the non-Newtonian behaviour of
blood. Atalow shear rate (<100 s~!) they aggregate and form rouleaux that increases
the viscosity of blood. When the shear rate increases, these rouleaux disperse and
will align with the flow direction while decreasing blood viscosity. Blood has a shear
thinning behaviour and is therefore considered as a non-Newtonian fluid. Other
components of blood are the leucocytes and platelets. However, they are present in
very small quantities compared to erythrocytes and do not influence significantly
blood hemodynamic properties.

Several mathematical models have been proposed to represent the non-Newtonian
properties of blood. A power-law model can be used to depict the relationship between
blood viscosity and the shear rate, where

n=no(Ay)"" (1)



234 C. Leguy

with 5 the blood viscosity and ng the viscosity when the shear rate y equals 1/A
with A a time constant. The power law is defined by the index n and represents a
shear thickening fluid if n > 1 or a shear thinning fluid if » < 1 [11]. The reference
viscosity 1o and the power-law index n depend on the constitution of the blood (e.g.
hematocrit, fibrinogen, cholesterol). Although a power law can be acceptable for a
defined shear rate range. At a very low shear rate, it goes to physically unrealistic
values of 0 and to 400 for a very high shear rate.
A more realistic model has been proposed by Careau-Ysuda and is given by

D70 _ 11 4 (aypyey=bia )
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no and 7 being the viscosity at low and high shear rate, respectively, A is a time
constant and n the power-law index [11-13]. The transition between the low shear
rate region and the power law region is determined by the parameter a. Another
model has been proposed by Casson. This model introduces a yield stress needed to
“break” the red blood cell rouleaux.

The shear thinning behaviour of blood needs to be considered when shear stress at
the vessel wall is investigated. However its influence is not significant on the blood
flow in large arteries and veins, for which a Newtonian model suffices. Since the
blood is mainly composed of water, it can be considered as an incompressible fluid.

2.2 Mass and Momentum Balance Equations

The blood flow velocity field and vessel wall deformation (distension waveform) are
described by the laws of conservation of mass and momentum. Stress and velocity
in function of space and time are the variables used for the blood (the fluid), whereas
stress and displacement define the vessel wall state (the solid). The coupling between
the fluid and solid domains is defined by specific constraints.

For a Newtonian and incompressible fluid, the momentum and conservation (or
continuity) equations are described by the Navier-Stokes equations

ov

3t+p(V~V)v=pf—Vp+vV2v 3)

Jo
V.y=0, (4)

wherein p is the blood density, v the blood velocity vector, p is the blood pressure
and v the blood viscosity. The left hand side of the momentum equation represents
the inertial forces, with f the body forces (corresponding to earth gravity for the
cardiovascular system), Vp the pressure forces and vV?v the viscous forces. To
obtain a close set of equation, the constitutive behaviour of the vessel wall has to be
defined.
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3 Vessel Wall Mechanical Properties

3.1 Arterial Wall Mechanics

The main component of the arterial wall are elastin, collagen fibres and smooth
muscle cells that are arranged in a complex structure composed of mainly three
layers. The first layer, called intima layer, is directly in contact with the blood and is
composed of an endothelial cell layer, a laminal base layer. The intima layer plays
an important role in vessel growth through blood wall shear stress and wall strain.
This layer, due to its thickness of only 0.2-0.5 pm does not contribute to the overall
elasticity of the vessel wall. The second layer is the tunica media and is composed of
elastic lamina and smooth muscle cells. The structure of the tunica changes along the
arterial tree. The proportion of smooth muscle cells versus elastic lamina increases
towards the peripheries from large elastic arteries, as the aorta, to distal muscular
arteries. The tunica is the component that mainly defines the mechanical properties
of the arterial wall. The third layer is the adventitia that represents only 10% of the
arterial wall and whose main function is to connect the blood vessel to its surrounding
tissue. Due to this multilayer structure, the mechanical properties of the arterial wall
isrepresented by an equivalent Young’s modulus defined for the entire wall thickness.

For an healthy person, the arterial wall behaves linearly within the blood pressure
range, where mainly elastin fibres contribute to the vessel elasticity. However, at
high blood pressure (hypertensive patients) the collagen fibres become stretched and
consequently contribute to an arterial stiffening at this high stretch. Because of the
complex non-linear, and viscoelastic behaviour, the law of linear elasticity cannot be
applied dirrectly. However, linearization at a specific equilibrium state, such as mean
or diastolic pressure, results in a linearized or incremental effective Young’s modulus.
The effective Young’s modulus can be obtained from a stress-strain relationship by
local linearization of the strain/stress curve.

The wall stiffness can be derived from in-vivo ultrasound measurements of the
vessel wall distension. The arterial wall distensibility coefficient Dy is defined as the
ratio between the linearized compliance coefficient Cyy and the time average cross-
sectional area A [9, 14]

AA
Aplr '

C
Do = XO with Co(pyy) = (5)

with AA the maximum change in arterial cross-sectional area Ap the corresponding
pressure difference within a heart cycle. The arterial stiffness S can then be defined
from the distensibility by

S=Eh~ — "7 (6)

with E the linearized Young’s modulus, %, the wall thickness, a the radius and v the
poisson ratio. The compliance Cy can be be given in function of the Young’s modulus
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Fig. 1 Representative screenshot during an examination. Image of the CCA and detection of its
vessel wall (orange lines) can be seen in the upper central part of the picture. Below vessel diameter
(yellow) and the first derivative of the diameter (orange) are shown beat-to-beat. In the upper left
corner numerical results of distension and diameter are given for each heartbeat. From Leguy et al.
(2015) with permission
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In clinical practice, arterial stiffness can be assessed from vascular ultrasound
imaging with the assessment of arterial distensibility and intima media wall thickness
(IMT), which is the vessel wall layers that mainly contribute to its elasticity [15], see
Fig. 1. Magnetic resonance imaging (MRI) can also be used to assess the morphology
of the vessel wall and atherosclerosis plaques as presented by Kwee et al. [16].

3.2 Poiseuille Flow

If the vessel wall elasticity is neglected, arteries can be compared to a stiff tube and
assumed to be straight. The blood volume flow (Q) for a constant pressure drop over
a tube section of length [ is then given by the Poiseuille law [17] (Chap. 2)

Q = (AP/I) - (t/8v) - r*. (8)

Such a flow is dependent on the vessel radius r to the fourth power, and corresponds to
a flow dominated by friction forces. The velocity profile is parabolic (the maximum
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velocity at the centre equals 2 times the mean velocity). The wall shear stress at the
vessel wall is giving by

T=4v-Q/(nr). )

The resistance (relation between pressure difference and volume flow) can be defined
as

A 4
R=—C = 8vinr*. (10)
0

Even though the Poiseuille flow can be used as a first approximation for average
blood flow over an heart cycle, the blood velocity profile will be influenced by blood
pulsatility and is usually not parabolic as illustrated by Leguy et al., who compared
blood volume flow estimates based on Poiseuille or Womersley profiles [18].

3.3 Oscillatory Flow

Womersley has derived an analytical solution of the Navier-Stokes equation, which
describes flows through a straight tube for an oscillatory pressure drop [19]. The
Womersley solution represents the pulsatility properties of blood flow in arteries
with a blood flow profile that depends on the Womersley number « such as

; (11)

where a is the vessel radius, w the angular frequency of the flow (w = 27f) and v the
dynamic viscosity.The dimensionless Womersley number denotes a ratio between
viscous and inertial forces with a viscous-dominated flow that tends towards the
Poiseuille profile for low Womersley numbers, and an inertia-dominated flow that
tends towards a plug profile (uniform velocity) for high « numbers. For a sinusoidal
flow, the axial velocity v is a function of the radial position r and time ¢ is given by
(Fig. 2)

v(r, 1) = Real[(A * Jiwp) - {1 — Jo(cw - /ro - /) JTo (e - 7%} - €] (12)

where ry is the vessel radius, J; are the Bessel functions of order i. The velocity
profiles can be obtained for different frequencies (Womersley number). A harmonic
decomposition of the blood flow waveform will be used to reproduce the pulsatile
blood flow profile [18].
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Fig. 2 Velocity profile for Womersley flow at different Womersley numbers o

3.4 Flow in Curved Tube and Bifurcation

Within the arterial tree, the velocity profiles are influenced by vessel curvatures and
bifurcations. The curvature of the vessels induces an asymmetry of the velocity pro-
file. A 3D CFD study performed by Leguy et al. reported velocity profiles in slightly
curved tube that represent the brachial artery for physiological flow waveforms. One
can notice that during the flow deceleration, the maximum velocity is shifted towards
the outer wall due to the effect of curvature [20], see Fig. 3. This shifting induces a
secondary flow that will transport the fluid along the upper and lower walls result-
ing in an helical movement of the fluid particles. The length needed for a flow be
become axisymmetric within a straight part is called inlet length and depends on the
Reynolds number. Schlichting has estimated that for laminar flow the inlet length can
be estimated by L,/D = 0.056Re, with D the vessel diameter and Re the Reynolds
number [21]. With a Reynolds number of 300, the inlet length within the carotid
artery corresponds to 40 times its radius. In general, one can consider that flow in
arteries never fully develop.
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Fig. 3 Blood flow in curved artery, simulated for an in-vivo measured brachial artery flow and a
radius of curvature of 50 mm. Topleft:geometry of the CFD model. Topright: blood volume flow.
Center: axial-velocity profile in the plane of symmetry (in red) and of asymmetry (in black) at
different cross-sections along the tube for 4 timesteps #, to #;; For each timestep,the top half disc
depicts the axial-velocity profile at the inlet (cross-section A, whereas the bottom half disc depicts
the velocity profile in the curve (cross-section D).The letters I and O represent the inner and outer
wall positions, respectively. Adapted from Leguy et al. [20], used by permission
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4 Reduced Numerical Models

4.1 0D Windkessel Model

To describe the relationship between blood pressure and blood volume flow in elastic
arteries, a windkessel model was proposed by Frank [22]. The compliance of the
systemic arterial tree is represented by an elastic chamber of compliance C and the
distal blood vessels by a rigid tube of resistance (R). The blood volume flow, ¢, as a
function of blood pressure, p, is then given by

p P

g=C P + R (13)
Later, a parallel resistance has been included to lead to a 3-element windkessel model.
This extra resistance has been introduced to reflect more precisely the high-frequency
behaviour of the input impedance [23] and thus minimize pressure reflection. Fol-
lowing this development, a 4-element model has been introduced with an additional
inductance L that describes the total inertance of the arterial system [24-26]. Even-
tually, a frequency dependent lumped model with Womersley number dependant
resistor and inductor and based on specific blood velocity profiles was developed
[27]. Windkessel models are useful tools to study the pressure and flow relationships
in large arteries. However, windkessel models provide a relation between pressure
and flow at a specific arterial site but they ignore the pressure wave propagation
phenomena along the arterial tree.

5 Lumped and Wave Propagation Models

5.1 Distributed Models

To study wave propagation phenomena in arteries, lumped parameter models have
been used [23, 28, 29]. An (electrical) transmission line can be created with con-
necting segments of arteries, represented by windkessel models. Such distributed 0D
models have been used to understand the propagation blood flow and pressure waves
in the arterial system for normal physiological states [28, 30] or for pathophysiolog-
ical states [31, 32]. The limitations of these models comes from the fact that only
linear compliance is used for the mechanical behaviour of the arterial wall and that
the transitions between segments are discrete and can generate non physiological
reflections.
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5.2 1D Wave Propagation Models

The 1D wave propagations models have been proposed to model blood pressure and
flow along the vascular (arterial or venous) tree. One-dimentional wave propagation
models are based on a 1D formulation of the Navier-Stokes equations. The momen-
tum and conservation (or continuity) equations are integrated over the transverse
cross-sections of the vessel and are completed by a constitutive relation between the
local pressure and the cross-sectional area as used by Bessems et al. [33] or Alastruey
et al. [34]. For a comprehensive overview of these models, see the review from van
de Vosse and Stergiopulos [35].

When unidirectional flow along the vessel axis z is assumed, the momentum
equation is then given by

pdg  pdq p 2

——t———=pg— — 4+ -7 14
Aot TAzA T A (9

with a the vessel radius, A the vessel cross-sectional area, g the blood flow over the

cross-sectional area, p the pressure, and t the shear stresses at the vessel wall. The

continuity equation can be written as

ap = dq
C—+—24+¢=0 15
at + 0z + =

with C the vessel compliance and @ a blood leakage. When a linear-elastic model
is used for the wall wall, the compliance C is defined so that

0A
C =
aplr

(16)

with dpy,, the transmural pressure. More complex arterial wall models that include
non-linear or viscoelasticity properties of the wall can be included [36].

The venous system can also be represented by 1D wave propagation models with
the inclusion of the collapsibility properties of the veins [37-39]. The venous system
is a low pressure system that can be exposed to small or even negative transmural
pressure due to increasing extravascular pressure and can thus collapse. This results
in a non-linear pressure-area relationship that should be taken into account for the
constitutive law of the vessel wall and that was approximated by Shapiro in 1977 for
collapsible tubes [40].

The obtained set of equations can later be solved numerically using either finite-
element or spectral-element methods for the arterial tree with gradual (smooth)
changes in geometry. Lumped and wave propagation models are very time-efficient
and are therefore appropriate for clinical applications. Pressure and flow within the
entire arterial system can be provided within a few seconds. Many studies have
demonstrated that such models have the capacity to describe blood pressure and
blood volume flow wave propagation, not only quantitatively but also qualitatively
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if compared to physiological measurements [14, 41, 42]. However, these models
present some limitations when discrete changes in geometries are considered since
they do not take into account the perturbation of the velocity profiles due to complex
geometries.

6 Three Dimensional Models

To study blood flow and pressure distribution within complex geometries as in curved
vessels, at vessel bifurcations or in pathological cases of stenoses or aneurism (cere-
bral or aortic), 3-dimensional computational fluid dynamics (CFD) can be used. In
such models, the full Navier-Stockes equations for non-compressible fluid are solved
using finite-element methods. It is possible to include the non-Newtonian properties
(shear-thinning) of the blood, which is relevant when accurate wall shear stress is
assessed [13, 43]. A full 3D velocity profile and pressure distribution over the ar-
terial cross-section is then obtained [44—46]. Pressure distribution, the flow pattern
(that can be complex and turbulent at the ascending aorta or in case of stenosed
arteries) and the local wall shear stress (important risk factor in the development of
atherosclerosis) are derived.

The compliance of the vessel wall and the related vessel wall distension can de-
crease the maximum wall shear stresses since the arteries have a maximum diameter
at systolic pressure around maximum flow. Imaging technics as 4D MRI can be used
to assess the vessel wall movement and a deformable mesh can be used for the CFD
model. The deformation of the wall can also be numerically calculated using fluid
structure interaction (FSI) models, for which a solid model for the wall is coupled
with the fluid problem [47, 48]. With such models, the flow around cardiac or venous
valve can be obtained. The main limitation of either CDF or SFI models is that they
are complex to solve and time consuming. Generally, only short arterial segments
are considered.

Boundary conditions play an important role for such models and can either be
given by patient-specific pressure and flow conditions obtained from medical imaging
[49] or a reduced order model, such as OD windkessel or 1D wave propagation, can
be coupled to the 3D model to obtain more realistic conditions proximal ad distal to
the considered section (Fig. 4).

7 Clinical Relevance

Mathematical and numerical models of blood flow and pressure in the cardiovascular
system play an important role in the understanding of physical phenomena underlying
specific flow or pressure patterns associated with physiological or pathophysiological
states.
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Fig. 4 Schematic view of 0D, 1D and 3D models

Lumped models such as 0D windkessel models have been used to determin total
peripheral compliance and thus to analyze the load on the heart that comes from
the systemic arterial system. 1D wave propagation models have be used to better
understand the impact of arterial stiffening, which induces an augmentation of the
pressure wave reflection and the load on the heart and which is an important factor
in the evolution of pathological systolic hypertension. When geometrical details are
relevant, 3D models have allowed to better associate low shear stress regions, e.g.
at bifurcations or inner curvatures, where atherosclerosis plaques are more prone
to develope [50]. Complex flows within cerebral or aortic aneurism were simulated
by using arterial geometries provided by MRI or ultrasound. FSI models allow to
design studies for cardiac valves replacement or left ventricular assisted devices [51]
for which the interactions between the wall mechanics (or artificial valve) and blood
flow pattern is extremely important.

Numerical models of the cardiovascular system are also relevant for the diagnosis
and planning of treatment. 3D CFD models have been used by Speelman et al. in 2009
to localize high wall stress region within aortic aneurism from patient-specific geome-
tries and flows obtained from MRI and ultrasound [52]. In the European Framework
VPH (Virtual Physiological Human), Merkx et al. have used a 1D wave propagation
model to predict the outcome of an arteriovenous fistula access for dialysis patients.
The predictive value of such models have been demonstrated [53].

Considering the high number of input parameters which these models required
and the uncertainty in the in vivo assessed data, global sensitivity analysis is used to
determine which parameters are of main importance (parameter priorization). Inverse
engineering approach has also been considered by Leguy et al. 2011 in order to find
the best fit between simulated blood flow and pressure and in vivo assessed data
[54]. These methods require relatively high computational power. However, such
computational power is constantly increasing so it can be assumed that in the future
these methods will be used to obtain patient-specific modelling [55] and be used as
a supporting tools for clinicians and the biomedical industry.
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Theodore G. Papaioannou

Since antiquity humans develop and use technologies with the ultimate purpose to
augment their ability to survive, to treat or eradicate diseases, to enhance quality of
living, to better adjust to environmental changes and to prolong lifespan. From the
ancient Theriac, an all-purpose cure for a wide range of illnesses [1], to the mod-
ern medical technologies, these purposes remain the same. The conceptualization,
design, development, test, validation and clinical application of human-made artifi-
cial organs has been for centuries a great technological and clinical challenge that
can serve these endless humans’ objectives. In our days amazing achievements have
occurred due to the rapid progress in technology and particularly in materials sci-
ence, biotechnology, nanotechnology, tissue and genetic engineering, biomechanics,
biosensors, robotics and information technologies. All these advances have been also
translated into the design and developement of artificial organs.

1 Definition

The term “artificial organ” refers to any kind of material, device or machine that is
used to replace the function of a missing or totally dysfunctional organ or part of
human body, but also to support or enhance the function of a partially dysfunctional
or diseased organ or part of the human body. The artificial organs can be implanted
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or integrated into the body and their role can be either critical for life and survival or
supportive for the improvement of quality of life.

The human circulatory system is a very attractive field for the application of various
different types of artificial organs. Due to the electrical, mechanical, and “hydrody-
namic” nature of the cardiovascular system numerous implantable devices are con-
tinuously developed aiming to treat, assist or rehabilitate various diseased cardiac,
arterial and hemodynamic states. The most popular cardiovascular artificial organs
include the artificial heart, the ventricular assist devices most commonly known as
cardiac assist devices or blood pumps, the artificial valves, the pacemakers, the vas-
cular prostheses such as stents and vascular grafts as well as implantable devices
used for the treatment of structural heart diseases.

The design of an artificial organ is a highly complex procedure that requires a
multidisciplinary methodological approach and research team. The first prerequisite
for the optimal design of the device is the deep knowledge and understanding of
the biological, physiological and pathophysiological parameters and mechanisms
related to the structure and function of the original organ or part of the organ which
is going to be replaced or assisted. Some of the most essential issues that will be
dealt during the design of an artificial organ are briefly described below.

The structural and geometrical features of the artificial organ under design depend
upon the respective features and properties of the native human organ but also of the
surrounding tissues and organs. Anatomical, geometrical and structural data can be
derived from anthropometry studies and databases. Anthropometry is the science
and practice of measuring the size and shape of the human body and its parts and
it plays a key role in the design of artificial organs. Although anthropometric data
can provide valuable statistical information about human anatomy (i.e. organs’ size
and shape), recent developments in medical imaging with advanced computational
tools, allow accurate and realistic 3D reconstruction of human organs. By current
3D imaging modalities it is possible to determine anatomical, geometrical and also
functional information for the organ under examination thus allowing to personal-
ize/individualize the design of the artificial organ.

The material(s) which will be used for the construction of the artificial organ is
another critical issue of research and experimentation. The ideal materials should
have properties that mimic the properties of the real tissues and organ that is going
to be replaced or assisted. A key feature of a biomaterial is biocompatibility. Any
biomaterial should ensure compatibility with living tissue or a living system and in
particular it should not be toxic, injurious, or physiologically reactive and should not
cause immunological rejection or other adverse effects such as hemolysis, thrombosis
etc. Another essential feature of the biomaterial regards its biomechanical properties.
The most critical biomechanical characteristics of the material(s) used for the devel-
opment of cardiovascular artificial organs are the elasticity or stiffness, anisotropy,
viscoelasticity and other properties such as stress-relaxation, creep, strain-rate
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sensitivity, hysteresis. Depending on the application other mechanical properties
may be of interest as well. The complexity of the biological properties and biome-
chanical behavior of the real human tissues and organs renders the development of
an artificial replicate of this organ or tissue a difficult task. For this reason many arti-
ficial prostheses and organs used in cardiovascular medicine still fail to successfully
replace or assist the diseased organ without complications; i.e. artificial hearts are
still accompanied by several technical and clinical limitations, vascular grafts and
stents suffer from restenosis or thrombosis, artificial valves may present limited dura-
bility, thrombosis, hemolysis or mechanical deformations, pacemakers have power
limitations or may induce infectious reactions and so on.

The biomechanical features of a prototype artificial organ, beyond the material
properties, will determine its performance under real operating conditions and con-
tinuous functioning. Often several designs and different biomaterials are tested aim-
ing to achieve optimal performance, safety and durability of the artificial organ. For
this reason the device under development is first tested using models with many tests
and re-tests performed in order to achieve an acceptable design of a prototype device.

Modeling of the anatomical, hemodynamic and biomechanical features of the car-
diovascular system (or parts of it), is a typical methodological approach used for the
understanding of pathophysiological phenomena as well as for the test of medical
devices and artificial organs. There are three major categories of models of the car-
diovascular system; (a) in silico models that use computational and mathematical
principles and methods, (b) in vitro models mostly using tubes, pumps and other
hydraulic elements and measurement/recording equipment and (c) in vivo mod-
els using animals and measurement/recording equipment. Obviously, the most cost
effective and safe approach is the computational modeling that offers the ability to
perform several tests, at different simulated conditions examining the performance
of numerous different designs and biomechanical properties of the artificial organ
under examination.

The computational models allow us to reach to the theoretically optimal design of
the tested artificial organ before proceeding to in vitro and animal experiments and of
course before the first clinical trials of the final product. Also these models are used
to provide some initial proof of concept before conducting further detailed studies.

Different mathematical and computational approaches can be used for the devel-
opment of an in silico model of the cardiovascular system [2, 3]. In the literature
several one-dimensional (1-D), 2-D and 3-D models [4] or parts of it have been
described. A typical 1-D mathematical model of the systemic arterial circulation is
illustrated at the Fig. 1, which has been previously used for the evaluation of the
hemodynamic impact of vascular grafts [5]. This model has been validated and it
was found to be able to predict pressure and flow waves in good qualitative and
quantitative agreement with in vivo measurements, especially with respect to the
shape and wave details [6, 7]. A few examples of cardiovascular artificial organs
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Fig. 1 Illustration of the main arterial segments used in an 1-D computational model [6, 7]. a
Modelled segments of the main systemic arterial tree. b Braches of the aortic arch and coronary
arteries, ¢ braches of the abdominal aorta. d Segments of the cerebral arterial tree, which is connected
via the carotids (segments 5 and 15) and the vertebrals (segments 6 and 20) to the main arterial tree.
R, right; L, left

and the most critical features that determine their design and performance are briefly
discussed below.

2 Stents

Vascular stents belong in the family of artificial organs as they can assist the vessel
by holding up its lumen allowing blood to flow without the restrictions posed by
arterial stenosis. However, stent structure, geometry and mechanical properties play
a critical role on optimal blood flow conditions through stent as well as on the inter-
action of stent deployment with arterial lumen response. Other critical complications
that depend on stent geometry and biomechanical properties are stent restenosis and
thrombosis. Also, stent design and deployment are both related with plaque charac-
teristics [8, 9]. Thus in order to estimate the optimal strut design, stent shape and
deployment numerous mathematical and computational models have been devel-
oped in order to simulate and investigate blood flow conditions under different stent
designs and at various hemodynamic scenario. Wall shear stress is an essential hemo-
dynamic parameter which is related with the aforementioned complications and stent
efficacy [10, 11], beyond other biological factors such as those related with the coat-
ing of the stent struts. Three-dimensional computational fluid dynamics models and
finite element methods are widely used to investigate the hydrodynamic and biome-
chanical effects of various stent designs and deployment ratios [12, 13]. General
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(a) (c) (d)

Fig. 2 Different types of prosthetic valves. a Bileaflet mechanical valve (St Jude), b monoleaflet
mechanical valve (Medtronic Hall), ¢ caged ball valve (Starr-Edwards), d stented porcine bio-
prosthesis (Medtronic Mosaic), e stented pericardial bioprosthesis (Carpentier-Edwards Magna), f
stentless porcine bioprosthesis (Medtronic Freestyle), g percutaneous bioprosthesis expanded over a
balloon (Edwards Sapien), h self-expandable percutaneous bioprosthesis (CoreValve). Reproduced
with permission [14]

features pertaining to the “ideal” stent are: flexibility, biocompatibility, traceability,
radio-opacity, resistance to thrombus formation, high radial strength, good expand-
ability, hydrodynamic compatibility (i.e. uniform intra-stent shear stress profile).
Other technical factors that determine stent performance are mechanisms related to
the stent deployment (shelf-expandable or balloon expandable), the material used for
stent construction (i.e. stainless steel, nitinol, cobalt-based alloy, coated materials,
biodegradable materials), the geometrical configuration (i.e. coil, mesh, slotted tube,
ring, or other costume designs).

3 Artificial Valves

The introduction of valve replacement surgery in the early 1960s has dramatically
improved the outcome of patients with valvular heart disease. Despite the obvious
improvements in artificial valve design and procedures/techniques of their implanta-
tion during the last decades, valve replacement is still accompanied by complications
which are mainly due to prosthetic valve hemodynamics, durability, and thrombo-
genicity [14]. Nonetheless, many of these complications can be prevented or min-
imized through an optimal design and construction of the device, a personalized
device selection, appropriate implantation and when needed proper re-positioning of
the device. Several different types of artificial prosthetic heart valves (from first to
latest generation) are illustrated in Fig. 2.
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The ideal geometric, functional and biological features of an artificial valve and
their design are based on data derived from the original human valves which have
been thoroughly investigated at different methodological settings [15, 16].

Proper function of the heart valves is principally controlled by the surrounding
hemodynamic environment. Although the four heart valves (tricuspid, pulmonary,
mitral and aortic) present profoundly different anatomical and functional charac-
teristics, their function basically aim to facilitate the unidirectional flow of blood
while maximizing flow rate and minimizing flow resistance [16]. Furthermore, the
proper design and construction of artificial valves should take into consideration
how the valve material and function may impact hemodynamics, if the artificial
valve will cause platelet aggregation or thrombosis, if the device will damage blood
cells, and whether the mechanical properties of the device are sufficient to withstand
the repeated cycles the valve will encounter in its lifetime. Numerous computational
models and studies have been performed in order to understand, predict and optimize
artificial valve design and function. As an example, the flow velocity distribution in
bileaflet mechanical valves are depicted in Fig. 3 obtained by a previous numerical
simulation study [14].

4 Artificial Heart and Cardiac Assist Devices

The most challenging engineering and clinical objective is the development of an
artificial heart. The first steps in the development of devices for the mechanical
support of the cardiovascular system were made in 1952 when temporary assistance
of the circulation during cardiac repair operation was achieved by the development of
the cardioplumonary bypass system [17]. Artificial hearts and cardiac assist devices
are typically used as a bridge to heart transplantation or for permanent replacement
of the heart in case transplantation is not possible.

The intra-aortic balloon pump (IABP), one of the most popular systems for the
mechanical support of human circulation, was invented in early 60s based on the
hemodynamic principle of counterpulsation [18]. The method was applicable only
for temporary assistance of the failing heart and not for permanent or long-term
use. However, the minimal invasive nature of the technique still remains an essential
advantage. The hemodynamic performance of IABP depends on several technical
parameters (i.e. balloon shape and size, timing and frequency of balloon inflation
and deflation, balloon positioning, etc.) and clinical factors (i.e. arterial compliance,
heart rate, severity of cardiac dysfunction, drug use, patient’s position etc.) [19-24].
The primary objectives of IABP assistance is the reduction of left ventricular (LV)
afterload (i.e. through a reduction in aortic end-diastolic blood pressure), the reduc-
tion in LV systolic work (i.e. via a decrease in aortic systolic pressure) and the
increase in coronary artery perfusion and oxygen supply to the myocardium (i.e.
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Fig.3 a Normally I
functioning bileaflet 000 0.18 0.35 0.53 0.71 0.88 106 124 142 159 177 185 2.2
prosthesis. The flow velocity >

within the central orifice is
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orifices. b Mild prosthesis
dysfunction with 25%
restriction in the opening of
1 leaflet. ¢ Severe prosthesis
dysfunction with 1 leaflet
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Kadem, Concordia
University, Montreal,
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Reproduced with permission
from [14]

via the increase in mean diastolic aortic pressure and an increase in coronary blood
flow). The understanding and the optimization of IABP function has been also based
on computational studies which allow the multi-parametric modeling and analysis of
IABP performance. Several mathematical models of various complexities have been
developed in order to derive optimal conditions, hemodynamic states and operating
parameters leading to maximum clinical efficacy of the IABP [25-27].

A few examples of cardiac assist devices for permanent or long-term use are
illustrated in Fig. 4, with the total artificial heart being at the frontline of these
technologies.

Computational models have been also used in order to examine a variety of design
and functional configurations of assist devices. Computational fluid mechanics, in
particular, allow the verification of experimental data derived by in vitro measure-
ments. These models employ the development of digital grids that depict the physical
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Fig. 4 Cardiac assist devices

boundaries of the flow field within which the pressure—flow relationships can be ana-
lyzed [28]. Another critical parameter that these models aim to examine is hemolysis
which the pump may induce through the investigation of the generated flow fields
and wall stresses. Several different types of cardiac assist devices have been devel-
oped; i.e. for the left ventricle’s assistance (LVAD) or for bi-ventricular assistance
(biVAD) as well as pneumatically or electrically driven systems. Blood pumps are
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also categorized based on their pressure flow relations and whether the produced
flows are steady or pulsatile with a long-standing debate existing regarding the role
of centrifugal and axial flow blood pumps generating steady flows [28].

5 Perspectives

The progress in biomaterials, biosensors, molecular biology, genetics, tissue engi-
neering and nanotechnology promise future groundbreaking advances in the devel-
opment of artificial organs. Scientists are already developing biological organs or part
of them in the Lab [29, 30], transforming science fiction ideas into reality. Ethical
issues arise, new philosophical movements are born, health policies and economics
are reconsidered while the human species continuously abandon its biological lim-
itations heading towards their complete transformation into a new trans-human or
even post-human nature [31].
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Abstract The rapid growth of information and communications technology (ICT)
and the recent advances of sensors enable the acquisition, transmission, and interpre-
tation of different vital biosigns leading to the development of two emerging scientific
fields, the electronic health (e-Health) and the mobile health (m-Health). Innovative
services in healthcare have been developed, including timely collection of clinical
information from different points, fixed or mobile, and remote analysis by physicians
that aims in better prevention, well being and efficient management through prompt
diagnostic tools. These services go beyond medical professionals to the general pub-
lic, healthy individuals, patients and their families, who probably lack any medical
training. They may have in particular a potential broad application to the management
of chronic diseases, where the patients are in the need of continuous assistance, wish-
ing to live independently. Cardiovascular diseases (CVDs) consist one of the most
serious chronic conditions and a leading cause of deaths globally. They have already
attracted the attention of many researchers towards developing novel approaches for
their management, providing a wide variety of applications ranging from clinical
setting to individual’s daily environment. This chapter presents current advances on
the management of CVDs, focusing on the acquisition of the related biosigns and the
use of both telemedicine and mobile technologies for their transmission and remote
analysis. The potential and perspectives on e-Health and m-Health applications for
the health management of patients and healthy individuals are discussed.
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1 Introduction

Cardiovascular diseases (CVDs) consist the primary cause of deaths globally and it
is expected to remain the leading cause of mortality during next years, particularly
in low- and middle-income countries, where over three quarters of CVDs deaths
take place [56]. CVDs include mainly acute events (heart attacks and strokes) origi-
nated from disorders of the heart and blood vessels, such as coronary heart disease
(CHD), heart failure (HF), hypertension (HTN) and carotid atherosclerosis (CA-a
degenerative disease leading to lesions that narrow carotid arteries) [59]. The main
cause of these conditions may be attributed to a combination of risk factors, includ-
ing unhealthy diet and obesity, hypertension, physical inactivity and harmful use
of alcohol [104]. Despite the substantial improvements in health care delivery for
cardiac care, one in three deaths is still attributed to CVDs. Additionally, concern-
ing the spending costs for the healthcare delivery, it is estimated that health care
costs in the United States will grow by 5.8% per year for the period 2010-2020 and
are projected to reach $4.64 trillion by 2020, representing almost 20% of the gross
domestic product [40]. Heart conditions are ranked first in the relative ranking of
chronic illnesses for the medical expenses in the United States [101]. Therefore, the
accompanying rising costs, along with the disease burden from CVDs, provoke the
struggling of global healthcare systems, making thus the improvement of interven-
tions to ameliorate CVDs prevention an urgent need [60].

In response to these challenges, scientific community envisages a fundamental
redesign of the healthcare processes that should be based on the integration of Infor-
mation and Communication Technologies (ICT) at all levels, leading to a preventive,
personalized, precise and pervasive health care system [87]. The exponential growth
of communication technology in the past years has opened up new possibilities
towards improving health management. The rapid exchange of medical information
may be exploited to substantially improve patient’s health status allowing better trans-
mission of health care delivery. Therefore, health care may be shifted away from the
medical institutions, promoting the proliferation of innovative modalities, including
telemedicine, tele-health, mobile health applications and web-based strategies.

Telemedicine mainly refers to the use and transmittance of medical information in
cases where the distance consists a critical factor. Telemedicine has been introduced
four decades ago towards the delivery of health care services to patients in remote
areas. Currently, it is being used as a common tool in healthcare and it is considered
synonymous to tele-health and electronic health (e-Health), which implies the use of
digital technologies in the healthcare domain [26]. Among the wide range of applica-
tions associated to tele-health services, we may mention remote meetings for patient
consultation, prevention and treatment of diseases and injuries, telemonitoring of
patient’s biosigns, websites for patients, as well as continuing medical education of
healthcare providers and remote training for healthcare professionals [46]. It is esti-
mated that the beneficiaries of telemedicine services are set to grow tenfold between
2013 and 2018 [35].
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As in the case of telemedicine, the revolution in the field of wireless communica-
tions and the rapid adoption of mobile smart devices during the last decade offer new
chances in health care delivery, in an attempt to overcome barriers and limitations
coming from traditional services. Along with the rapid advancements in sensors, a
pervasive wireless environment is currently created that may address a wide range
of major health-related challenges, including chronic and non-communicable dis-
eases (NCDs), support for well-being and healthier lifestyle, infectious diseases and
aging population. This emerging field of mobile health (m-Health) has the potential
to reshape the future of healthcare, promoting disease management and wellness.

Specifically considering CVDs, the use of technology has been initially limited to
the development of devices able to measure physiological signs and image anatomi-
cal structures. However, the continuous exploitation of technological advancements
in the context of tele-health and m-Health has significantly enhanced all aspects
of healthcare delivery and is even more promising for further improving them.
Telemedicine in CVDs has already been applied since 1970 when the trans-telephonic
transmission of electrocardiographic data has been introduced. Since then, much
work has been done towards CVDs management via electronic health, leading to
revolutionary ways of tele-monitoring cardiac signs and providing tele-consultation
by health experts [33]. Additionally, thanks to innovative unobtrusive and wearable
sensors, the measurement of physiological parameters is completely transformed,
enabling the continuous monitoring of vital signs during the daily life of a subject
and permitting therefore the detection of acute events, such as heart attacks and
strokes, in real-time [110, 111].

The objectives of this chapter are to provide an overview of the state-of-the-art
technologies in the context of e-Health and m-Health and update the reader on the
role of these technologies in the management of CVDs. The rest of the chapter is
organized as follows: Sect. 2 presents e-health applications, while Sect. 3 outlines
the recent advances in the area of m-Health for CVDs management.

2 e-Health in the Management of CVDs

The World Health Organization has adopted the following description of
telemedicine: “The delivery of health care services, where distance is a critical factor,
by all health care professionals using information and communication technologies
for the exchange of valid information for diagnosis, treatment and prevention of dis-
ease and injuries, research and evaluation, and for the continuing education of health
care providers, all in the interests of advancing the health of individuals and their com-
munities” [89]. Hereafter, we focus on the abovementioned aspects of telemedicine
targeted to the diagnosis, treatment and prevention of CVDs.

As stated previously, the scientific field of telehealth has met revolutionary growth
during the last decades, thanks to the combination of Information and Communica-
tion Technologies (ICT) and modern infrastructure (Fig. 1). CVDs management has
been beneficiated by this growth in several ways, including the real-time collection
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of crucial data (medical, physiological, behavioural) and their remote analysis and
evaluation by physicians, enabling direct precautionary actions. Several studies have
investigated the contribution of telemedicine technologies on the telecardiology
field, including primary and secondary prevention of CVDs, cardiac rehabilitation,
monitoring of chronic HF and diagnosis of acute coronary syndrome.

Primary preventions are considered the interventions aiming to the delay of the
onset of the disease, while secondary prevention include the actions followed for the
delay of the progression of the disease. Both areas have been significantly beneficiated
by the use of telemedicine technologies [69]. The transmission of ECG via telephone
lines and the remote consulting by expert cardiologists have shown promising results
for the assessment of chest pain [79, 80], the detection of atrial fibrillation [8] and the
support of frail elderly patients [79, 80]. The results of related studies [54, 55] focus-
ing on the effect of telecardiology in the number of hospital admissions of patients
with suspected cardiac events (following trans-telephonic electrocardiography and
tele-consultation) have indicated that both reduction of unnecessary admissions and
promotion of home-care may be achieved.

Based on the same main principles, telemedicine technologies may serve also in
the case of rehabilitation after cardiac events. Preliminary studies [19, 77, 90, 96,
113] have investigated the effect of telemonitoring patients with diagnosed CVDs
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on the progress of the cardiac rehabilitation program. In the majority of cases the
reported observations are quite encouraging, since the patients participating in the
examination group presented higher adherence to the program, improved physical
activity, weight loss, as well as reduced hospital readmissions, fewer major events
and thus higher survival rates.

As in the case of monitoring cardiac rehabilitation, patients suffering from chronic
HF are in the need of constant monitoring. Exploiting the advantages of telemedicine
technologies, various methods, mainly based on telephone transactions, have evolved
for enabling telemonitoring of the HF population from their home environment. In
the majority of the studies conducted, significant positive effects on the healthcare
delivery are reported. In particular, the main contribution appears to be the reduction
of hospital stays and re-hospitalizations [9]. This conclusion has been extracted from
several studies that proposed telemanagement of chronic HF patients [20, 27, 36, 49,
88]. Additional beneficial effects reported include better quality of life and reduced
mortality [88], improved family function during the post-hospital period [15] and
significant reduction in costs [47]. Furthermore, since HF consists a chronic disease,
the proper and complete education of the patients plays a significant role towards the
management of the healthcare delivery. As a result, many studies have focused on the
factor of patient’s education by nurses through telephone calls or specific web-based
software, to improve self-care and emphasize in adherence to diet, drug treatment and
symptoms monitoring [18, 21, 76]. The outcomes of these studies indicate also both
reduced hospital costs and re-admissions for a 6-month period after the discharge
from the hospital.

In contrast to the practices followed for chronic situations, as those described
above, there are certain cases where the timely analysis of biosigns is of enormous
importance for patient’s health. Such circumstances mainly occur in pre-hospital
applications, where precaution measures have to be followed before the arrival of
the patient to the hospital. Early diagnosis of acute coronary syndrome consists
probably the most representative example of this type of applications, since the
efficient use of telemedicine technologies may prove to be catalytic for patient’s life.
The record of pre-hospital ECG, along with its transmission by the ambulance to
the medical institution, has been investigated during the last twenty years [28] and
consists nowadays a quite common practice warmly recommended given the achieved
advantages. Specifically, lower rates of false negative diagnosis [7], reduction of
infarct size [78] and drop in mortality rates [11, 100] have been reported in studies
investigating the contribution of pre-hospital triage of ECG following telemedicine
technologies.

3 m-Health in the Management of CVDs

After the initial evolution of the e-Health domain, the combined integration of mobile
devices and medical sensors has led to the development of the m-Health scientific
field. m-Health consists a multidimensional scientific field combining mainly mobile
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technologies, mobile computing, data analysis, data storage and electronics in health
practice, targeting to improved patient monitoring and communication. The extended
use of mobile phones and other smart devices broadens the capacities of these devices
in intervention of human-health related activities, as opportunities for continuous and
accurate monitoring of human lifestyle are opened up. In brief, m-Health concerns
mainly the analysis and transmission of health information through mobile devices
(Fig. 2). Its ultimate goal is to improve disease management and to play a key role
in the prevention of non-communicable or chronic diseases.

CVDs consist one of the “big four NCDs” that has already attracted the attention
of many research teams in the context of developing novel m-Health technologies
for their management. Typical examples of the innovative solutions in the area of
CVD management that research on m-Health aspires to offer include: ensure col-
lection of vital parameters (electrocardiogram, cardiac pressures, blood pressure)
by analyzing context information (physical activity, stress), encourage adherence to
physical activity plan or adherence to treatment to prevent heart disease, promote
home- and self-care and detect the onset or provide warnings in case of acute events.
Such applications address different audiences, not only the patients themselves but
also their families, professionals (physicians, nurses) and any other group involved
in the delivery of healthcare services.

In the context of the current study, we focus on the analysis of two main axes,
including the process of data collection of vital signs associated to CVDs and the
exploit of mobile phone functions towards vital events tracking and electronic deci-
sion support.
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3.1 Collection of Related Biosigns

Among the most common vital signs associated to CVDs, electrocardiogram (ECG),
blood pressure (BP) and heart rate (HR) are included. Towards the first axis consid-
ered, the record and collection of these signs, a variety of smart devices have been
presented in the literature [1, 110, 111]. Such devices are mainly wearable, in the
form of clothing or accessories, and their objective consists on measuring, through
unobtrusive sensing, physiological parameters during the daily life of a subject to
enable continuous monitoring. Apart from wearable devices, sensors embedded in
smart objects in the living environment of the subject have also been proposed,
that measure unobtrusively the corresponding signs through the interaction with the
subject. A few examples of both wearable devices and smart objects are presented
hereafter.

For the measurement of ECG using sensors embedded in the clothing of the
subject, several approaches have been proposed where the electrodes are integrated
into a cotton T-shirt [57], into the garment [4, 24, 107] or embedded within the
fabric [14]. Park et al. [63] have proposed the adoption of their monitoring system
on the belt of the subject. Furthermore, ECG necklaces for reliable cardiac activity
monitoring have been presented [66, 108].

Regarding the measurement of HR, the photoplethysmographic (PPG) sensing
has been widely used. Since the direct contact with the skin is prerequisite for the
accurate measurement of the pressure pulse, many approaches introducing the use of
sensors in daily gadgets and accessories have been proposed. Such studies include
the application of ear-worn sensors [10, 50, 51, 65, 71, 72, 86, 85, 97], glove and hat
sensors [91], ring-type devices [106, 3] and eyeglasses [112].

As far as the measurement of BP is concerned, unobtrusive application has showed
significant advance during the last years, introducing approaches deviating from the
traditional ones that are mainly based on the use of cuff. One of the first studies
reported for the unobtrusive measurement of BP was based on the integration of e-
textile materials in a T-shirt [109]. Many mobile systems have been presented since
then, including clothing [30, 31], watches [73, 94], rings [84], systems mounted on
ears [103] or arms [110, 111] and eyeglasses [112].

Regarding the use of smart objects, several approaches have been reported in the
literature, such as sleeping bed [17, 30, 31], weighing scale [86, 85], steering wheel
[29], toilet seat [43], smart chairs [5, 13,99, 105] or even directly mobile smartphones
[12, 67], and cameras [38] for the measurement of the vital signs related to CVDs.

In all the abovementioned cases, data can be gathered wirelessly by a smart device
and possibly transmitted to another workstation for storage or further analysis.
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3.2 m-Health Applications

Apart from the use of sensors, discussed in the previous section, to monitor signs and
transmit feedback to healthcare providers, the ubiquity of mobile phones and smart
devices has extended disease management from clinical setting to individual’s daily
environment. More simple mobile functionalities have been exploited during the past
decade in the area of m-Health. These technologies include simple strategies, such as
text messaging and short message services (SMS), or more complex functionalities
including Bluetooth technologies and smart phone applications. We provide typical
examples of m-Health systems incorporating such technologies, in an attempt to
provide insights on the framework followed by current research studies towards the
introduction of mobile technologies in today’s healthcare. This list is by no means
exhaustive.

One of the initial mobile technologies that consists basic feature of almost all
mobile phones is text messaging. The usage of SMS text services in the healthcare
domain is in general an intervention effort aiming mainly to medication adherence,
intrinsic motivation and appointment reminders. This technology has already been
widely used for various applications, such as diabetes management [32, 75], smoking
cessation [23], adherence to physical activity [34] and weight loss [64].

Towards the use of text messaging for CVD management, TEXTME is a random-
ized trial clinical study conducted in Australia, considering as study population adults
with coronary (CHD), established either angiographically or by a prior myocardial
infraction [16]. The subjects included in the study population were provided with
advices, support and motivation through four text messages per week for a period
of six month. The messages aimed to promote healthy eating, adherence to physical
activity and tobacco abstinence. After the end of the 6-month period, the authors
indicated that the use of text messaging has contributed to reduction in systolic
blood pressure, LDL-cholesterol, body mass index and smoking. Frederix et al. [22]
performed also a clinical trial study using a population consisted of 140 patients
with CHD. Through the provision of SMS coaching, along with conventional car-
diac rehabilitation, they demonstrated that, after a 24-weeks period, self reported
physical activity and health-related quality of life were significantly improved, after
proper comparisons between the experimental and the control group. Correspond-
ing conclusions have been extracted from a similar trial [2], where physical activity
was higher in the experimental group (69 patients with CHD) than in control after
a period of 3 months providing SMS and e-mail messages to complete interven-
tion tasks. Kamal et al. [39] investigated the potential of reminder SMS messages
to improve medication adherence, studying a group of 200 patients having a cere-
brovascular accident. The authors verified the improved adherence to medication
in the experimental group, after a period of two months. The significance of SMS
reminders for medical and medication adherence has been investigated through var-
ious clinical trials [41, 45, 61, 62, 68, 74] studying groups of patients suffering from
CVDs. In the majority of the considered studies, medical adherence was better in the
experimental than in the control group.
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Advancing the potential of text messaging, the development of smartphone appli-
cations may have enormous benefit in healthcare delivery, as both technologies may
transform smartphone devices to a platform providing both health tracking and mon-
itoring. Many mobile applications have been proposed targeting weight loss [25],
dietary intake [98], physical activity [6], blood glucose tracking [42] and diabetes
management in general [44].

As far as the management of the CVDs through mobile applications is concerned,
various approaches have been proposed during the last years to identify the potential
of smartphones features to be used as profitable interventions. Initial studies have
investigated the potential of mobile devices to transmit data, either answers to ques-
tionnaires or fragments and values of physiological signs (ECG, BP, body weight),
to telemedical centres and physicians to enable telemonitoring and further analy-
sis [48, 52, 70]. Seto et al. [82] conducted a randomized clinical trial study, using
mobile phones for daily transmission of the values of BP and weight and weekly
transmission of ECG signs. The comparison between the control and experimental
group revealed significant differences that lead to improved quality of life, self-care
maintenance and management for the experimental population.

Furthermore, more recent studies have also included the development of smart
applications based on certain specifications for handling the issue of telemonitoring
CVDs. Feasibility studies have been conducted where mobile applications enabled
both the daily risk acquisition of risk factor parameters and the manual entry of
data by the subject itself, as well as the efficient transmission of these information to
healthcare providers [81, 93]. In arandomized clinical trial, Varnfield et al. [95], using
an experimental group of 120 patients with a recent myocardial infraction, demon-
strated that the use of a mobile application, along with phone coaching, resulted in
better quality of life and improved adherence to the completion of cardiac rehabil-
itation programs. More recently, Widmer et al. [102] proposed the use of a mobile
application prior to or after traditional cardiac rehabilitation, indicating that both
lower rates of re-hospitalization and improvements in systolic BP, weight and exer-
cise capacity were achieved. Similarly, Steventon et al. [92], using a great number
(3230) of adults with chronic diseases (including HF), investigated the contribution
of telehealth devices in the management of chronic diseases, which proved to be
quite significant as both lower risk of hospital admissions and death were observed.

Concluding, the major advances in the field of smartphone technologies and wire-
less communications have ended in a great variety of mobile applications (apps)
oriented for issues related to the management of CVDs [26, 53, 58]. Many opportu-
nities exist for the use of apps in helping to prevent CVD throughout life, from child-
hood where behavioral, environmental and social actions may be promoted to late
adulthood where significant risk-factor reduction and primary and secondary CVD
management are needed. Given the high use of mobile devices in childhood and ado-
lescence, apps targeted to behavior change and promotion of healthier lifestyle may
facilitate the prevention of developing CVD risk factors. Towards this direction, apps
have been developed that encourage individuals to make healthy food choices (e.g.
Eatery, FoodSwitch) or enable daily step count/running distances tracking and dura-
tion of activity (e.g. MyFitnessPal). Apart from childhood and adolescence, mobile
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apps may also be suitable both for primary prevention, in order to limit disease
progression, and secondary prevention, in order to reduce CVD risk factors. Appli-
cations (such as Blood Pressure Monitor, HeartWise) have been recently introduced
for the measurement of vital physiological signs, while a number of different appli-
cations (e.g. Heart Risk Calculator, MyHeart-MyLife) have been proposed towards
risk evaluation. Such tools enable patients to manage different aspects of CVD from
tracking medication and collecting personal health statistics, to helping them being
educated regarding signs of heart attack.

Finally, there exists a great number of alternative applications that have been
proposed for both the prevention and the management of diabetes, a condition that is
partly related to the majority of CVDs [32]. Towards the prevention of diabetes, the
available applications target mainly weight loss, physical activity and dietary intake.
Regarding the management of the disease, several aspects (including adherence to
physical activity and medication, healthy eating) have been recognized as essential
steps towards the specific direction. The most prominent however feature of such
applications is related to the blood glucose monitoring, through either manual entry
or connection with related devices (e.g. glucometers) [37]. Finally, an additional
category of smartphone applications contains educational tools that aim in delivering
lessons on diabetes care and self-management [83].

4 Conclusions

This chapter provides a review of the published literature on the effectiveness of
e-Health and m-Health technologies for the management of CVDs. Many solutions
today use communication technology-based tools aiming in prevention, diagnosis,
treatment, lifestyle monitoring and in general disease management. Typical examples
include telemedicine services, wearable and portable systems and electronic health
records.

Concerning the issue of telemedicine and web-based services in the management
of CVDs, we have initially presented an extended overview of studies evaluating
the contribution of telemedicine technologies for the management of CVDs, includ-
ing both post-hospital (primary preventions, monitoring cardiac rehabilitation after
acute events, management of chronic heart failure) and pre-hospital applications
(acute coronary syndrome). Regarding the post-hospital settings, it seems that the
role of telemedicine is of enormous importance, since its implementation in rehabil-
itation programs may significantly reduce both the re-hospitalization rates and the
corresponding costs. As a result, promotion of home care is achieved. Considering
pre-hospital cases, it has been shown that the timely analysis of pre-hospital biosigns
may lead to lower mortality rates.

As far as the application of m-Health technologies in CVD management is con-
cerned, various smart ubiquitous health care systems have been proposed following
the advances in sensor technology. These innovative developments have lead to novel
biomedical devices, such as health-related smart clothes, wearable gadgets or smart
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objects embedded in the living environment of the subject and health-oriented smart
home platforms, offering the potential to acquire, transmit and store data and clinical
information from the recording of vital biosigns. Despite the significant progress
achieved in the development of sensing equipment, various issues related to minia-
turization, security, personalization, user acceptance and energy efficiency have to
be addressed in order to improve the usability of such devices for practical use. It is
believed that future developments of sensing equipment would reform the monitor-
ing and measuring activity of patients, revolutionizing therefore the way healthcare
is provided. Preliminary studies investigating the potential of applying m-Health
technologies in the management of CVDs have indicated a number of positive out-
comes, including promotion of healthy eating, adherence to physical activity and
medication, and improved health monitoring through smart phone applications. It
appears therefore that m-Health solutions can improve the efficiency of health ser-
vices, promote home care, remote disease management and wellness and become,
thus, the cornerstone for supporting continuity of care for elderly citizens or patients
suffering from a chronic disease.

Concluding, there is emerging evidence that internet-based interventions target-
ing CVD may be beneficial to health management and well being, acting efficiently
towards the reduction of risk factors. Both e-Health and m-Health technologies could
play an important role in the delivery of effective health care for patients suffering
from cardiovascular diseases, especially for those with limited access to health ser-
vices.
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Abstract This chapter describes the state-of-the-art in artificial intelligence and
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ing on Coronary Artery Disease (CAD). We aim at providing a cohesive overview
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CAD staging and evolution. Thus, the relevant literature is analysed and contrasted
with respect to the acquired dataset, the examined feature space, the employed pre-
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1 Introduction

According to the World Health Organisation approximately 45% of total deaths
in Europe are caused by cardiovascular disease (CVD), while 20% of total deaths
occur in coronary artery disease (CAD) patients. CAD diagnosis is validated through
invasive coronary angiography (CA); however, different invasive (e.g. intravascular
ultrasound [IVUS], optical coherence tomography [OCT]) and non-invasive imag-
ing modalities (e.g. computed tomography angiography [CTA], magnetic resonance
imaging [MRI]) are nowadays available to visualize the vessel wall, quantify the
plaque burden and characterize the type of the atherosclerotic plaque. CAD is a
multi-factorial disease characterized by the accumulation of lipids into the arterial
wall and the subsequent inflammatory response [1, 2]. The phenotype of disease
progression is affected by several factors, including clinical risk factors (gender,
smoking, hyperlipidaemia, hypertension, diabetes), but also molecular, biohumoral
and biomechanical factors, such as the low endothelial shear stress. According to
the guidelines of the European Society of Cardiology and the American Heart Asso-
ciation, the early prevention, diagnosis and prediction of disease stage may have a
potential influence to the patient health status, but also may reduce the healthcare
costs for the management and treatment of CAD patients [3, 4].

Predicting the risk of CVD constitutes a widely-studied problem from the perspec-
tive of statistical modelling. The majority of existing risk models, such as the Fram-
ingham risk score (FRS) [5], the Systematic COronary Risk Evaluation (SCORE)
[6] and the QRISK [7], postulate a Cox proportional hazard regression or logistic
regression (LR) model of relatively few traditional predictors of the disease, focusing
on CAD or CVD. Most frequently applied predictor variables describe information
on family history, lifestyle, comorbidities, blood pressure, physical examinations
and blood lipids; whereas, other blood variables, treatment and genetics are less
frequently exploited. In spite of the reported good discrimination ability of such
parametric regression models, a recent systematic review demonstrated the paucity
of external validation and head-to-head comparisons, the poor reporting of their
technical characteristics as well as the variability in outcome variables, predictors
and prediction horizons, which limits their applicability in evidence-based deci-
sion making in healthcare [8]. More importantly: (i) precision medicine suggests
more dynamic individualized nonlinear predictive modelling approaches not being
hypotheses-driven, and (ii) the increasing availability of electronic health records
(EHRs), personal health records (PHRs) and omics big data give rise to multiscale
multi parametric predictive big data analytics. In this context, artificial intelligence
and machine learning naturally arise as favourable solutions to CVD risk prediction.

A case study addressing the prediction of in hospital mortality after diagnosis of
acute myocardial infarction illustrated the main shortcomings of statistical methods,
including non-linearity and homogeneity of interactions, as well as the challenges
introduced to machine learning by CVD risk prediction models [9]. Classical machine
learning and data mining techniques can be certainly employed to solve a variety of
classification, regression, clustering and rule mining problems related to personalized
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medicine in cardiovascular research and clinical practice [10-23]. Moreover, the
potential for utilizing big data analytics to improve cardiovascular health care and the
emerging literature on CVD risk predictive modelling has been discussed in [24, 25].

In this chapter, we provide an overview of the state of the art on data-driven solu-
tions to CAD diagnosis and prognosis focusing on studies employing non-imaging
data. Methodological and technical issues pertaining to the development and evalu-
ation of such models are described in detail, whereas special emphasis is placed on
the predictive value of the examined feature sets and on how complex input-output
interactions can be captured by the different algorithms. Our aim is to provide a clear
picture of the existing methodologies to CAD diagnosis or prediction contributing
to synthesizing innovative predictive schemes.

2 Non-imaging CAD Diagnosis Based on Machine
Learning Methods

The diagnosis of clinically significant (obstructive) CAD is typically formulated as a
binary classification problem on the basis of a confined set of features (e.g. imaging,
clinical, laboratory and demographic data), with a >50% diameter stenosis in at
least one main coronary artery vessel, as assessed by CA or other imaging modality,
characterizing patients with CAD. Herein, we provide an overview of the literature
studies approaching the CAD diagnosis problem through artificial intelligence and
non-imaging procedures of data acquisition (Table 1).

Machine learning algorithms, ranging from parametric (e.g. neural networks,
dynamic Bayesian networks [DBN], decision trees) to non-parametric (e.g. kernel
methods) ones, have been examined towards discriminating subjects with respect to
CAD existence. Feature evaluation techniques, such as filter to wrapper approaches
are used, in conjunction with classification or regression algorithms, to identify the
most informative features with respect to the CAD diagnosis or prediction. Kurt et al.
demonstrated that a feature set comprised of traditional heart disease risk factors (i.e.
age, sex, body mass index [BMI], smoking status, diabetes, hypertension, hyperc-
holesterolemia, family history of CAD) yields predictions of low specificity, though
a high sensitivity is obtained, irrespective of the employed classification algorithm
[15]. More specifically, the overall accuracy of LR, classification and regression
trees (CART), and feed-forward neural networks (FFNN) was comparable (~80%),
whereas radial basis function network (RBF) exhibited a slightly lower performance;
on the other hand, self-organizing feature maps (SOFM) behaved inaccurately regard-
ing the identification of negative samples resulting in 7.4% specificity.

More comprehensive datasets, exploited by purely nonlinear classifiers, can
improve substantially the accuracy of predictions. In that case, feature subset
selection becomes a prerequisite for avoiding overfitting stemming from the
increased input size. Correlation-based feature selection (CFS) using particle swarm
optimization identified Duke Treadmill Score and post exercise recovery period with
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persistent electrocardiographic ST-segment changes, following a treadmill stress
testing, amongst the most informative features with respect to CAD diagnosis [32].
In particular, a FFNN fed additionally with information on smoking, diabetes, and
high-density lipoprotein (HDL) attains 88.4% accuracy. Besides filter-based feature
selection methods, feature selection embedded in learning algorithms have been
applied to reduce the dimensionality of the feature space. The two-stage method-
ology by Alizadehsani et al. encompassed: (i) an evaluation of the discriminative
capability of 54 features concerning demographic, clinical, electrocardiographic,
echocardiographic, and laboratory data based on the support vector machine (SVM)
weight vector, and (ii) a comparative study of the performance of four algorithms
including naive Bayes, SVM, bagging SVM, and FFNN [30]. The kernel-based
methods (i.e. SVM and bagging SVM) outperformed both FFNN and naive Bayes,
exhibiting 93.4 and 92.7% accuracy as well as high sensitivity and specificity rates.
In a subsequent study, Alizadehsani et al. examined the diagnostic accuracy of the
same feature set with respect to the level of stenosis of each coronary artery [i.e. left
anterior descending (LAD) artery, left circumflex (LCX) artery and right coronary
artery (RCA)] separately, formulating a 2-class problem where a>50% diameter
stenosis characterizes a stenotic artery [31]. In particular, (i) a common feature set
was used for the diagnosis of the stenosis of each coronary artery, encompassing
the 24 top ranked features according to a combined info-gain index, and (ii) a new
multiple kernel learning algorithm was proposed to define the most appropriate
hyperplane which may classify the dataset. The stenosis of LAD, LCX and RCA
is diagnosed with 86.14%, 83.17% and 83.5% accuracy, respectively. On the other
hand, Nahar et al. [29], using the UCI Cleveland heart disease dataset, showed that
knowledge-based feature selection is an asset for the diagnosis of heart disease [33].
Nahar et al. decomposed the 5-class problem into 5 binary classification problems,
which were solved employing well-known classification algorithms, i.e. naive Bayes,
SVM, k-nearest neighbour algorithm, Adaboost.M1, J48 decision tree, and PART
rule-based classifier. The results indicated that: (i) the best performing algorithm in
the case where the whole feature set is considered was SVM, and (ii) feature selection
enhances the accuracy for the majority of algorithms and for all binary problems.
Ensemble learning of the UCI Cleveland heart disease dataset, when focusing
on the heart disease diagnosis problem (Class 0 vs. Class1-4), has been shown to
improve the accuracy of FFNN [29, 34]; an ensemble of three FFNNs yielded 89.01%
accuracy, 80.95% sensitivity and 95.91% specificity, whereas rotation forest (RTF)
using FFNN as the base classifier improved its accuracy by 7% reaching 91.2%.
Unlike most machine learning techniques, fuzzy rule-based classifiers provide
interpretable decision making. To that end, Tsipouras et al. proposed an opti-
mized fuzzy model for the diagnosis of CAD considering traditional cardiovascu-
lar risk factors as well as two non-invasive indices of pulse wave velocity, namely
carotid—femoral and augmentation index. A four-stage methodology was developed
including: (i) induction of a decision tree, (ii) extraction of the rule base from the
decision tree, in disjunctive normal form and formulation of a crisp model, (iii)
transformation of the crisp set of rules into a fuzzy model, and (iv) optimization
of the parameters of the fuzzy model [26]. The optimized fuzzy model resulted
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in 73.4% accuracy, 80.0% sensitivity and 65.2% specificity, exhibiting comparable
performance with a FENN (73.9% accuracy) and significantly better results than an
adaptive neuro-fuzzy inference system (56.8% accuracy), both applied to the same
task.

3 Non-imaging CAD Prediction Based on Machine
Learning Methods

Prediction of CAD development or CAD progression can be also viewed as a classifi-
cation problem which involves a temporal dimension. The existing machine learning
predictive modelling approaches of CAD, which are based on non-imaging data,
utilize information obtained either at a specific time instance ¢ (at baseline) or up to a
specific time instance ¢ in order to predict one patient’s status at time ¢ + / (at follow-
up), where £ is the prediction horizon, typically, expressed in years. Well-designed
prospective clinical studies constitute the standard data source of CAD prediction
machine learning methods. Nevertheless, the consolidation of EHRs have inspired
researchers to explore longitudinal patient health information from EHRs towards
constructing data-driven CAD risk prediction models. The studies presented in this
section are representative of the spectrum of methodologies which are employed in
the related literature (Table 2).

Exarchos et al. assembled and analyzed a multivariate dataset aiming at: (i) identi-
fying the most significant features towards the progression of atherosclerosis (ATS),
and (ii) developing a decision support system inferencing the prognosis of the dis-
ease [35]. Patients underwent angiographic assessment by CTA or CA both at the
baseline visit as well as during the follow-up, whereas demographic data, clinical
data, standard biohumoral analytes, adhesion molecules, markers of monocyte acti-
vation, and therapy, were measured at the same time-slices. To this end, Exarchos
et al. defined two binary outcome variables capturing the severity and progression of
ATS: (i) number of stenoses: Binary variable indicating whether any coronary ves-
sels exhibit stenosis >50%, (ii) ATS progression: Binary variable indicating whether
the number or percentage of stenosis in any vessel increased from the baseline to
the follow-up visit. A hybrid score is also utilized according to which each patient is
assigned a severity level in the range [0, ..., 17], with 17 denoting the most severe
condition. In addition, two analysis axes were defined. The first one concerns the
solution of the binary classification problem employing baseline data and encom-
passes: (i) class imbalance handling through the synthetic minority oversampling
technique (SMOTE), (ii) feature selection by the CFS, gain ratio and wrapper algo-
rithms, and (iii) evaluation and comparison of a multitude of classification algorithms
(i.e. Bayesian network, naive Bayes, FFNN, SVM, decision tree, and random forest
[RF]). The second axis of analysis considers temporal modelling of the information
obtained both at baseline and follow-up visits by DBN. The results pertaining to the
first analysis axis indicated that naive Bayes yields the highest performance, 91.7%
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and 93.3%, for the prediction of both the number of stenoses and ATS progres-
sion, respectively. With regard to the temporal analysis, DBN provided a satisfactory
accuracy of 87 and 84% for the two aforementioned outcome variables. Neverthe-
less, Exarchos et al. note that the application of the SMOTE algorithm might have
introduced an overestimation of the performance metrics.

Identifying patients at high risk of a CVD event in the follow-up period consti-
tutes a different endpoint than estimating asymptomatic CAD progression. Recently,
Weng et al. evaluated four machine-learning algorithms (i.e. RF, LR, gradient boost-
ing machines and FFNNs) with respect to the prediction of first CVD event over a
10-year follow-up period on EHR data of a cohort of patients (n = 378256), who
were free from cardiovascular disease at outset [19]. In total, 30 variables, concern-
ing patient’s characteristics, clinical and laboratory data, CVD risk factors, history,
lifestyle and medications, with potential to be associated with CVD were examined.
Their importance was determined by the embedded in each algorithm mechanisms
of feature ranking, and the overall ranking was consistent with the standard risk
factors included in the American College of Cardiology/American Heart Associa-
tion (ACC/AHA) model. Compared with the established recommendations on the
assessment of cardiovascular risk by the ACC/AHA [38], a considerable improve-
ment in the area under the receiver operating curve (AUC) measure was obtained: RF
+1.7% (AUC0.745), LR +3.2% (AUC 0.760), gradient boosting +3.3% (AUC0.761),
FFNN +3.6% (AUC 0.764). More specifically, the highest achieving algorithm, i.e.
FFNN, featured 67.5% sensitivity, 70.7% specificity, 18.4% positive predictive value
(PPV) and 95.7% negative predictive value (NPV), resulting in a net increase of 355
true positive CVD cases (4,998 out of 7,404 total CVD cases) as compared with
ACC/AHA model (sensitivity 62.7%, specificity 70.3%, PPV 17.1%, NPV 95.1%).

Similarly, a systematic comparative study of modelling approaches for predicting
the risk of a fatal cardiovascular event over a 5-year period based on comprehensive
EHR data demonstrated the predominance of gradient boosted trees over the FRS;
the AUC increased from 71 to 78% [36]. In particular, the predictive capacity of
traditional risk factors (i.e. age, gender, systolic blood pressure, total cholesterol
to HDL ratio, diabetes) along with medication information, laboratory and clinical
data, was examined, with non-parametric algorithms (i.e. generalized additive model
[GAM], gradient boosted trees [GBT]) capturing better the relationships in the feature
set as its size increases. Nevertheless, we should note that in the two aforementioned
studies the values of all features were recorded during the baseline year, without
exploring the longitudinal nature of EHR data.

From a different perspective, Orphanou et al. proposed a dynamic approach to
CAD prognosis integrating DBN and temporal abstractions (TAs) and which has
been applied to a longitudinal benchmark dataset [37]. In particular, the STULONG
dataset comprises from 1 to 20 examinations for each patient, which corresponds to
1-24 years of clinical monitoring. Essentially, the proposed approach consisted of
the following steps: (i) data pre-processing and knowledge-based feature selection,
(ii) derivation of basic TAs (state, trend, and persistence TAs), and (iii) deployment
and evaluation of the extended DBN. The selected feature set, which was incorpo-
rated into the extended DBN, contained information on well-established CAD risk



296 E. I. Georga et al.

factors; namely, hypertension, smoking status, dyslipidaemia level, obesity, diabetes,
patient’s and family history, age, hypertension and high-cholesterol medication, diet,
and exercise. The maximum observation period was set equal to 21 years, whereas
the outcome variable describes the occurrence of CAD event in the last 3 years of
the total observation period (19-21 years). Therefore, the examined problem is pos-
tulated as follows: prediction of the risk of a patient suffering a CAD event during
a particular time period At = [¢, t + 2], based on the patient’s medical history up
to time ¢. Orphanou et al. applied two oversampling methods (SMOTE, random
oversampling of the minority class) as well as a combination of oversampling with
undersampling (SMOTE combined with k¥ = 2-means clustering undersampling,
random oversampling combined with k = 2-means clustering undersampling), aim-
ing at addressing the class imbalance problem. A 72% precision accompanied with
a 75% recall and 74% F1 score were obtained for the combination of random over-
sampling with & = 2-means clustering undersampling. Moreover, the extended DBN
model outperformed a DBN model without TAs applied to the same task.

4 Discussion and Future Trends

CAD diagnosis is currently performed according to well-known screening strategies
(i.e. CA,IVUS, OCT, CTA, MRI), whereas CVD risk can be assessed by linear regres-
sion models of baseline clinical, laboratory and anthropometric features, assuming
linearity as well as time-invariance of the underlying input-output relationships. Non-
linearity is addressed by black-box parameterizations (neural networks and kernel-
based models) or more transparent architectures (decision trees, DBN) or ensembles
of classification models (RF, RTF), which feature space, however, resembles that
of linear approaches (i.e. established risk factors). The generalization capability of
the existing machine learning models for the diagnosis of CAD or the estimation
of eventful or asymptomatic CAD progression is promising; however, no consensus
has been reached on feature learning and model identification and validation.
New research approaches to CVD risk prediction can be enhanced as follows:

i. First, the input space can be partitioned into coherent and well-separated clus-
ters which portray the innate data similarities or structures. Unsupervised learn-
ing (k-means, expectation maximization clustering, hierarchical agglomerative
clustering) can be investigated towards identifying groups of patients with simi-
lar characteristics, especially for omics data, or organize patients into a hierarchy
of clusters. Profile analysis can also rely on pattern mining aiming at identifying
dynamic dependencies into genomics, clinical, biohumoral, molecular/cellular,
and environmental/lifestyle information, which may have a prognostic rele-
vance in CAD. Especially longitudinal data trajectories (PHRs, EHRs) has to
be explored for co-occurrence relationships (static data analytics) as well as
sequences of events (dynamic data analytics) aiming at inferring high-level
context describing a patient or a group of individuals [39]. For this purpose,
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innovative temporal pattern mining algorithms have been proposed that consider
the temporal dimension of the data [40—45] as well as deep-learning approaches
to EHRSs representation [46].

ii. Second, special emphasis should be placed to the identification of a minimum
subset of the most informative features, aiming at, eventually, refining the exist-
ing stratification scores and, in parallel, increasing their accuracy. Modality and
feature learning should be addressed such that conditional dependencies between
input and output variables are effectively detected in the quantized space even
in the presence of groups of highly-correlated features. To this end, sequential
(backward or forward) feature selection, evaluating the incremental predictive
value of the input space, would allow the adoption of only those parameters that
contribute to the improvement in accuracy of CAD stratification.

iii. 'Third, the core of predictive modelling ought to be built upon adaptive non-linear
regression or classification solutions on the basis of the results of patient’s pro-
filing analysis, feature learning and dynamic pattern analysis. In this direction,
contemporary powerful learning methods (e.g. deep-learning, DBN and contin-
uous time Bayesian networks) and big data solutions can be employed to identify
novel correlations and causal relationships, strongly related with the onset of
CAD. In addition, the discriminative/predictive capacity of the extracted clusters
or temporal patterns (grouping of patients), can be studied, resulting to a hybrid
prediction scheme. On top of these, a comprehensive pre-processing procedure
has to be applied in order to resolve issues related with data heterogeneities,
missing data unbalanced classes and sampling times, and assure a high-quality
adequately-synchronized dataset.

iv. Finally, the expected generalization performance of the computational model
should be evaluated on large-scale multivariate datasets using well-established
statistical measures and approaches aiming at balancing the trade-off among
accuracy, interpretability and time and space complexity. The efficient integra-
tion of personalized behavioural and psychosocial data with health data can
provide a better understanding of the effect of patient’s daily context on clinical
health outcomes.

Concluding, predictive modelling of CAD diagnosis or CAD progression should
aim to develop hybrid multi-level multi-scale schemes, combining unsupervised and
supervised adaptive learning systems and being built upon novel multi-sensor, multi-
source and multi-process information fusion schemes. Intelligent data mining and
machine learning algorithms integrating previous clinical risk stratification models
and refining novel ones using new knowledge coming from big data sources (e.g.
molecular, cellular, inflammatory and omics data) could advance existing modelling
methods in terms of accuracy, precision and interpretability. New paradigms should
emphasize on both architecture and algorithms of the predictive model aiming at
promoting the synergism among different information analysis levels.
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Abstract The evolving pattern towards precision medicine is based on analytics
at the—omics, physiology and eHealth domains. One of the main driving forces
is the management and analytics of multi-level multi-scale and multi-source data
containing different semantics and possibilities for the realization of personalized
health through the precision medicine approach. In the case of cardiovascular big
data analytics progress is evident especially at the levels of physiology and eHealth.
Specifically there is progress in the ICU domain, where streaming data are the big data
source comprising a paradigm for point-of-care (PoC) diagnostics helping the clinical
decision support system (CDSS) for physiological assessment of the cardiorespira-
tory system, as well as in the eHealth domain through the uptake of advanced closed
loop telemonitoring systems addressing connected health and coordinated care for
multimorbid chronic disease patients. The quantification of specific data analytics,
data management and computational needs for the realization of interfaces convey-
ing from cloud to local level the necessary input to the medical users is a complex
procedure, which calls for the optimal use of all the cloud, computing and machine
learning and visualization tools, let alone the interoperability and data security stan-
dards and apps. In this chapter, we shall give an overview of the current state-of-the-art
concerning cardiovascular big data analytics as a function of available information
and communication technology, computational engineering, and user driven systems
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platforms for use in connected health and integrated care environments, as well as
one basic example related to big data analytics as a result of streaming data at a
PoC from a clinically controlled environment such as the Intensive Care Unit (ICU).
The output from the application of advanced machine learning and multiparametric
analytics methodology conveyed as a CDSS to the users is considered and viewed
as perhaps the most important function for the success of the big data analytics and
management platforms.

Keywords Cardiorespiratory systems - Big data analytics - Machine learning
Intensive care unit * Ineffective efforts -+ COPD multi-morbid patients
Connected health - CDSS

1 Introduction

During the last decade, the generation of biomedical and connected health data is
increasingly machine accelerated. This availability of structured and unstructured
health data (covering genomics, proteomics, metabolomics, as well as imaging,
clinical diagnosis, and long-term continuous physiological sensing of an individ-
ual) facilitates value creation via biomedical informatics applications via new data
driven approaches for translational research and generation of new knowledge and
new insights into human health. Big data analytics can be successfully combined
with VPH technologies to test hypotheses and produce robust and effective in sil-
ico medicine solutions towards personalized medicine [1]. A step further, big data in
health are expected to leverage the healthcare services, as regards support in decision
making in health systems and public health [2].

In turn, along with the new opportunities, new challenges arise for data man-
agement, and data integration in the era of big data. In [3] an overview of recent
developments in big data in the context of biomedical and health informatics is pre-
sented, outlining also some of the key underlying issues that need to be tackled. The
key characteristics initially defined for big data were Volume, Velocity, and Vari-
ety. Later, more factors were considered, including Variability, Veracity, and Value.
These factors are summarized in Table 1.

Table 1 Big data properties

Volume Continuous monitoring of vital signs, High throughput technologies
Velocity Fast data generation, Need for fast or realtime response and decision making
Variety Heterogeneous and unstructured data

Variability | Consistency of data over time, evolution

Veracity trustworthiness of the data obtained, different levels of data quality

Value Clinically relevant and actionable data
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A major point as regards the last factor, value, is the necessary paradigm shift
inherent in big data health research. Health research has been traditionally built on
small and clean data, with carefully designed cleaned trials and extrapolation of their
findings. A shift from hypothesis driven to data driven research is foreseen, based
on machine learning techniques that mine patterns, clusters and associations from
big (e.g. population representative) volumes of unclean data. To increase medical
credibility, the produced knowledge and hypotheses can then be confirmed in smaller
and cleaner datasets.

In [4], the big data sources defined as relevant improvement of cardiovascular care
are structured data including administrative data, clinical registries and electronic
health records, as well as unstructured data such as biometric data, patient reports
and medical imaging data. Respectively, based on integration of these data, eight areas
of application of big data analytics to improve cardiovascular care are highlighted,
including predictive modelling for risk and resource use, population management,
drug and medical device safety surveillance, disease and treatment heterogeneity,
precision medicine and clinical decision support, quality of care and performance
measurement, and public health and research applications.

2 Big Data Technologies

In [5] it is suggested that a big data system can be conceptually decomposed into a
layered structure of three layers, i.e., the infrastructure layer, the computing layer,
and the application layer, from bottom to top.

The infrastructure layer is typically a cloud based infrastructure, with virtual-
ization and scalability capabilities, although high computational resources can be
available also in the local-private space, which is especially relevant when data pri-
vacy issues are of concern.

The computing layer includes data integration, data management, and the pro-
gramming model. As regards data integration from disparate sources into a unified
form, semantics play a key role and also can facilitate querying of information [6].
12b2 (Informatics for Integrating Biology and the Bedside), based on semantics,
relational databases, as well as a flexible query tool and numerous analysis plugins,
has been a widely adopted framework for integrating distributed clinical and genetic
data for clinical research [7, 8]. Recently NoSQL-based extensions allowed more
efficient management of high throughput data [9]. SQL clusters, NoSQL databases,
and distributed file systems are favorable approaches for persistent data storage and
highly efficient management of big data in health [10]. The programming model
implements abstraction application logic and facilitates the data analysis applica-
tions. MapReduce is a common programming model [11].

The application layer implement various data analysis functions, including query-
ing, and machine learning and enables domain specific combination of analytical
methods.
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2.1 Overview of Mainstream Tools

The Apache Hadoop' software library is a framework that allows for the distributed
processing and storage of large data sets across clusters, supporting scalability from
single servers to thousands of machines with local computation and storage. Some
of the most important modules of this framework are:

(a) The Hadoop Distributed File System (HDFS™): A distributed file system,
accessible via APIs in different languages, that provides high-throughput access
to application data, as it distributes large datasets across many data nodes as data
blocks.

(b) Hadoop YARN: A job scheduling and cluster resource management framework.

(c) Hadoop MapReduce: A programming model for parallel processing of large
data sets in large-scale distributed systems, by dividing tasks to multiple workers
for better performance. There are two distinct stages: mapping and reducing.

(d) Cassandra: A scalable and fault tolerant database oriented to columnar data.

(e) Hbase: A scalable, distributed database that supports structured data storage for
large tables.

Apache Spark™? is a fast and general engine for large-scale data processing
(stream and batch), regarding cluster-based computing. It provides high-level APIs
in many programming languages and tools for structured data processing, machine
learning, graph processing, and streaming. It newer than Hadoop MAPREDUCE and
seems to outperform it in terms of speed.

3 Big Data and Cardiovascular Applications

3.1 Translational Research for Cardiovascular Care

The advancement of cardiovascular proteomics and in cardiovascular systems
medicine with big data technologies has been studied in [12, 13]. Mass spectrometry
based large-scale analysis of cardiac proteins (in thousands), allows deeper stud-
ies of regulatory proteins, including membrane receptors and more. The increase
in data size and analysis complexity leveraged computational proteomics, includ-
ing clustering for co-expressed proteins, machine learning for disease signatures,
network analysis for functional clustering, etc., and gain insights around spatial dis-
tributions of cardiac proteins, protein—protein interaction networks, or synthesis rates
of proteins (e.g. in heart failure). Computational tools for proteomics data analysis,
including opensource tools, have been developed and can be deployed at cloud level
[2, 4-8, 10, 12-26]. High throughput techniques, supported by big data analytic

Uhttp://hadoop.apache.org/.
Zhttp://spark.apache.org/.
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pipelines have allowed whole genome and exome sequencing for the identification
of genes and genetic variations implicated in cardiomyopathies [22] and arrhythmias
[19]. In parallel high performance computing allows for investigations at cellular,
tissue and organ level [27, 28], as integrative modelling and translational research
spanning across multiple spatial and temporal levels could be of immense value in
personalized medicine.

3.2 Analysis of Clinical Records for Cardiac Care

In [29], the information encoded in EHRs regarding implicit or explicit interactions
between heart failure patients and providers was considered and network analysis
was applied. This analysis provided evidence on the widely shared record access,
which can be the basis for optimising care coordination for cardiac patients. This
is a characteristic example of the impact big data analytics may have on health
related policies, although leveraging approaches from descriptive to predictive and
eventually to prescriptive analytics still needs more efforts to mature. Analysis of
clinical notes, i.e. unstructured data residing in EHRs, is of special interest and
challenge, for the extraction of valuable information from reports [21].

3.3 Biosignal Analysis and Telecardiology Frameworks

ECG screening is a cost-effective and efficient means for screening and diagnosis,
and its use can nowadays be extended by the wide presence of internet-connected
phones, which can lead to huge volumes of home-based ECG data sources, provided
that adequate quality is ensured. In [15], wireless smartphone ECG was assessed as
regards its ability to support large-scale screening in diverse populations, comparing
the standard 12-lead ECG to the smartphone ECG. Both ECGs detected atrial rate and
rhythm, AV block, and QRS delay with equal accuracy, concluding that smartphone
ECG enables screening in diverse populations, and can be furthermore enhanced by
automated ECG analysis and notifications. Up to now, mhealth approaches for cap-
turing and telemonitoring electrocardiograph (ECG), echocardiography (ECHO) and
relevant medical images via smart phones have been proposed for remote monitoring,
emergency detection and reduction of hospitalization. Current trends combine mobile
computing with cloud computing for better storage, delivery, retrieval, and manage-
ment [30], practically supporting tele-diagnosis of ECG and images, provided that
data confidentiality, interoperability, and communication issues are resolved [16].
The WELCOME cloud data management and analytics system is presented in
Fig. 1. Although the specific system is designed for telemonitoring of chronic patients
with COPD, Heart Failure and other common conditions, it could be regarded as a
general chronic telemedicine system heavily based on biosignals like ECG, respira-
tion, wheezes, crackles etc. In order to support multiple sources of data and informa-
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Fig. 1 The WELCOME cloud system for data management

tion, multiple access points, and different computational workflows, the main parts of
this cloud system are: Restful web services communication, NoSQL RDF TRIPLE
STORE Persistent Storage for big data management, a semantic data model based
on HL7 FHIR [31], a scalable feature extraction server, a clinical DSS (CDSS) for
comorbidity management and an orchestrator agent and workflow management.

The potential, pitfalls and issues to be addressed for wide adoption of telecardiol-
ogy approaches are discussed by the Task Force of the e-Cardiology Working Group
of European Society of Cardiology [32].

As regards platforms dedicated to big cardiovascular data processing, NeuroPig-
Pen is described in [25], aiming to support large-scale electrophysiological signal
processing (EEG, ECG, SpO,). This framework uses Apache Hadoop, a distributed
storage model and Pig data flow language. Cloudwave platform [24] incorporates
optimized implementations (with MapReduce) of cardiac analysis algorithms for
real-time analysis, visualization and querying of large volumes of electrophysio-
logical signals, enhanced by semantic annotations. Fast computation of single and
multichannel ECG (e.g., QRS complexes, RR intervals, and instantaneous heart rate)
is then used for research related to sudden unexplained death in epilepsy. With respect
to performance, a framework for real-time analytics and arrhythmia detection based
on R programming language and Apache Storm is presented in [33].
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3.4 Intensive Care Unit Analytics

Intensive care is a characteristic case where big bio-data are produced and a domain
that can benefit from leveraging big data analytics, towards prediction of adverse
events, and understanding of the highly dynamic and multidimensional phenomena
of acute care. To highlight the volume problem in an ICU, the ICU ECG monitor
with 1 kHz produces 86.4 million ECG samples a day per patient, besides the heart
rate and respiration rate, chest wall movement which are usually sampled at lower
rates. Among the pioneering studies that inspired ICU analytics was the MIMIC II
database [23], made available in Physionet (Goldberger AL, Amaral LAN, Glass L,
Hausdorff JM, Ivanov PCh, Mark RG, Mietus JE, Moody GB, Peng C-K [34], and
later upgraded to MIMIC III database [17], including ICU clinical records of many
thousands patients, along with biosignals for a percentage of them. Recently, a web
based tool for visualization and exploration of MIMIC II data was proposed [18],
while the need for complementing it with web based analytics was recognized.

The ICU domain, intensively data-driven and closely coupled with medical
devices, has attracted the attention of industry. A big data analytics platform for
neonatal intensive care has been implemented in [20] offering new research oppor-
tunities towards earlier detection and prevention of a wide range of deadly medical
conditions. Artemis [35] is a real-time online analysis platform that enables concur-
rent analysis multiple patients’ data streams to detect medically significant conditions
that precede the onset of medical complications.

The scientific community also raised the need for connecting medical devices and
clinical applications, based on standards [36], and alleviating the barriers posed by
each company’s proprietary system. OpenICE initiative® aims to provide a framework
for the integration of devices and apps into the broader Medical Internet of Things.
This has the potential to make available enormous volumes of ICU data.

In AEGLE project,* big ICU data analytics platform is based on integration of
clinical data, monitor streaming data, and ventilation data, based on medical standards
(LOINC,’> ATC, ICD). Data quality is an important issue and preprocessing steps are
introduced for each type of data. Analytics methods are based on optimized (via
Hadoop and Spark) opensource code in R and Python, which is executed in a cloud
based cluster. A semantic annotation of data and analytics tools allows the generation
of analysis pipelines, and the flexible exploration of data and results. Web-based
visualisation and exploratory analysis constitute a crucial step towards exposing data
driven research and new features to domain experts and incorporating their feedback
[37]. An example is presented in Fig. 2 for assisted ventilation analysis, as exposed
via an AEGLE prototype to the domain expert. In assisted ventilation, there is need for
patient-ventilator coupling; when patient’s effort doesn’t trigger the ventilator, and
the assisted ventilation event is lost, an ineffective effort (IE) event takes place. The
assisted ventilation study investigated the role of ineffective effort clusters on the

3https://www.openice.info/index.html.
“http://www.aegle-uhealth.eu/en/.
Shttps://loinc.org/.
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Fig. 2 A view of AEGLE’s prototype for the analysis of ineffective efforts in assisted ventilation
and exploration of the causality of IE clusters via cross wavelet phase. In this example at the upper
graph we can see the cross-spectrum, and at the lower the IE signal and the PO1, a measure of
respiratory drive. Phases analysis suggests that changes in the patient’s stimuli for respiration are
leading the changes of the IE signal, and therefore it can be considered a possible cause

outcome of critically ill patients (prolonged mechanical ventilation and increased
mortality). Vaporidi et al. [38] proposed a definition for serious IE clusters. This
analysis now continues with generation of predictive models for serious ICU events.

In conclusion, as the ICU environment is basically seeking real-time responses,
big data ICU analytics can be implemented as cloud based analytics of big ICU
data used for offline analysis. In this case, multisite data can be used for enhanced
analytics, and incorporation of new knowledge (e.g. prediction models) back at the
local environment can take place, but the generation-application of new knowledge is
not synchronous. The analytics can also be implemented at a local rather than cloud
environment, provided that the necessary HPC is inplace. In this case, learning and
applying patterns in the ICU system can be more synchronized.

4 Discussion

The evolution of technology in the medical device, computer science, electrical
& computing engineering as well as in (bio)medical informatics and eHealth has
produced more advanced and multi-purpose systems capable of enabling connected
health and integrated care such as is the case of the EU WELCOME project. These
systems’ overall architecture as depicted in Fig. 1, show the capacity and the potential
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these systems have for generating big bio-data stemming from various sources (e.g.
MDD, body area networks, environmental sources, social networks, electronic and
personal health records etc.) as well as the need to efficiently and timely manage
and analyze the resulting data and information creating a clinical decision support
ecosystem residing both in the cloud and locally which can be self-adopting according
to the users’ queries. On the other hand it makes very clear the gap related to big
bio-data analytics and calls for the development of solutions, where our basic pool of
mainstream tools are referred to, and of course the accelerators such as GPUs/CUDA
and other analogous technologies form the current computational state-of-the-art.

The ICU case presented here addresses the problem of patient to ventilator inter-
action (PVI), which is one of the unresolved problems in the ICU. This leads to time
consumption due to the heuristic nature of the patient’s weaning process from the
respirator, as well as to complications in the cardiorespiratory system when wean-
ing efforts are not successful due to the ineffective efforts from the patient, which
overload the patients’ already weak cardiorespiratory capacity. Thus, the nature of
the data (streaming data) as well as the need for the time efficient optimization of
the multiparametric model of ineffective efforts having as input over 200 vectors of
parameters over hours and days, makes the clinical decision support system (CDSS)
an ideal case of big biodata at point of care (PoC) diagnostics. Taking into account
the effort from the scientific community lead by Physionet and the MIMIC databases
developed over the past 20 years the actual clinical application of the AEGLE plat-
form in the clustering of the ineffective efforts in the ICU coming from PVI, shows
clearly the pathway the big biodata management and analytics need to follow in
the near future so as to develop useable and user acceptable modules for everyday
clinical practice [38].
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1 Introduction

High-resolution vascular B-mode and Doppler ultrasound provide information not
only on the degree of carotid artery stenosis but also on the characteristics of the arte-
rial wall including the size and consistency of atherosclerotic plaques [1]. Carotid
stenosis alone has limitations in predicting risk and does not show plaque vulnera-
bility and instability, thus other ultrasonographic plaque morphologic characteristics
have been studied for better prediction of the risk stroke. Plaque echogenicity as
assessed by B-mode ultrasound has been found to reliably predict the content of soft
tissue and the amount of calcification in carotid plaques. Additionally, it has been
reported that subjects with echolucent atherosclerotic plaques have increased risk
of ischemic cerebrovascular events [2]. More recent studies by Nicolaides et al. [3]
Topakian et al. [4] and Kyriacou et al. [5], showed that plaque echolucency and plaque
morphology can be used to predict stroke. Other studies have reported that plaques
that are more echolucent and heterogeneous are often associated with higher cere-
brovascular risk and the development of ipsilateral neurological symptoms [3, 6-10].
In contrast, homogeneous hypoechoic and hyperechoic plaques without evidence of
ulceration usually remain asymptomatic.

Prediction of risk is important as it will aid clinicians in the selection of asymp-
tomatic cases at higher risk. Equally important is the establishment of a method that
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will allow for objective and quantitative evaluation of high risk cases, that are the
ones that would most benefit from endarterectomy.

Atherosclerosis of the internal carotid artery (ICA) is known to be an important
risk factor for stroke. Using the NASCET [11] method for the determination of
stenosis the risk of stroke has been shown to range between 0.1-1.6% per year
for asymptomatic individuals with ICA stenosis <75-80%. The risk rises to 2-3%
per year for individuals with higher grades of stenosis. In the past two decades,
carotid endarterectomy was extensively used for the reduction of stroke risk. This is
because two randomized controlled trials, almost a decade apart, the ACAS in 1995
[12] and the ACST in 2004 [13] reported that in patients with asymptomatic ICA
stenosis >60—-70% (using the NASCET method) carotid endarterectomy reduced the
risk of stroke from 2 to 1% per year. However, in these trials carotid endarterectomy
was associated with a 2-3% perioperative rate of stroke or death making it marginally
effective for asymptomatic patients.

This chapter presents methods that can be used for evaluation of high cerebrovas-
cular risk using image normalization, despeckling, segmentation, texture and mor-
phological appearance of plaques in combination with a number of clinical factors
for the estimation of the stroke risk. Images and results presented are based on the
analysis of images that were collected through a multicentre cohort study of patients
with asymptomatic ICA called Asymptomatic Carotid Stenosis and Risk of Stroke
(ACSRS) [3].

2 Collected Data

The data (ultrasound scans as shown in Fig. 1a, b and clinical data) were collected
from patients based on a predefined protocol as follows: Patients were assessed as
asymptomatic and included in the monitored group based on the following crite-
ria/characteristics. Newly referred (<3 months) patients with 50-99% ICA stenosis
in relation to the carotid bulb diameter (ECST method) without previous ipsilateral
cerebral or retinal ischemic (CORI) symptoms and without neurological abnormal-
ities were recruited to the study after written informed consent. Patients who had
contralateral cerebral hemispheric/retinal or vertebrobasilar symptoms or signs of
stroke/TIA were included if asymptomatic for at least 6 months prior to recruit-
ment. For patients with bilateral carotid atherosclerosis the side with the more severe
stenosis was considered ipsilateral (the study artery) [3].

At baseline, when all patients were asymptomatic; clinical and duplex ultrasound
scanning data were collected. This procedure was repeated at 6 months intervals
until a primary endpoint or the end of the study was reached. Exit points (i.e. when
follow-up was stopped) were any of the above endpoints, death from any cause,
carotid endarterectomy, stenting or loss to follow-up. Thus, patients that died, had
carotid endarterectomy or had an ipsilateral ischemic event (often followed by a
carotid endarterectomy) have been followed up to the event only. Apart from the
ipsilateral fatal strokes there was no overlap between these events. Clinical data
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(d) Manual delineations of the CCA

(¢) Final snakes automated segmented CCA contours

Fig. 1 a Original ultrasound CCA image, b normalized despeckled image with DsFismv filter (1
iterations, window 5 x 5), ¢ final snakes automated contours after snakes deformation, and d manual
complete delineations of the CCA performed by a cardiovascular surgeon

Table 1 Number of asymptomatic and stroke (including TIA’s) cases, separated into subgroups
according to ECST stenosis and NASCET stenosis. Follow-up 6 months to 8 years (mean, 48 months)
[3]. Groups of years of event are for <3 years groupl and >3 years group 2

ECST st (%) | NASCET st (%) | No Asymp (%) Stroke (%) Group 1/2
All 1121 991(88.4) 108(9.6) 65-27
50-69 <50 198 182(92) 12(6.1) 13-5
70-89 50-82 598 533(89.1) 56(9.4) 28-11
90-99 83-99 325 276(84.9) 40(12.3) 24-11

TIAs Transient Ischemic Attacks; ECST European Carotid Surgery Trial; NASCET North American
Symptomatic Carotid Endarter. Trial

included parameters like total cholesterol, LDL cholesterol, HDL cholesterol, Krea-
tinine, Triglycerides etc. as published in [3]. Duplex ultrasound scanning data were
performed using a protocol and standard procedure specified during the study. These
included artery stenosis and plaque characteristics based on image analysis algo-
rithms as described in the following paragraphs and published in [3, 5].

The total number of patients collected through the study was 1121 out of which
108 strokes or TIAs were recorded. The data characteristics of the different groups
are shown in Table 1. Stroke and TIA subjects are used in this chapter. These can
be further divided into groupl short term period (event happened in <3 years from
baseline) and group2-long term period (event happened in>3 years from baseline).
In case we want to further divide the risk groups.
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3 Image Normalization and Despeckle Filtering

The collected ultrasound images were also intensity normalized, as described in
[14], where a manual selection of blood and adventitia performed by the user of the
system is required. The gray-scale-intensity normalized image was obtained through
algebraic (linear) scaling of the image by linearly adjusting the image so that the
median-gray-level value of the blood was 0-5, and the median gray level of the
adventitia (artery wall) was 180-190 [14, 15]. Following normalization despeckle
filtering was applied to the image using the local statistics DsFlsmv despeckle filter
[16]. The filter was applied once to the image using a 5 x 5 pixel sliding window
(see also Fig. 1a, b).

4 Plaque Image Segmentation

Following normalization and despeckle filtering, a snakes’ based segmentation pro-
cedure initially proposed in [17, 18], was applied. The procedure was further applied
using the integrated system for the complete segmentation of the common carotid
artery as proposed in [17]. The atherosclerotic carotid plaque, intima media complex
and wall borders were segmented and saved (see also Fig. 1).

5 Imaging Feature Sets

Several image analysis features can been used from the segmented plaque, in the
statistical analysis and automated classification models as described in [5, 9, 19, 20].
These features presented in this chapter were also presented in previous published
studies and can be computed using the “Plaque Texture Analysis software” by LifeQ
medical (http://www.lifeqmedical.com/). The standardization of images was done
using an image normalization protocol as documented in [3]. The image analysis
algorithms used for this chapter are described in the following subsections (Table 2).

5.1 Statistical Features (SF)

The SF features extracted from the plaque area, are based on the first order statistical
analysis and they are resolution independent [5, 15, 16, 21]. The following SF features
were computed: (i) Mean value, (ii)) Median value, (iii) Standard Deviation, (iv)
Skewness, (v) Kurtosis.
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Table 2 List of risk factors—feature sets investigated for the data sets given in Table 2 for the
asymptomatic and stroke (including TIAs) plaques. For the continuous variables, mean & standard
deviation, and for categorical variables the frequency of yes/no are tabulated. Univariate analysis
(ttest) was carried out for the continuous parameters and the P value is given, and chi-square test
for the categorical parameters. Features that are significantly different at P<0.001 were used for

the risk modelling as given in the

last column

Asymptomatic Stroke (inc. TIAs) P value | Used in

(N=991) (N=108) clasiff.
FS 1: ACSRS Clinical and plaque features [3]
Stenosis (%ECST) 77.64+£12.830 81.52+11.673 0.002 Yes
Log (GSM +40) 4.301£0.313 4.058 £0.250 0.000 Yes
(Plaque Area)!3 3.4040.676 3.987+£0.794 0.000 | Yes
DWAs (#of Yes cases) [3] 614 88 0.000 Yes
History of contr. TIAs and/or 139 34 0.000 Yes
Stroke (#of Yes cases)
FS 2: Texture Features—SGLDM [19]
SGLDM_ASM_mean 4.42+.738 3.92+0.838 0.000 Yes
SGLDM_con_mean 0.026 £0.0802 0.0676 £0.1150 0.000 Yes
In (SGLDM_con_mean) —5.813+1.8080 | —4.018£1.7830 0.000 Yes
SGLDM_SAV_range 0.306+.1341 0.412+0.1482 0.000 Yes
SGLDM_SVAR_mean 94.692+£49.2841 | 61.211+ 33.3339 0.000 Yes
SGLDM_ent_mean 5.018+£0.8032 | 4.5124+0.9301 0.000 Yes
In (SGLDM_ent_mean) 2.245+.1992 2.114+£0.2382 0.000 Yes
SGLDM_diffvar_mean 7.0951£1.2341 |6.2204+1.3939 0.000 Yes
ES 3: Texture Features—Morphology [20]
L image cdf forn=1 0.0438£0.0451 |0.019+0.0218 0.000 Yes
L image cdf forn=2 0.120+£0.1063 0.057+0.0611 0.000 Yes
L image cdf forn=3 0.208+£0.1641 0.103+£0.1054 0.000 Yes
L image cdf forn=4 0.294+£0.2110 0.148+£0.1358 0.000 Yes
L image cdf forn=5 0.374+£0.2491 0.193+£0.1628 0.000 Yes
L image pdf forn=1 0.0438£0.0451 |0.01940.0218 0.000 Yes
L image pdf forn=2 0.076 £0.0646 0.037£0.0100 0.000 Yes
L image pdf forn=3 0.088 +0.0662 0.04710.0475 0.000 Yes
L image pdf forn=4 0.086 £0.0609 0.044£0.0330 0.000 Yes
L image pdf forn=>5 0.080+£0.0563 0.045+£0.0331 0.000 Yes

TIAs Transient Ischemic Attacks; ECST European Carotid Surgery Trial; GSM Grey Scale Median; DWA
Discrete White Areas (Present or Absent) [3]; SGLDM Spatial Gray Level Dependence Matrices; ASM
Angular Second Moment, CON Contrast, SAV Sum Average; SVAR Sum Variance, ENT Entropy; Diffvar

Difference Variance
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5.2 Spatial Gray Level Dependence Matrices (SGLDM)

The spatial gray level dependence matrices [21, 22] are based on the estimation of
the second-order joint conditional probability density functions, (i, j, d, 9). The f (i,
J, d, 0) is the probability that two pixels (k, /) and (m, n) with distance d in direction
specified by the angle 6, have intensities of gray level i and gray level j. The estimated
values for these probability density functions will be denoted by P(i, j, d, 6). Ina N,
x Nyimage, let L, ={1, 2, ..., N,} be the horizontal spatial domain, L, ={1, 2, ...,
N, } be the vertical spatial domain and /(x, y) be the image intensity at pixel (x, y).
Formally, for angles quantized at 45° intervals the unnormalized probability density
functions are given in [21-23].

Haralick et al. [22], also proposed a number of texture measures, which can be

extracted from the spatial gray level dependence matrices as follows:
(i) Angular second moment, (i) Contrast, (iii) Correlation, (iv) Sum of squares:
variance, (v) Inverse difference moment, (vi) Sum average, (vii) Sum variance, (viii)
Sum entropy, (ix) Entropy (x) Difference variance, (xi) Difference entropy and (xii)
(xiii) Information measures of correlation I and 2.

For a chosen distance d (in this work d =1 was used) we have four angular
gray level dependence matrices, i.e. we obtain four values for each of the above 13
texture measures. The mean and the range of the four values of each of the 13 texture
measures comprise a set of 26 texture features which can be used for classification.
Some of the 26 features are strongly correlated with each other, and a feature selection
procedure may be applied in order to select a subset or linear combinations of them.
In this work, the mean values and the range of values were computed for each feature
for d =1 and they were used as two different feature sets.

5.3 Morphological Analysis

Morphological features associated with plaque composition as described in [20] were
also considered. This leads to the consideration of morphological features that come
from: (i) dark regions associated with lipid, thrombus, blood, or haemorrhage, (ii)
bright regions associated with collagen and calcified components, and (iii) medium-
brightness regions that fall between them. As discussed in [20], the most promising
results were given by morphological analysis of the dark image components. Fol-
lowing image normalization, the binary L images are generated using:

L ={(, j): suchthat I(i, j) < 25} (1)

where I denotes the normalized image. A multiscale morphological decomposition
of each binary image is generated using the difference images.
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do(L;B)=L—LoB,
di(L;By=LoB—Lo2B

dy—1(L; By=Lo(mn—1)B—LonB, 2)
where B denotes the ‘+’ structural element, o denotes the morphological open oper-
ation, and d,, denotes the binary difference image. The binary difference images are
then used to generate the morphological pdf using

pdfx(n, B) = A(d,(L; B))/A(L). 3)

where A(L) represents the number of pixels in the image, and n was allowed to vary
from 1 to 70. The cdf was defined in terms of the pdf using:

0, n =0,
— n—1
B =0 g By, 0 > 0. @
r=0

images that gave significant differences in the classification of symptomatic versus
asymptomatic cases were used as texture features. This led to the use of

pdfi(r, B), cdf(p,B), r,p=1,...,5. (@)

as explained in [20].

6 Risk Modeling

6.1 Classifiers

Risk modeling was carried out using the Support Vector Machine (SVM) (and the
LibSVM [24] library for Matlab®) and the Probabilistic Neural Networks classifiers.
The classifier was trained to classify the feature sets investigated into two classes:
(i) asymptomatic plaques or (ii) stroke (including TIA’s) (or symptomatic) plaques,
i.e. unstable plaques.

The Support Vector Machine (SVM) method [24] is initially based on a nonlin-
ear mapping of the initial data set using a function ¢(.) and then the identification
of a hyperplane which is able to achieve the separation of two categories of data.
The vectors defining the hyperplanes can be chosen to be linear combinations with
parameters o; of images of feature vectors that occur in the data base. With this
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choice of a hyperplane, the points x in the feature space that are mapped into the
hyperplane are defined by the relation:

Z o; K (x;, x) = constant () (6)

If K(x, y) becomes small as y grows further from x, each element in the sum
measures the degree of closeness of the test point x to the corresponding data base
point x;. In this way, the sum of kernels above can be used to measure the relative
nearness of each test point to the data points originating in one or the other of the
sets to be discriminated.

Details about the implementation of the SVM algorithm used can be found In
[24]. The SVM network was investigated using Gaussian Radial Basis Function
(RBF) kernels; this was decided as the rest of the kernel functions could not achieve
satisfactory results. The SVM with RBF kernel was investigated using 10-fold cross
validation in order to identify the best parameters such as the spread of.

The Probabilistic Neural Network (PNN) [25] classifier was used for developing
classification models for the problem under study. The PNN falls within the category
of nearest-neighbour classifiers. For a given vector w to be classified, an activation a;
is computed for each of the two classes of plaques (i = 1, ..., 2). The activation a;
is defined to be the total distance of w from each of the M; prototype feature vectors
x) that belong to the i-th class:

J
a; = Z exp[—ﬂ(w - Xi-i))T (w - X?)] (7

j=1

where B is a smoothing factor. This classifier was investigated for several spread
radii in order to identify the best radius for the current problem.

6.2 Evaluation

The performances of the classifier systems were measured using the following param-
eters: (i) true positives (TP) when the system correctly classifies plaques as symp-
tomatic, (ii) false positives (FP) where the system wrongly classifies plaques symp-
tomatic while they are asymptomatic, (iii) false negatives (FN) when the system
wrongly classifies plaques as asymptomatic while they are symptomatic, and (iv)
true negatives (TN) when the system correctly classifies plaques as asymptomatic.
To evaluate the ability of the classifiers to predict high risk cases the Sensitivity
(SE), which is the likelihood that a symptomatic plaque will be detected given that
it is symptomatic, and Specificity (SP) which is the likelihood that a plaque will be
classified as asymptomatic given that it is asymptomatic, were also evaluated.

For the overall performance, the correct classification (CC) rate, which gives the
percentage of correctly classified plaques, is also provided [26] (see Table 3).
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Table 3 High risk modelling prediction results of asymptomatic versus stroke (including TIAs),
measures (mean =+ standard deviation) are given for 2000 runs (10 bootstrapping sets of 100 asymp-
tomatic and 100 stroke (including TIAs) cases drawn at random from the corresponding 991 asymp-
tomatic, and 108 stroke cases; and the leave one out method was then run on each of the 200 set)

FS 1: FS 2: FS 3: Classifier | % % Sensi- | % Speci- | % False | % False
ACSRS | SGLDM | Mor- Correct | tivity ficity nega- positives
phology classifi- tives
cations

74+£25 |78+£3.8 | 71£4.0 |23+3.8 |30+4.0
64+42 |64+£33 | 65+£53 |36+£33 [35+£53
77+18 |82+34 |72+12 [18+3.4|28+1.2
65+4.8 |65+6 65+4.6 |(35%6 35+4.6
72+1.8 |82+43 | 63£32 |18+43 |37+£3.2
63+22 |70£3.6 | 56+4.6 |30+£3.6 |44+4.6
76 £2.4 |79+£3.5 | 72+3.0 |[21+£3.5|28+3.0
64+29 |63£49 [ 66£32 |37+49 |34+£32
76 £2.6 |80L5 71£63 (205 |29+6.3
67+29 |69+39 | 64+32 |31£39 (3632
74+£3.5 |78+£4.7 |70£9.7 |22+4.7 |30£9.7
65+39 |65£59 | 65+£32 |35£59 |35+£3.2
75+42 |78£5.0 |[73£69 |22+5.0 |27£6.9
+ P 64+35 |63£42 [ 66+42 |37+42 |34+42

+ |+ ]+ ]+

+
i Yl wn g wn v n g wn g wn vl wn

+++ |+ +

++ ]+ |+

Features sets used as tabulated in Table 2; F'S / ACSRS Clinical and plaque features; F'S 2 Texture
Features—SGLDM; FS 3 Texture Features—Morphology. Risk modelling was carried out using
the Probabilistic Neural Networks (P) and the Support Vector Machines (S) classification models

7 Results

A total of 1121 patients between 39 and 89 years (mean age 70.0£SD 7.7, 61%
male) were recruited during 1998-2002 with a follow-up of 6-96 months (mean
48 months) in the context of the ACSRS study (see Table 2). A total of 130 first
ipsilateral CORI events occurred (59 strokes of which 12 were fatal, 49 TIAs and 22
amaurosis fugax). There were 49 first contralateral CORI events (18 ischemic strokes
of which 7 were fatal, 22 TIAs and 9 amaurosis fugax). There were 2 vertebrobasilar
strokes. AF cases were excluded from the study thus having 1099 cases.

Features with significant difference at P<0.001 were used in the prediction mod-
els. Figure 2 shows examples of normalised gray scale and color contoured images of
segmented plaques with selected plaque features for both asymptomatic, and symp-
tomatic plaques.

It is noted that as documented in the ACSRS study [3], comorbid conditions such
as LDL, diabetes, etc. were not associated with the development of stroke in this
population because they were high or present in the majority of patients. Also, the
population of patients is with>50% carotid stenosis and are all high risk arteriopaths.
Compared to the clinical features, it is interesting to note that the mean values for
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Asymptomatic plaques

Median=11

Area mm’=53.3

Discrete White Areas=yes
SGLDM_ASM_mean=3.828
SGLDM_ENT_mean=4.483

Mi

Median=20

Area mm’=105.2

Discrete White Areas=yes
SGLDM_ASM_mean=4.385
SGLDM_ENT_mean=5.043

Median=24

Area mm’=80.6

Discrete White Areas=yes
SGLDM_ASM_mean=4.563
SGLDM_ENT_mean=5.227

(b)

Stroke (including TIA’s) or symptomatic plaques

Median=16 Median=4 Median=0

Area mm’=30.5 Area mm’=34.7

Discrete White Areas=yes Discrete White Areas=no
SGLDM_ASM_mean=3.245 SGLDM_ASM_mean=2.215
SGLDM_ENT_mean=3.838 SGLDM_ENT_mean=2.534

Area mm’=28

Discrete White Areas=yes
SGLDM_ASM_mean=4.115
SGLDM_ENT_mean=4.775

Fig. 2 Examples of normalised gray scale and color contoured images of segmented plaques with
selected plaque features: a asymptomatic, and b stroke (including TIA’s) or symptomatic (see
Table 2 for feature description)

the different texture features give relatively large differences between asymptomatic
and stroke cases. Unfortunately, texture features also exhibit higher variations than
clinical features.

Table 3 tabulates the results from several runs using the SVM and PNN classifiers.
The best correct classification in combination with high sensitivity and hi specificity
was achieved using the SVM classifier and the SGLDM features. High risk modelling
using the prediction results of asymptomatic vs stroke (including TIAs) are given in
Table 3 based on the feature sets tabulated in Table 3: FS 1: ACSRS Clinical and
plaque features; FS 2: Texture Features—SGLDM; FS 3: Texture Features—Mor-
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Table 4 Confusion matrices for the best SVM prediction model and of the corresponding PNN
model based on FS2 Texture—SGLDM features

Prediction
Observed a b

SVM PNN

Sym Asym Sym Asym
Sym. 108 89 (82%) 19 (18%) 71 (65%) 37 (35%)
Asym. 991 277 (28%) 714 (72%) 346 (35%) 645 (65%)
Total 1099 366 733 417 682

Sym. represents high risk cases that ended up having a stroke (including TIA’s), whereas Asym.
represents asymptomatic cases. AF cases were excluded from the study; Positive Predictive Value
PPV =24% (SVM), 17% (PNN

Negative Predictive value NPV =97% (SVM), 94.5% (PNN)

Correct Classifications =73% (SVM), 65% (PNN)

phology. Risk modelling was carried out using the Probabilistic Neural Networks
(P) and the Support Vector Machines (S) classification models. The results are the
average of 2000 runs, where 10 bootstrapping sets of 100 asymptomatic and 100
stroke (including TIAs) cases were drawn at random from the corresponding 991
asymptomatic, and 108 stroke cases.

Table 4 tabulates the results of the best risk prediction model based on SVM using
the SGLDM plaque texture features. It can be seen that for this model, for the 1099
cases from the ACSRS dataset, the SVM model could correctly predict at baseline
89 out of the 108 cases that were symptomatic.

8 Conclusions

This chapter demonstrates how image texture and morphology analysis algorithms
are used in order to classify ultrasound images of carotid plaques. Until now the
results using different classifiers are very promising and have the potential for
computer assisted identification of patients with asymptomatic carotid stenosis at
increased risk of stroke. The results using image texture analysis algorithms pre-
sented in this chapter [5] are comparable with previous work carried out with differ-
ent datasets [20, 21]. The Haralick SGLDM texture features gave best results in all
studies whereas the statistical feature gray scale median (GSM) proved again a good
and simple descriptor for plaque instability.

Morphological features help us understand the inter-relations among different
intensity regions. We have examined morphological results from dark, mid-range, and
high intensity regions. We have found that there was significant overlap between the
pattern spectra coming from symptomatic and asymptomatic plaques. Furthermore,
as we expected, probability density function (pdf) estimates were visually verified to
be noisier than cumulative distribution function estimates. For larger morphological
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components, the pdf started to decrease, and the variance in the estimates increased
significantly. Thus, most of the discriminating power was concentrated in the smaller
components for lower scales.

The application of these techniques in combination with analysis of videos and
motion of plaques is something that is still under research investigation and looks
that is going to give some more promising results.
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Signal Analysis in Atrial Fibrillation )

Check for
updates

Rail Alcaraz and José J. Rieta

Abstract Recent advances and clinical applications of signal analysis in the char-
acterization of the most common supra-ventricular arrhythmia, i.e. atrial fibrillation
(AF), are summarized in this chapter. The analysis of invasive and non-invasive elec-
trocardiographic signals has revealed useful clinical information in a broad variety
of scenarios, thus opening new perspectives in the understanding of the currently
unknown mechanisms triggering and maintaining the arrhythmia.

1 Introduction

Atrial fibrillation (AF) is the most frequent cardiac arrhythmia in clinical practice [1].
Its prevalence is close related to age, thus increasing significantly among old people.
Indeed, whereas only about 0.15% of population under 50years present AF, 17%
of those older than 80 years suffer from this arrhythmia [2]. Moreover, although AF
is not life-threatening in itself, it is associated with a five-fold risk of stroke and a
three-fold incidence of congestive heart failure, such that AF patients present twice
the risk of death than healthy people with the same age [3]. Hospitalizations are
also very common in patients with this arrhythmia, thus leading to spend on the
management of AF, at least, 15% of the healthcare budget in cardiac diseases [4].
These facts, along with the progressive growth of the elderly population, turn AF as
a major health challenge in the developed world [5].

Despite the soaring research efforts in the last years, the pathophysiological
mechanisms underlying AF are still not completely known [6]. During the fibrilla-
tion, the normal electrical activation degenerates into a chaotic pattern depolarizing
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uncoordinatedly the atrial cells. However, it is undescribed yet how this chaotic
pattern starts, maintains and sometimes finishes spontaneously [6]. A few theo-
ries to explain that behavior have been proposed in the last decades, including the
existence of focal atrial activations (repetitive ectopic discharges), reentrant mech-
anisms (mother-waves, rotors, multiple wavelets) or longitudinal/transmural disso-
ciated conduction between epicardial and endocardial heart layers, but any of them
has been totally corroborated to date [6]. Hence, the lack of precise knowledge about
the mechanisms triggering and maintaining AF renders its current diagnosis and
treatment poorly effective [7].

To gain novel and helpful insights about the mechanisms supporting AF, signal
processing techniques have been widely used to characterize invasive and noninvasive
electrocardiographic (ECG) recordings in a broad variety of scenarios. The most
useful clinical information obtained in this way is summarized in this chapter, without
paying special attention to the mathematical description of the algorithms.

2 Some Basic Aspects About AF

2.1 Classification of AF

The duration of AF episodes has been commonly used to classify the arrhythmia [8].
Thus, its first stage is usually paroxysmal AF (PAF), which is featured by short
episodes finishing spontaneously or with intervention in less than one week. In the
next stage, named persistent AF (PEAF), the episodes persist for more than 7 days
and normally require an intervention for their termination. When AF lasts for more
than a year, it is called long-standing PEAF. It is worth noting that about 20% of
PAF patients progress to PEAF in about four years [8]. Finally, when it is impossible
to restore sinus rhythm (SR) and the patient and clinicians make a joint decision to
avoid more rhythm-control strategies, the arrhythmia is labeled as permanent AF [8].

2.2 Current Management of AF Patients

Regardless of AF stage, three main objectives are pursued during its treatment,
i.e.: (i) to prevent systemic or cerebral embolism; (ii) to control heart rate during
AF (rate-control therapy) and (iii) to restore and maintain SR (rhythm-control ther-
apy) [9]. To achieve the first goal, oral anticoagulants are usually prescribed in most
AF patients. However, this treatment is unable to reduce common symptoms asso-
ciated to the arrhythmia and, therefore, the patients have to be also treated with
rate- and/or rhythm-control strategies. Although maintaining SR and preventing AF
recurrences clearly improve the patient’s quality of life, rate-control is an important
objective for many AF patients. Both kinds of treatments are not mutually exclusive,
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however, recent studies have provided no improvement when they are combined with
respect to rate-control alone [9]. Thus, current guidelines recommend an individu-
alized decision regarding the choice of rate- versus rhythm-control with the primary
goal of alleviating AF symptoms [10]. Therefore, rate-control by administration of
B-blocker drugs is today applied to most patients with permanent AF, as well as to
a few ones with PAF and PEAF [9].

The major obstacle to consider a thythm-control strategy as the first-line treatment
for AF is the high mid- or long-term recurrence of the arrhythmia [9]. Nonetheless,
this kind of therapy is essential to reduce symptoms in many patients with PAF and
PEAF. Thus, the main current options are electrical cardioversion (ECV), antiarrhyth-
mic drugs, catheter ablation and MAZE surgery. However, given the low effectivity
of ECV and antiarrhythmic drugs, catheter ablation is nowadays a very common pro-
cedure. Indeed, the isolation of pulmonary veins has proven to be an useful treatment
to restore SR for long time in most patients with PAF, as well as in about half of the
patients with PEAF [11]. To improve the success rate of the procedure in this later
case, many experts have proposed to target atrial zones beyond pulmonary veins.
However, no consensus has been reached yet about which additional atrial areas
should be ablated [11]. Finally, the Cox-MAZE surgery is the most effective treat-
ment to restore SR and prevent AF recurrence. In fact, several studies have reported
long-term success rate higher than 85% for this procedure. Nonetheless, today the
surgery is only applied to treat patients with permanent AF and other concomitant
cardiac disorders [12].

2.3 Invasive and Non-invasive ECG Recordings of AF

Two kinds of recordings have been typically used to study AF, i.e., the surface ECG,
and invasive intra-atrial electrograms (EGMs). The most relevant characteristics of
these signals, as well as the main preprocessing steps used for their denoising and
conditioning will be next described.

2.3.1 The Surface ECG Recording

The ECG signal is a noninvasive and widely used way to study AF, because the
heart’s electrical activity is recorded by using several leads placed on the patient’s
thorax. Compared with the invasive EGM, the ECG signal presents some interesting
advantages, including its capability to acquire data for long periods of time, as well
as the reduced costs and risks involved for the patient [13]. However, this recording
is easily disturbed by noise and interferences and, therefore, it has to be cleaned
before further analysis. To this respect, the signal is typically high-pass, low-pass
and notch filtering to reduce baseline wandering, muscular noise and the powerline
interference, respectively [14].
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Fig. 1 Example of a common surface ECG (a), the extracted AA signal by the average QRST
complex subtraction (b) and, finally, its MAW obtained by band-pass filtering (¢)

Interestingly, the ECG is able to obtain simultaneously atrial and ventricular activ-
ities during each cardiac cycle, such that they can be separately analyzed. Nonethe-
less, for that purpose both activities have to be firstly detached, this task not being
trivial. Although the P-wave is easily discerned from the QRST complex in patients
with SR, this is not the case for patients with AF. Indeed, the P-wave is replaced by
fibrillatory waves with variable timing, shape and morphology, which are moreover
overlapped with QRST complexes both in time and frequency domains [13]. In last
years, a variety of algorithms to separate atrial and ventricular activities have been
proposed. Some of them exploit multi-lead ECG spatial diversity by using tools as
principal component analysis or blind source separation. In contrast, other methods
are based on cancelling every individual QRST complex by subtracting a temple
obtained from the average of all beats [15]. These techniques are able to work even
with single-lead ECG signals, which are common in contexts where very long peri-
ods of time have to be recorded [15]. Regardless of how the atrial activity (AA)
was obtained, it is worth noting that its main atrial wave (MAW) has been widely
analyzed in previous works [16]. This signal is computed from the AA by applying a
bandwidth filtering centered on its dominant atrial frequency (DAF) to reduce noise
and ventricular residua from the QRST cancellation [16]. A representative example
of a common ECG recording and its AA and MAW signals is shown Fig. 1.

A strong feature of AF is that patients often present a fast and irregular ventricular
response [17]. This behavior has been broadly studied by characterizing the heart rate
variability (HRV) in time, frequency and complexity domains, such that this analysis
is nowadays a clinically accepted tool to assess the role of autonomic nervous system
(ANS) in AF [18]. However, its result hardly depends on a robust detection of the
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R-peaks, thus existing a wide variety of algorithms for that purpose [19], as well as for
correcting wrong locations due to the presence of artifacts and abnormal beats [20].

2.3.2 The Intra-atrial EGM Recording

For athorough study of AF, different invasive EGMs are captured along with the ECG,
including bipolar and unipolar signals from endocardial and epicardial electrodes,
optical as well as non-contact recording systems [21]. Although to lesser extent than
the ECG, these recordings are also contaminated by common noise and nuisance
signals, thus also requiring to be filtered [22]. Additionally, whereas unipolar sig-
nals are commonly characterized by a notable far-field contamination of ventricular
activity, bipolar signals mainly record local atrial activations from the regions where
electrodes are located. Nonetheless, bipolar recordings from some atrial areas close
to the ventricles, such as the coronary sinus, often also present ventricular contami-
nation. In contrast to the ECG, in this case only a few algorithms have been proposed
to separate atrial and ventricular activities [23, 24]. Nonetheless, the resulting signal
has been widely featured with a variety of signal processing tools.

To this last respect, the automatic identification of local activation waves (LAWSs),
such as Fig.2 shows for an example, is a very interesting challenge. Indeed, from
the detected points, different map-based representations can be reconstructed for
different atrial structures, thus locating successfully areas with delayed or blocked
conduction, fibrosis and other electrophysiological alterations [25]. Nowadays, a few
algorithms to detect LAWSs, both from unipolar and bipolar EGMs, can be found in
the literature [26, 27], but most of them fail to work robustly with highly complex
and fractionated signals [28].

VVVYVY VY VVVV VYV VVV VYVYYY

Fig. 2 TIllustrative example of a fractionated bipolar EGM signal, where its LAWs have been
automatically detected by the algorithm proposed by Osorio et al. [28]
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3 Analysis of the Surface ECG Recording

3.1 Characterization of the Atrial Activity

The AA signal extracted from the ECG recording has been characterized from a
broad variety of facets, the most relevant ones being described next.

3.1.1 Spectral Analysis of the AA Signal

The DAF is nowadays a clinically accepted marker of the atrial substrate status [29].
The most common approach for its computation is based on estimating the AA
spectral distribution and, then, determining the frequency with the largest peak [30].
Although different alternatives have been proposed to compute the AA spectral con-
tent, the most used one is the Welch periodogram. In this approach Fourier transform
is applied to short and overlapped AA segments and the resulting signals are then
averaged to reduce the variance in the spectral estimation. An key aspect to obtain
accurate DAF measures is to consider, at least, two second-length AA intervals [15].

This frequency index has been analyzed in a broad variety of clinical scenarios,
thus providing very relevant and useful information. Indeed, it has proven to be
sufficiently sensitivity to quantify changes in atrial electrophysiology during natural
evolution of PAF, e.g., in the electrical atrial remodeling as well as in the autonomic
tone [6]. For instance, higher values of DAF has been associated with longer PAF
episodes during a follow-up of about 12 months [31]. Within each PAF episode, the
time course of DAF has also been analyzed. Thus, an increase of this frequency has
been noticed during the first minutes after the onset of PAF, such as Fig. 3a displays.
Contrarily, a decrease has also been seen some seconds before the spontaneous
termination of the arrhythmia (see Fig.3b) [32, 33].

On the other hand, the DAF has also been used to monitor the effect of different
AF treatments, as well as to predict a priori their mid- and long-term outcome. To this
respect, the index has proven to be highly predictive of the spontaneous termination
of PAF [34]. In a similar way, considering only patients with new-onset AF, the
DAF has also been able to identify those patients where the arrhythmia terminates
spontaneously with a sensitivity of 89% and a specificity of 71% [35]. Regarding
the use of pharmacological treatments to restore SR in the patient, the DAF has
shown a promising ability to identify suitable candidates for some drugs. Indeed,
DATF values lower than 6 Hz have been able to detect accurately AF termination in
patients under intravenous ibutilide and oral flecainide [30]. Similarly, higher values
of DAF have also been observed in patients responding negatively to internal [36]
and external electrical cardioversions [37]. Additionally, the combination of DAF
with some echocardiographic parameters has also reported an improved ability to
anticipate the ECV outcome [37].

Finally, changes in the DAF as a response to catheter ablation have been recently
assessed. Thus, most works have identified a DAF decrease during the procedure,
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Fig. 3 Time course of the DAF for the first five minutes after the onset of PAF (a), as well as for
the last two minutes before its spontaneous termination (b). This plot was obtained as an average
from a set of 45 patients [32]

but no consensus has still been reached about the role of this aspect to anticipate
its long-term outcome. In fact, whereas some authors have suggested that a DAF
decrease about 5-10% is associated with a long-term maintenance of postoperative
SR [38, 39], others have been unable to notice a similar observation [40, 41]. Maybe,
the different ablation protocols used for the studies could explain this inconclusive
situation. More recently, some AA spectral parameters beyond the DAF have been
analyzed to improve its predictive ability [42]. Thus, some single metrics have shown
to be better predictors than the DAF, such as the amplitude of its first harmonic
and the AA harmonic structure for PAF and PEAF, respectively. Nonetheless, the
combination of several of these parameters has achieved accuracy values higher than
80% to predict the ablation outcome for both types of AF.

3.1.2 Time-Frequency Analysis of the AA Signal

A relevant limitation of the described spectral analysis is its inability to estimate with
high precision how the DAF evolves along the time. In fact, atrial electrophysiolog-
ical features quickly progress during AF and, therefore, the AA can be considered
as a strong time-dependent signal [43]. Hence, to track accurately long-term DAF
variations, different time—frequency transformations have been proposed. The sim-
plest method for that purpose is the short-term Fourier transform, which has been
successfully used to anticipate spontaneous termination of PAF in more than 90%
of patients [44]. However, despite this positive result, some authors have proven that
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Fig. 4 Typical examples of the seventh time scale (C7(n)) of the AA signal together with its
dispersion plot for PEAF patients responding positively (a) and negatively (b) to ECV after a
follow-up of one month. Regularity of the time series was estimated from the dispersion graphs
through the central tendency measure (CTM)

this time-frequency method is unable to track very quick DAF changes, thus propos-
ing the use of more complex algorithms [45]. As an example, using Wigner-Ville
distribution to estimate the phase time course of short ECG signals, an increased
ability to discern between different stage of AF has been recently found [46].

A pioneering time-frequency transformation to track evolution of DAF and its
harmonics has also been introduced by Stridh et al. [45]. The inclusion of harmonics in
the DAF tracking not only improves its estimation, but the harmonic pattern contains
information of clinical significance in several scenarios, as previously mentioned
for catheter ablation. Finally, note that Wavelet transform has also been widely used
to estimate how some time-frequency properties of fibrillatory waves evolve along
the time. To this respect, decomposing the AA signal into several time scales and
analyzing the regularity from some of these new time series, useful information has
been obtained to predict spontaneous termination of PAF, as well as to anticipate
the ECV outcome in patients with PEAF [47, 48]. As an example, Fig. 4 shows the
seventh time scale (C7(n)) of the AA signal, together with its dispersion graph, for
typical patients with positive and negative responses to ECV. From the dispersion
plot, the central tendency measure (CTM) was estimated as the rate of points within
a circle of radio p centered on the origen [47].
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3.1.3 Regularity Analysis of the AA Signal

The organization presented by the AA signal has also been widely analyzed in the last
years, thus revealing significant clinical information in multiple scenarios. Although
a standard definition for the AA organization cannot be found in the literature, this
aspect refers to the level of repetitive patterns presented by fibrillatory waves. Indeed,
this kind of measurement is able to reflect heterogeneity in atrial conduction, because
some previous works have proven the presence of well-defined and repetitive fibril-
latory waves during organized atrial rhythms and, contrarily, highly fragmented and
irregular waves during disorganized episodes of AF [49]. To estimate AA organiza-
tion in the described way, different signal processing tools have been applied to the
surface fibrillatory waves. However, the most widely used algorithm is based on com-
puting regularity of the MAW signal by using the well-known sample entropy [16].
This methodology has revealed an interesting ability to predict a broad variety of AF
organization-dependent events [16]. In fact, it has been able to anticipate spontaneous
termination of PAF with a high accuracy (about 95%), as well as to predict the ECV
outcome in more than 90% of PEAF patients [16]. Additionally, analyzing the AA
organization with this method after each electrical shocks, a relevant decrease only
for the patients who finally reverted to SR and maintained this rhythm for a long time
has also been noticed [50].

In addition to sample entropy, other nonlinear indices have also been used to
estimate AA organization. To this respect, classical information theory metrics, such
as the correlation dimension, the largest Lyapunov exponent and the Lempel-Ziv
complexity, have been able to discern successfully between episodes of AF and
atrial flutter [51]. As expected, more irregular and disorganized fibrillatory waves
were observed for AF than both for typical and atypical flutters. In a similar line, Sun
& Wang have also reported a promising ability to anticipate spontaneous termination
of PAF by analyzing the AA temporal structure in terms of recurrent plots [52].
More recently, the spatial organization of the fibrillatory waves has been analyzed
by representing their variation from two orthogonal leads in a single plane [53]. In
this way several minutes before the conversion of AF to an atrial tachyarrhythmia
during catheter ablation have been analyzed and the expected progression towards
more organized fibrillatory waves has been successfully quantified.

3.2 Characterization of the Ventricular Activity

3.2.1 Analysis During SR

AF is usually characterized by an irregular ventricular response with a higher aver-
age rate than for SR. This is the result of bombarding the atrioventricular (AV)
node with many irregular and quick impulses, of which only a few ones can be
conducted to the ventricles. Thus, heart rate variability (HRV) analysis has pro-
vided very useful information from the inherent conduction properties of that atrial
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structure [54]. Moreover, today it is also clinically accepted that HRV analysis is
able to quantify successfully changes in the ANS, which plays a key role in the trig-
gering of PAF [55]. This fact has motivated a huge number of works analyzing HRV
before the arrhythmia onset [56]. In fact, according with the enhanced parasympa-
thetic activity noticed by different authors just before the onset of AF [57], some
nonlinear indices, including scale exponents for the detrended fluctuation analysis
and some entropies, have reported a significant complexity decrease [58, 59]. In a
similar way, a very recent study has found a progressive decrease in typical HRV
spectral parameters just after the termination of PAF, thus suggesting that the ANS
could also contribute extensively in that event [60].

On the other hand, HRV analysis has also proven a promising prognostic value
about the effectivity of different AF treatments. To this respect, the preoperatively
computed mean value of the RR-interval series as well as its low-frequency spectral
energy have been associated with early and late recurrences of AF after success-
ful ECV [61]. These metrics have suggested an increased sympathetic and reduced
vagal modulation before the procedure only for those patients with a high risk of
AF recurrence. Contrarily, in internal electrical cardioversion under general anes-
thesia AF recurrence has been associated with an increase in vagal modulation [62].
Regarding catheter ablation, HRV before and one year after irrigated-tip, contact-
force sensing-guided and cryoballoon procedures have been compared making use
of several time and frequency parameter [63]. In the three cases a similar increase in
the parasympathetic activity for patients with AF recurrence have been reported. A
similar result has also been observed for the common ablation procedure based on
the isolation of pulmonary veins [64].

Finally, note that HRV has been analyzed after coronary artery bypass grafting
and aortic surgery to anticipate the onset of postoperative AF. More precisely, the
use of nonlinear indices to compute HRV complexity has been able to predict the
development of AF after on-pump coronary artery bypass grafting, but not after off-
pump one [65]. Additionally, a similar analysis of the RR-interval series after aortic
surgery has provided no alteration between patients developing or not postoperative
AF [66]. This result suggests that transection of ascending aorta for repair of an aortic
aneurysm does not prevent AF compared to patients with intact ascending aorta. In a
more general context, low HRV complexity during surgical procedures has also been
associated with an increased mortality risk for a postoperative period of 48 h [67].

3.2.2 Analysis During AF

Because an organized AA usually precedes termination of induced and PAF [16],
Lombardi et al. [68] have analyzed whether a similar finding is also applicable to
the ventricular activity. However, any significant change in mean and variance of
RR-interval series during initial, central and final parts of PAF episodes has been
observed. Contrarily, nonlinear HRV characterization through Lorenz plots and
entropy-based metrics has identified several promising harbingers of spontaneous
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termination of PAF [69]. In view of these contradictory findings, further studies are
required to clarify the ANS role in the arrhythmia maintenance and termination.

On the other hand, HRV has also been analyzed to stratify several risks associated
with AF. To this respect, Stein et al. [70] have reported that energy concentrated
on ultra-low- and high-frequency in HRV is able to identify the combined risk of
mortality or requirement for mitral valve surgery in AF patients with chronic severe
mitral regurgitation. Similarly, some time and frequency HRV parameters have also
provided an interesting ability to predict survival in patients with permanent AF and
advanced heart failure [71]. In contrast to these works, Platonov and Holmqvist [72]
have not find a significant link between HRV complexity and mortality in patients
with mild to moderate chronic heart failure, enrolled in the Muerte Subita en Insu-
ficiencia Cardiaca (MUSIC) study. Hence, more investigation in this field seems to
be required yet.

As previously mentioned, the main conduction features of the AV node have also
been explored through the HRV analysis. To this respect, the functional refractory
period of this atrial structure and its conduction rate of atrial impulses have been
widely estimated through the lower envelope for a Poincaré plot-based representation
of the RR-interval series [73]. Interestingly, the analysis of 24-h Holter recordings
from 48 permanent AF patients has revealed that these two conduction properties of
the AV node also present a circadian rhythm [73]. Additionally, the study of long-
term ECG recordings has allowed to discern two clearly differentiated sections in
histograms of RR-interval series for most PEAF patients [74]. This result suggests
the existence of two predominant conduction routes throughout the AV node, the
functional refractoriness being more pronounced for the fastest one [74]. A similar
result has also been observed by using three dimensional Poincaré plots. It is worth
noting that in this later work a statistically significant link between the RR-interval
series regularity for the predominant pathway and the AA organization has also been
found [75].

In last years the AV node behavior under different drugs has also been char-
acterized by studying mainly HRV complexity and variability. To this respect, the
ventricular response of patients with PAF has been analyzed under the administration
of quinidine, thus reporting different RR-interval series distributions as a function
of DAF, which decreased in the course of drug’s infusion [76]. Some other studies
have also reported that the modification of the AV node conduction properties under
rate-control drugs (e.g. diltiazem, verapamil, metoprolol, and carvedilol) increases
variability of the RR-interval series, but not its irregularity [77]. Contrarily, the use
of B-blockers has only shown an alteration in the RR-interval series irregularity [78].
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3.3 Synchronization Between Atrial and Ventricular
Activities

Some of the aforementioned works have suggested that the rate and organization
of the atrial activations bombarding the AV may play a key role in the ventricular
response during AF [75, 76, 79]. However, in these works the relationship between
atrial and ventricular activations has been globally analyzed by characterizing sep-
arately the time series resulting from both activities [75, 79]. Indeed, both data
series have been mainly featured through statistical variables, estimated from their
probabilistic density function [79], or via indirect estimators obtained from sev-
eral second-length ECG recordings [80]. Contrarily, instantaneous interdependency
between atrial and ventricular anctivations has been recently quantified by using
estimators of synchronization between time series [81, 82].

To this respect, coupling between atrial and ventricular time series has been
assessed through cross sample entropy [81], as well as via the stroboscopic obser-
vation of the ventricular phase at times triggered by the atrial activation [82]. In
both cases, beat-to-beat atrial and ventricular coupling is evaluated, thus allowing
instantaneous tracking of AV conduction properties. Precisely, in this way a strong
dependence between the synchronization of atrial and ventricular activities and the
degree of AA organization has been corroborated, according to previous works [81].
Moreover, the effect of an increase in atrial rate on the synchronization of atrial and
ventricular activations has also been analyzed, thus revealing that the shortening of
atrial intervals determines higher instability in the AV node conduction [83]. Another
more recent finding is that the variability and irregularity of the ventricular response
is influenced both by atrial rate and conduction parameters of the AV node [54].

4 Study of Intra-atrial EGM Recordings

4.1 Analysis of Single-Lead EGM Signals

As an alternative to the surface ECG analysis, the main dynamics reflected on single-
lead EGMs have also been assessed to obtain precise estimates of AF organization.
In fact, as for the ECG, temporal AF organization has been quantified by comput-
ing similar and repetitive patterns in the signal. Thus, according to the facility for
discerning atrial activations in the EGM, Wells et al. discerned three kinds of AF,
named types I, II and III [84], and numerous algorithms have been proposed for
their automatic identification. This aspect is highly interesting, because these types
of AF have been associated with atrial regions showing different conduction prop-
erties [85]. Note that one of the first attempts was proposed by Hoekstra et al. [86],
who used nonlinear indices to discern type I from types II and III AF signals. Sev-
eral years later, Mainardi et al. proposed the application of conditional entropy to
the single-lead EGM for an improved discrimination of these kinds of AF [87].
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Interestingly, these two algorithms have been used to quantify the effect of different
drugs on AF organization. Precisely, they have been able to identify subtle variations
of organization in different atrial sites after the administration of cibenzoline [88]
and isoproterenol [89].

More recently, the automatic identification of complex and fractionated atrial
EGMs (CFAESs) has gained great interest. This kind of signal is very similar to the
type III AF and, in the last decade, has become a potential target for ablation, because
it has been strongly associated with atrial zones supporting AF [11]. Given that
detection of CFAEs by visual inspection is time-consuming and subjective, a variety
of algorithms for their automatic identification have been recently proposed. Most
of them are based on quantifying morphological irregularity in the signal through
entropy-based metrics and other specific indices estimating multifractality [90, 91].

Individual analysis of each single-lead EGM captured from a basket catheter has
also provided organization differences between relatively close atrial areas. Thus,
Pitschner et al. [92] have found that the region anterior to the tricuspid valve shows
the most chaotic activity during permanent AF. In a similar line, Cervigén et al. [93]
have also reported statistically significant organization differences in the left atrium
between PAF and PEAF. Finally, some authors have only reported an organization
increase in right atrium under the administration of antiarrhythmic [94] and anes-
thetic [95] drugs.

4.2 Analysis of Multiple and Simultaneous EGM Recordings

In the last decade the mutual analysis of simultaneous EGM signals acquired from
different atrial regions has been proposed to provide spatiotemporal estimates of AF
organization. Briefly, the AA generated in an atrial region is evaluated in relation to
the activity obtained in another zone. In this way, interesting complementary infor-
mation to the one obtained by the analysis of single-lead EGMs has been revealed.
In fact, linear and nonlinear estimates of the coupling between pairs of EGMs have
reached a very high accuracy in the automatic identification of types I, II, and III
AF episodes [87, 96]. Moreover, the synchronization analysis between atrial areas
has also been useful to quantify the underlying effect of adrenergic stimulation [97]
and different antiarrhythmic drugs [98] on AF organization. More recently, stronger
causal links have been noticed among areas located in the right than in the left atrium
during PAF, thus supporting the hypothesis that high-frequency periodic sources in
the left atrium may maintain the arrhythmia [93]. Contrarily, similar relationships
have been observed among zones of both cameras in patients with PEAF [93].

On the other hand, the joint interpretation of simultaneous EGM signals covering
a specific area has resulted in the concept of atrial mapping. Nowadays, the most
commonly used approach is isochronal or activation mapping, which is aimed at cre-
ating a spatial model of the excitation sequence [99]. In this representation the LAWs
have to be firstly detected and, then, the delays regarding an origen are color-coded.
Other representations, including propagation, voltage, frequency or geometric maps,
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are also able to provide useful clinical information for the treatment of AF [100].
However, phase mapping is the most used one in the last years, because it is able
to represent more clearly propagation of electrical waveforms. Indeed, the EGM
phase transformation allows to enhance the relative timing of the events, rather than
the simply instantaneous activity. Moreover, the application of this kind of analysis,
together with other undescribed mathematical operations, to the EGMs acquired by
a panoramic catheter with 64 poles has proven to be able to identify time and spatial
stable rotors in PAF and PEAF patients [101].

Finally, it is interesting to remark that these maps were initially designed to cover
a small atrial region, but nowadays the construction of 3D maps representing com-
pletely the atria is possible by the sequential acquisition of EGM recordings on
the whole endocardial surface [100]. This approach is time-consuming and presents
some problems associated to the sequential reconstruction of the map, however it
has achieved to improve and facilitate significantly the current procedures of catheter
ablation of AF [100].

4.3 Simultaneous Analysis of Surface and Invasive
Recordings

With the aim of identifying noninvasively those sources responsible for the mainte-
nance of AF before the ablation procedure, some authors have compared informa-
tion obtained from intra-atrial recordings with the one collected from body surface
potential maps (BSPM) [102, 103]. Among the main results, it has been revealed
that BSPM systems are able to replicate noninvasively the endocardial distribution
of DAFs and, moreover, can also identify small areas supporting the high-frequency
sources suspected to maintain AF [104]. Additionally, this kind of analysis has also
been able to estimate a similar frequency gradient between both atria to the one
obtained from intra-cardiac EGMs for patients responding negatively to catheter
ablation [103]. Interestingly, the phase analysis of these surface ECG recordings has
also shown reentrant patterns with spatiotemporal stability in the atrial conduction
of AF patients [105]. However, to achieve this result, the recordings have had to
be previously band-pass filtered to reduce the effect of the atrial electrical activity
occurring at different frequencies and this kind of aggressive processing has been
recently proven to generate artificial and non-realistic rotors [106]. Therefore, the
noninvasive location of rotors from BSPM deserves further investigation.

Finally, it is also worth noting that a commercial system has been recently intro-
duced to reconstruct cardiac surface potentials by applying non-described mathe-
matical algorithms to 252 signals acquired on the patient’s torso [102]. The system
also requires a non-contrast thoracic CT scan to obtain high-resolution images of the
biatrial geometry and the relative electrode positions. Although its use to terminate
with AF has been proven in a considerable number of patients with PAF and PEAF,
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no prospective multicenter studies have been published yet to confirm its real value in
the context of catheter ablation of AF [107]. Nonetheless, they are certainly coming
in a close future.

5 Conclusions

Recentadvances in the analysis of surface and intra-cardiac ECG recordings have pro-
vided powerful solutions for the enhanced knowledge of the mechanisms triggering
and maintaining AF. Moreover, spectral, morphological and organization analyses
of that single- and multi-lead signals have also revealed clinically useful information
to improve current diagnosis and therapy of this cardiac arrhythmia.
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Abstract Clinical practice in the intensive care unit (ICU) faces a number of chal-
lenges, including accurate and early detection of pathological processes, and the
related decision-making often relies on haemodynamic monitoring. In this chapter,
applications are presented of computerised approaches for analysing data obtained
from haemodynamic monitoring in the ICU. Haemodynamic monitoring is primarily
concerned with assessing the performance of the cardiovascular system and conven-
tionally relies on blood pressure measurements and echocardiography, for estimating
cardiac output and other physiological variables. In addition to haemodynamic mon-
itoring, less common techniques in the ICU (applanation tonometry, carotid and
venous ultrasound), can also be used in cardiovascular computing applications. Such
applications span a wide range of clinically relevant issues, including organisation
and archiving of data into structured databases, data analytics, decision making and
prediction, as well as estimation of arterial stiffness. Large, comprehensive, publicly
available databases facilitate benchmarking of machine learning algorithms using
real-world data. Such algorithms can in turn contribute to improving sepsis predic-
tion in the ICU through (a) the identification of new features useful for prediction and
(b) the processing of large data amounts, so as to consider combined contributions
of individual features. The evidence produced so far indicates that cardiovascular
data archiving and analysis using advanced computing methodologies is promising
for addressing crucial issues in the ICU, and highlights the role that clinical data
analysis will increasingly play in both knowledge generation and medical practice.
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1 Introduction

The intensive care unit (ICU) has been called the hallmark of the modern hospital,
where teams of dedicated professionals, using the latest technology, strive to save
lives that in the past would almost surely be lost. In addition to deciding about
admitting or discharging patients, ICU operational procedures include a number of
safety practices used during the provision of direct patient care at the bedside and
elsewhere. The major challenges faced by intensive care clinicians include accurate
and early detection of pathological processes, which often remain hidden until they
are well along their course, as well as rapid identification of proper treatments and
verification that those treatments are working properly [1].

Decision making in the ICU is a particularly stressful and difficult operation for
the physician, and presents substantial challenges, including increased complexity
and variety of cases, interpretation of vast amounts of heterogeneous data and lim-
ited time available. Intensive care practice is characterised by a very close temporal
relationship between monitoring, decision-making and treatment. As an example,
management of sepsis, a condition resulting when the body’s response to infection
causes life-threatening organ dysfunction, is a complicated clinical challenge requir-
ing early recognition and management of infection, haemodynamic issues, and other
organ dysfunctions [2].

To stabilise ICU patients, bedside monitoring is essential, and allows the
acquisition of large amounts of data, which are used for decision making. Among
different types of ICU monitoring, haemodynamic monitoring is a key component
in the effective management of the critically ill patient, i.e. the patient at high risk
of death. Haemodynamic monitoring is primarily concerned with assessing the
performance of the cardiovascular system and determining the correct therapeutic
intervention to optimise end-organ oxygen delivery. The spectrum of haemodynamic
monitoring ranges from simple clinical assessment and routine bedside monitoring
to point-of-care ultrasonography and various invasive monitoring devices. Func-
tional haemodynamic monitoring is that aspect of the measure of cardiovascular
variables, either alone or in response to a physiologic perturbation, that defines a
pathophysiological state, drives therapy or identifies cardiovascular insufficiency
more accurately and often earlier than possible by analysis of static haemodynamic
variables. Haemodynamic monitoring is crucial for assessing haemodynamic
status in shocked patients and for guiding fluid treatment and administration of
vasoactive drugs. Appropriate and early application of diagnostic information from
haemodynamic monitoring has been shown to reduce mortality in septic shock.

It is useful to recognise that bedside data must be extracted and organised to
become information, and that an expert should then interpret this information before
it becomes knowledge for diagnostic and/or therapeutic purposes. As is the case
with other types of monitoring, haemodynamic monitoring produces large amounts
of data, which are now available electronically. Such availability allows further pro-
cessing of the produced data, towards extracting information useful for facilitating
decision-making.
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The purpose of this chapter is to provide an overview of computerised approaches
for analysing data obtained from haemodynamic monitoring in the ICU. In this
context, the basic principles of haemodynamic monitoring are presented, a variety
of recently developed computerised methods are described, and their potential for
clinical applications in the ICU is discussed.

2 Cardiovascular Data in the ICU

In this section, brief descriptions are provided for cardiovascular data acquisition
methods which have been used in applications of cardiovascular computing in the
ICU. These include conventional haemodynamic monitoring, including blood pres-
sure monitoring and echocardiography, as well as less commonly encountered tech-
niques, including applanation tonometry, and carotid and venous ultrasound.

2.1 Haemodynamic Monitoring in the ICU

Currently available methods for assessing haemodynamic status include clinical
assessment, serial biomarker interpretation, blood pressure monitoring, ultrasonogra-
phy, bioreactance monitoring, pulse oximetry to estimate oxygen saturation, central
venous pressure assessment, and the pulmonary artery (Swan-Ganz) catheter [3].
Over the last few decades, haemodynamic monitoring has evolved from basic moni-
toring of cardiac output to sophisticated devices allowing assessment of a large num-
ber of physiological variables [4]. The accuracy, reliability, validity and applicability
vary with each of these devices and methods. The choice of monitoring technique
should be individualised and depends on the underlying patient pathology, whether
the patient is fully ventilated, the invasiveness of the monitoring technique, clinician
experience and whether dynamic (continuous) or static monitoring is required.

2.2 Blood Pressure Monitoring

Mean blood pressure is measured with intensive care monitors via the calculation
of the integral of the blood pressure wave. Blood pressure fluctuates around its
mean value, following a complex mechanism, and reaching a systolic (maximal)
and a diastolic (minimal) value. The difference of the two last values is the pulse
pressure. Figure 1 shows an example of blood pressure waveform and derived static
indices. Interpretation of these static blood pressure indices allows assessment of a
patient’s haemodynamic status [5]. Blood pressure measurement is achieved through
the insertion of catheters in an artery in the wrist.
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Fig. 1 Dynamic indexes of preload-dependence derived from the blood pressure curve. SBP: sys-
tolic blood pressure, SBPmax: maximal systolic blood pressure, SBPmin: minimal systolic blood
pressure, SBPref: reference systolic blood pressure, PPmax: maximal pulse pressure, PPmin: min-
imal pulse pressure (Reprinted by permission from Springer Customer Service Centre GmbH:
Springer Nature Intensive Care Medicine [5], 2010)

2.3 Echocardiography

Echocadiography is an appealing tool for haemodynamic monitoring due to its advan-
tages, including non-invasiveness, safety, non-ionising radiation and bedside avail-
ability [6]. It allows real-time anatomical and functional cardiac assessment in very
different situations, as in sepsis or acute respiratory distress syndrome (ARDS). How-
ever, it is operator dependent and is associated with a steep learning curve. Some
pioneers started to use echocardiography in the ICU in the 1980s, especially in sepsis
where it was able to detect profound cardiac failure. After many years of develop-
ment and clinical studies in critically ill patients, scientific societies defined critical
care echocardiography as echocardiography performed by intensivists themselves at
the bedside for diagnosis of cardiac failure and haemodynamic monitoring.
Transthoracic echocardiography (TTE) is often used as a first-line approach as
it is especially suitable for basic assessment, where intensivists perform a quick
and focused examination to diagnose or exclude ‘gross’ cardiac abnormalities [6].
Transoesophageal echocardiography (TEE) is especially accurate in mechanically
ventilated patients with ARDS or septic shock, where advanced critical care echocar-
diography is required. Whereas TTE is totally non-invasive, TEE is considered as
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(a) (b)

Fig. 2 a Apical four-chamber view by a transthoracic approach: RV dilatation in a patient with acute
cor pulmonale. b Transoesophageal 4-chamber view in a ventilated patient. The probe is introduced
into the esophagus 30 cm from the dental arch. Note that the right ventricle appears normally
triangular. RA: right atrium, RV: right ventricle, LA: left atrium, LV: left ventricle (Reprinted by
permission from Springer Customer Service Centre GmbH: Springer Nature Journal of Clinical
Monitoring and Computing [6], 2012)

semi-invasive because of esophageal intubation [6]. Figure 2 shows examples of TTE
and TEE images.

Over the last few years, a new approach to haemodynamic evaluation called func-
tional haemodynamic monitoring has been developed [7]. It is less based on num-
bers and invasive tools, and more on qualitative and “functional” assessment, and
on prediction of treatment effect. Echocardiography is perfectly adapted to this new
approach.

2.4 Less Common Techniques in the ICU

In an attempt to address the potential adverse effects associated with arterial catheter
placement, applanation tonometry has been shown promising for non-invasive beat-
to-beat blood pressure monitoring [8].

Point of care ultrasound of the common carotid artery has been demonstrated to
be accurate and feasible, and can be a noninvasive alternative for measuring cardiac
output in the critically ill [9]. More recently, ultrasound imaging of the jugular vein
has allowed the extraction of waveforms of cardiac variation in this vascular area,
which can be used to estimate haemodynamic parameters, including stroke volume
and central venous pressure, as well as intravascular dehydration [10].
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3 Cardiovascular Computing in the ICU

Data derived from haemodynamic monitoring and other cardiovascular-related mea-
surements can be used in several computing applications towards improving clinical
practice in the ICU. Such applications span a wide range of clinically relevant issues,
including archiving and organisation of data into structured databases, data analytics,
decision making and prediction, as well as estimation of arterial stiffness.

3.1 ICU Databases

The huge amounts of data generated in the hospital ICU offer great opportunities
to understand and improve care, but this is not fully realised nor exploited due to
limitations in integration and reproducibility of data. The traditional approach to
create evidence needs to be re-considered so as to take advantage of technologi-
cal advancements in software and hardware allowing creation and maintenance of
comprehensive databases with highly detailed ICU data [11]. These databases can
motivate clinical investigations, facilitate the development of clinical decision sup-
port tools, and permit the benchmarking of algorithms with the use of real-world
data. They are also useful in clinical research when prospective randomised clinical
trial results are absent, as is the case with several ICU issues.

A number of commercial and non-commercial ICU databases have been sug-
gested, archiving patient demographic and disease-related information such as under-
lying disease, severity of illness, and unit- and hospital-specific information (e.g.,
length of stay, mortality, and readmission). Such databases aim mainly to assess and
compare the severity of ICU patient conditions and outcomes, as well as treatment
costs, across participating ICUs, relying on relatively few selected pieces of infor-
mation. For example, the non-commercial database maintained by the Australian
and New Zealand Intensive Care Society now contains data from more than 900,000
ICU stays. Examples of commercial ICU databases include APACHE Outcomes,
with data from approximately 150,000 ICU stays since 2010, and Philips eICU, a
telemedicine intensive care support provider, including data from participating ICUs.
Philips eICU is estimated to maintain a database of over 1.5 million ICU stays, and
is expanding by 400,000 patient records yearly from over 180 subscribing hospitals.
This tightly controlled database is made available to selected researchers via the
eICU Research Institute [12].

The Medical Information Mart for Intensive Care (MIMIC-III) database (Fig. 3)
allows free access to a large critical care database, enabling clinical research and edu-
cation [13]. MIMIC-III is the evolution of Multiparameter Intelligent Monitoring in
the Intensive care (MIMIC-II), and is a single-centre database comprising informa-
tion relating to patients admitted to critical care units at a large tertiary care hospital.
Data include haemodynamic recordings as well as additional clinical features, and as
opposed to other databases, includes waveform data. MIMIC-III contains data asso-
ciated with 53,423 distinct hospital admissions for adult patients (aged 16 years or
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Fig. 3 Overview of the MIMIC-III database (Reprinted from [13]; license: https://
creativecommons.org/licenses/by/4.0/)

above) admitted to critical care units between 2001 and 2012. In addition, it contains
data for 7870 neonates admitted between 2001 and 2008. The data covers 38,597
distinct adult patients and 49,785 hospital admissions. Data available in the MIMIC-
IIT database ranges from time-stamped, nurse-verified physiological measurements
made at the bedside to free-text interpretations of imaging studies provided by the
radiology department.

3.2 ICU Data Analytics, Decision Making and Prediction

The data generated in the ICU are used to make decisions about the patient treatment.
To make decisions, ICU clinicians currently use two types of information, including
(a) parameters derived from bedside physiological measurements (e.g. mean arterial
pressure), and (b) quantitative metrics of level of severity (e.g. the Acute Physiology
and Chronic Health Evaluation (APACHE) score) [14]. The application of statistical
methods, and in more advanced stages, of machine learning techniques can yield
interesting information about ICU events. Statistical methods allow the investigation
of associations between physiological parameters and clinical endpoints. Machine
learning methodologies go beyond statistical analysis and provide further insight into
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the fundamental mechanisms of disease, towards prediction. They are data-driven
approaches, based on large and comprehensive collections of patient records with
known diagnosis, therapies and course [14]. A large number of such data-analytics-
based investigations have relied on the publicly available MIMIC databases, but
some studies have used data from different ICUs. The major issues highlighted in
such applications include prediction, namely which patients will survive/die/progress
to a worse state, and the identification of the optimal parameters for valid prediction.

A commonly encountered issue in the ICU regards detection and prediction of
mortality in sepsis, and various levels of sepsis, including severe sepsis and septic
shock. This issue has been investigated in a number of machine learning applica-
tions in the ICU. The use of feature selection and multivariate regression analysis
in the MIMIC-II database identified dynamic variables surrounding a hypotensive
event, including difference values before and after the event, as better predictors of
mortality than the APACHE-IV score, thus highlighting them as not commonly used
potential markers [15]. An improved classification approach for sepsis prediction,
superior to other similar methods, was presented in [16], based on haemodynamic and
other parameters from a publicly available database containing data of patients with
abdominal septic shock. Haemodynamic parameters, along with clinical and labo-
ratory data, in two subject subgroups of the MIMIC-II database were subjected to
uni- and multivariate analysis, and an association was found between nonsurvivors
and low values of blood pressure, cardiac output, and blood pH and oxygenation
[17]. Mean arterial pressure levels and heart rate, along with respiratory rate, derived
from the MIMIC-II database, were used to extract sequential patterns utilised by
coupled hidden Markov models to predict septic shock in ICU patients [18]. This
novel approach, which relies on sequence-based physiological pattern markers to
learn dynamic physiological behaviour, allows building of powerful risk stratifica-
tion models for septic shock patients. In a more recent work, prolonged elevated heart
rate was associated with decreased survival in a large and heterogeneous cohort of
ICU patients from the MIMIC-III database, using multivariable weighted logistic
regression analysis [19]. Based on the previously outlined studies, computerised
methods can contribute to improving sepsis prediction in the ICU through (a) the
identification of new features useful for prediction and (b) the processing of large
data amounts, so as to consider contributions of individual data to sepsis prediction.

Other ICU issues that have been investigated using computerised approaches
include the management of hypotension and the identification of delirium. Using
regression analysis and measurements of mean arterial pressure of more than 2,000
subjects of the MIMIC-II database, Lee et al. found an inverse association between
vasoactive agents and in-hospital mortality and length of stay [20]. This study has
implications for the care of critically ill patients with hypotension and illustrates the
utility of electronic medical records in research when randomised controlled trials
are difficult to conduct. Delirium is an important syndrome found in patients in the
ICU, however, it is usually under-recognised during treatment. Oh et al showed that
delirious patients can be successfully distinguished from non-delirious patients by
using heart rate variability and machine learning [21].
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3.3 Estimation of Arterial Stiffness

Arterial stiffness is an established risk factor for cardiovascular disease. Arterial
stiffening, however, has adverse effects not only for subjects with cardiovascular
disease, but also for the general population. In the ICU, the feasibility of measuring
arterial stiffness and the effect of drug treatment has been the topic of a number
of studies. Central arterial (aortic) stiffness has been mostly investigated [22-25],
although the stiffness of the radial artery has also been reported [24].

Several different methods can be used to estimate arterial stiffness, some of which
are more applicable in clinical practice than others. Some techniques provide infor-
mation on systemic or regional arterial stiffness, while others provide information
on local stiffness of the vessel being studied [26]. In ICU applications, methodolo-
gies include catheter- or tonometry-based measurement of blood pressure, and the
use of ultrasound to estimate arterial diameter (and its changes during the cardiac
cycle) or the stroke volume. Stiffness indices, including distensibility, compliance,
pulse wave velocity, stroke-volume-to-pulse-pressure ratio can then be calculated
from these measurements, using appropriate formulae [26]. In the ICU setting, inva-
sive measurements are possible, which allow access to, and therefore assessment of
arterial stiffness in, arterial beds for which noninvasive estimation is not possible,
for example central arteries.

The application of the previous methodologies has yielded interesting findings
about arterial stiffness in the ICU setting. The feasibility of measuring local arterial
stiffness has been demonstrated for the descending aorta, while similar measure-
ments were proven more challenging in the ascending aorta [22]. In this case, aortic
elastic properties were calculated using simultaneous acquisitions of catheter-derived
pressure and transoesophageal-ultrasound-based area indices, to which a biomechan-
ical model was fitted (Fig. 4). Aortic distensibility and compliance coefficients were
found to increase with blood pressure reduction induced by infusion of sodium nitro-
prusside [22]. Arterial stiffness has been reported to be positively related to pulse
pressure in critically ill patients, and especially in aged subjects with haemodynamic
stability [23]. In this study, total arterial stiffness was estimated by coupling echocar-
diography and arterial tonometry; the latter was performed at the radial artery and
translated to aortic pressure using a validated transfer function. Noninvasive deter-
mination of central artery stiffness obtained from peripheral radial artery tonometry
has been demonstrated to be useful in clinical practice, as it was associated with inva-
sive, catheter-based, measurements [24]. In the same study, an increase of arterial
stiffness was observed with infusion of norepinephrine, both invasively and noninva-
sively. More recently, shear strains, an index partly representative of arterial stiffness,
were estimated in the carotid artery of young and elderly subjects in the ICU from
B-mode ultrasound [27].
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4 Summary, Future Perspectives and Concluding Remarks

Cardiovascular data generated in the ICU setting can be used in computing appli-
cations to produce new knowledge about crucial pathophysiological phenomena,
towards enhancing decision making and improving current practices. Data acquired
in the context of conventional haemodynamic monitoring as well as with less com-
mon techniques in the ICU (applanation tonometry, carotid and venous ultrasound)
can be organised in structured databases and analysed by means of advanced com-
puterised methods towards improving outcome prediction in clinical practice. Data
organisation in databases is useful for the evaluation of machine learning algorithms
allowing the systematic investigation of physiological patterns. Analysis of data using
statistical and machine learning methodologies provides insight into disease mech-
anisms and is promising for improving prediction of mortality in sepsis, a crucial
issue in the ICU.

Advances in engineering, and electronic and computing technology allow the
acquisition and storage of huge amounts of data, representing information from
heterogeneous sources (e.g. several physiological parameters) recorded over long
periods of time. Valuable knowledge is contained in these data, but only a small
portion of it is currently utilised. The systematic application of computing method-
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ologies in the data is promising towards exhaustive exploitation and extraction of
useful hidden information.

Thorough cardiovascular data organisation and analysis will allow the generation
of quantitative evidence, which is necessary for understanding and mapping treatment
effects and for facilitating decision making. Personalisation is also possible and
desired, towards improved risk stratification, i.e. identification of patient subgroups
prone to specific states (survival, death, worsening). Evidence-based personalised
practices will further allow to systematically address a number of ICU issues that
remain open.

In conclusion, cardiovascular data organisation and analysis using advanced com-
puting methodologies is promising for addressing crucial issues in the ICU, high-
lighting the role that clinical data mining will increasingly play in both knowledge
generation and medical practice.
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