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Preface

The Fourth International Conference on “Emerging Research in Computing,
Information, Communication and Applications”, ERCICA 2016 is an annual event
organized at the Nitte Meenakshi Institute of Technology (NMIT), Yelahanka,
Bangalore, India.

ERCICA aims to provide an interdisciplinary forum for engineers and scientists
to discuss and promote research and technology in the emerging areas of the core
topics of Computing, Information, Communication, and their Applications. The
conference brings researchers, educators, professional engineers, and technologists
under a single forum to discuss developments in research.

ERCICA-16 received more than 450 papers from all over the world, viz. from
China, UK, Africa, Saudi Arabia, and India. The ERCICA Technical Review
Committee has followed all necessary steps to screen more than 450 papers by
going through six rounds of quality checks on each paper before selection for
Presentation/Publication in Springer proceedings. The acceptance ratio is only 1:4.

Bengaluru, India N.H. Prasad
July 2016 N. Nalini

v



Organizing Committee

ERCICA-2016
The Fourth International Conference on “Emerging Research in Computing,
Information, Communication and Applications”, (ERCICA-2016) was held during
29–30 July 2016 at Nitte Meenakshi Institute of Technology(NMIT), Bangalore
and organized by the Departments of CSE and MCA, NMIT.

Chief Patrons
Dr. N.V. Hegde, President, Nitte Education Trust
Dr. N.R. Shetty, Advisor, Nitte Education Trust

Conference Chair
Dr. H.C. Nagaraj, Principal, NMIT, Bangalore

Program Chairs
Dr. Prasad N. Hamsavath, HOD, MCA, NMIT, Bangalore
Dr. Nalini N., Professor, CSE, NMIT, Bangalore

Publisher
Springer Nature

Advisory Chairs
Dr. Jharna Majumdar, Dean (R&D), NMIT, Bangalore
Prof. Ranganatha Setty, Dean (Academic), NMIT, Bangalore

Advisory Committee
Prof. L.M. Patnaik, INSA Senior Scientist, NIAS, Bangalore
Dr. Kalidas Shetty Founding Director of Global Institute of Food Security and
International Agriculture (GIFSIA), Professor of Plant Science and Associate
Vice-President of International Partnerships and Collaborations, North Dakota State
University, Fargo, USA
Dr. K.D. Nayak, OS and CC, RandD (MED and MIST), DRDO, India
Dr. Sathish Udpa, Dean and Professor, Michigan State University, Michigan

vii



Dr. B.S. Sonde, Vice Chancellor, Goa University, Goa, India
Dr. D.K. Subramanian, Dean and Professor (Rtd.), IISc, Bangalore, India
Dr. K.R. Venugopal, Principal, UVCE, Bangalore, India
Dr. K. Chidananda Gowda, Former Vice Chancellor, Kuvempu University,
Shimoga, India

Program Committee
Dr. Savitri Bevinakoppa, Professional Development and Scholarship Coordinator,
School of IT and Engineering, Melbourne Institute of Technology (MIT), Australia
Dr. Ramprasad P., Professor, Department of CSE and IT, Manipal University,
Dubai
Prof. Uma Shama, Professor of Mathematics and Computer Science, Co-Director,
GeoGraphics Laboratory, Science and Mathematics Center, Bridgewater State
University, USA
Dr. P.V. Ananda Mohan, Advisor CDAC
Prof. Zuriati Binti Ahmad Zukarnain, Professor, Department of Communication
Technology and Networks, University Putra Malaysia, Malaysia
Dr. Narushan Pillay, School of Engineering, University of KWAZULU-Natul,
Durban, South Africa
Prof. Sonajharia Minz, Professor, School of Computer and Systems Sciences,
Jawaharlal Nehru University, New Delhi
Dr. Vikram Goyal, Associate Professor, CSE, IIIT-New Delhi
Dr. K.N. Hari Bhat, Department of ECE, NMIT, Bangalore

Organizing Co-Chairs
Dr. Venkatesh K., Professor and Head, CSE, NMIT
Prof. Sitaram Yaji, Professor, ECE, NMIT
Dr. Sanjay H.A., Professor and Head, ISE, NMIT
Dr. M.N. Thippeswamy, Professor, CSE, NMIT
Prof. Sankar Dasiga, Professor, ECE, NMIT
Dr. Kavitha Sooda, Associate Professor, CSE, NMIT

viii Organizing Committee



Acknowledgements

First of all, we would like to thank Prof. N.R. Shetty who has always been the
guiding force behind this event’s success. It was his dream that we have striven to
make a reality. Our thanks to Prof. L.M. Patnaik, who has monitored the whole
activity of the conference from the beginning till its successful end.

Our special thanks to Springer Nature and especially the editorial staff who were
patient, meticulous, and friendly with their constructive criticism on the quality of
papers and outright rejection at times without compromising the quality of the
papers as they are always known for publishing the best international papers.

We would like to express our gratitude to all the review committee members of
all the themes of Computing, Information, Communication, and Applications and
the best paper award review committee members.

Finally, we would like to express our heartfelt gratitude and warmest thanks to
the ERCICA 2016 organizing committee members for their hard work and out-
standing efforts. We know how much time and energy this assignment demanded,
and we deeply appreciate all the efforts to make it a grand success.

Our special thanks to all the authors who have contributed to publish their
research work in this conference and participated to make this conference a grand
success. Thanks to everyone who have directly or indirectly contributed to the
success of this conference ERCICA 2016.

Regards
Program Chairs
ERCICA 2016

ix



About the Conference

ERCICA 2016

The Fourth International Conference on “Emerging Research in Computing,
Information, Communication and Applications”, ERCICA-2016 is an annual event
jointly organized by the Departments of CSE and MCA during 29–30 july, 2016 at
Nitte Meenakshi Institute of Technology (NMIT), Yelahanka, Bangalore, India.
The conference is supported by the Technical Education Quality Improvement
Program (TEQIP-II).

ERCICA-2016 is organized under the patronage of Prof. N.R. Shetty, Advisor, Nitte
Education Trust, Dr. L.M. Patnaik, Technical Advisor, NMIT, Dr. H.C. Nagaraj,
Principal served as theConferenceChair and theProgramChairs of the conferencewere
Dr. N.H. Prasad, Professor and Head, MCA and Dr. N. Nalini, Professor, CSE, NMIT,
Bangalore, Karnataka.

ERCICA aims to provide an interdisciplinary forum for researchers, engineers,
and scientists to discuss and promote research and technology in the thrust areas of
computing, information, communication, and applications. The conference will
bring researchers, educators, professional engineers, and technologists into a single
forum in order to discuss and debate the emerging research in the above areas.

For ERCICA 2017, authors are invited to submit the manuscripts of their
original and unpublished research contributions to ercica.chair@gmail.com
(ERCICA website: http://nmit.ac.in/ercica.html). All the submitted papers will go
through a peer review process, and the corresponding authors will be notified about
the outcome of the review process. There will be six rounds of quality checks on
each paper before selection for Presentation/Publication. Authors of the selected
papers may present their papers during the conference.

xi



Contents

Part I Computing

Development of Accurate Face Recognition Process Flow
for Authentication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Tripty Singh and C. Josna Mary

Simulation and Performance Evaluation of WSN-Based Architecture
for Animal Health Monitoring Using NS2. . . . . . . . . . . . . . . . . . . . . . . . . 17
Ankit Bhavsar and Harshal Arolkar

Random Route Adoption Algorithm to Provide Source Location
Privacy in Wireless Sensor Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
N. Abhilash and S. Kuzhalvaimozhi

Improving Energy Efficiency and Reliability of Wireless Sensor
Networks with MC-AODV Routing Protocol . . . . . . . . . . . . . . . . . . . . . . 37
K. Imrana Banu, K. Rabiya Bashrin, K. Ummay Kulsum
and Mohammed Ummar

Aspect Based Sentiment Analysis Using R Programming . . . . . . . . . . . . 47
K.V. Akhil Kumar, G.V. Manikanth Sai, Nisha P. Shetty, Chetana Pujari
and Aiswarya Bhat

Frequency Domain Technique to Remove Herringbone Artifact
from Magnetic Resonance Images of Brain and Morphological
Segmentation for Detection of Tumor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
T.D. Vishnumurthy, Vaibhav A. Meshram, H.S. Mohana
and Pramod Kammar

Face Recognition Through Symbolic Data Modeling of Local
Directional Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Shanmukhappa Angadi and Vishwanath Kagawade

xiii



Multidimensional Image Indexing Using SR-Tree Algorithm
for Content-Based Image Retrieval System . . . . . . . . . . . . . . . . . . . . . . . . 81
Janakiraman Vanitha and Muthukrishnan Senthilmurugan

A Novel Approach to Mapping for KBQA System
Using Ontology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
R. Mervin and A. Jaya

An Adaptive Grouping Scheme for Avoiding Hidden Node Collision
in IEEE 802.15.4 LR-WPAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Mohammad Irfan Khan and Rakesh Rathi

An Approach to Classify Engineering Materials Using Machine
Learning Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
P.J. Antony, Prajna Manujesh and N.A. Jnanesh

Performance Analysis and Assessment of Safety Critical Systems
Using Ann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
K. Sruthi, R. Krishnaprasad, Manju Nanda and J. Jayanthi

Functional Mode Analysis of Safety Critical Systems Using Causal
Bayesian Networks (CBNs). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Susmitha Thiyyanoor, R. Krishnaprasad, Manju Nanda and J. Jayanthi

Concept-Based Extractive Text Summarization Using Graph
Modelling and Weighted Iterative Ranking . . . . . . . . . . . . . . . . . . . . . . . 149
S. Chitrakala, N. Moratanch, B. Ramya, C.G. Revanth Raaj and B. Divya

Kannada Speech Recognition Using Decision
Tree Based Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Sharada C. Sajjan and C. Vijaya

Automatic Hand Raise Detection by Analyzing the Edge
Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
J. Jesna, Athi S. Narayanan and Kamal Bijlani

Performance Evaluation and Improvement of R-CTP for Enhanced
Packet Transmission and Latency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
Jackson Preetham Machado and Pranesh V. Kallapur

Signal Processing of Motor Imagery EEG Waves Using Empirical
Mode Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Ajithkumar Sreekumar, M. Uttara Kumari, Krishna Chaithanya Vastare,
Suraj Madenur Sreenivasa and N. Apoorva

Mining Infrequent Itemsets from Text by Applying Recursive
Learning and Fuzzy Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
Prajakta V. Koti and G.A. Patil

xiv Contents



Mitigating Spam Emails Menace Using Hybrid Spam Filtering
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
Stanlee Nagaroor and G.A. Patil

Novel HBM Spacing Policy for Fuzzy Based Forward Collision
Avoidance System in Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
S. Paul Sathiyan, S. Suresh Kumar and A. Immanuel Selvakumar

Comparative Analysis of New Hybrid Approach for Overlay
Construction in P2P Live Streaming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
Kunwar Pal, M.C. Govil and Mushtaq Ahmed

Ant-AODV-VANET: A Bio-Inspired Routing Protocol for VANET . . . .. . . . 251
Atreyee Datta, Chandreyee Chowdhury and Sarmistha Neogy

Time Dispersion Parameters for Double Bounce Geometrical Channel
Including Rain Fading Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
M.C. Anand, Divya Rani and B.K. Sujatha

Assistive Text on Hand Held Objects for Blind People . . . . . . . . . . . . . . 273
Samruddhi Deshpande and Revati Shriram

Intra Frame Coding in H.264 to Obtain Consistent PSNR and Reduce
Bit Rate for Diagonal Down Right Mode Using Gaussian Pulse . . . . . . . 283
Manjanaik N. Manjanaik and Manjunath Ramachandra

iKan—A Kannada Transliteration Tool for Assisted Linguistic
Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
Prakash Anusha, Ashok Meghana, R. Swathi, C. Sahana and S. Sowmya
Kamath

An Exploitation of Postulating Privacy in Utilization of Cloud Services
with Crowdsourcing by Implementing Item Response Theory . . . . . . . . 303
C.J. Kavithapriya and S. Ancy

Music Information Retrieval: A Window into the Needs
and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
Dave Jayati, Pandya Dhara, Fruitwala Pranav and Tarjni Vyas

Cuckoo Search-Based View Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
T.V. Vijay Kumar, Amit Kumar and Biri Arun

A Regression Model for Estimating the Cooling Time
of Material Using Digital Microstructure Image Analysis . . . . . . . . . . . . 339
P.S. Hiremath, Anita Sadashivappa and Prakash Pattan

Contents xv



Part II Information

SDaaS: Framework of Sensor Data as a Service for Leveraging
Services in Internet of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
B.C. Manujakshi and K.B. Ramesh

An Approach for Efficient Capacity Management in a Cloud . . . . . . . . . 365
T. Roseline Philomine, Clarence J.M. Tauro and Melisa Miranda

Automated Negotiation of QOS Parameters Using Fuzzy Logic Based
Concession Strategy for Cloud Computing Environments . . . . . . . . . . . . 377
B. Sunil Kamath and Rio D’Souza

Intrusion Detection System Based on BCS-GA
in Cloud Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
Partha Ghosh, Supriya Jha, Rahul Dutta and Santanu Phadikar

Unsupervised Document-Level Sentiment Analysis of Reviews Using
Macaronic Parser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405
Sukhnandan Kaur and Rajni Mohana

Efficient Speech Compression Using Waveform Coding
in Time Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415
Subham Paul and Debashis Chakraborty

Model Based Algorithm Validation Approach for Safety Critical
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431
R. Krishnaprasad, Manju Nanda, J. Jayanthi and Shyam Sundhar Dhage

Impact of Different Ground Plane Structures on Sierpinski Monopole
Antenna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 445
D.M.K. Chaitanya and N.V. Koteswara Rao

Smart Authentication Using Graphical Password
for Android Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457
Aaroh Gala and Somdev Mehta

New Security Architecture for Big Data Hadoop . . . . . . . . . . . . . . . . . . . 469
Madhvaraj M. Shetty and D.H. Manjaiah

An Overview of Bio-Inspired Computing . . . . . . . . . . . . . . . . . . . . . . . . . 481
K. Lakshmaiah, S. Murali Krishna and B. Eswara Reddy

Providing Cloud Services to an Autonomous Robotic Car
in Real-Time Traffic Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 493
Prachi Sablani, Saurabh Kumar Prasad, Ashish Kumar Pandey
and Rajesh Doriya

xvi Contents



Part III Communication

Evaluation Energy Parameter Using Jumper Firefly Algorithm
in Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507
Sandeep Bidakar, H.H. Kenchannavar and Umakant P. Kulkarni

Developing a Context-Aware Secure Model for Sensor Network
Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 521
Pooja Mohan and Manpreet Singh

Inter Cluster Balanced LEACH Algorithm for Energy Efficient
Wireless Sensor Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 535
Sahul Goyal and Bindiya Jain

EPCA: Energy Preservation using Clustering Approximation
in Sensor Network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 547
A.P. Jyothi and Sakthivel Usha

Federating Disjoint Segments in Wireless Sensor Networks
Using Jumping Particle Swarm Optimization . . . . . . . . . . . . . . . . . . . . . . 559
Ramya Sharma and Virender Ranga

Part IV Applications

Enhancing Security of Stature System by Using Sybil Detection . . . . . . . 571
Neha Chauhan, Ankita Thadani and Jalpa Baria

Word Sense Disambiguation for Indian Languages . . . . . . . . . . . . . . . . . 583
Mitul Sheth, Shivang Popat and Tarjni Vyas

Discovery of Fuzzy Hierarchical Classification Rules (FHCRs):
A Genetic Algorithm Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 595
Renu Bala and Saroj Ratnoo

Classification of Fashionwear Using Deep Learning . . . . . . . . . . . . . . . . . 605
Akshayvarun Subramanya, Prajwal Srinivas, V.M. Pramod
and S.S. Shylaja

An Efficient Algorithm for Frequent Trajectory Itemset . . . . . . . . . . . . . 613
P. Geetha and E. Ramaraj

Intelligent Transparent Email Security as Security-as-a-Service
from Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 629
Deepak H. Sharma, C.A. Dhote and Manish M. Potey

A Novel Hardware Selection Algorithm for Aerial Vehicles
with Multi-rotors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 639
K.R. Narahari, B.S. Aruna Prabha, M.S. Goutham, V. Rohit,
Damodhar S. Kamath and P. Vaishak

Contents xvii



Efficient Binarization Technique for Handwritten Archive
of South Dravidian Tulu Script . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 651
P.J. Antony, C.K. Savitha and U.J. Ujwal

Application of Image Processing for Detection and Recognition
of Objects in Traffic Video . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 667
B. Ashwini, B.N. Yuvaraju, B. Deepashree and P.S. Venugopala

Neuro-Genetic Hybrid Approach to Predict siRNA Efficacy
in Plant Viruses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 679
Ranjan Sarmah, Shahin Ara Begum and Mahendra K. Modi

Discovering Latent Social Networks Through Detection
of Explicit and Implicit Taste from Online Reviews . . . . . . . . . . . . . . . . . 695
Bhaskarjyoti Das and V.R. Prathima

Digitally Integrated Store Commerce System . . . . . . . . . . . . . . . . . . . . . . 705
Aritra Roy, Sauvik Bal and Sagarika Ghosh

Load Balancing Routing Mechanisms for Wireless Mesh Networks:
A Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 713
D.S. Keerthi and T.G. Basavaraju

A Novel Encryption Scheme for Small Enterprises . . . . . . . . . . . . . . . . . 731
Mohit Wadhwani, Ankita Thadani and S.P. Medhane

Performance Analysis of Efficient Position-Based Opportunistic
Routing for MANET. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 741
N.S. Kavitha, P. Malathi, Jim Mathew Philip and S. Pravinth Raja

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 753

Subject Index. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 757

xviii Contents



About the Editors

Prof. N.R. Shetty is a Chancellor of Central University of Karnataka, Kalaburagi,
and Chairman of the Review Commission for the State Private University,
Karnataka. He is currently serving as an advisor to the Nitte Meenakshi Institute of
Technology (NMIT), Bangalore. He is also founder Vice-President of the
International Federation of Engineering Education Societies (IFEES), Washington
DC, USA. He served as Vice Chancellor of Bangalore University for two terms and
President of the ISTE, New Delhi, three terms. He was also a Member of the
Executive Committee of the AICTE and Chairman of its South West Region
Committee.

Prof. L.M. Patnaik obtained his Ph.D. in Real-time Systems in 1978, and his
D.Sc. in Computer Systems and Architectures in 1989, both from the Indian
Institute of Science, Bangalore. From 2008 to 2011, he was Vice Chancellor of the
Defence Institute of Advanced Technology, Deemed University, Pune. Currently,
he is an Honorary Professor with the Department of Electronic Systems
Engineering, Indian Institute of Science, Bangalore, and INSA Senior Scientist and
Adjunct Professor with the National Institute of Advanced Studies, Bangalore.

Dr. N.H. Prasad is currently working as Professor and Head of the Department of
Master of Computer Applications at Nitte Meenakshi Institute of Technology,
Bangalore. He completed his Ph.D. at Jawaharlal Nehru University, New Delhi,
India. Dr. N.H. Prasad has more than 12 years of experience in different roles in
both public and private sector enterprises, including the Ministry of Human
Resource and Development, New Delhi, Government of India. He has received the
prestigious “Dr. Abdul Kalam Life Time Achievement Award” and also received a
“Young Faculty” award at the 2nd Academic Brilliance Awards.

xix



Dr. N. Nalini is currently working as a Professor at the Department of Computer
Science and Engineering at Nitte Meenakshi Institute of Technology, Bangalore.
She received her MS from BITS, Pilani in 1999 and her Ph.D. from Visvesvaraya
Technological University in 2007. She has more than 17 years of teaching and
10 years of research experience. She has several international publications to her
credit and has received the “Bharath Jyothi Award” by Dr. Bhishma Narain Singh,
Former Governor of Tamil Nadu and Assam, given out by the India International
Friendship Society. She is a lifetime member of the ISTE, CSI, ACEEE, and IIFS.

xx About the Editors



Part I
Computing



Development of Accurate Face
Recognition Process Flow
for Authentication

Tripty Singh and C. Josna Mary

Abstract Rapid and tough tracking of multiple faces have many crucial applica-
tions in various fields like video surveillance and video conferencing. Hence, it
gained lot of momentum from computer vision researchers. Initialization, tracking
and display are the three important steps in real-time tracking of multiple faces in
high-resolution videos. Out of which, tracking is quite intensive in computation.
Object detection and tracking are important in many computer vision applications
including activity recognition, automotive safety, and surveillance. In this paper, a
computational model of real-time face tracking has been presented. The tracking
problem into three parts: the region extractor is based on the integration of
skin-color, motion, and silhouette features, while the face detector uses a simple,
rule-based face detection algorithm, and SVM. Real-time detection and tracking
implementation has been carried out and results presented.

Keywords Face detection � Skin recognition � Color � Tracking
Feature extraction � Color segmentation � Noise filtering

1 Introduction

Face recognition has been identified as a vital requirement in information security
and video surveillance, identity authentication for driver license or credit card and
access control. The concern about security leads the way toward face detection and
tracking. Both of them have many crucial applications in various fields like tele-
conferencing, facial gesture recognition, robotics, telecommunication, HCI (hu-
man–computer interactions). Human detection techniques have been classified into
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subwindow-based approaches and part-based approaches. Subwindow-based
approach has the features covariance matrices, histograms of oriented gradients
(HOG) and multilevel versions of HOG. In part-based approach, the body parts are
segmented and it is separately detected and the results are combined at the end. The
detection algorithm includes two basic processing steps: feature extraction and
detection. Viola and Jones [1] have designed a face detector which uses cascade of
simple classifiers based on the Haar wavelet features. Many enhanced face detec-
tion and feature extraction algorithms are inspired or adapted from this approach.

Nowadays great interest on video processing is arising. An increasing interest on
video processing applications has been observed recently. The goal of the work is to
design a method for the tracking of people in this world that includes many tech-
niques for the analysis of color, movement, and faces. The expected tasks from
visual-appearance-based interface can be: (1) Detection and localization of face
(2) Accurate facial feature detection and tracking (3) Facial expression analysis
(4) Recognition of mental states from sequences arises from face expressions and
head movements. Each listed task has its own limitations and challenges. Here, the
study aims on the task of detecting face and recognition. The system for detecting
face can generally be represented in Fig. 1. For implementing the face detection by
video-based and tracking system, one of the parameter, color (facial color) has been
identified. The color of the skin is considered as more advantageous in tracking
feature because of its fast processing capability than any other facial features. Under
the conditions for lighting, it is observed that the facial color is orientation invariant.
The skin color of face is depends on the YUV color space [2]. Value of noncritical
illuminance is eliminated which has been employed. The non-consideration of
noncritical illuminance value has been found to be not affecting the successful
detection of facial skin color. The movement analysis subsystem employs back-
ground subtraction which selectively eliminates the background which has moving
objects and their shadows.

Skin Detector approach has been adopted for color analysis. Face detection has
been incorporated under the face analysis section. The feature extraction and feature
evaluation system has utilized the rectangular features of Haar wavelets which
resulted in fast computation. Adaboost is a boosting strategy which has been

Capture Image Pre-Processing Contrast Enhancement

Transform to Integral Face
Faces

Images Detection

Non-Faces

Fig. 1 Face detection system diagram
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employed for the training of the detectors. For the proposed method in face
authentication technique, the requirements which satisfies the authentication are:

• Invariable to the face size and face slant
• Invariable to lighting variations
• New subject can be integrated into the system without considering others

features

A. Brief Overview of Video Surveillance: Using video analytics is the latest
development in video surveillance. DVRs can store digital video and can
analyze their captured images. Therefore, they can automatize the tasks related
to investigation purposes. For developing Video Surveillance and Monitoring
(VSAM) [3], the Defense Advanced Research Projects Agency (DARPA)
Information System Office starts a program in the year 1997 which was a 3-year
program. The main goal was to establish a technology based on video for using
in civic and battleground areas. The work here briefly covered the basic
problems in tracking face, detection, and in case of multi-camera system.

B. RelatedWork:There are a lot ofmethods proposed to improve the face detection
over last decades which are mainly classified into two: (a) Knowledge-based
method (b) Feature invariant approaches. In knowledge-based method, the main
goal is to find the invariable face features in a complex environment. Hence
localizing the face position.Determiningwhether a face is appeared in an image or
not by studying the relationships among the features [4]. The invariant method
approaches to invariant features, positions, brightness, etc. for detecting the
human faces.

Different approaches have been proposed for segmentation of moving objects and
features, like frame difference, double frame difference, and background suppression.
Background suppression has been the most extensively applied technique in case of
lack of a priori knowledge about the objective. Jain and Bolle’s work has demon-
strated [5] good achievement in video sequence analysis. Processes mentioned in the
above-mentioned work has selected updating of background [6], steps for verification
in order to include ghosts into the backgroundmodel and usage of HSV color space in
order to deal shadows. Themethod proposed by Jones andViola [5] exceeds the other
systems. The processing speed is high for the system proposed by Viola and Jones.
Rectangular features which is a type of Haar Wavelets, uses deluge of filters which
eliminates the images of non-face. The strategy for boosting is taken as asymmetrical
adaboost for the training of detectors. In addition, there has been a module for color
analysis which is rooted upon a standard skin detector algorithm and it has been found
that by using color images there is an improvement in the efficiency of the system.
Also, there has been a proposal for multiple-person tracking as seen in the work of Li
and Chellappa [7]. The multi-person tracking system has two modules—1. Face
detector module 2. Region extractor module. The face detector module uses a face
detection algorithm, SVM, etc. The region extractor uses motion, silhouette features,
integration of skin color, etc. The face detector module is simple than region extractor
module. This system has been found to be less robust to in real world.

Development of Accurate Face Recognition Process Flow … 5



2 Background Study

A. Evolution in Face Detection: The work for face detection begun as the com-
mencement of 1970s. In the beginning, simple approaches were used. Due to
various thinking about plain background, passport size frontal face scenario, the
work becomes rigid. Hence, the development in research area remained dormant
since 1990s. The work becomes a reality after the evolution of face recognition and
video coding systems. Decades back a research on face detection had taken place.
Segmentation ideas were presented on that by using motion, color, etc. For face
detection from large crowded situation neural networks and statistics are also used.
The technique of face detection is categorized into two since the technique requires
a priori information about the face [12, 13, 14]. These categories are differentiated
by various methods used for handling the knowledge about face. Feature-based and
image-based techniques are the two major detection methods used. Feature-based
method involves low-level analysis and feature analysis; whereas in image-based
analysis involves liner subspace methods and neural networks. Statistical approa-
ches also come under image-based analysis.
B. Knowledge base for Face Recognition: The first technique uses knowledge of
face and it follows detection methodology. From knowledge base analysis the
low-level features are obtained. The color of the face skin and its geometry is
analyzed at various levels. The next class has image-based representations which
have been classified directly into group of face by using some training algorithms. It
uses mapping schemes and training schemes for incorporating knowledge into the
system. On compared to feature-based approach, image-based techniques have
better performance. Mainly, there exists three methods for localization of facial
features: appearance, geometry, and structure. Preprocessing is the first stage in
almost all localization. It uses vertical and horizontal grey level or edge field
projections. Coarse-to-fine localization is another approach used for reducing the
computational load [8]. Sometimes uses color-based Segmentation schemes for
identifying face first and then for lips. The important method is to extend the whole
face detection methods in order to search for small features at a high resolution.
Feris et al. [9] uses Gabor wavelet networks (GWNs) for identifying the region of
face approximately. It then uses smaller GWNs for looking into almost eight
individual features, such as corners of eyes, nostrils, mouth corners, etc. The goal of
the appearance-based method is the representation of facial features.

Geometric-based methods have been found to have more information about
position of face, searching of landmark by angles, distances, areas, etc. [15, 16].
There are many methods for the improvement of detection of face that are classified
mainly into two: (a) Knowledge-based method (b) Feature invariant approaches. In
order to describe the relations from features of a face and the face which is detected,
a statistical model was built. (c) Matching of Template: The template employed
with features of face has a better matching operation.

6 T. Singh and C. Josna Mary



C. Face Identification: The face detection and recognition have a wide variety of
approaches, out of which it is a great difficult task to concentrate on a general case
in much detail. Mostly, there are three stages. The first stage is known as image
processing. In this stage, somehow the input images are transformed and extract
only the information which is important. Thus, it is more accurate. The classifi-
cation stage needs the information which is obtained from the extraction done by
processing stage. The major two tasks are lighting correction and filtering. The
function of lighting task is to reduce the variation of intensity in lighting and
orientation. The task of filtering is to obtain the needed information at some par-
ticular frequencies and directions. The second stage is known as image search. For
the detailed evaluation in further this stage chooses only the needed portion of the
image which are transformed. The next two stages is known as pattern classifica-
tion. In this stage, valuation is done for the outputs obtained from first two stages. It
then classifies it as background or target, face, or non face. The face detec-
tionprocess flow is as shown in Fig. 2. To identify a person, facial images are best
in biometric. This is more relevant in application areas, where secret or under-
ground works are going on. The face recognition can be applicable from static to
dynamic and identification of face from the crowded background such as airport.
The face recognition is based on the following facts: (a) Features of eyes, eyebrows,
lips, nose, chin, etc. (b) By comprehensive analysis, the face can be shown as the
combination of the weighted canonical faces [10]. A question will arise when the
face become enough for analyzing the tasks of real-time, real-world tracking, etc.
A related multiple-person tracking proposed here has two modules such as face
detector module [2] and region extractor module.

A. Method Description: The basic processing steps in a face recognition scheme
are as follows:

1. Collect and capture the frame for input.
2. Observe the faces in the input frame.
3. Analyze whether the face observed is existing or not.

Image/ Face Face Detection Face Fade
Video Segmentation and Tracking Removal &

from Video Alignment

Feature Matching Feature Extract

Database of Enrolled

Fig. 2 Face recognition process flow
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4. Template extraction is done and makes the histogram of face.
5. Determine Particle initialization with current spot and mass as zero.
6. Calculate the similarity coefficient.
7. Assign weight for each particle.
8. Sort the particle as per the weight.
9. Sketch the face surface with a rectangle with maximum weight and finally

demonstrate on the screen.

The proposed method has been aimed at tracking and thus recognizing multiple
human faces. The algorithm has the camera which acquires the image and then the
skin colored blobs has been detected. The object hypotheses that has been main-
tained along with detected blobs are then associated.

3 System Study

The proposed system includes detection of foreground, segmentation of blob,
tracking, etc. The diagram for proposed system is shown in Fig. 4. System has been
designed with major subsystems such as Movement, Color, and Face Analysis [6].

A. Movement Analysis Module: This analysis method includes subsystems
such as:

(i) Background Suppression, Shadow Detection: In order to obtain the fore-
ground images, a system known as background subtraction system has been
employed. This can be extracted from the difference between current image
and reference images. Shadow detection has been carried out after back-
ground suppression. The purpose of the shadow detection is to remove the
unwanted sounds, noises, motions which is followed from some morpho-
logical operations. And finally foreground mask images will obtain.

(ii) Blob Segmentation, Noise Filtering: Due to unwanted noises and sounds,
each objects may have more than one blobs. From the foreground images
blobs are segmented. The technique used for obtaining the whole object from
the segmented parts is known as Blob merge. A blob having small area is
considered as noise.

(iii) Blob Analysis and Tracking: Using eight connectivity, blobs have been
identified by the system. The average speed is computed with respect to
frame differences.

(iv) Background Update: The computation of a background model is through the
combination of array of previously obtained frames and the background.

B. Color Analysis Module: Under this, the actual image is get converted to its
chromatic colors first. After the conversion, it is then compared with the skin
color model. The skin color occurs in very small portion of the chromatic
color space. Therefore, the process of matching is very fast (Fig. 3).
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(i) Identifying the region of skin: All images especially RGB images are
transformed into 256 greyscale images with respect to the color distribution
by multilayer perceptron. A low density point describes that the possibility to
be a skin point is low, if not, the possibility is high. This greyscale image is
to be segmented by choosing a threshold that result in binary image.

(ii) Skin Expansion: A 5 � 5 morphological opening technique is applied in
order to eliminate some noise signals from selected points. After that dilation
process of 3 � 3 square structuring is done.

(iii) Detection of skin blob: Labeling based on the region is performed here in
order to compute the blobs of skin. Some portions of the blobs are noise.

(iv) Verification of face: This procedure includes:

(a) Choosing the portion of face. (b) Cosine transformation and choosing low
frequency coefficient. (c) Dividing the face area into various subareas. (d) Choosing
negative samples. (e) SVM training. The correlation property among the samples
must be small for choosing negative sample. The images of such samples are
produced in random way which contains vast information about various patterns.

C. Subsystem for Face Analysis: This approach has been the section neural
network is developed based on the function related to radial.

(i) Detection of Face: For detecting the face the system has a detector that has a
group of filters that rejects the non-faces. It permits the faces to move on to

(a) (b) (c) 

(d) (f) (e)

Fig. 3 a Original image captured, b Future analysis in spatio domain, c 32-grey level mapping of
original image captured, d 2-grey level mapping of original image captured, e (255-n) grey level
mapping of original image captured, f (255-n) grey level mapping of original image captured
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the next stage of cascade. The areas of hand and face are detected and tracked
using propagated pixel hypothesis algorithm. This algorithm has the property
to alter their shapes, to move in complex paths etc.

(ii) Overlapping of detection: From the face detection process a window known
as face windows are obtained. It is then processed further for estimating the
size and orientation of finally detected face. This method is for removing the
incorrect detections occurred and grouping the right detections.

(iii) Tracking Face: This approach is for removing the incorrect detections. This
task is applied for inter frame operation. The detections belonging to
sequence of frames is considered as same face, which uses same heuristic for
overlapping of detection [3] (Fig. 4).

4 System Design

The major steps covered under the system design have been found to be:

(i) Preparing input/output specifications.
(ii) Detail about the plan of implementation.
(iii) Determine the design before implementing the system.

Step 1 Detection of Object: In this step the objects are detected. The process of
detection is then applied to those cameras kept in those surroundings.

Step 2 Dimensional Object Tracking: From the above step we got the objects
which are detected. These are tracked in all cameras on the basis of
appearance model of objects [11].

Step 3 3 Dimensional Tracking of Object: Objects in two dimensions is joined
together for locating and tracing objects in a three-dimensional system.
The result obtained in this method is clubbed within the same objects.

Extract Key
Video Movement Analysis Foregroundframes(Frame

Acquire from PointsProcessing) Face
Face differentiate Background

N
O

ISE FILTER
Source Video ProcessDetection

from Background SuppressionAcquireVideo
from Source

Acquire Colour Sample
Acquire

from Source Background
Colour Model Processing Particle Select Based Tracking Points

Error Diffusion Based Tracking
Update

Color classifier Image Filtering
or color Weighting Based Trackingsubsystem or

segmentationcolor
segmentation Implementation of Face Tracking

Location BLOB analysis
Tracking

Fig. 4 Overall system block diagram
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Step 4 3 Dimensional Detection of Head: In this step, the orientation of head is
detected. It uses the technique known as Head Detection Technique
which was detailed early. First, a three-dimensional track is set
up. Corresponding to two-sdimensional view the head is detected at first
and its three-dimensional position is been triangulated.

Step 5 Assignment of Active Camera: In this step, it detects the camera that can
be used for doing the task which is to done in this step.

Step 6 Camera Control based on three-dimensional positions: A three-
dimensional orientation of the head and a PTZ camera is associated to
object. It makes the camera which is active to be focus on the location of
head. There exist many methods for zooming parameters and for con-
trolling the tilt. An example is given below. The zoom parameter is
directly proportional to the object distance from the camera and is
indirectly proportional to the objects speed.

Step 7 Camera Control Based on Detection of Face: After detecting the face the
camera is positioned on to the center of the face and increases the zoom
level. The coordinates of the corresponding image is transformed into its
specific pan/slide angles by giving the intrinsic calibration parameters of
camera and the current zoom level. A damping factor is set up for
eliminating the instability in feedback.

5 System Implementation

ASP.NET is the programming platform used for the multi face tracking system
implementation. This platform is better for the implementation of the system since it
is able to do the addition of libraries and for drawing forms fastly. System uses the
real-world sequence videos which are of 320 � 240 size of pixel. Those videos are
taken with a digital camera of 29.4 frames per second arrival rate and the com-
pression is done in .avi resulting images of low quality. Those videos having more
than four faces occur on at least 30 frames each face. Athlon 1.2 GHz computer was
used. The rates of frame were 8.5 frames per second. It generates exact output for
the inputs given. The accuracy of the expected result is verified. All the code units
are to be verified before giving to the software. Testing procedure was done and
successful tests produce the correct results. The position and location of eyes, area
of face, are to be observed. The feature vector for the face can be obtained from the
images of face,

P q; r½ � ¼ Q s q; r½ �; t q; r½ �ð Þ ð1Þ

where P[q, r] is image; Q is the reflectance map; s[q, r] and t[x, y] are shape
gradients. With an assumption of a Lambertian area and light source the formula
can be equated as given below:
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q cos h or I ¼ qmMsnNs
mþ nþMþN2

ð2Þ

The Gradient Measure has 2 � 2 kernels of pairs are represented in the figure
below. The other kernel is rotated by 90° (Figs. 5 and 6).

Those kernels are architecture in such a way that it responds to those edges
which are running at 45° proportional to grid of pixel. The kernels can be applicable
to those input images separately. It is applicable for obtaining the unique gradient
measurement in each and every (say Gx & Gy). The gradient measure can be
computed by the combination of these two which can be shown as:

G ¼ Gx þGy

Here, the determining method for Discrete Cosine Transformation for an image
is presented briefly [7]. The interpretation of DCT for 2 dimensional images are
shown below, where, x(m, n) are the images and N�N is the dimension.

C k; lð Þ ¼ 0\k; l�N � 1

Fig. 5 Results on video for
the system. The face detection
windows are shown. All of
them were detected

Fig. 6 Convolution kernels
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The low sub band (YLL) for the image is shown as:

YLL p; qð Þ ¼ 1=4 y 2p; 2qð Þþ y 2pþ 1; 2nð Þþ 2p; 2nþ 1ð Þf

þ y 2pþ 1; 2qþ 1ð Þg; 0� p; q�Q=2� 1
ð3Þ

Let SLL (m, n), 0 � m, 1 � N/2−1 be the 2D DCT of YLL(p, q). Approximate
sub band for DCT is shown as:

C k; lð Þ ¼ 4 cos pk
2N

� �
cos pl

2N

� �
CLL k; lð Þ; k; l ¼ 0; 1; . . .. . .; N2 � 1

0; otherwise

�
ð4Þ

From the DCT definition the sub band DCT is multiplied

with 4 cos
pk
2N

� �
cos

pl
2N

� �

1D DCT is computed for the rows and then for the columns are computed. This
is computed by differentiating the Eq. 1 into column and row.

6 Performance Estimation

Surveillance system has a great effort in associating and describing the explanations
for the measuring the performance. Hence, performance measurement is a great task
[2, 17, 18]. Surveillance scheme has errors of two types:

False Positive: The error which occurs due to the false detection by a system or a
false recognition which does not exists in that scenario. An example is given here.
Consider, a system which monitors a guarded area may detect the physical
movement in a particular area even if there is no physical object but there has
lighting variations.

False Negative: The error occurs when a system fails to identify an object which
is to actually identify. For example, a system which checks the guarded area is
failed to detect the peoples wearing a dress with the same color and background of
the environment given. Different methods for the detecting and tracking of faces are
presented. The main aim is to capture the best close up images of the people. Its
quality depends on the underlying components accuracy.

7 Results

The performance result is obtained for 25 subjects with a 160 � 120 resolution
camera. For the detection of face area the movement information is also needed
because humans cannot sit for a long while. The face area varies only when the
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head movement varies. By this method, multiple faces got tracked which are not
sensitive to the face size and light. The Discrete approximation to LoG function
with Gaussian = 1.4 (Fig. 7 and Table 1).

A. Experiments at Various Levels of Compression: Many experiments done for
the performance evaluation of DCT algorithms. On DCT compression the
quantization effect can be viewed when the halving or doubling of images taken
place. Low PSNR values were observed in the case of the faces seen in the
video dataset especially for some particular samples. This low PSNR may
contribute to the classification error. For the testing, from 10 images of face we
gathered the face features which varies in size, shape, and orientation. The
mean value of confidence is calculated for validating the identity asserts.
Validating includes accepting or rejecting the identity claim. Here, if the mean
value of confidence is greater than 0.9 thresholds, the identity assert is validated
to be accepted. Otherwise, the system rejects the inaccurate asserts. This value
can also be used for evaluating the similarity between the subjects. System
performance remains constant to the face size. There were no effects with
respect to the lighting. The techniques used here are less expensive. The testing
of nearly 10 face images requires more than 30 ms on Pentium machine which
is comparatively less for the particular model.

Fig. 7 a PSNR plot before quantization and after quantization, b RMSE plot before and after Q,
c Laplace of Gaussian function with Gaussian = 1.4

Table 1 Results of recognition performance

Sr no Database Image
measure
(%)

Gradient
measure
(%)

Illumination-
Invariant
measure (%)

PCA
(%)

LDA
(%)

PSNR
(DB)

PSNR
grey

RMSE
double

1 Face 1 88.3 85.3 85.3 83.3 83.3 34.64 34.83 34.05

2 Face 2 86.9 87.9 84.3 81.3 81.3 32.43 32.82 29.72

3 Face 3 87.3 86.5 82.5 87.9 83.5 34.64 34.33 34.95

4 Face 4 87.5 88.2 85.3 86.5 84.3 32.43 29.57 29.72

5 Face 5 88.2 88.7 84.3 87.9 82.5 34.33 32.70 34.37

6 Face 6 87.9 86.8 82.5 86.5 85.3 34.33 34.95 34.37
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8 Conclusion

The work mentioned represents an endeavor for acknowledging toward the pro-
posed system. This system has better performance on comparing with other similar
systems in robustness, real-time tracking, etc. The goal is to improve the speed of
the system in case of face detection and recognition of blob especially in color and
movement. For responding to an action which happened in real-time real-time
analysis of video is used which helps in obtaining data at high resolution. Such
systems can be together integrated with the other sensing devices and the data about
the space in which the system operates. This provides the alertness about the
situations highly. Future work can be implementing on skin segmentation (clus-
tering, skin model), object tracking (estimating objects position), and human body
detection.
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Simulation and Performance Evaluation
of WSN-Based Architecture for Animal
Health Monitoring Using NS2

Ankit Bhavsar and Harshal Arolkar

Abstract The network simulator tools provide a facility to check the characteristics
of network architecture. The NS-2 network simulators is one of the widely used tools
by researchers to investigate the characteristics of wireless sensor network-based
network architecture. Agriculture and animal husbandry are the main source of
income in rural areas of India. Pet animals like cow, buffalo, sheep, goat, and others
play a significant role in the life of rural people. Pet animals are used and nurtured as
they are considered to be source of income. Weak health and improper treatment of
animal directly affects the trade of animal husbandry and agriculture which is
backbone of village life. Due to problems faced by animal owner special attention
needs to be given on animal health monitoring. This paper presents a preliminary
performance investigation of the WSN-based architecture model for animal health
monitoring. We analyze the performance of simulation model by using metrics, such
as packets delivery statistics, network throughput, and end-to-end delay.

Keywords Wireless Sensor Network (WSN) � Transmission Control Protocol
(TCP) � Simulator � NS-2 � Sensor � C++ � OTCL � PAN

1 Introduction

The sensor node consists of sensing unit, computation unit, and communication
unit. All these components provide capability to monitor and react to a particular
environment. The interconnection of many such sensor nodes form a network called

A. Bhavsar (&)
GLS (I & R.K. Desai) Institute of Computer Application, GLS University,
Ahmedabad, India
e-mail: ankit@glsica.org

H. Arolkar
GLS (S.R. Parikh) Institute of Computer Technology, GLS University,
Ahmedabad, India
e-mail: harshal@glsict.org

© Springer Nature Singapore Pte Ltd. 2018
N.R. Shetty et al. (eds.), Emerging Research in Computing, Information,
Communication and Applications, https://doi.org/10.1007/978-981-10-4741-1_2

17



wireless sensor network (WSN) [15]. The WSN is usually used for monitoring,
sensing, and responding to activities happening at a remote location [4–6, 8, 16].

In [3] we have proposed architecture for animal health monitoring using WSN
for rural area of Gujarat. In this paper, we have simulated the said architecture in
NS2. The network simulation model consists of three personal area networks
(PAN). Each PAN has three sensor nodes and one cluster tree-based PAN coor-
dinator (CTPAN coordinator) for managing the personal area network. The sensor
node sense and capture the event data and transmits it to CTPAN coordinator. The
data, received by the CTPAN coordinator, will be forwarded to the main PAN
Coordinator for further transmission.

The paper is divided in six sections. Section 2, discusses the related work.
Section 3 shows the proposed architecture for animal health monitoring. Section 4
explains simulation scenario. Section 5 analyzes the simulation result followed by
the conclusion in Sect. 6.

2 Related Work

This section shows some of the NS-2-based simulation models for WSN [1, 4, 12–
14, 16, 22–24, 26, 27].

Ali Al-Dahoud et al. [2] presented simulation of monitoring system for a set of
photovoltaic (PV) panels. They created simulation interface for PV panels. They
proposed new solution based on the WSN sensor node for the identifying fault in
solar panel located at Algeria.

Kavi K. Khedo et al. [11] proposed the use of wireless sensor network for air
pollution monitoring in Mauritius. They proposed an innovative system named
“Wireless Sensor Network Air Pollution Monitoring System (WAPMS)” to monitor
air pollution in Mauritius. They deployed huge number of wireless sensors nodes
around the island. The proposed system makes use of an Air Quality Index
(AQI) which is presently not available in Mauritius. They also had designed and
implemented a new data aggregation algorithm named “Recursive Converging
Quartiles (RCQ).” The algorithm is used to merge data to eliminate duplicates and
filter out invalid readings. By implementing this algorithm, they reduced the
amount of data to be transmitted to the sink and thus saving energy.

Kamlendu Pandey et al. [10] presented complete simulation model for moisture
deficit monitoring and controlling the irrigated agriculture using NS-2. They used
the cluster-based simulation approach. They dealt with soil moisture data, its
routing, aggregation, processing, and relay to the sink. The simulation model gives
the real situation of soil moisture; which helps in irrigation scheduling.

Hafsah Nirwana et al. [8] provided optimal communication path modeling for
early detection of landslide using WSN. They used network simulator 2(NS-2) for
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simulating two different scenarios. Based on the simulation result analysis, they
compared throughput, delay average, packet loss for both scenarios.

Rajesh Banala et al. [19] implemented real-time surveillance of the home se-
curity with intelligent remote monitoring based on the ZigBee technology. The
system can send abnormal images and messages through MMS and SMS. For that
they created simulation model and checked best routing protocol for getting highest
performance. They compared AODV to DSDV protocol through simulation model.

3 Proposed Architecture

The WSN-based Animal Health Monitoring will be implemented in rural area of
Gujarat. The proposed architecture shows the village scenario having three animal
sheds. We propose that each animal shade works as Wireless Personal Area
Network (WPAN). Each WPAN has one Cluster Tree-based PAN coordinator
(CTPAN coordinator) node and multiple sensor nodes. Each sensor node senses the
event and transmits the event data to concerned CTPAN coordinator. The CTPAN
coordinator is responsible for starting network, configuring all sensor nodes and
transmitting/receiving data to/from nodes. Further, it will transmit data to PAN
coordinator which sends transmission to Gram panchayat server. Figure 1 shows
the topology of the architecture proposed.

Fig. 1 Proposed architecture of three PAN-based animal shades
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4 Simulation Scenario

Many open sources network simulation tools are available today. One of the best
tool for testing the network system prototype is Network Simulator (Version 2),
popularly known as NS2. The NS2 is event driven simulation tool which is useful
in studying the dynamic nature of communication networks. It provides support to
the simulation of the wired, wireless, and wireless sensor network’s functions,
protocols and standards. The NS2 provides the support to the simulate TCP, UDP,
and other routing protocols. NS2 has several advantages like complex scenario can
be easily tested, result can be quickly obtained, and large number of protocol’s
support [5–7, 9, 15, 17, 18, 20, 21].

The WSN-based animal health monitoring architecture consists of application
layer, transport layer, and low-level network management. We propose to imple-
ment IEEE 802.15.4 at MAC layer and Transmission Control Protocol (TCP) as
connection agent at the transport layer. The purpose behind selecting TCP is that it
is a connection-oriented reliable transport protocol. The TCP achieves its reliability
by three different phases called connection setup, data transmission, and connection
termination [25]. Figure 2 shows the initial simulation layout of the three
PAN-based animal sheds in NS2. Here, the topology shown in Fig. 1 has been
simulated.

Fig. 2 Simulation layout of three PAN based on animal shades
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WPAN has been simulated to establish TCP connection that carries Constant Bit
Rate (CBR) traffic type. These CBR has been selected because it is more suitable
for sending periodic data sets. The simulation setup we require to set values of
several simulation parameters. Table 1 shows the list of simulation parameters used
along with it’s values.

4.1 Simulation Process

The generic steps followed in the simulation model for the data packet transmission
using wireless network are mentioned below.

1. Initializing PAN coordinator
2. Initialize PAN by sending Beacons, PAN Id and channel frequency to neigh-

boring devices.
3. Neighboring device sends acknowledgements for Beacons to PAN coordinator

thus creating a PAN.
4. Periodically PAN coordinator sends beacon to sensor nodes for allocating

channel for packets transmission.
5. Channel is allocated to the neighboring sensor node that wants to transmit data

packets.
6. PAN coordinator receives data packets.
7. PAN coordinator forwards the data packet to the nearest router.
8. Router may then forward the data packet to local server.

This section shows some of the screens generated within the simulation.
Figure 3 show that all three personal area networks configured their sensor nodes
with CTPAN coordinators.

Table 1 Simulation
parameters and its values

Sr. No. Simulation parameters Values

1. NS Version NS 2.35

2. Channel Wireless Channel

3. Number of Nodes 13

4. Type of the MAC 802.15.4

5. Antenna Model Omni Directional

6. Type of Routing Protocol AODV

7. Internet Protocol Type TCP

8. Package Size 50

9. Area of Simulation 400 � 400

10. Propagation Two Ray Ground

11. Interface Queue Drop Tail

12. Simulation Time 70 ms

13. Traffic Type cbr

14. Max Packet Size 150

Simulation and Performance Evaluation of WSN-Based Architecture… 21



Figure 4 shows packets transmission from node 1 to CTPAN coordinator node
2. During transmission, node 1 starts moving within the personal area network.
Figure 5 shows packets transmission from node 11 to CTPAN coordinator node 5.
It also shows the new position of node 1.

Fig. 3 Three PAN configured under their CTPAN coordinator

Fig. 4 Packets transmissions from node 1 to CTPAN coordinator node 2 with movement
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5 Simulation Result

The simulation was analyzed to check throughput of the network, number of data
packets sent, received, and dropped by each of participating nodes in the simula-
tion. We have also analyzed the total number of packets sent, received, and dropped
within the entire network. The final analysis was done to identify the end to end
delay of data packets.

Figure 6 shows the graphical output of total number of packets sent, received,
and dropped based on the type of packet.

Fig. 5 Packets transmissions from node 11 to CTPAN coordinator node 5 and new Location of
node 1

Fig. 6 Shows the total
number of packet sent,
received and dropped by
packet type during simulation
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As can be observed from the figure the, 7089 Beacons are sent while 18,636 are
received and 17,953 are dropped. Similarly 15,289 TCP packets are sent while
9745 are received and 1422 are dropped. Figure 7 shows the total number of
packets sent, received, and dropped by each node.

Finally Fig. 8 shows the throughput of the entire networks while Fig. 9 shows
the average end-to-end delay during simulation.

Fig. 7 shows the total number of packets sent, received and dropped by each node

Fig. 8 Network through put measured in Kbps

Fig. 9 Average end-to-end delay during simulation
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6 Conclusion

The simulator result show that WSN-based architecture for animal health moni-
toring. It is being concluded that IEEE 802.15.4 standard is suitable for the pro-
posed architecture. The simulation analysis shows that the packet delivery ratio is
high enough and end-to-end delay is possible less for the proposed architecture. The
simulation gives encouraging result for WSN-based architecture for animal health
monitoring.
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Random Route Adoption Algorithm
to Provide Source Location Privacy
in Wireless Sensor Network

N. Abhilash and S. Kuzhalvaimozhi

Abstract Since wireless sensors are being deployed in hazardous conditions,
emphasis on source location privacy has become elementary. This paper proposes
Random Route Adoption (RAA) algorithm which is built on the idea of random
walk combined with Genetic algorithm. This algorithm intends to keep all the
goodness of random walk and have a greater effect in providing source location
privacy with the help of genetic algorithm. As a result, there will be an increase in
the safety period of the routing protocol and hence counters the effects of hop by
hop traces and other adversarial traffic analysis practices.

Keywords Forwarding probability � Genetic algorithm

1 Introduction

Wireless sensors are the revolutionary devices which can perform various tasks and
tune-ups persistently and prissily with minimum maintenance. These sensors are
strategically deployed in a geographical area to form a network of devices which
can do various tracking and monitoring [1, 2]. Tacking an object is easy but
safekeeping this information from the advisories is quite challenging. Applications
such as doctors monitoring soldier’s health in a battle field, monitoring endangered
animals in its habitat, sensitive event data has to be transmitted along the network.
Advisories can backtrack to its origin and cause serious trouble to the object, hence
preserving privacy of the source node is very vital.
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There are many methods [3] to provide source location privacy (SLP) one of
which is the random walk. It is a method where sensor nodes takes random path
whenever it has to transmit event data to the sink. This is one of the early method
which aims to give enough time for the monitored object from the advisory to
dislocate from the source node. This period of time is known as safety period,
which is one of the crucial security metrics. In prior to data transmission, every
node has a probability of receiving the data from its neighbors. The probability of
forwarding the data to its specific neighbor is known as forwarding probability [4].
In random walk, the forwarding probability of all nodes are same., i.e., a node may
forward a packet to a node which already received earlier. Hence, pure random
walk is found not effective in providing SLP. Many enhancements are made to this
random walk to provide a better privacy and paper is also an effort in doing so, by
integrating random walk with the genetic algorithm [5].

Genetic algorithm is used to look for good and robust solution which is specified
in fitness criteria. The reason for choosing genetic algorithm is that, it works on
chromosome which are the encoded version of parameters which gives a potential
solution, it performs parallel search from the population and it uses simple fitness
function which has no artificial over engineered mathematics.

2 Related Work

All the related work mentioned below are based on the approach of random walk and
its enhancements. One of the basic approach is the Pure RandomWalk [6]. Here, the
packets are forwarded using random paths with no major constraints. The downside
of this method is that all the nodes in the network will be having same forwarding
probability. Hence, there is a chance of forming loops in the network path and might
ease up the job for an advisory who tries to back trace the packets origin.

An enhancement to the above approach is Phantom Routing scheme [7] which is
the combination of random walk and flooding. This scheme starts with a random
walk up to a specified number of hops and as it reaches the hop limit, the packets
are flooded till it reaches the sink node. This scheme is still considered as energy
consuming and increases the network traffic.

Phantom Single Path Routing [8, 9] is one of the method to provide SLP, where the
node surrounded by the neighbors are divided into sectors and all nodes find out the
distance between itself to the sink and its neighbors to the sink so that a forwarding
node knows that the neighbor is either far or close to the sink. A node randomly selects
any one of the sector and walks till it reaches the hop limit. After this, it starts using a
single path to reach the sink node. This method is said to be effective but limiting the
random walk period will reduce the safety period for the source.

Directed Random Walk [10] is somewhat similar to the above method but it only
selects the node with less hop count to forward the packets. The nodes with less hop
count to the sink are considered as parents and every time a different parent is
selected to reach the sink. [11] has also contributed in providing SLP where both
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sink and source randomly walks to meet a receptor node. This receptor node uses
this preexisted path by the sink to forward packets to the sink.

Randomly Selected Intermediate node [12] also selects an intermediate node
which must be at least some distance from both sink and source. The downside of
this method is that it consumes lot of energy and in selection of intermediate node
which can become either too close or too far from the source [13]. Overcomes this
problem where the intermediate node will not be too far or too close to the source
and gives a balanced power consumption. Here, an intermediate node is selected
from the area R−r around the sink as shown in the Fig. 1a. The area R−r is known
as the sink’s toroidal region. Any advisory will be having a tough time in moni-
toring the entire toroidal region there by providing location privacy.

Similar to the above method [14] focus on the balance between energy con-
sumption and security for the destination node. This method is divided into two
phases, where in the first phase is a walk to a randomly selected intermediate node
with in the toroidal region R−r surrounding the source as shown in the Fig. 1b. In

Fig. 1 a Sink toroidal region.
b Source toroidal region
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second phase, the packets are forwarded from that intermediate node to the sink
using a shortest path along with fake packets to confuse the advisories.

There are still other different methods to provide SLP like using dummy packets,
creating delay during transmission, location anonymization, etc. but our focus is to
enhance the effectiveness of these random walks and to avoid cycles.

3 Random Route Adoption Algorithm

This paper proposes a Random Route Adoption algorithm which is implemented
based on the random walk approach combined with genetic algorithm. Here the
base station as a primary actor initiates the system by broadcasting the beacon
messages to the sensors in communication range and each receiving sensors updates
their routing table and forwards this message down the line of sensors so that all
possible paths and their hop counts to reach the base station can be known.

Whenever an event occurs, the sensors senses the change in environment and
forwards this event data to the base station with a random path of hop count i and
consider this path as generation zero. As said RRA algorithm aims to increase the
effect of random walk to provide SLP. This is done by altering the forwarding
probability of the neighboring nodes and to do so, we are going to invoke genetic
algorithm.

Genetic algorithm generates various solution for many optimization and search
problems by impersonating the process of natural selection. It involves the steps
such as generating initial population, evaluation, or fitness calculation and gener-
ating new population. The flow chart of RRA algorithm is shown in Fig. 3.

A. Generating initial population: genes and chromosome

In genetic algorithm, a gene is a locus or a block which constitutes a chromosome.
Here a single sensor node is considered as a gene. Therefore a chromosome is a
sequence of Genes (nodes) which is a possible solution for our problem. The
starting gene of the chromosome is always the source node where an event is
recorded. This gene is followed by the neighboring nodes and has the base station
as the last node. The maximum length of chromosome cannot be greater than the
total number of nodes in the network.

The initial population is the pool of chromosome which corresponds to all the
possible path from the source node to the base station.

The gene elements will be having a binary value 0 or 1. 0 indicates that the gene
has not been contributed in generation zero and vice versa which is shown in the
Fig. 2 (Fig. 3).

Fig. 2 Structure of
chromosome and its genes
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Fig. 3 Flowchart of random route adoption algorithm
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B. Fitness function

Here, the fitness of each chromosome present in the initial population is calculated.
The goal is to take a random path from source to base station without any cycles
and to use most random paths to improve safety period for the source.

The input to the fitness function are the genes of the chromosome and the output
is an integer value for each chromosome as shown in Eq. (1).

fn ¼
Ximax

i¼1

Ni

TN

� ��1

� i ð1Þ

where

Ni is the number of nodes with gene value 1 with i hops
TN is the total nodes in the sensor network
fn is the fitness value for each chromosome

C. Generating new population

New population of chromosomes can be created by performing selection, crossover
and mutation.

Selection
Herbert spencer said and I quote “survival of the fittest” in the evolutionary theory
of natural selection. It means that the one who is fit can survive and will be selected
by the nature. Likewise, the fitness value of all the chromosomes are sorted and one

Fig. 4 Selection process
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with the good fitness values are selected and produced to mating pool and the
remaining are discarded as shown in Fig. 4.

Crossover
Here, good chromosomes are combined with each other to yield even better
chromosome. As shown in Fig. 5, two chromosomes are chosen from the mating
pool and a single crossover point is selected between each. The either side of
crossover point of two chromosome are exchanged with each other and concate-
nated to produce two new offspring.

Mutation
It is done to create a new attribute which may not be found in the parent chro-
mosome. It is done just by tossing a gene randomly as shown in the Fig. 6.

By the end of the iteration, the chromosome with the best fitness value is taken
as the solution and if the solution is not satisfactory then the entire process is
repeated. So every time RRA provides a new random path with varying forwarding
probability which will buy enough time to the subject to move away from the
source node.

Fig. 5 Crossover of two
chromosome

Fig. 6 Mutation process

Random Route Adoption Algorithm to Provide Source Location… 33



4 Conclusion

Since sensor nodes are deployed in critical conditions, having various monitoring
and tracking applications, context privacy becomes as fundamental as content
privacy. Random walk with its uniform forwarding probability of neighbor nodes in
considered less effective in providing SLP. Hence combining with genetic algo-
rithm is going to alter the forwarding probability of neighbors and avoids forming
cycles. Since the event data in the source randomly walks all the way to the base
station, there will be a definite increase in the safety period where, the monitored
object will have enough time to move from the source node before any advisory
traces back.
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Improving Energy Efficiency
and Reliability of Wireless Sensor
Networks with MC-AODV Routing
Protocol

K. Imrana Banu, K. Rabiya Bashrin, K. Ummay Kulsum
and Mohammed Ummar

Abstract The most important issues in wireless sensor networks are a powerful
usage of resources, as the sensors in the system relay on these restricted resources,
for example, battery lifetime, CPU, memory etc. In this way, the imperative issue in
such sort of systems is energy effective and reliable. So to diminish the power
consumption and to enhance the network performance, we upgrade a broadly uti-
lized reactive routing protocol known as ad hoc on-demand distance routing pro-
tocol (AODV). For the most part to pick a best way AODV takes hop count metric,
which is not suitable for WSNs in light of the fact that the nodes set in the same
shortest way will drop their power at regular intervals. So the fundamental point of
this paper is take a gander at hop count, as well as consider the node lifetime and
remaining power while picking the best optimal path (Che-Aron in IJCSNS
International Journal of Computer Science and Network Security 6(2), 2010) [1].
The upgraded AODV steering convention known as Energy routing protocol
known as Energy constraint AODV (EC-AODV) routing protocol, which builds
overall system lifetime by controlling the remaining power of the considerable
number of nodes in the system. In this way, in view of the simulation results we
demonstrate that the proposed system is more effective than the current one.
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1 Introduction

A wireless sensor networks contain sensor nodes prepared for gathering information
from the surroundings and communicating with each other by means of wireless
transceivers. This assembled information is conveyed to one or more sink nodes by
means for multi-hop communicate. For the most part, every sensor node comprises of
batteries, different sort of memory, and remote handsets. In light of various appli-
cation regions, for example, military, forest, agribusiness etc., different routing pro-
tocols has been proposedwith different metric. By ofworking and application, routing
protocols are arranged into proactive and reactive routing protocols. In dynamically
varying areas, on-demand driven routing protocols extent a better performance, for
example, Dynamic source routing and ad hoc on demand routing protocols [2].

In the event that a source node does not have a valid route in its routing table, yet
at the same time willing to send a data packet, then it starts the route discovery
procedure as appeared in Fig. 1.

Source node telecast the route request packet to all its neighbor nodes. On the off
chance that the intermediate node which gets first route request (RREQ) packets,
finds a valid path to the destination in its routing table then it setup a reverse path in

Fig. 1 Route discovery in AODV
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Fig. 2 Represent RREQ forwarding

Fig. 3 Set-up a reverse path in AODV

Fig. 4 Forward path set-up in AODV
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the heading to source and sends the route replay (RREP) packets as appeared in
Figs. 2 and 3 else the RREQ is broadcasted every one of its neighbors.

From G and H, node C gets RREQ yet it would not send once again, since node
C has already send the route request once.

Node D is the aimed destination of RREQ so it does not send the route request.
At the point, when a RREP travels in the direction to the sources a forward way

is setup to the destination as appeared in beneath Fig. 4. Generally, any type of
conventional routing protocol for example, DSR, AODV picks a shortest path, to
forward the information without considering the power of the nodes [3, 4]. So this
paper upgrades the AODV routing protocol by adding a number of parameters that
adjusts the power of the sensor node inside of the network. Accordingly, the general
system lifetime is expanded by controlling the remaining power of the nodes

2 Energy Efficient Methodologies

Energy Efficient methodologies as the sensor nodes are distributed thickly in a field
either near to or inside the process unique multi-hop wireless routing protocols
between the sink nodes more over sensor nodes are required. Conventional ad hoc
routing techniques do not normally meet the necessities of the Wireless sensor
networks.

Energy-efficient routes can be discovered in view of the available power (PA) in
the sensor nodes or the power required for sending in the connections along the
routes. By one of the following methodologies energy-efficient route is chosen.

Maximum available power (PA) path: The path that has high aggregate PA is
favored. By adding the PAs of each and every node through the path the aggregate
PA is calculated. It is critical not to conceive paths determined by continuing paths
that can associate the wireless sensor node to the sink right now path.

Minimum Energy (ME) path: The ME is the path that takes least power to
transmit the information among the sink and the other nodes.

Minimum hop (MH) path: The path that makes the MH to reach the sink is
favored. Minimum Energy (ME) chooses the same path presently as the Minimum
Hop when the same measure of energy is utilized on each and every connection. In
this manner, when hubs telecast with same energy level with no power control, MH
is then identical to Minimum Energy.

Maximum minimum available power node path: The path through which the
low PA is greater than the low PAs of alternate paths is favored. This blocks the risk
of spending a wireless sensor node with minimum PA much sooner than the others
in light of the fact that they are on path with hubs that have maximum available
power.
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3 Proposed EC-AODV Routing Protocol

In this proposed system, if the remaining power is not exactly the threshold value
then that node does not include in route discovery and sending the information
packets else the AODV protocol works at two stages.

1. Route discovery
2. Route maintenance

Route discovery
In this stage if the remaining power is not exactly the threshold then that nodes
don’t include in route discovery and data forwarding traffic. At the point when a
source node need to send some information packets to the specified destination
node, then it first finds in its routing table whether it have a valid route to the
destination. It will forward the information packets on the specified path else by
utilizing the route discovery process it will locate a valid path to the specified
destination. Presently to locate the optimal path from source to destination the
EC-AODV comes into act. Source node sends the route request (RREQ) packets
that comprises of destination IP address alongside newly included field that is
Energy factor (EF) and Node lifetime (NLT). In the wake of getting the RREQ
packets, the intermediate node throws out the RREQ packets if its remaining energy
is less than the value of threshold. Conversely, they likewise measure the EF and
NTL values and upgrade their routing table. At that point, it checks if the remaining
power is not exactly the threshold value along with the highest EF and NFL then it
sends the RREP packet reverse path to source. At long last the best optimal path
having low-hop count with highest nodes lifetime and energy factor is chosen [5].

Route maintenance
When a link is failed between source to destination then the route maintenance is
used. A link can be failed due to many causes such as network congestion, mobility
of nodes, energy consumption, and so on. The node sends the route error (RERR)
packet to the source node, if its neighbor node does not respond to its HELLO
message. The nodes update it routing table when it finds the RERR packet, at last
when it reaches the source node, it makes a route discovery for a new route.

4 Evaluate Routing Parameters

The lifetime of the whole network is increased furthermore the power consumption
is diminished over the system, by adding the power metrics to AODV routing
protocol they are node lifetime and energy factor. The EF can be calculated by
following procedure:

To begin with, figure the amount of energy taken by the nodes for transmitting
and accepting the packets and after that calculate initial and current energy.
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Energy factor ¼ Remaining EnergyðERÞ
Initial EnergyðEIÞ

where initial energy is the energy given to the nodes when they are created and
remaining energy can be computed as

RE ¼ Current Energy ðEcÞ � ðTransmission Energy ðEtÞþReceiving Energy ðErÞÞ

where,

Et ¼ Transmission Power � 8 � Packet size
Bandwidth

Er ¼ Receiving Power � 8 � Packet size
Bandwidth

Next metric is Node Lifetime (NLT) that can be computed as

NLT =
Receiving Energy (Er)
Draining rate (DR)

where Draining Rate is the energy consumed at a specific node. Except the desti-
nation node all the remaining nodes in AODV needs to process their life time.
Draining rate (Dr) is

Previous Energy ðEpÞ � Current Energy ðEcÞ
Current Time Tcð Þ � Previous Time ðPcÞ

EC-AODV can be done by doing a few changes to AODV’s route request, route
reply and routing table. To get to NLT and EF to extra fields are included into route
request and route reply packets. At that point ECAODV comprises of source IP
address, Destination address, Destination Sequence number, Source Sequence
number, hop count, time to live, energy factor, node life time [6].

The EF and NLT are computed and added to route request packet during route
discovery process then the converse path is made by the destination node or
intermediate node in view of the hop count, EF, and NCL and after that upgrades its
routing table.

5 Result

The throughput, packet deliver ratio, average end-to-end delay, average energy
consumption, and routing overhead can be calculated by NS2. This shows the
performance variation between AODV and EC-AODV.
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UDP is the transport layer protocol attached at the source nodes. CBR is the
constant bit rate attached at both the sender and the receiver side to create the traffic.
The simulation time is fixed throughout the simulation and the data rate is varied
from 0.1 to 0.6 Mbps for 802.11 Wireless LAN. The simulation results are
explained below for both the existing and proposed systems.

Packet Delivery Fraction
This is the ratio between the total num of packets got at the receiver side over the
total num of packets transmitted by the sender [7]. In AODV the PDF is 1.79% low,
compared to EC-AODV it shown in Table 1.

Throughput
Throughput is the quantity of information send in a period of the time. As said
above due to zero received packets for existing system there is no throughput. In
EC-AODV, the throughput is 30.6% better compared to AODV and is shown in
Table 1.

End-to-End Delay
This is defined as the mean time carried by the data packet to receive at the receiver
side. In EC-AODVthe e2e delay is 48.4% low compared to AODV and is shown in
table.

Dropped Packet ratio
The ratio of difference between the number of packet send and number of packet
received at the destination is called as Dropped Packet ratio. In EC-AODV the
Dropped Packet ratio is decreased by 1.7% compared to AODV and is shown in
Table 1.

Average Energy Consumption
The sum of Energy consumed by all in nodes in the given path by the total number
of hop counts gives average Energy Consumption for that path.

Over Head
Number of routing packets required for communication is referred as routing
overhead. Here over head for existing system is increased compared to proposed
system and is shown in Graph 1.

Table 1 Comparision
between AODV and
EC-AODV

Metrics AODV EC-AODV

Throughput (bps) 688.69 994.74

Avg. end to end delay 559.86 75.332

Packet delivery ratio 0.9764 0.9998

Dropped packet ratio 1.97 0.26

Avg. energy consumption 309.94 300.78
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6 Conclusion

The proposed System expects to give the route, which has a higher energy factor
from the source to the destination. WSN can endure routing break issue during
packet transmission because of energy expiration. Energy efficiency of packet
transmission can be enhanced by choosing an optimal path, which has effective
power resource. In ECAODV, three parameters, for example, node lifetime, Energy
factor furthermore, hop count include are considered routing choice. EC-AODV
accomplishes a superior energy consumed and performance in QoS parameters than
AODV. Be that as it may, EC-AODV is mimicked with node 30 and it does not
work admirably in larger network. ECAODV still should be improved to work
admirably in vast network.
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Aspect Based Sentiment Analysis
Using R Programming
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Chetana Pujari and Aiswarya Bhat

Abstract The customers, when they buy the products online from e-commerce
websites, often tend to rate these products and give reviews on that product. This
rating/review system often helps the other potential customers to decide whether to
purchase that product or not. However, reading all of the available reviews on a
particular product, often make the customer invest a lot of time in this process as
abundance of places such as blogs, review sites, etc. contain reviews. The process
of sentiment analysis aims at reducing this time of the customer by displaying the
data in a compact format in the form of means, analysis score, or simply his-
tograms. The sentiment analysis procedure shown in this paper can be extended to
the reviews of products in different domains. The experimental results have shown
that this method exhibits better performance.
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1 Introduction

Nowadays, people prefer online shopping of products from the various e-commerce
websites because this helps them to save time and offers them a wider range of
selection at their convenience. Focusing our selection on the basis of the consumer
reviews of other customers helps us to save time and filter the products based on the
reviews. But most of the reviews often contain very less details about that particular
product and have more of other sentences which are not useful to the potential
buyer. Hence, we need to extract only that information required by the customer
and trim out other undesired information, so that they can be displayed on compact
devices such as mobile phones which are often handy among people. So, in this
work sentiment analysis is projected for this purpose.

Sentiment analysis is one of the stages of opinion mining. In sentiment analysis,
we classify the particular word into positive, negative, or neutral in order to predict
the emotion of the speaker or reviewer toward the product. These reviews are given
based on the customers’ judgment of the product and experiences with it after using
it. So, basically, the sentiment analysis of the reviews of a set of customers are
being used by one customer to analyze the product and make up his mind whether
to buy the product or not.

Opinion mining deals with natural language processing in order to identify the
important keywords in the given sentences. Opinion mining consists of three stages
—Opinion Retrieval, Opinion Classification, and Opinion Summarization. Opinion
retrieval aims to extract the keywords containing the opinions or comments con-
cerned to a particular subject of the user’s interest. Opinion retrieval is followed by
opinion classification which deals with classifying the extracted keywords into
positive, negative, or neutral based on an existing dictionary. This can also be
referred to as polarization of the words. The next stage, opinion summarization is
the process of reproducing summaries from the extracted polarized keywords.

This paper aims at gathering important opinion words from the product reviews
given by the existing customers taken from the Amazon review dataset, finding their
orientation, i.e.- positive, negative, or neutral and finally outline the views of public
to a potential user which enhances his decision-making process on whether to choose
the product or not. All this has been done using R Programming language.

2 Related Work

Min Wang and Hanxiao Shi [1] have proposed an approach to realize polarity
analysis of new words, and implement quantitative computation of sentiment words
and automatic expansion of polarity lexicon. Their experimental results showed the
feasibility and effectiveness of their approach. Their future work includes making
fine-grained sentiment analysis possible from the attribute-level with an automati-
cally built polarity lexicon.
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Basant Agarwal et al. [2] worked on sentiment-rich phrases that were obtained
using POS-based rules and dependency relations that were capable of extracting
contextual and syntactic information from the document. Their experiments prove
that by using POS patterns for the phrases, performance of sentiment analysis can
be improved. In future, they would like to explore more patterns using POS
Tagging to get better results.

Rui Yao and Jianhua Chen [3] have applied sentiment analysis and machine -
earning concepts to study the relationship between the online reviews for a movie
and the box office collection of the movie. It takes into account only positive and
negative reviews leaving behind the neutral ones. Further experiments with larger
datasets can be carried out to train and test the model. The comparisons among
different movies can also be considered.

Kai Gao et al. [4] conducted the SVM-based algorithm to do the alternative
structural formulation of the SVM optimization problem for classification. Two
different datasets which are, microblogging and e-commerce were used to evaluate
the performance. Experiments prove that the proposed approach, which includes
feature extraction & selection and SVM, is effective in microblogging multiclass
sentiment classification and e-commerce sentiment classification.

In their paper, Pooja Kherwa et al. [5] gather opinions and review data from
e-commerce websites, social networks, popular portals, and blogs to find out what
exactly people are talking about and the sentiment they are expressing. The Scoring
Algorithm, which they have used, scans every line of data and gives a summary and
a graphical representation if required. The efficiency of this algorithm can be
improved upon if a self-learning system can be implemented.

Giovanni Acampora and Georgina Cosma [6] introduce an innovative
framework consisting of methods to analyze efficiently sentiments of the customer
reviews and compute their corresponding numerical data so that companies can
plan their future projects. The dimension and imprecision ratings of data are cal-
culated. As a conclusion, they propose a system to reduce the uncertainty between
the reviews to validate the reviews to get the useful reviews and produce a more
accurate system.

In their work, Siddharth Aravindan and Asif Ekbal [7] put forward a system
that obtains the product features automatically from the reviews and divide it into
positive and negative. It does feature extraction followed by polarity classification
using association rules and supervised machine learning. Their future work is to
investigate some more features for opinion mining, and to make use of classifiers
that would enhance their work.

Yan Wan et al. [8] conducted a fine-grain sentiment analysis to get better results
of the customer reviews and use general methods to crawl reviews and find implicit
features based on POS rules. They believe that it can help producers make
improvements clear and discover niche market and can also help the consumer
understand the advantages as well as the disadvantages of the target product and
hence make a wise selection.
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3 Methodology

The modules of the system designed are illustrated in Fig. 1 and explained in the
subsequent sections.

3.1 POS Tagging

Part-of-speech Tagging (POS Tagging) [9] is the process of attaching every word of
a file (corpus) with its corresponding part of speech, based on its definition and
relation with the adjacent phrases and words. The outcome of this process, is all the
words along with their equivalent POS tag from which the words can be identified
as nouns, adjectives, pronouns, verbs, etc.

This process is essential because, in the reviews, the product features are often
described in the form of nouns or noun phrases and the sentiment regarding those
nouns is in the form of adjectives. Therefore, extracting the noun with its corre-
sponding adjective allows us to identify a feature of the product and the customer’s
emotion toward it.

The process of POS tagging involves converting each word into Unicode
Transformation Format (UTF-8) so as to encode all the character vectors into 8 bit

Fig. 1 System architecture
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code units in order to avoid complications of byte order marks. This is followed by
tokenization of all the individual characters to convert them into individual tokens.
The next step is to remove the stop words which are the most common words used
in a language. The program has been written in such a way that the user can add his
desired words into the list of existing stop words. The final step is to apply sentence
token annotations and word token annotations to the customer reviews.

From the analysis of the dataset of a particular model of a digital camera, one of
the review obtained was-

the/DT macro-mode/NN is/VBZ exceptional/JJ and/VBP the/DT pictures/NNS are/VBP
clear/JJ

The nouns, i.e., macro-mode and pictures and identified and the POS Tag NN is
appended to them which signifies that they are nouns. The adjectives, i.e., excep-
tional and clear are identified and the tag JJ is appended to them signifying that
they are adjectives. The extracted nouns can be used for frequent feature detection,
whereas the adjectives can be used to identify the polarity of the review.

3.2 Frequent Feature Identification

As a result of the above discussion, the features of a product are described in the
form of nouns. Therefore, once, the nouns and adjectives are generated, the nouns
along with their respective adjectives can be used to find the most frequently
repeating positive (Table 1) and negative feature (Table 2) which the customers
have reviewed. From the analysis of the entire dataset of the reviews the following
table of the frequent features list can be obtained.

3.3 Opinion Word Extraction

The process of POS tagging is followed by opinion word extraction which is the
process of extracting all types of adjectives (i.e., comparative & superlative) in
order to find the customer’s emotion toward the product, i.e., positive or negative.

Table 1 Positive features Positive features Frequency (No. of times)

Battery 19

Picture quality 11

Zoom 11

Table 2 Negative features Negative features Frequency (No. of times)

Lens 5

Auto 4

Price 4
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Whether the word is positive or negative can be determined by comparing each
adjective extracted to a dictionary consisting of the list of positive and negative
words. For example in the review:

awesome camera with great print quality but bad zoom.

The words awesome and great can easily be identified as a word having positive
sentiment and therefore are counted as positive words whereas bad can be identified
as a word having negative sentiment and hence is counted as a negative word.

3.4 Sentiment Orientation Identification

The next step is to calculate the sentiment score of each review. The sentiment score
helps us to classify the total score of each review and therefore the positive, neg-
ative, and neutral reviews can be identified. A score of +1 is assigned to a positive
word whereas −1 is assigned to a negative word. The total review score can be
calculated by summing up the individual scores of all the adjectives in a review. In
this paper, the reviews that have score greater than 0 are classified as positive,
reviews having a score of less than 0 are classified as negative and a score of 0
makes the review a neutral review. For example in the following reviews:

excellent compact digital camera!

In the above sentence, the words excellent and compact are given the score of +1
each giving it an overall score of +2, therefore making it a positive review.

the main drawback of this camera is its lens.

In this sentence, the word drawback gives it a score −1 making the total sentence
score −1, therefore making it a negative review.

amazing camera but comes at an exorbitant price

In the above sentence, the word amazing is given a score of +1whereas the word
exorbitant is given a score of −1, therefore giving a total score of 0 and makes it a
neutral review.

3.5 Classification

Classification should be applied on the data so that the can analyze existing data can
be analyzed to predict the future trends of the data. There are many classification
algorithms which make this job easy. Two classification algorithms, Naïve Bayes
Classification [10] and SVM Classification [11] in R Programming language are
used in this paper. For applying classification algorithms, the entire dataset is
divided into training set and testing set. The training set is used to predict the results

52 K.V. Akhil Kumar et al.



of classification on the dataset while the testing set is used to validate the results. In
our experiments, we have used 33% of the dataset as testing set and the remaining
as the testing set.

A. Naïve Bayes

Naïve Bayes method works on the lines of Bayes Theorem of probability to
predict the class of the data. A Naïve Bayes classifier [12] estimates that the
presence of one feature in a class is not related to the presence of any other feature.
It is a highly scalable problem, requiring a number of parameters linear in the
number of variables in a learning problem. Naïve Bayes is used so that it can give
easy, fast, and accurate results compared to other classification algorithms.

B. SVM Classification

Support Vector Classification [13] is a machine-learning algorithm mainly used
for classification and regression analysis. The goal of this algorithm is to find a
decision boundary between the two classes that is located at the maximum distance
from any point in the training data. SVM [14] is mainly used because by intro-
ducing a kernel, flexibility in threshold can be gained.

3.6 AccuracyCalculation and Comparison

Once the results of both the algorithms are acquired, the acquired results have to be
compared in order to check which algorithm gives a better performance. From our
analysis, we come to a conclusion that SVM Classification yields better results
compared to Naïve Bayes as SVM has a higher accuracy compared to Naïve Bayes.

3.7 Result Visualization

The final result of classification can be represented in any format like bar graphs,
histograms, trees, and tables. A histogram is usedcto show results of sentiment
classification. Receiver Operating Characteristic Plot (ROC Plot) to show the results
of our analysis. An ROC Plot is a graphical plot that depicts the results of our
classification. In this, the true positive rate is plotted against the false positive rate.

4 Experiment Results

A. About the Dataset

The dataset used for this experiment is the review dataset of a particular model
of popular digital camera from Amazon [15] collected over a couple of years.
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This collected data has been segregated into positive and negative reviews using R
Programming modules.

B. Experimental Result Analysis

The entire dataset has been given a score based on their adjectives as explained
in the previous sections of the paper. Each review is given a score ranging between
−2 and 6 based on the positive or negative polarity of the words. In the graph below
(Fig. 2), frequency of the words is taken on the x-axis and the score of the review
denoted by analysis$score is plotted on y-axis. The length of each bar of the
histogram denotes the frequency of reviews of the particular score in the database.

The ROC Curve (Fig. 3) plots hit rate or true positive rate on x-axis against false
alarm rate or false positive rate. The hit rate shows the part of predictions that have
been identified correctly. The false alarm rate refers the expectancy of false ratio.
The area under the curve shows the accuracyof the predictions.

Fig. 2 Histogram of analysis
scores

Fig. 3 ROC plot
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The given table (Table 3) shows a comparison of the experimental results of
SVM and Naïve Bayes classifications using Precision and Recall functions done
using modules of R. Precision the fraction of extracted instances which are correct,
whereas Recall is the fraction of correct instances that have been extracted. By
comparing the accuracy values, it is clear that SVM has a higher accuracy and
hence is a better classification method compared to Naïve Bayes.

5 Future Work

As part of our future work, the plan is to enhance the existing techniques and refine
them in order to extend the process of Sentiment Analysis to include neutral sen-
timents along with positive and negative sentiments in order to get better results
using multiclass Naïve Bayes and multiclass SVM Classification. We also plan to
include several other classification algorithms in order to obtain better results.
Implied Sentiments which are not expressed in words are also a means to get user
views on a product. In future, we plan to understand and classify these implied
sentiments accurately.
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Frequency Domain Technique
to Remove Herringbone Artifact
from Magnetic Resonance Images
of Brain and Morphological Segmentation
for Detection of Tumor

T.D. Vishnumurthy, Vaibhav A. Meshram, H.S. Mohana
and Pramod Kammar

Abstract Artifacts are frequently encountered in Magnetic Resonance Imaging.
The presence of artifacts can degrade the image quality, may confuse the pathology
and reduce the accuracy of image segmentation. Here, a frequency domain tech-
nique is proposed and implemented to remove Herringbone artifact in Magnetic
Resonance images of brain which appear as horizontal or vertical stripes spread
over the image domain. The method uses Fast Fourier transform and Canny edge
detector to remove herringbone artifact. The artifact removed image is further
segmented using Morphological techniques to extract the tumor part of the brain
image. The results obtained for different image samples shows that the artifact
removal improves the signal-to-noise ratio and accuracy of segmentation.

Keywords MR image � Herringbone artifact � Fourier transform
Canny edge detector � Segmentation � Morphology � Tumor

1 Introduction

Magnetic Resonance Imaging (MRI) is a highly influential medical imaging method
in modern radiology to examine the anatomy and physiology of the human brain in
both health and disease. Several artifacts are frequently occurred during the
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acquisition of MR image. Artifacts present in the image may confuse the pathology
or just reduces the quality of medical investigations. The artifact ought to be
removed or minimized to identify any irregularity in the brain such as tumor or
lesion. Artifacts are the problems created during the acquisition of MR image and
these affect the image enhancement and accuracy of image segmentation. The
segmentation of MR images is challenged by an artifact. In this paper, the her-
ringbone artifact which itself appears as a fabric or herring bone throughout the
image is considered for removal. The presence of this artifact misleads the seg-
mentation of brain images and also causes misclassification of tissues [1].

The spatial domain and frequency domain are the two techniques used to reduce
the noise or artifact. In frequency domain technique, the characteristics of the
artifact image are expressed as spectral components using Fourier Transform.
Fourier Transform uses traditional filtering techniques, such as low- or high-pass
filters to reduce the spectral components associated with artifact. This technique
performs well in certain conditions, however, if the artifact is mixed with image
details, then the image details are also removed. This technique smoothens the
overall image but the quality of image is reduced further [2–4].

In medical applications, brain MRI segmentation is most required task because
the entire analysis of the image is dependent on the outcome of the segmentation
process. Hence, the different processing steps rely on accurate segmentation of
anatomical regions. MR Image segmentation is frequently applied for measuring
and visualizing different structures of brain. There have been different segmentation
techniques for accuracy and degree of complexity. Segmentation algorithms are
classified based on segmentation techniques, such as contour based, feature
thresholding, region based, template matching, clustering and so on. These tech-
niques have advantages and limitations of their own in terms of suitability, appli-
cability, computational cost, and performance [5–9]. All these qualities can not be
achieved by implementing a segmentation algorithm alone. Segmentation of brain
MR Image by thresholding-or edge-based segmentation, often fail in the presence
of artifact. Therefore artifact should be removed in prior to segmentation. Figure 1
describes that the artifact affects the segmentation process. In Fig. 1, given input
brain MR Image is processed in the presence of herringbone artifact. Segmentation
by thresholding is shown in Fig. 1b. The outcome of the segmentation using
morphological operation is shown in Fig. 1c, which shows the detection of true
positive pixels (green arrow) and false positive pixels (red arrow). Therefore, it is
often required to remove the herringbone artifact before performing segmentation.

Morphological operations also called Mathematical morphology are used to
segment the brain MR images. Morphology is the non linear branch of signal
processing that deals with the application of the concepts of the set theory to image
analysis. It refers to the study of structures and shape from a general scientific
perspective. Morphological filters are basically nonlinear transformations that
modify the geometric features of the images. The filter or operators transform the
original image into another image through the process of iteration with another
image of a certain size and shape referred to as structuring element [10].
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2 Methodology

In the proposed algorithm, input is a brain MR image affected with herringbone
artifact, the first step is to preprocess the image by removing herringbone artifact,
and the second step is the segmentation by thresholding and third step to detect the
brain tumor by morphological operations as indicated in Fig. 2.

A. Preprocessing to remove Herringbone artifact

The preprocessing of MR brain images is the primary step to perform image
enhancement by removing artifacts present in MR Images prior to segmentation

(a) (b)

(d)(c)

Fig. 1 Segmentation in the presence of artifact. a Original brain MR image with herringbone
artifact. b Segmentation using thresholding. c Detection of brain tumor. d Tumor extracted image
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Input MRI Brain image with 
Herringbone artifact

Pre-Processing (Herringbone 
Artifact Removal)

Image Segmentation 
(Thresholding)

Tumor Detection
(Morphological Operations) 

Fig. 2 Systematic overview of the proposed methodology

process. The preprocessing of the brain images starts with the removing of her-
ringbone artifact. Following are the algorithmic steps for removal of herringbone
artifact.

1. Read MRI brain image of herringbone artifact
2. Obtain the spectrum of the image using Fast Fourier Transform
3. Use canny edge detector to create filter. It is done by using Gaussian function of

width sigma calculated using Eq. (1)

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u;v½F u; vð Þ � Fmean�2
MxN

s
ð1Þ

where, Fmean ¼ 1
MxN

P
u;v Fðu; vÞ 8 u and v

4. Apply canny edge detector using suitable threshold and calculated sigma value.
5. Fill the holes in resulted image.
6. Previously generated image is complemented to restore the dc component values

located at the center because it has vital information of image.
7. Resulting filter acts as a notch filter and multiply this with the spectrum (LogF)

of the original artifact image
8. Restore the image using Inverse FFT

B. Segmentation

After removing herringbone artifact in the preprocessing stage, the next step is
the segmentation of the MRI brain image which separates the image from its
background. A global thresholding technique is applied for segmentation of the MR
image and steps involved are as follows:

1. Choose a suitable threshold for the preprocessed image.
2. Convert intensity image into binary using threshold given by the Eq. (2).

g r; cð Þ ¼ 1 f r; cð Þ� T
0 otherwise

�
ð2Þ

3. The pixel value which is greater than the threshold is treated as foreground or
else background.
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C. Tumor Detection

After segmentation, various tumor detection methods are processed on the MR
brain image to detect the tumor region. The fundamental reason to apply different
methods is to show only tumor region of the image which has more area and more
intensity [9, 11–14]. One such tumor detection operation is mathematical mor-
phology and windowing method [14]. Mathematical morphology is a set theoretical
methodology for image analysis. Images are considered as sets of points where set
operations can be performed. It extracts image components that are helpful in the
depiction and description of region in terms of shape, like convex hull, skeletons,
and boundaries. The dilation and erosion are most commonly used morphological
operations in terms of intersection/union of an image with a translated shape known
as structuring element [15]. The following are the steps involved in tumor detection:

1. Erosion is applied on the segmented image with structuring element ‘disk’
selected with suitable value for the ‘radius’ using the Eq. (3).

A� B ¼ z ðBÞz�A
��� � ð3Þ

where, A is Segmented MR brain image, B is the structuring element.
2. Dilation is applied on the resulting image of step 1 with same structuring ele-

ment using the Eq. (4).

A� B ¼ z ð�BÞz \A 6¼ /
��� � ð4Þ

where, / is empty set.
3. Create the mask of brain tumor to extract only tumor part which has more

number of pixels than surrounding tissues.
4. The created tumor mask is applied on the dilated image to detect tumor part.

3 Experimental Results & Discussion

The image database is created by collecting MR images of brain from open source
and also from radiologists. The proposed method is performed in the MATLAB
platform. Figure 3 shows the experimental results of the preprocessing steps for
artifact removal.

Artifact removed image is now used for segmentation process. Figure 4 shows
the results of segmentation process. Segmentation is done by global thresholding.
The preprocessed image is converted to binary image.

Figure 5 shows the outcome of the morphological operations. Erosion operation
shrinks the segmented image where as dilation operation expands the eroded image.
Mask is created to extract the brain tumor based on the connected components. If
the object connected with large numbers of pixels then this particular object is made

Frequency Domain Technique to Remove Herringbone Artifact … 61



Fig. 3 Artifact removal process. a Input image with herringbone artifact. b Spectrum of input
image in Log scale. c Result of canny edge detector. d Inversion of canny edge detector which is
multiplied with the image spectrum of (b). e Resulted image after multiplication. f Artifact
removed image

Fig. 4 Segmentation of MR image: a Artifact removed image. b Segmented image
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zero in order to create the mask. Using this created mask tumor part is extracted.
The results are shown in Fig. 6.

The tumor area detected by the proposed automated technique is collated with
original tumor image which is segmented manually by the pathologist to check the
accuracy of the segmentation. Original tumor image without artifact is manually
segmented and used as a ground truth image. Accuracy of segmentation is calcu-
lated as the ratio of total area of segmented tumor to the ground truth tumor area.
The number of pixels in the tumor region gives the total tumor area. The
signal-to-noise ratio (SNR) is calculated using Eq. (5).

SNR ¼ 10 log 10
SP
NP

� �
ð5Þ

Fig. 5 Morphological operations: a Eroded image. b Dilated image

Fig. 6 Tumor detection: a Tumor mask. b Detected tumor. c Extracted tumor
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where,

SP ¼
XM�1

r¼0

XN�1

c¼0

gðr; cÞ2 ð6Þ

and

NP ¼ 1
MxN

XM�1

r¼0

XN�1

c¼0

½g r; cð Þ � g0 r; cð Þ�2 ð7Þ

g(r, c) is ground truth image and g0 (r, c) is segmented tumor image.
The sample images for testing are shown in Fig. 7.
The Table 1 depicts the tumor area, accuracy of segmentation and SNR values

for sample images before and after removal of artifact.
Table 1 shows the improvisation in segmentation accuracy and signal to noise

ratio. The sample input image Ima1 is over segmented before artifact removal hence
its accuracy is more than hundred percent.

Fig. 7 Sample images (left-right) Ima1, Ima2, Ima3 and Ima4

Table 1 Segmentation assessment before and after removal of artifact with ground truth result

Sample
images

Tumor area (pixels) Accuracy (in %) SNR (in dB)

Before
artifact
removal

After
artifact
removal

Actual
ground
truth

Before
artifact
removal

After
artifact
removal

Before
artifact
removal

After
artifact
removal

Ima1 2052 1255 1518 135.18 82.67 56.10206 76.63466

Ima2 3088 3317 3395 90.96 97.70 48.79580 50.64378

Ima3 5291 6016 6847 77.27 87.86 64.32057 68.49466

Ima4 899 942 1206 74.54 78.11 62.77677 64.47497
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4 Conclusion

The proposed method removes the system related herringbone artifact from mag-
netic resonance images of brain and performs segmentation and detection of tumor.
It is observed that the frequency domain technique preserves the edges and other
image details, hence this technique is implemented to remove herringbone artifact
in prior to traditional segmentation by global thresholding. Global thresholding is
applied for segmentation and morphological operations such as erosion and dilation
are applied with ‘disk’ as structuring element to detect the tumor. The technique is
robust in terms of shape, size, and tumor intensity and performs well in enhancing
the image by removing the herringbone artifact and detecting the brain tumor. It
also shows that segmentation accuracy and signal-to-noise ratio are improved after
artifact removal.
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Face Recognition Through Symbolic Data
Modeling of Local Directional Gradient

Shanmukhappa Angadi and Vishwanath Kagawade

Abstract Face recognition systems are vulnerable to changes in expression, light,
and occlusion factors. This paper presents a robust face recognition algorithm that
effectively deals with these variations. The algorithm is based on the local direc-
tional gradient features that exploit the edge information in multiple directions,
modeled as symbolic data object. First, face parts are detected and cropped from the
face images, then the cropped images are resized to 64p � 64p grayscale images.
Further, local directional gradient-based features are computed based on co-relation
between pixel elements in multiple directions. The extracted directional gradient
features (GC) are represented as a symbolic data object. For classification, a new
symbolic similarity measure based on content is devised and employed. The
experimental results on AR database show that proposed algorithm obtains an
average recognition accuracy of 93.50% in the presence of illumination variations,
expression changes, and occlusion variations.

Keywords Directional gradient � Face recognition � Symbolic data objects
Similarity measure � Viola-Jones � Binary pattern � Spatial convolution

1 Introduction

Face is one of the widely used universal biometric features of human beings. Due to
its passive nature and ease of image acquisition, several face biometric
systems/techniques have been developed and proposed by a large community of
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researchers. Such biometric systems have advantage over other biometrics systems
requiring subjects’ cooperation [1], such as iris, finger print, and palm print, etc. In
general, most of face biometric recognition systems can be classified into feature
and appearance-based systems depending upon the features considered for recog-
nition [2, 3]. In feature-based face recognition systems, features of mouth, nose,
eyes are detected and the relation between these parts are established. The char-
acteristics and relations between the detected parts are used as feature descriptors.
In contrast, appearance-based face recognition systems use pixel intensity values of
face images for recognition.

In feature-based recognition systems, the shape and relation between facial parts
are considered as feature descriptors. These systems utilize prior knowledge of
human face images and most of them are based on graph matching or dynamic
links. Many graph construction-based algorithms are presented which use the
feature points of an image as vertices, and their corresponding feature descriptors as
labels [4]. The graph constructed for face image can be used as a whole [4] or it can
be used to divide the facial parts into two or more subgraphs which are further used
to extract features for recognition and classification [5]. For example, the distance
between facial parts and their relative positions are derived and stored in a feature
space matching. During the matching process, these features are used as feature
descriptors. But such representation requires reliable and accurate face detection
and tracking methods, which are difficult in many situations [6].

In appearance-based recognition systems face features are extracted from whole
image or some parts of the face image. More recently, Principal Component
Analysis (PCA), Independent Component Analysis (ICA), Local binary pattern
(LBP) [7], the local directional pattern (LDP)-based linear methods have been
proposed [1]. The PCA retains most important features about original samples
during the projection of samples to a feature space in order to reduce the space
complexity. The ICA uses second-order and high-order statistics of input face
image and projects extracted face features onto the basis vectors which are statis-
tically independent. The LDA captures class-related information and finds a set of
feature vectors that minimize the difference within a class while maximizing the
difference between classes. In order to take the advantage of PCA and LDA, the
KPCA plus LDA [7] method is proposed; however, it considered only lower order
statistics and neglected the higher order statistical relations such as relation between
three or more pixels for classification. In order to take advantage of higher statistics
for classification task LBP method has been proposed. Even though, the LBP
descriptor is more robust and efficient compared to other appearance-based face
recognition systems to uniform illumination changes, however, it is sensitive to the
presence of noise and nonuniform illumination changes in multiple directions. The
gradient map gives more information about the edges or corners of an image at
multiple directions [8, 9]. The gradient of adequate strength is considered important
in a given task of classification [10]. The gradient-based LDP and variation of the
LDP methods has been developed to handle issues of LBP features. LDP feature is
obtained by computing edge information in multiple directions at each element of
the image plane [3]. In contrast to linear methods many nonlinear methods such as
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kernel PCA have been proposed [6]. Even though much work has been done on
face recognition, higher accuracy with minimal set of face features still remains a
great challenge [3, 11]. However many appearance-based methods are developed
which use minimum set of features for recognition but the performance of such
methods is based on the type of distance/similarity measure used for classification
and are computationally expensive [5]. Hence, there is a need of development of
robust and efficient appearance-based system that uses minimum set of face features
for person identification.

The proposed work describes an appearance-based robust and efficient person
identification system which uses minimal set of features. The work also explores the
advantages of symbolic similarity measures through symbolic modeling of face
features [6, 12–15] during recognition and classification process. The following are
some of the major contributions made in this work:

• A new directional gradient magnitude feature of a face image, using symbolic
data modeling and analysis approach for face recognition.

• Issues related to changes in illumination, expression and presence of occlusion
during face recognition.

A new appearance-based symbolic data modeling approach to face recognitions
is proposed in this work. Initially, face parts are detected from the face images using
Viola-Jones algorithm. Later, the cropped face images are resized to 64 � 64 pixel
size and converted into grayscale images. Further from the training samples the sum
of cardinal gradient magnitude (GC) in multiple directions is calculated for each
class of face images and represented as a symbolic data object. Similarly for the test
image, multidirectional gradient feature is calculated and represented as symbolic
data object. The gradient value in multiple directions gives the valuable information
about the edges or corners of the face images and plays significant role in the task of
face classification. In recent works the local directional gradient features are cal-
culated along 0� to 90� or 0� to 180� or 0� to 315� [16], however there exists many
other directional gradient values in an image plane. The proposed work explores
new way for the computation of local gradient features in multiple directions in the
empirically chosen range. The work also proposes new content-based symbolic
similarity analysis methodology for recognition of test object. The symbolic object
in the trained knowledge base which yields maximum similarity is considered as
identified person face class. The proposed method is tested on freely available AR
[17] database that consists of face images which vary in expression, illumination,
and have occlusions. The methodology outperforms and produces an average
recognition accuracy rate of 93.50%.

The paper is organized into six sections. Section 2 presents an overview of the
proposed approach, the technique used for feature extraction and symbolic repre-
sentation is described in Sects. 3 and 4 describes the symbolic similarity analysis
used for classification, further experimental results and discussions are illustrated in
Sect. 5. Section 6 concludes the work and enlists the future directions.
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2 Symbolic Data Modeling Approach to Face Recognition

A new approach to face recognition using symbolic modeling of multidirectional
gradient features is proposed in this work. Each person class of face images is
represented as a symbolic face (object) i.e. face features of images belonging to a
person(class) are represented by a face object of quantitative interval-valued vari-
ables and a vector of symbolic objects. Further, a new symbolic similarity measure
is devised and used for classification of test image which is also represented as a
symbolic object. The different steps involved in the proposed system are illustrated
in Fig. 1.

Face detection and preprocessing: In this phase, all the training and testing face
samples are cropped by detecting the face using Viola-Jones algorithm [18]. All the
cropped face images are down sampled to 64 � 64 pixels and converted into
grayscale images.

Symbolic Modeling and Generation of symbolic knowledge base: This phase is
carried out in two stages namely feature extraction and symbolic data modeling of
face features as symbolic data objects. In feature extraction stage the sum of car-
dinal gradient vector magnitude is computed from each class of face images and
represented as symbolic data object which is used as symbolic knowledge bases for
the development of symbolic data modeling approach to face recognition.

Similarity Analysis: Using content-based similarity measure, symbolic similarity
between symbolic model of training samples and symbolic data model of test face
images are computed. Further, index of the most similar symbolic data object is
found, i.e., symbolic data object which represents the maximum similarity is found
and the result is output.

The overall process of face recognition through symbolic data modeling can be
described as follows:

The face database consists of N number of classes (persons) and each class have
M number of samples (each person having M number of sample images). Then, the
proposed methodology involves cropping of detected face part from the original
face image, extraction of face features and representation of these face features as

Fig. 1 Overview of symbolic data modeling approach to face recognition
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symbolic knowledge base and symbolic vector. Further symbolic data analysis of
trained face objects (symbolic knowledge base and symbolic vector) with features
of test image + represented as symbolic object is computed. Further, the test object
which is most similar to the person class object that belongs to the symbolic
knowledge base is identified and output as the recognized face class. The different
phases involved in the proposed model are shown in Fig. 2.

3 Symbolic Modeling

This section describes symbolic modeling process, which includes feature extrac-
tion and representation of face features as Symbolic objects.

3.1 Features for Symbolic Representation

In the work, directional gradient magnitude features of a grayscale face image
are considered for face recognition. The work proposes a method that uses local
correlation between neighbouring pixels (elements) in an image block for the
calculation of sum of cardinal gradient vector magnitude. The method utilizes

Fig. 2 Phases of symbolic data modeling approach to face recognition
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second-order statistics, such as spatial and orientational correlation in horizontal
and vertical directions. The major steps involved in the process are; computing
image gradient, magnitude, edge orientation, and calculating sum of cardinal gra-
dient vector magnitude, i.e., GC. The process involved in the computation is shown
in Fig. 3.

Let Ѱ (x, y) be a function that represents gray scale image of size n � n. Then,
the gradient of a function of two variables Ѱ (x, y) in horizontal directions can be
defined as:

hxy ¼ @f
@x

ð1Þ

Equation (1) represents the difference in x values (horizontal direction).
In general, gradient change in horizontal direction at xyth pixel indicates change

in intensity in x direction. The horizontal gradient change for all pixels of the image
can be represented as in Eq. (2):

H ¼ ½hxy� 8 x ¼ 1 to n� 1 and 8 y ¼ 1 to n� 1 ð2Þ

The gradient of a function of two variables Ѱ (x, y) in vertical directions indi-
cates change in intensity of y variable and can be defined as:

vxy ¼ @f
@y

ð3Þ

Equation (3) represents the difference in y values (vertical direction).
In general, gradient change in vertical direction at xyth pixel indicates change in

intensity in y direction. The vertical gradient change for all pixels of the image can
be represented as in Eq. (4):

V ¼ ½vxy� 8 x ¼ 1 to n� 1 and 8 y ¼ 1 to n� 1 ð4Þ

Now, using the Eqs. (1) and (3) cardinal gradient magnitude mag at xyth pixel
can be computed as:

Fig. 3 Steps in computation of GC
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magxy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2xy þ h2xy

q
8 x ¼ 1 to n� 1 and 8 y ¼ 1 to n� 1 ð5Þ

In general, cardinal gradient matrix of image Ѱ (x, y) can be represented byMAG
and is computed as in the Eq. (6)

MAG ¼ ½magxy� 8 x ¼ 1 to n� 1 and 8 y ¼ 1 to n� 1 ð6Þ

Further, using the Eqs. (1) and (3) gradient orientation hxy at xyth pixel can be
computed as:

hxy ¼ tan� hxy; vxy
� � 8x ¼ 1 to n� 1 and 8 y ¼ 1 to n� 1 ð7Þ

In general, gradient orientation matrix H of image Ѱ can be represented as

H ¼ ½hxy� 8 x ¼ 1 to n� 1 and 8 y ¼ 1 to n� 1 ð8Þ

Further using the gradient orientation matrix H; the binary pattern matrix at xyth
pixel in kth direction can be computed as described in Eq. (9)

bpxyðkÞ ¼ 1 ifhxy[ ¼ a and hxy \b

0 otherwise

(
8x ¼ 1ton� 1and8y ¼ 1ton� 1

ð9Þ

In the Eq. (9) a and b represents empirically chosen specified range of direc-
tional values of a image block, k = 1 to 4 represents the four image blocks in four
directions namely left, top, right and bottom directions of a plane (Fig. 4).

The content of the face image block may vary due to illumination, expression,
and partial occlusion in four directions (i.e., left, right, top, and bottom of an image
plane), i.e., the presence of edges and corners shows higher response values in some
particular directions [3]. From the literature survey it is also found that, for the
calculation of local gradient of an image the only considered gradient directions are
in the range of 0� to 90� or 0� to 180� or 0� to 315� [16]; however, there exist
many other ways to calculate multidirectional gradients of an image to accumulate

Fig. 4 Directional computation of GC
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more gradient information which is essential for the development of robust and
efficient face recognition system. Hence in the proposed model in order to compute
total change in all four directions of a face image block, the range of h (0, 2 p) is
divided into four equal blocks. Figure 4a, b illustrate the range of values of
a and b in four directions and are listed in Eq. (10)

a ¼ f�7:5�; 82:5�; 172:5�;�97:5�g
b ¼ f7:5�; 97:5�;�172:5�;�82:5�g

�
ð10Þ

In this work of face recognition after thorough experiments the range of h (0, 2
p) is divided into k directions using empirically chosen range of values for a and b.
It is found that four equal division of h (0, 2 p) with the given range of a and b as
shown in Fig. 4 a, b gives the better performance. Hence in the proposed work four
equal division of 15� degree in the four directions as shown in the Fig. 4a, b is
employed.

In general, prominent binary pattern matrix in kth direction can be computed as
in Eq. (11).

BPðkÞ ¼ ½bpðkÞxy � 8 x ¼ 1 to n� 1; y ¼ 1 to n� 1 and k ¼ 1 to 4 ð11Þ

Now the full binary pattern matrix in all four directions of a image plane can be
computed by logically OR ing in the four matrices BP1, BP2, BP3 and BP4 as in
Eq. (12).

FBP ¼ BP1 _ BP2 _ BP3 _ BP4 ð12Þ

where _ represent logical OR operation.
Further spatial convolution of FBP and MAG can be computed and represent the

directional gradient matrix DG as in Eq. (13).

DG ¼ FBP: �MAGð Þ ð13Þ

In general, the sum of cardinal gradient vector magnitude (GC) of a face image
Ѱ in four directions can be computed as in Eq. (14).

GCðWÞ ¼
Xn�1

x¼1

Xn�1

y¼1

DG ð14Þ

For each element of image block, the proposed work considered all the neigh-
bouring elements and computed directional gradients using the Eq. (14). The main
purpose of calculating GC is to obtain total edge weight of different edge infor-
mation by considering gradients in appropriate directions. More edge information
reflects higher variation [3, 8, 10] of the face image. So, the calculation of sum of
cardinal gradient magnitudes is supposed to play an important role in the task of
face image classification in the presence of variation in expression, illumination,
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and occlusion. Such variations of face images are found in freely available AR
database. The proposed work uses GC as a feature descriptor and is employed in
symbolic data modeling of face image classes which is described in Sect. 3.2.

3.2 Symbolic Data Modeling of Face Image

Let the face image database consists of N number of face image classes and each
class of face image consists of M number of face images that vary in expression,
occlusion, and illuminations (Images are drawn from AR database).

Let Ω = {Ѱ1, Ѱ2, Ѱ3 …. ѰM} be a set that represents M images of a face class,
which are first-order objects. In general, all face image classes can be represented as

U ¼ Xif g 8 i ¼ 1 toN ð15Þ

The vector representing the symbolic data model of face images belonging to the
ith class SV(i) is represented in Eq. (16)

SVðiÞ ¼ fGCðWi
1Þ;GCðWi

2Þ; . . .;GCðWi
MÞg8 i ¼ 1 toN ð16Þ

Further, the symbolic interval data representation of ith class using maximum
and minimum value of SV(i) is computed as:

GC�MMðiÞ ¼ fmaxðSV ðiÞÞ;minðSV ðiÞÞgwhere 8 i ¼ 1 toN ð17Þ

Now using the Eq. (17) symbolic knowledge base of N classes is represented as
follows:

SKB ¼ fGC�MMðiÞg 8 i ¼ 1 toN ð18Þ

The matrix SKB represent symbolic knowledge base of the all face classes. The
symbolic similarity analysis can be done by considering SKB, SV of trained objects
and test symbolic object.

4 Symbolic Similarity Analysis

The symbolic features can be classified into quantitative, qualitative, and structured
variables depending upon nature of data they represent. The similarity analysis of
such components can be carried out employing position, span, and content [13]
measures. The choice of similarity measure by position, span, and content depends
upon type of symbolic features considered for representing the object. In this work,
each symbolic object is represented using quantitative interval data variable
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representing the person face image (Eq. 17) and symbolic vector class (Eq. 16).
Hence best choice of symbolic similarity measurement is content similarity. The
symbolic similarity measure used in this work is a modified form the content-based
symbolic similarity measurement proposed in the earlier works namely [13]. The
procedure used in this work for employing content-based symbolic similarity
measurement is described as follows:

Let
Tobj = {GC} be a GC feature extracted from the test face sample Ѱ.
SO(i) be the ith symbolic object in the knowledge base representation SKB/SV(i).
Then, the similarity measure S between two symbolic objects Tobj and an object

in symbolic knowledge base represented by SKB/SVi.
Now consider: SO(i) � SKB/SV(i) and Tobj are two qualitative interval type

feature vectors, 8 i ¼ 1 toN.
Let

al = lower limit of interval GC-MM(i)(min value), belonging to SO(i)

au = upper limit of interval GC-MM(i)(max value), belonging to SO(i)

bl = lower limit of interval Tobj (min value)
bu = upper limit of interval Tobj (max value)

In test object Tobj both upper bound and lower bound are equal, i.e., bl == bu
Let inters = number of common elements between SV(i) and Tobj
ls = span length of GC-MM(i) and Tobj
= | max (au, bu) − al|
The M + 2 symbolic features of SO can be represented as:

SOðiÞ ¼ fSV ðiÞ;GC �MMðiÞg ð19Þ

where SV(i) is 1 � M vector of GC(Ѱj
i) values, 8 i ¼ 1 toN and 8 j ¼ 1 toM:

Then qualitative interval type similarity component due to content between SO(i)

and Tobj features can be defined as:

SðiÞ SOðiÞ; Tobj
� �

¼ intersðiÞ=ls ð20Þ

where inters(i) is computed using overlap measure method. Overlap measure
assigns a similarity of 1 if the values are approximately equal otherwise assigns
similarity as 0. Hence, Overlap measure between SO(i) and Tobj at ith class can be
computed as:

intersðiÞ ¼
XM
j¼1

CMPðSVi
j ; TobjÞ 8 i ¼ 1 toN ð21Þ

where CMPðSVi
j ; TobjÞ ¼ 1 if GCðWi

jÞ ffi GCðTobjÞ
0 otherwise

�
and 8 i ¼ 1 toN and

8 j ¼ 1 toM.
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Further, the net similarity of test object Tobj with all the N face classes can be
represented as a 1 � N vector.

SIM ¼ SðiÞ
h i

; 8 i ¼ 1 toN ð22Þ

The find the identify of person class, class with max similarity is found in
Eq. (23)

ID - person - class ¼ max SIMð Þ ð23Þ

where max(SIM) returns the index of the identified person class.
The results obtained from the proposed symbolic data modeling for face

recognition are discussed in the results and performance analysis section.

5 Results and Performance Analysis

The experiments are conducted using the AR database. The AR database consists of
120 classes of face images, having 26 samples per class. The face images vary in
illumination, expression and have partial occlusion and are taken in two sessions.
The AR database has been used to evaluate the efficiency and robustness of the
proposed algorithm with reference to different variations. The results of experi-
ments show that, the performance of the proposed algorithm is superior and the
recognition speed is fast because face symbolic objects are represented with min-
imum number of features. Hence, there is a minimum computation involved in
comparison between test feature vector and trained features vectors represented as
symbolic data objects. In the initial stage, face parts are detected using Viola-Jones
algorithm [18] and complete face part is cropped. The cropped images are resized
into 64 � 64 pixel size and are converted into grayscale image. Some of the images
employed for training and testing are shown in Fig. 5.

Fig. 5 Samples of original (a), and corresponding cropped images (b) of AR database
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In order to verify the effectiveness of the proposed methodology, 1200 images of
120 persons from AR database is considered to build the image gallery. 1200 face
images are partitioned into five unequal subsets, S1 through S5. The subset S1
contains some of images that vary in left light, right light, and both side lights, S2
contains some of the face images that vary in expressions such as neutral expres-
sion, smile, anger, and scream. S3 contains face images of persons wearing scarf
and sunglass. S4 contains face images of persons wearing scarf in uniform light and
in varying light conditions. S5 contains face images of persons wearing sunglass in
uniform light and in varying light conditions. The results obtained by experimen-
tation on S1–S5 set are reported in Table 1.

It is observed that symbolic similarity measurement method with proposed
symbolic data modeling technique for face recognition system achieves higher
average recognition rate of 93.50% (Table 1).

The implementation of proposed model is carried out in Matlab R2013b plat-
form on PC with Intel®B960 processor, 2 GB DDR3 memory. The total time taken
by the proposed methodology to construct symbolic knowledge base and symbolic
vector is 83.489 s. The average execution time for recognition is 0.108 s per test
face images is obtained.

6 Conclusion

In this paper, a new approach for face recognition that uses directional gradients
features between neighbouring pixels is presented. For each face image a sum of
cardinal gradient is calculated by integrating more optimal number of directional
gradients. The proposed work accumulates more edge information of an image,
which achieves more efficient and robust image similarity within the class and
differences amongst different classes of face images. The method employs symbolic
modeling to represent the face image classes and this has minimized the number of
features required for representation. The experiments show that the work is efficient
and robust and accurately handles.

Table 1 Composition of AR database and recognition results

Labels Total no.
samples

No. of samples
recognized
correctly

No. of
samples
misclassified

Accuracy
in %

S1 480 440 40 91.67

S2 420 400 20 95.24

S3 (73 + 25) = 98 (70 + 25) = 95 (3 + 0) = 3 96.94

S4 244 227 17 93.03

S5 56 55 01 98.21

S1 + S2 + S4 + S5 1200 1122 78 93.50

78 S. Angadi and V. Kagawade



References

1. Amrit Kumar Agrawal, Yogendra Narain Singh, 2015, Evaluation of Face Recognition
Methods in Unconstrained Environments, Procedia Computer Science 48, 644–651, www.
sciencedirect.com.

2. Amr Almaddah, Sadi Vural, Yasushi Mae, 2014, Face relighting using discriminative 2D
spherical spaces for face recognition, Machine Vision and Applications 25:845–857
DOI 10.1007/s00138-013-0584-z, Springer-Verlag Berlin Heidelberg 2013.

3. Taskeed Jabid, Hasanul Kabir Md., Oksam Chae, 2010, Robust Facial Expression
Recognition Based on Local Directional Pattern, ETRI Journal, No. 5, October 2010,
Volume 32.

4. Gayathri Mahalingam, Chandra Kambhamettu, 2010, Age Invariant Face Recognition Using
Graph Matching, 978-1-4244-7580-3/10/$26.00.

5. Jiwen Lu, Venice Erin Liong, Gang Wang, Pierre Moulin, 2015, Joint Feature Learning for
Face Recognition, IEEE Trans. on information forensics and security, 2015, Vol. 10, No. 7.

6. Hiremath P.S., Prabhakar C.J., 2008, Face Recognition Using Symbolic KPCA Plus
Symbolic LDA in the Framework of Symbolic Data Analysis: Symbolic Kernel Fisher
Discriminant Method, ACIVS, LNCS 5259, pp. 982–993, 2008, Springer-Verlag Berlin
Heidelberg.

7. Baochang Zhang, Yongsheng Gao, Sanqiang Zhao, Jianzhuang Liu, 2010, Local Derivative
Pattern Versus Local Binary Pattern: Face Recognition With High-Order Local Pattern
Descriptor, IEEE Transactions on Image Processing, Vol. 19, No. 2.

8. Ping Yang, Xin Tong, Xiaozhen Zheng, Jianhua Zheng, Yun He, 2009, A Gradient-Based
Adaptive Interpolation Filter for Multiple View Synthesis, PCM 2009, LNCS 5879,
pp. 551–560, 2009. Springer-Verlag Berlin Heidelberg.

9. Liang Yunjuan, Feng Hongyu, Zhang Lijun, Miao Qinglin, 2012, Gradient Direction Based
Human Face Positioning Algorithm Applied in Complex Background, Advances in
Technology and Management, 2012, AISC 165, pp. 385–391.

10. Shys-Fan Yang-Mao, Yung-Fu Chen, Yung-Kuan Chan, Meng-Hsin Tsai, Yen-Ping Chu,
2008, Gradient Direction Edge Enhancement Based Nucleus and Cytoplasm Contour Detector
of Cervical Smear Images, ICMB, LNCS 4901, pp. 290–297.

11. Hiremath P. S., Prabhakar C. J., 2005, Face Recognition Technique Using Symbolic PCA
Method, Springer-Verlag Berlin Heidelberg, LNCS 3776, pp. 266–271.

12. Chidananda Gowda K., Edwin Diday, 1991, Symbolic clusters using a new dissimilarity
measure, Pattern Recognition, 24(6): 567–578.

13. Chidananda Gowda K., Edwin Diday, 1992, Symbolic clustering using a new similarity
measure, IEEE Transactions on Systems, Man, and Cybernetics, 22(2): 368–378.

14. Nagabhushan P., Angadi S.A., Anami B.S., 2006, A Fuzzy Symbolic Inference System
for Postal Address Component Extraction and Labelling, Springer-Verlag Berlin Heidelberg
LNAI 4223, pp. 937–946.

15. Hiremath P.S., Prabhakar C.J., 2006, Face Recognition Technique Using Symbolic Linear
Discriminant Analysis Method, Springer-Verlag Berlin Heidelberg, P. Kalra and S. Peleg
(Eds.): ICVGIP, LNCS 4338, pp. 641–649.

16. Zhaokui Li, Yan Wang, Chunlong Fan, Jinrong He, 2015, Image preprocessing method based
on local approximation gradient with application to face recognition, Pattern Anal Applic,
Springer, DOI 10.1007/s10044-015-0470-6.

17. Martinez A. M, Benavente R, 1998, The AR database, CVC technical report.
18. Viola P., Jones M, Robust real-time face detection, International Journal of Computer Vision,

2004, 57(2):137–154.

Face Recognition Through Symbolic Data Modeling of Local … 79

http://dx.doi.org/10.1007/s00138-013-0584-z
http://dx.doi.org/10.1007/s10044-015-0470-6


Multidimensional Image Indexing Using
SR-Tree Algorithm for Content-Based
Image Retrieval System

Janakiraman Vanitha and Muthukrishnan Senthilmurugan

Abstract Indexing is used to reduce the time required for query operation. It will
minimize the time of average case and also the worst case. It also support dynamic
insertion and deletion. For applying this technique to the huge databases, we need
to efficiently create multi dimensional index structures, supporting nearest neighbor
query. The feature extraction of the image and multidimensional indexing is used to
perform content-based Image retrieval system. The SS-tree which stands for Sphere
Sphere Tree occupy much larger volume than R*-Tree (Rectangle tree) and K-D-B
Tree which reduces search efficiency. SR-Tree which stands for Sphere Rectangle
Tree combines the bounding sphere and rectangle. A ‘region’ of the SR-Tree is
small volume and a short diameter by the region intersection with bounding sphere
and bounding rectangle which enhances disjoint among the regions and improves
performance on the nearest neighbor queries especially for non uniform data. Here,
the total process time and number of time disk access the leaf and internal node
measures the index structure performance. The performance test results show
SR-Tree performed most efficiently among other similarity indexing structure. The
Proposed CBIR system is using SR-Tree algorithm after the process of extracting
color and spatial feature and stored the values of Hue, Saturation, Value, Color
Histogram, and Color cooccurrence matrix with the images.
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1 Introduction

The Content-Based Image Retrieval (CBIR) system (Fig. 1) is the efficient image
retrieval system which uses the image contents such as shape, texture, color, and
spatial information. Three stages of Image retrieval are,

1. Feature extraction from image database and query image.
2. Feature Matching Process between querying image and image database and

images are indexed in database.
3. Classify the database images in database and fix number of similar images are to

be retrieved.

The feature vectors of Content-Based Image Retrieval are indexed with image
for improving the search efficiency. The multidimensional index structures sup-
porting nearest neighbor query is used to apply in large databases. Similarity
indexing is differentiating from other type of database indexing. These are

Query Image

Quantization Quantization

Extract color and 
Spatial Feature

Extract color and 
Spatial Feature

Feature Matching Process using Euclidean 
Distance and sort the image

Classify and required no of images is to be 
retrieved 

Multidimensional Indexing

Image Database

Fig. 1 CBIR architecture
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(i) The images being indexed are represented by high-dimensional feature
vectors usually 5–100 or higher. But other indexing algorithms will not
process data of high dimensions.

(ii) Query for ‘feature vectors’ is done by one or more similarity or dissimilarity
measure.

(iii) The types of query are performed different in similarity indexing than the
other database indexing.

The SS-Tree is one of the best similarity indexing structure compare with R*-
Tree and with the K-D-B-Tree. But it occupies much larger volume. The drawback
overcomes with SR-Tree which incorporates bounding sphere and bounding rect-
angle. Total CPU time and count of disk accesses leaf and internal node measures
the index structure performance [11]. The Performance test shows SR-Tree out
performs both the R*-Tree and SS-Tree. Here especially for the nonuniform data
the SR-Tree improves the performance of the nearest neighbor queries.

The remaining of the paper had been arranged as stated. Section 2, review the
literature. In Sect. 3, the methods of feature extraction are to be summarized. In
Sect. 4, the purpose of multidimensional indexing is explained. Feature matching
process is detailed in Sect. 5. Section 6 proposes the conclusions and future
potential research directions. The Sect. 7, provide the list of references.

2 Literature Review

The Similarity indexing mainly applied in visual information system. It includes
image and video. The similarity query on feature vectors could find images have
similar color, texture, shape, and spatial information [1, 2]. The feature vectors are
pulled out from image, for example, color, hue, saturation, value, texture etc., and
indexing with images. The k-d tree was the first multi dimensional indexing structure
for nearest neighbor queries [3]. The ‘K-D-B Tree’ [4] is multidimensional indexed
structure which follows the root to a leaf search path, and hence, the time of search is
logarithmic to the size of database. To index multidimensional information such as
the geographical coordinates, polygons, or rectangles the R-Trees [5] tree data
structures are used. To index spatial information the variant of R-trees, and the R*-
Trees [6] are used which has a insignificant higher construction cost than R-Trees
because the data may need to be reinserted. However, the resulting tree will usually
have enhanced query performance. Similar to the standard R-Trees both point and
spatial data can be stored in it. The TV-Tree [7] enhances the R*-Tree performance
by reduction of dimension based on its significance. The optimized version of
R-Tree which is VAMSplit R-tree [8] is better than R*-Tree. The forced reinsertion
mechanism of the R*-Tree is modified by the SS-Tree [9]. SS-Tree re-inserts entries
unless re-insertion has been made on the same leaf or node. It supports the dynamic
restructuring of the tree structure. The X-Tree [10] is a modification of the R*-Tree
by using the overlap-free split and super node mechanism. The SR-Tree [11]
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enhances the disjoint among regions which enhances the performance on the nearest
neighbor queries. The SR-Tree is the best multidimensional indexing structure
among the SS-tree, the R*-Tree, and the K-D-B-Tree.

3 Feature Extractions

The image features are extracted using color histogram and color co-occurrence
matrix. Before extracting, the image is quantized. This is the method of reducing
count of bins taking the color that are most identical to each one and placing them
inside the same bin. The Minimum bin value is 8*8 in Matlab and the Maximum
bin value is 256*256.

3.1 The Color Histogram

Color histogram defined as “a set of bins where each bin denotes the probability of
pixels in the image being of a particular color”. Color histograms are classified into
two, (i) Global color histograms (ii) Local color histogram. The Global Color
Histogram means a whole image convert to the single color histogram.

A Local Color Histogram partitions an image (Fig. 2) into fixed blocks. It then
gets the color histogram of each of the blocks [12]. The 3*3 block color histogram
is considered better than global color histogram from the perception of human
visual [13]. The 3*3 block color histogram (Fig. 3) has two types. These are

Type 1: Equally divided and same weight given for each division.
Type 2: Unequally divided and double the weight given for center division

(Fig. 4).

The Type 2 is used in the Proposed CBIR System for extracting color feature.

Fig. 2 Original image
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3.2 Color Co-occurrence Matrix

The Color Co-occurrence Matrix (CCM) includes three dimensional matrix in
which the first dimensions and second dimensions contain colors of any pair. The
third dimension includes spatial distance among them. CCM is made flexible to
characterize the number of color (hue) pair between adjacent pixels in the image.
For each pixel in the image, here then horizontal and vertical neighbors
(4-neighbors) are accounted [14]. The CCM is used to extract spatial feature in this
proposed CBIR.

4 Multidimensional Indexing

The SR-Tree identifies a region by the intersection of bounding rectangle and a
bounding sphere (Fig. 5). It improves the performance on nearest neighbor queries
[11]. The organization of the SR-Tree has its base on R-Tree, R*-Tree, and of the
SS-Tree.

A Leaf node (Fig. 6a) has the following organization.

Fig. 3 Segmented image

1 2 1

2 4 2

1 2 1

Fig. 4 Weight for each block
with proportion 1:2:1
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L: (E1, E2, …, En) (mL � n � ML Where mL and ML are min and Max number of
entries in a leaf)
Ei: (p, data) (Every entry have point p and associated attribute data)

A Node (Fig. 6b) of the SR-tree is

N: (C1, C2, …, Cn) (mL � n � ML Where mL and ML are min and Max number of
entries in a node)
Ci: (S, R, w, child-Pointer)

Each entry corresponds to a child of the node and consists of the following four
components: a bounding sphere denoted by S, a bounding rectangle denoted by R.
The number of points denoted by w and a pointer to the child child-pointer. The
SR-Tree insertion algorithm is based on SS-Tree [10]. The difference between
SR-Tree and SS-Tree is in the method of updating the regions on top of the
insertion of a new entry. The approach of updating bounding rectangle is same as
R-Tree and R*-Tree. But the way of updating bounding sphere is different that of
SS-Tree. Because SR-Tree determines the parent node of the bounding sphere by
utilizing the children of both bounding sphere and bounding rectangles. The

Fig. 5 The SR-tree structure

(a) Leaf level   (b) Node level

Fig. 6 Specification of regions by the intersection of a bounding sphere and a bounding rectangle
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deletion algorithm is similar with R-Tree [5]. The nearest neighbor search is same
as R*- tree and the SS-Tree [15]. This algorithm is a depth first search and has two
stages. These are

(i) To make a candidate set it gather the given count of points.
(ii) It visits each leaf which contains overlapping region overlaps and revises the

candidate set.

Also the traversal algorithm is same as R*- Tree and SS -Tree. The SR-Tree
differs from R* Tree and SS Tree in the approach of calculating the distance from
the search point to every region [11]. The performance test shows it is more efficient
for fewer uniform data set. The proposed CBIR has the process of the feature
vectors are stored with images using the SR –Tree algorithm for increasing simi-
larity searching efficiency.

5 Feature Matching Process

The Feature matching process is used to find the identical images. The following
steps are used for sorting the images in the image database.

Step 1: Similarity measures between image used as query and the images in
database using Euclidean distance of Weighted 3*3 block color his-
togram (EDwbch(Ii)).

Step 2: Similarity measures between image used as query and the images in
database using Euclidean distance of Color Co-occurrence Matrix of
HSV of a pixel (EDccm(Ii)).

Step 3: Images stored in the database are sorted using the addition of distance
value from step 1 and step 2

ðEDwbch Iið ÞþEDccm Iið ÞÞ:

Then the images in the database are classified and fixed number of images is to
be retrieved.

6 Conclusions

Feature extraction can be carried out on unequally divided and double the weight
given for center division of image using 3*3 block color Histogram for color feature
and color co-occurrence Matrix of HSV of a pixel for spatial feature after quantize
the image. The SR-Tree algorithm is used to store the values of Hue, Saturation,
Value, Color Histogram, and Color co-occurrence matrix with the images. The
features matching processes is used Euclidean distance and sort the images by the
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addition of distance value of histogram and Color co-occurrence Matrix. The future
work is doing the classification of the images and the fixed count of images is to be
retrieved. It also tries another indexing technique to give the better result. Therefore
to provide better performance of retrieving more images are needed on the basis of
these techniques.
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A Novel Approach to Mapping for KBQA
System Using Ontology

R. Mervin and A. Jaya

Abstract Knowledge Based Question Answering System (KBQA) aims to provide
suitable answers for the queries posted by users using ontology. Ontology is sup-
posed to refine the search with semantics and confer the best result to the user.
Mapping of Question and Answers are mandatory in every Question Answering
System. This research work proposed the framework for KBQA Mapping system,
which helps in retrieving precise information from a large collection of documents.
The KBQA system consists of three phases such as Question Preprocessing,
Answer Evaluation and Concept Mapping of question with their answer. The
question posted by the user will be evaluated to get the answer and the answer will
be taken from the pool of KBQA. This research paper explores the novel approach
to the mapping of Question and most relevant Answers in KBQA System.

Keywords Question answering system � Information retrieval � Natural
language processing � Knowledge based question answering system
Ontology � Question preprocessing � Concept mapping and ranking

1 Introduction

E-Learning is now becoming a booming technology that can confer many infor-
mation resources to the end user. There are many search engines available to
provide tremendous information to the user. But the user has to navigate many
pages to find their relevant information. Now a day’s information retrieval becomes
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easiest task with the help of Question Answering System. It is a specialized form of
Information Retrieval which seeks knowledge. There are two types of Question
answering System such as Open Domain QA System and Closed Domain QA
System. Open domain QA System deals with questions about anything, and can
only rely on general ontology where as closed domain QA system deals with
questions under a specific domain. KBQA system plays major role to give exact
answers rather than providing irrelevant document during search. The major
challenge in knowledge based question answering system development is building
a huge knowledge base with objective and correct factual knowledge in the pre-
ferred domain [3]. The process of collecting useful knowledge from various sources
and maintaining this information in a knowledge repository is a useful process
when providing a required answer on demand with greater accuracy and efficiency.

The user query posted by the user has to be analysed both semantically and
syntactically. Ontology provides semantic meaning of concepts. It also defines the
relationship between the concepts. The technique of visualising these relationships
with different kind of relationship called mapping. In Question Answering System
every user’s question has been analysed syntactically and semantically. Then the
question is mapped with the answer using concept mapping. Concept mapping is
the way of representing the relationship between concepts and help to develop the
logical thinking.

The remaining part of the paper is organized as follows, Sect. 2 deals Literature
Survey, Sect. 3 describes Framework of KBQA Mapping System and Sect. 4 gives
the experimental Results. Finally Sect. 5 concludes the paper by giving a brief
glimpses into the future directions of research in this area.

2 Literature Survey

Atapattu et al. [1] utilized the framework for extracting question-specific concept
maps (QSCMap) and proposed a method that return answers as a concept map,
which further encourages meaningful learning and knowledge organisation. Here
the Question type will be converted to triple form and they have taken Descriptive
and Comparison type of question to analyse. Triple Enhancer is used to find the
synonyms of word to find the keyword from the domain model. Map merge method
is used to automatically combines the concept maps of related topics by reading the
Concept Map Extensible Language (CXL) [10] file.

Khune [2] offered a mapping framework for Multiagent ontology which is
having heterogeneous data in web and assigned the semantic relation using
semantic relation interpreter which improves response time. Multiagent system
mapping system was developed to map the question with their answer.

Suresh Kumar [3] was proposed a methodology to extract the concept relation
from the unstructured text using Navie Bayes Classifier. Hand coded dependency
parsing pattern rules and binary decision tree based rules are generated to
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accomplish the concept mapping to the seed concept. The triple set is used to pull
out the feature of data which provides the key for question and answer mapping.

Dang Truong Son [4] was proposed an experimental QA system for Vietnamese
language which is converted the given question by expanding the sentence with
synonyms and trimming the list of extended sentences by language modelling,
thereby moving the user’s question to suit the question-answer database. Part of
Speech, TF-IDF methods are used to choose the most relevant answer.

Moussa [5] was developed QASYO which is a sentence level question-
answering system that integrates natural language processing, ontologies and in-
formation retrieval technologies in a unified framework. They have used YAGO
which is a new light-weight ontology. It uses WR table and Verb table to find out
the relationship between the candidate combinations. The various techniques and
methodology of question answering system and their mapping system was dis-
cussed in [6–9] by various author. These methods were studied and analysed and
their drawbacks were identified.

3 Architecture Diagram

The Fig. 1 shows the Framework of KBQA Mapping System which consists of
three parts such as Question Preprocessing, Answer evaluation and Concept
Mapping. The Question Preprocessing step consists of Question classification,
Question Analysis and Keyword Extraction. The query/question from the user will
be taken as the input for question pre processing and has to be analysed based on
the syntactic and semantic analyser. From the information the keyword has to be
extracted to find the relevant answer which is used to map with answer from the

Fig. 1 Framework of KBQA mapping system
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ontology. After applying the reasoning with all the answers, the most relevant
answer will be given to user.

3.1 Question Preprocessing

The system utilizes, a Parts of Speech (POS) tagger which is identifies the question
words (why, what, how, where, when, which) and the keywords from the user query.
For example the question “Who is the father of Computer?” will be defined as follows:

Who is the father of Computer?

Who- ProNoun (WP)
Is- Verb (VBZ)
The- Determiner (DT)
Father- Noun (NN)
Of- Preposition (IN)
Computer- Noun (NN)

Once the POS tagger process gets completed, by using the question words, the
parse tree has to be built with the help of Stanford Parser to understand the concept
easily. Example of parse tree for question is shown in the Fig. 2

[S [WPWho] [VP [V is]] [DT the] ½^NN father Computer] [IN of]]

Using the POS tagger and the Named Entity recognizer to narrow down the
search of the keyword. For example, a query with the word who and when could
point to person and a date. Now the next step is to find the exact field to match
in-order to extract the answer that the user seeks. When question type has been
successfully mapped to a top concept, only terms related to this concept will be
added to the term context representation. This way we obtain the terms that made
up the context of a unique definition term. The following list of words which are
used to identify the answer type for the question posted by the user.

1. who/whom—PERSON
2. when—TIME/DATE
3. where/what place—LOCATION
4. what time (of day)—TIME
5. what day (of the week)—DAY
6. what/which month—MONTH
7. what age/how old—AGE

Fig. 2 Parse tree for question

92 R. Mervin and A. Jaya



8. what brand—PRODUCT
9. what—NAME

10. how far/tall/high—LENGTH
11. how large/big/small—AREA
12. how heavy—WEIGHT
13. how rich—MONEY
14. how often—FREQUENCY
15. how many—NUMBER
16. how long—LENGTH/DURATION

3.2 Concept Mapping of Tokens

Concept Mapping is used to represent the relationship between concepts. With the
help of Ontology Construction the Domain, Subjects and their relationship is
defined. The Fig. 3 shows the Domain Ontology Construction for the Question
Type. The keyword which is driven from the user question has to be mapped with
the help of concept mapping.

//Algorithm for Ontology Construction
Procedure OntologyConsturction()
Begin
Let Q= {q1,q2,q3,...qn} be the generalised Domain of Question
A = {a1,a2,a3, ...an } be the Answer  
r be the Relationship between Q and A 
Step 1: Initialise the Domain Q
Step 2: Identify the Subject-Predicate-Object of Q and A
Step 3: Define the Class, Individuals, Object and Data Property
Step 4: Assign the values using Object and Data Property.
Step 5: Call ConceptMapping
End

Fig. 3 Domain ontology construction
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//Algorithm for Concept Mapping
Procedure ConceptMapping
Begin
Step 1: Get the Input Query from the User
Step 2: Find the Keyword from the User
Step 3: If (the Keyword exists) Then
Step 4: If A⊆ Q Then 
Step 5: r = A ∩ Q.
Step 6: Check the Ontology for 
matching the Keyword.
Step 7: End if
Step 8: Else
Step 9: Return
Step 10: Endif
End

Figure 4 shows the mapping Question with the Answers. In KBQA, there is
need to map the questions with the exact answer. The user may confer many
answers for the particular question. The mapping is done with the help of LP-LSA.

Initially the keyword has to taken from the search word. The stop word which is
used commonly has to be removed from the search word. Some of the stop words
are {a, an, has, is, are, and, for, to, the}.

Let A be the set of Answers A = {a1, a2, a3, … an}, Q be the set of Questions
Q = {q1, q2, q3, … qn} and K is the set of Keywords K = {k1, k2, k3, … kn}
Suppose that q = f (a) is a function and k > 1; then q = kf (a) is obtained by
mapping the question and their the answers with the help of keyword k. Now the
keyword has to be searched in the given Document. Based on the keyword in each
answer the count matrix has to be created. Index is treated as row and the title in the
search is treated as column. Now the weight calculation has to be done with the
count matrix which is worn to modify the count. TF-IDF is used for this purpose.

TF kð Þ ¼ Number of times keyword 'k' appears in a Answerð Þ=
ðTotal number of terms in theAnswers): ð1Þ

IDF kð Þ ¼ logeðTotal number of Answers=Number of Answers with keyword 'k' in it)

ð2Þ

Fig. 4 Mapping of question
with answers
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From Eqs. (1) and (2), TF * IDF can be calculated as

TF � IDF keywordð Þ ¼ TF kð Þ � IDF kð Þ ð3Þ

where TF(term) is the frequency of a term in the given document, IDF is Inverse
Document Frequency. Then the co-occurrence table of counts has to be calculated
C = (n(ai,kj))ij using the keyword K. Further assume that with each observation
(ai,kj) an unobserved class variable xy2{x1, … xy} is associated. A class xy can be
regarded as a multiple answers for a single question.

4 Experimental Result

The Framework of KBQA Mapping System is implemented using Java as front end
and MySQL as backend. The domain ontology is constructed with the help of
Protege. Figure 5 shows the ontology construction for keywords. After the

Fig. 5 Keyword ontology

Fig. 6 SPARQL query
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construction of the ontology SPARQL query was executed and the same query was
implemented in Java. It is shown in Fig. 6 and the result is displayed in Fig. 7.

5 Conclusion

In this research the Framework of KBQA Mapping System is discussed and the
experiments were done with 100 questions. The syntactic and semantic structure of
the question given by the user has been analysed. Once the question is analysed the
keyword, which was extracted to find the answers was taken for further analysis.
The list of keywords time, person, location etc., is used to map with the answer to
the user question. For 100 questions, there are 81 questions that the correct answer
can be found in the top rank.
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An Adaptive Grouping
Scheme for Avoiding Hidden Node
Collision in IEEE 802.15.4 LR-WPAN

Mohammad Irfan Khan and Rakesh Rathi

Abstract IEEE 802.15.4 standard is proficient to execute with low-power for short
distance in low-rate wireless personal area networks. For reducing the consumption
of power in IEEE 802.15.4, slotted CSMA/CA protocol is used. However, the
performance of LR-WPAN still degrades due to the hidden node problem (HNP).
This paper proposed a simple and efficient grouping strategy to mitigate the
HNP. The main concept is to gather the hidden information for every node, and
then assign the nodes in the group on the basis of collected information. This
scheme splits the superframe of IEEE 802.15.4 into numerous subperiod without
overlapping each other. Simulation results shows that the given scheme not only
mitigate the collision but also improves the transmission capabilities.

Keywords Superframe � Collision � Hidden Node Problem

1 Introduction

In twentieth century, wireless sensor networks (WSNs) have get attention from areas
like industries and academics. With the evolution of sensor network technologies,
nowadays WSNs are developed for different application domain like home automa-
tion, industrial automation, and health care. The existing applications rely on IEEE
802.15.4 specification to operate in low rate for short distance communication [1].

WSNs are comprised of several scattered nodes along a gateway which collects
the information from nodes [2]. Moreover, sensor nodes are developed by different
vendors. So there will be a lack of communication between them. IEEE 802.15.4 is
the one candidate through which sensor nodes of different vendor can communicate.
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In WSNs, there will be a situation in which two different nodes that are invisible
of each other can communicate with a common visible node at a particular time
interval. So, in this situation, collision occurs and this collision is known as hidden
node collision (HNC).

Busy tone mechanism [2] is the popular solution for avoiding the hidden node
problem (HNP). This mechanism requires two channels: one is data channel and
second is control channel. When the channel is idle, node can transmit data on data
channel; if a channel is busy, receiving node send a busy tone on a control channel.
The problem with that mechanism is that it requires an additional channel. So this
mechanism is not considered to be the ideal solution for avoiding HNP.

Zigzag decoding [3] is another approach for mitigating the HNP. In this
mechanism, a buffer is required on the coordinator side. Moreover, it also requires
lots of processing to recover the collided data. Hence, it not considered as a good
idea to address the issue of HNP.

Review of [4, 5] states that HNP is also avoid through grouping techniques. In
these techniques, node forms the group on the basis of hidden relationship. When
the new node wants to join the group, all the groups must be rearranged, hence, it
requires lots of power for collecting the hidden information, when a new coming
node wants to join the group.

Fast recovery [6] and H-NAMe [7] are other approaches for resolving the
HNP. In fast recovery mechanism, nodes may turn off their transceiver for saving
the energy. While remaining in the sleeping mode, there is a probability of missing
some information. On the other hand, in H-NAMe, the process of gathering the
hidden information could result in large overhead. Therefore these two approaches
will not be adapted to resolve the HNP.

This paper proposed a simple grouping scheme based on polling process. The
basic idea is that nodes in the same group could not be hidden with each other. In
this process, coordinator sends a request message toward every nodes. Nodes that
failed to acknowledge the request will be consider as hidden node, after that
coordinator assign the groups for the nodes on the basis of collected information.
The proposed scheme is described in four major phases: the first one is hidden node
relationship, the second is grouping of nodes and the final phase is bandwidth
allocation.

The remaining paper is organized in the following manner. Section 2 gives the
overview of IEEE 802.15.4, Sect. 3 briefly explain the grouping strategy, Sect. 4
explains the simulation results and Sect. 5 concluded this paper.

2 IEEE 802.15.4 Overview

An IEEE 802.15.4 device globally operates at 2.4 GHz with data rate of 250 kb/s
[8]. The transmission range lies in between 10 to 100 m. Devices under this standard
should be categorized as full function device (FFD) and reduced function device
(RFD). The first active FFD will become the coordinator. The Medium access
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control (MAC) of LR-WPANs also support two topologies, star and peer-to-peer
topologies. In this article, we only discussed star topology in which communication
is maintained between nodes and a central controller. IEEE 802.15.4 networks either
operates in beacon-enabled mode or in non-beacon-enabled mode. In beacon-
enabled mode, a central device should be considered as coordinator. Moreover,
devices should transmit data by using superframe structure as shown in Fig. 1. The
entire superframe is mainly partitioned into two parts that are active period and
inactive period. The active period is further partitioned into contention access period
(CAP) and contention free period (CFP). The entire superframe is bounded between
beacon frames. Note that, CAP begins from the end of the beacon frame and stops at
the start of CFP. Slotted CSMA/CA is applied in the CAP portion of the active
period for medium access. However, for real time service, CFP is reserved. CFP is
made up of several guaranteed time slots (GTS).

At most seven FFD may demand the coordinator to assign the GTS for real time
service. Moreover, the entire active portion of superframe is partitioned into 16
equally sized time slot and GTS must occupy more than one time slot. The total
duration of active period is determined by superframe duration (SD). The value of
SD is controlled by system parameter that is superframe order (SO). While the time
between two consecutive beacon is specified by beacon interval (BI), the value of
BI is controlled by beacon order (BO) parameter.

SD and BI are calculated as follows

SD ¼ aBaseSuperFrameDuration� 2SO

¼ aNumSuperFrameDuration� 2SO

¼ 16� 60� 2S0ðsymbolsÞ
¼ 960� 2SOðsymbolsÞ

BI ¼ aBaseSuperFrameDuration� 2BO

¼ 960� 2BOðsymbolsÞ
0� SO�BO� 14

BI = aBaseSuperframeDuration×2BO symbols
Active

SD = aBaseSuperframeDuration×2SO symbols

CFPCAP

BeaconBeacon

1 2 3 4 5 6 7 8 9 10 11 12 13 14 150

GTS GTS Inactive

Fig. 1 Superframe structure of IEEE 802.15.4
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The BI may optionally include inactive period, nodes can turn off their trans-
ceiver for saving the power.

3 Grouping Scheme

The given scheme fundamentally consist of three phases: collection of hidden node
information, group engagement, and group access period notification

A. Hidden Node Information Collection

Once the situation of hidden node is identified by the coordinator, it is ready to
gather the hidden information among nodes; we consider four nodes and a coor-
dinator as an example in Fig. 2a. In this figure, bidirectional link between nodes
indicate that information is exchanged between them. In the given topology, hidden
node situation still exists, as node 2 is not directly connected with nodes 1 and 3.
Now coordinator broadcast a request message for all the nodes. Note that request
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Fig. 2 Procedure of collecting hidden node information. a Topology, b Polling process, c Record
of Hidden node, d Graph of hidden node
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message is attached with beacon frame, to order all the nodes in the ingoing
superframe to become active, and waits for the data frame with empty payload and
this data frame is known as polling frame shown in Fig. 2b. Those nodes that do not
acknowledge the polling frame are considered to be the hidden node by coordinator.

After the successful completion of polling process, all the nodes contain the
information of their hidden nodes. Now coordinator broadcast a reporting message
for all the nodes to return their hidden information with the help of polling
approach. After receiving the hidden information, coordinator builds a hidden node
graph. Figure 2d shows the hidden node graph

B. The Node Grouping

Once the construction of hidden node graph is completed, coordinator allocates the
nodes in the group on the basis of collected hidden information. Note that directly
connected node in the graph could not be resided in the same group. For better
utilization of channel, grouping scheme must full fill two conditions: (1) number of
nodes is balanced among groups and (2) to cover the entire network, minimal
number of group must be used.

The solution of reducing the group looks like Hamiltonian subgraph problem
[9]. It has been prove as NP-complete problem. In this article, we propose a simple
algorithm to balance the nodes among groups.

Assume the set of nodes be V, except the coordinator in LR-WPAN. The given
algorithm starts picking a node with largest degree from set V and form the
group. The picked node is erased from set V. Now the node with second highest
degree is examined from set V whether having an edge toward the node of that
already formed the group or not. If not, it can be assign in the formed group, else
algorithm marked this node and passes away. Similarly, all the remaining nodes in
the topology are examined on the basis of their degree. Once all the node in set V is
marked, given algorithm starts assigning the second group with procedure that
already described. This process continues until the set V will become empty. The
grouping algorithm is described below.
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C. Grouping and Bandwidth Allocation Notification

The given grouping scheme modified the superframe structure and the entire
active period is partitioned into three parts: contention access period (CAP), group
access period (GAP), and contention free period (CFP) as shown in Fig. 3.

It is already described in IEEE 802.15.4 standard that superframe must reserve
22 UBPs for CAP. This minimal period is used by a fresh device to send the
management frame for tie up. GAP is partitioned into a number of subperiod by

BeaconBeacon

CFP GAP
CAP

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Group 1 Group 2 Group 3 GTS GTS Inac ve Period

Fig. 3 Modified superframe structure
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using slotted CSMA/CA. Note that, if a node wants to send a data and the corre-
sponding subperiod gets expired, it must wait for the next period.

Once the bandwidth is assigned for each group, the GAP result is broadcast by
coordinator through beacon frame along with an additional group information field
(GIF) as shown in Fig. 4. The GIF field lies between pending address field and GTS
field. The optional GIF field have information about group id along with group
length. It also contain the information from where GAP slot is started and ends.

4 Experimental Results

In this section, we compare the proposed scheme with IEEE 802.15.4 standard. All
the simulation related to experiment is performed on NS3 simulator. In the simu-
lation model, we consider star topology with one coordinator and 20 static nodes.
We also assume that medium is free from error and noise. The bandwidth of
medium is B bytes/s. Frame arrival rate of every node should precede the Poisson
distribution along a mean of k (frames/s) and L is length of frame. Therefore, traffic
load is calculated as (N�k�L) ̸B. Table 1 shows the list of parameters that are
taken in consideration while performing the simulation.

Figure 5 demonstrates the graph plot between traffic load and goodput (%).
Goodput is the total access channel bandwidth measured in percentage. Figure 5a
shows the experimental result calculated with respect to frame length of 10 bytes,
while Fig. 5b shows the simulation result with respect to frame length of 20 bytes,
both of these results are calculated with identical parameters shown in Table 1,
except the frame length. These results show that grouping scheme shows the stable

Frame 
control 

Sequence 
number

Addressing 
fields

Superframe 
Specifica on GTS Fields GIF Field

Pending 
Address 
fields

Beacon 
payload FCS 

Octets: 2 1 4/10 2 Variable Variable Variable Variable 2

Fig. 4 Format of beacon frame

Table 1 Simulation parameters

Parameters Values

Nodes 1 coordinator, 20 static nodes

BO = SO 3

Frame length 10 & 20 bytes

Transmission range 15 m

Simulation time 300 s

CAP 22 UBPs (=440 symbols)
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result in terms of goodput, while IEEE 802.15.4 performance degrades due to the
contention.

Figure 6 shows the graph between delay and traffic load, here Fig. 6a shows
simulation with respect to frame length of 10 bytes and Fig. 6b with respect to
frame length of 20 bytes. These figures show that grouping scheme performed well
under heavy traffic load as compared to IEEE 802.15.4. IEEE 802.15.4 performance
degrades due to the repeated transmission of collided frame.

5 Conclusion

A simple grouping scheme has been introduced to mitigate the HNC. The given
scheme makes use of simple grouping algorithm to construct the groups. The
proposed strategy not only enhances the performance of IEEE 802.15.4 devices, but
also ensures fare transmission period among them. Simulation outcome shows that

Fig. 6 Delay versus traffic load a Delay when L = 10, b Delay when L = 20

Fig. 5 Goodput versus traffic load a goodput when L = 10, b goodput when L = 20
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given strategy improves the performance in terms of goodput and delay. Finally, we
concluded that the proposed strategy enhances the performance of IEEE 802.15.4
protocol along with maintaining the Quality of Service of LR-WPANs.
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An Approach to Classify Engineering
Materials Using Machine Learning
Algorithm

P.J. Antony, Prajna Manujesh and N.A. Jnanesh

Abstract This review paper explores the attempts made by the numerous authors
in the field of material selection. There are ample amounts of works carried out in
the field of materials engineering with data mining approaches. From the literature
it is revealed that not much of the work is explored on the classification of advanced
composite materials using machine learning approaches.

Keywords Material selection � Data mining approach � Advanced composite
materials � Machine learning

1 Introduction

Material science is an interdisciplinary field for applying the properties of materials
in various fields of building. The extent of the materials in designing is boundless.
Each new item is either in light of new material configuration or change in the
current material properties. The quick improvements in the field of materials sci-
ence with due significance to materials building is the present days need [1].
Therefore, the materials designer ought to have careful information for the material
determination to the proposed applications in enhancing new items. The best item is
the result of adjusted materials and ideal outline developments. Along these lines
the determination of best materials spins around the material choice systems.
Expectedly the material determination is trailed by examining the material infor-
mation set and handling consecutively to channel, arrange lastly the learning
removed from information set can be utilized for different configuration applica-
tions [2]. Along these lines the choice and characterization of materials are vital and
basic in the active field of material designing.
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A. Composite Materials

Composite materials are an insignificant blend of two or more distinctive materials.
One typically associates being the consistent stage (network) and the other being
the broken stage (fortification). It is the flexibility of pattern consolidated with
solidness of strengthening. The properties of these materials are unequivocally
subject to the composite structure and these materials are broadly acknowledged
materials in view of their versatility to various circumstances and the relative
straightforwardness of mixing with different materials to show attractive properties
[3]. The use of composites keeps on developing at amazing rates as these materials
are utilized more as a part of their current markets and to end up built up in
generally new markets, for example, biomedical and common structures [4]. The
composites are customized to suit the particular applications making a more
noteworthy favorable circumstances like; low warm conductivity and low coeffi-
cient of warm extension, high hub quality and solidness, and so forth. A key
variable driving the expanded utilizations of composites over the late years is the
improvement of new propelled types of cutting edge materials. This incorporates
the improvement in elite sap framework and new styles of fortifications [5].

The utilization of composites has turned out to be progressively alluring distinct
option for the ordinary materials for some building applications. The segments can
be produced essentially because of their expanded quality, strength, consumption
resistance, imperviousness to exhaustion and harm resilience attributes likewise
they guarantee huge chances to assume an expanding part as interchange material to
replace timber, steel, aluminum, and cement in structures even in high weight and
forceful ecological circumstances [6]. Uses of composite are expanding colossally
alongside the simultaneous requirement for information era. These are utilized as a
part of practically every sort of designing structures, with their use going from
airplanes, rocket through to water crafts, ships and seaward stages, autos, bran-
dishing merchandise, compound preparing supplies, and common foundation, for
example, spans and buildings [7, 8]. With the innovation advancements and
improvements in procedures and items, the composites have ended up appealing
contender for generally applications. The data to pick certain materials needs
exhaustive comprehension and learning for choice parameters to fit into basic
applications. Consequently determination of materials is the principal basic stages
were accomplishment on materials decision is managed.

B. Machine Learning

Machine learning is a way to deal with configuration of a particular model that
permits PCs to pick up information without being expressly modified. The material
disclosure includes colossal measurable abnormality in the example of information
dissemination. As needs be, various machine learning calculations will hardly take
after how human might approach a learning assignment [9]. The regulated learning
is the one class of machine realizing, where the class yield is refer to for all
conceivable preparation and in addition test information. Further it is genuinely
normal in order issues on the grounds that the goals are over and again guide the PC
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to take in an arrangement framework. For the most part, grouping learning is
suitable for any issue in the connection where the class of obscure information will
be anticipated utilizing the model from now on assembled. Sometimes, it would not
be important to give set of groupings to each occurrence of the issues; rather the
specialists can work out the arrangements for it and this would show as an unsu-
pervised learning in any order connection [10, 11]. They guarantee huge advances
within the materials science, and hold the broad surety for materials exploration and
information revelation in defying with another material. Along these lines it would
be helpful if its properties could be anticipated utilizing the past learning relating to
other comparative known materials, as opposed to turning new trials or difficult
computations expending time and cost [12].

2 Literature Survey

There are generous amount of work done using various algorithms of machine
learning like genetic algorithms, neural network approach, support vector machines.
Recently the materials scientists have begin the data mining ideas for discovering
new materials for diverse applications of engineering.

A. Genetic Algorithms Approach for the Design and Optimization

Genetic algorithm (GA) is an inquiry heuristic that mirrors the procedure of natural
selection. This heuristic is routinely used to produce valuable answers for opti-
mization and inquiry issues. The subsequent section highlights the earlier work
done by the various authors using genetic algorithm on material engineering.

Mc Crory et al. [13] observed the damage classifications in carbon fiber com-
posites using acoustic emission method. The authors used ANN (Artificial Neural
Network), UWC (Unsupervised Waveform Clustering), and MAR (Measured
Amplitude Ratio) techniques, to distinguish different signal types arising in a car-
bon fiber panel subjected to buckling. And they lead to the characterization of the
damage occurring within the panel. Further, Leo Marco et al. [14] have proposed a
new and innovative data preprocessing technique that converts real-valued ultra-
sonic data into complex valued signals. However, Dharmadhikari sagar et al. [15]
reviewed on the optimization of drive shaft using genetic algorithm and ANSYS.
Composite materials along with conventional steel material for drive shaft can
increase the advantages of design due to its high specific stiffness and strength. For
identifying the elastic constants of composite laminates by using vibration test data,
Maletta and Pagnotta [16] revealed a method which combines finite element
analysis with genetic algorithm. Furthermore Badallo et al. [17] presented a com-
parative study on three common genetic algorithms namely; Archive-based Micro
Genetic Algorithm (AMGA), Neighborhood Cultivation Genetic Algorithm
(NCGA), and Non-dominate Sorting Genetic Algorithm II (NSGA-II) considering
three different strategies for the initial population. The authors [17] studied with the
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objective of minimizing mass and maximizing the critical buckling load on a ‘T’
shaped stringers using CFRP stiffened panels.

In short, genetic algorithms are very easy to understand and virtually it does not
demand any mathematical information. Especially the algorithms are better for
optimization problems and also it solves the problems with multiple solutions.

B. Machine Learning on Materials data

During trade-off situations it would be worthwhile if its properties could be
anticipated by utilizing past information relating to other comparable known
materials, rather than falling back on new investigations on the other laboratory
experiments. The biggest difficulty in creating such a prediction machine is the
consistent definition of a material unique mark [12].

Authors Liu Ruoqian et al. [18] used machine learning approach to identify the
complete space (or as much of it as possible) of microstructures that are theoreti-
cally predicted to yield the preferred mixture of properties demanded by a selected
purpose. In addition Maree et al. [19] have investigated a generic machine-learning
approach for the detection of known materials in using hyper spectral images. It was
applied for the detection of simulated gaseous traces in thermal infrared hyper-
spectral images of real-world scenes. In spite of these findings, Garcia Angela et al.
[20] have found the exact of scientific methods like CART and neural network. The
work also focused with specimens 30% compressive anxiety strain with momentary
velocity impacts to anticipate Young’s modulus. Pilania Ghanshyam et al. [21] have
showed that the materials discovery process can be significantly expedited and
simplified if we can learn effectively from the available information or data.
Similarly Liu et al. [22] have explored the multiple data mining experiments and
strategies for establishing statistical models for capturing elastic localization rela-
tionships in high contrast composites. The efficacy of different approaches for
feature selection and regression were studied systematically. In short the machine
learning can be used for multidisciplinary areas for the sophisticated pattern
recognitions. Thus the approach can be effectively used to perform intelligent
decisions in building a model for predicting unknown data.

C. Data Mining and Knowledge Discovery on Materials Data

The usage of information mining systems out of sight of materials science and
designing is seen as a fundamental development of materials informatics. This
interdisciplinary study organizes data science, software engineering, and different
spaces to give more current comprehension and empower learning disclosure. The
materials informatics is a stage for material scientists to decipher exploratory data
through the machine learning approaches. The work composed with new repre-
sentations, arrangements, and more probable human consolidations driven by the
space specialists. It can similarly accelerate the assessment process and guide the
improvement of new materials with different engineering properties [23]. The Data
mining and knowledge discovery techniques were employed to validate their use-
fulness in acquiring information about the viscoelastic properties of vapor-grown
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carbon nanofiber (VGCNF)/vinyl ester (VE) nano composites solely from the data
derived from an investigational design studied by Abuomar Osama et al. [23]. To
classify microstructures into groups automatically with high accuracy DeCost et al.
[24] used support vector machines effectively. The authors claim the method best
suits for finding the associations with large and dissimilar micro structural image
data by comparing the histograms of the visual techniques.

In addition to the above paper the similarity based engineering materials
selection model was proposed and implemented by Vanajakshi [25]. The work aims
to select engineering materials based on the composite materials constraints. The
result reviewed from this model was sustainable for the effective decision making in
advanced engineering materials design and applications. However the authors
Sharma and Krishna [26] have succeeded in developing a knowledge discovery
system for the selection of cost effective polymer composites for a cylindrical pipe
with longitudinal filament winding in the course of data mining approach. In
addition Ashby et al. [27] found a novel material selection approach using software
assisted tools. It contains a database of quantitative and subjective information for
an extensive variety of engineering materials: metals, polymers, composites, and
regular materials. Doan et al. [28] used an unsupervised pattern recognition
approach for AE data originating from fatigue tests on polymer-composites. The
work shows the different accessible challenges of AE analysis and damage detec-
tion in composites.

The Knowledge Discovery System through Data Mining procedures were being
actualized by Doreswamy et al. [29] for finding the knowledge for practical
polymer composites that meets the configuration necessities of a segment. The
methodology utilizes the Decision Tree Classifier (DTC) with linear function. The
work characterizes the fiber class into short, medium, and long fiber classes iden-
tified with the basic length of the fiber ‘l’c. A suitable test quality all things
considered volume fractions, volumes, masses, expenses of long strands and of
polymer network are examined through the composite principle of blend. The
framework uncovered valuable information’s for the outline of designing materials.
The work contains a group of modest bunch figurings for low cost polymer com-
posite determination [26, 30].

Naïve Bayesian and C4.5 decision tree classifiers approaches used by Addina
et al. [31], the work aims in classifying and selection of materials to suit some
design specifications. The authors also highlight the predictive parameters and
standard measures for the classification on the different class of materials. The data
mining techniques were effectively implemented by Suh and Rajan [32] for the
novel data integration among homogeneous materials databases. The Rajan also
[33, 34] reports the task of selecting the right material for a given engineering
design can appear to be overwhelming. The designers can fetch numerous materials
for commercial applications. But the approach to sort the material with optimum
selection requires a systematic approach based on understanding of the nature of
materials science and engineering.
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The above literature summarizes the data mining techniques are excellent means
to predict future trends and helps in decision making in the field of materials
informatics.

D. Work Done on Materials Using Neural Network

Artificial neural systems (ANNs) comprises set of exhibiting methodology, which
can be used to endeavor issues that are troublesome for standard computers and
human creatures. The ANNs has been associated with showcase troublesome
strategies in various outline fields like, aviation, car, gadgets, assembling,
mechanical technology, and information transfers, and so on. Over the late years the
enthusiasm for the ANN exhibiting in the fields of physical metallurgy and mate-
rials science has been extended rapidly. Thus the neural systems assists critical
focal points in taking care of issues that require constant encoding and translation of
associations among the variables of high-dimensional space. The ANN’s also offers
very basic level distinctive way to deal with material demonstrating and material
handling, control systems than the quantifiable systems [35].

Liu Ce et al. [36] have proposed Augmented Latent Dirichlet Allocation
(ALDA) model to combine the rich set of low and mid level features captured
through various aspects of material appearance under a Bayesian generative
framework. The authors presented a model to identify the high level categories of
materials like glass, metal, plastic, or wood, as a substitute of clearly estimating
reflectance properties. Lee et al. [37] predicted the fatigue damage behavior using
ANN approach. The authors report the possibility of accurate representations of the
crack growth and cycle ratio out of very small experimental data. Thus the authors
conclude ANN as a better approach for life estimation parameters. Dikbas et al. [38]
succeeds in using ANN approach for the prediction of diffusion bonding behavior
of SiCP reinforced aluminum alloy composites. Thereafter António et al. [39]
proposed an artificial neural network (ANN) aims at modeling of machining cir-
cumstances in orthogonal cutting of PEEK composites. The design of experiments
(DOE) approach for Polypropylene and waste ground rubber tire powder com-
posites reported by Zhang Shu Ling et al. [40]. The approach predicts the effect of
four polymer contents on the mechanical properties.

A novel way to deal with damage discovery in composite structures utilizing
hyper spectral image index analysis algorithm with neural network modeling
employing Weight Elimination Algorithm (WEA) was presented and discussed by
Iskandarani and Mahmoud [41]. Likewise Kumar Sanjeev et al. [42] used ANN
coupled with Taguchi approach for the optimization and prediction of surface
roughness. The authors observed good agreement between experimental and pre-
dicted results. Meanwhile Altinkok and Necat [35] used back-propagation
(BP) neural network for modeling of metal matrix composite and built a model
for artificial neural network on the prediction of tensile strength, hardening
behavior, and density properties of the Al2O3 particulate-reinforced Al–Si10 Mg
composites. Incidentally Atuanya et al. [43] have predicted the mechanical
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properties of date palm wood fiber-recycled low density polyethylene composite
using ANN technique.

In summary the neural network permits solutions to materials problems where
multiple selection constraints must be satisfied simultaneously.

E. SVM Related

SVM finds a nonlinear decision function in the input space by mapping the data
into a higher dimensional feature and separating it there by means of a maximum
margin hyper plane. The reason why SVM insists on finding the maximum margin
hyper plane is that it offers the best generalization ability and it allows not only the
best classification performance on the training data, but also does the correct
classification of the future data. Figure 1 shows how to map a data from higher
dimension to lower dimension [44].

Ding et al. [45] have shown that the SVM network can make out the difference
of AE sources more perfectly than using the BP neural network. Abu Omar et al.
[46] used the support vector machines model to identify the desired mechanical
property response resulted from a chosen untested combination. The model was
also able to identify the desired mechanical property response (high storage mod-
ulus, high true ultimate strength, or high flexural modulus) resulted from a chosen
untested combination of nine input factors mentioned in their study. Furthermore
Sundararaghavan et al. [47] has worked on 3D microstructure grouping structure
has been produced in view of support vector machines implementing a proficient
measurable learning methods. Meanwhile Das et al. [48] have used some class
SVM’s to classify the damage signatures in composite plates. Subsequently Wang
et al. [49] designed a measuring system using decision tree learning for insulating
material hydrophobicity. Tang et al. [50] applied Support Vector Machine to set up
a nonlinear mapping from influence factors of material performances to mechanical
properties. Besides Fauvel Mathieu et al. [51] have proposed a method based on the
data fusion of the morphological information and the original hyperspectral data.

Fig. 1 Non-linear classifier
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The authors claim the absolute classifications using a Support Vector Machines
classifier. Finally it concludes that the support vector machine can be used effec-
tively to yield the better results during selection of materials.

3 Objective

The main objective of the proposed research includes:

• To determine the association between data mining and machine learning sys-
tems to effectively discover the attributes that governs,specific properties of
advanced composite materials from different corpora.

• To compare for associations and patterns, relating information among the dif-
ferent datasets of advanced composite materials, also to set up potential asso-
ciation between parameters that are not easily studied experimentally in a
coupled manner.

• To get better material selection from the material classification process using
any algorithm yields increased efficiency for optimizing materials processing
techniques.

4 Methodology

Advanced composite material selection framework consists of three phases; fore-
most the Data acquisition in which pre processing of data will be done. The second
phase continued with training of the filtered data that is known to specific classes
and creating a classifier model based on the known data samples. Training is an
iterative process where we need to build the best classifier model, in each iteration
the built model is tested against the test data. Classification is the process of taking

Fig. 2 Method of proposed
approach
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of classifier model built with a training data set and running it on the unknown test
data to determine the class of data it belongs and finally to obtain the accurate
classifier. Figure 2 shows the working model of the proposed approach.

5 Conclusion

The challenging task in materials science is the selection of materials from the
material data set for a particular application in such a way that it should meet the
design criterion. Through the published literature referred it is affirmative that no
much work has been done on the composite materials extracting their properties.
Earlier work explored does not contain feature classification based on complete
properties like fiber type, effect of fiber orientation, fiber patters, fiber strength, mass
density, specific strength, fire conflict, electrical properties, design flexibility and
manufacturing economy, and degradation mechanisms, etc. Thus further work can
be extended to obtain required classification of the advanced composite material
systems taking wider array of physical properties into affect and also it reduces the
repetitive manufacturing process for inventing new class of materials with enhanced
physical attributes.
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Performance Analysis and Assessment
of Safety Critical Systems Using Ann

K. Sruthi, R. Krishnaprasad, Manju Nanda and J. Jayanthi

Abstract Many of the safety critical systems (SCS) require the failure analysis to
ensure that the applications work properly and safely. Failure of such safety critical
systems results in huge losses. Unmanned aerial vehicles (UAVs) are safety critical
systems. System Safety Assessments (SSA) is employed for analyzing these sys-
tems. SSA monitors the degraded functionalities of systems. Sensor faults are the
root causes for most of the system faults and need to be assessed properly. The
availability of several tools for the design, implementation, and simulation of ar-
tificial neural networks (ANN) makes it easier to use in safety assessment appli-
cations. MATLAB provides ANN features to analyze the sensor faults. In this paper
we propose ANN as a novel approach to ensure the system safety and analyze the
failures due to the sensor faults. UAV groundspeed sensor is considered as a case
study. MATLAB/Simulink tool suite is used to implement the sensor model. The
model outputs are classified and the classified values of sensor are used for pre-
diction. The predicted values are classified for verifying the future performance.
Simulation results discuss the classified values, performance analysis, and predicted
outputs of the sensor model.
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1 Introduction

Safety-critical systems are those systems whose failure could result in loss of life,
significant property damage, or damage to the environment. Many modern infor-
mation systems are becoming safety-critical in a general sense because financial
loss and even loss of life can result from their failure [1]. Engineering of
safety-critical systems is a complex task involving many technical fields.
Unmanned aerial vehicles (UAVs), also known as drones, are aircraft either con-
trolled by ‘pilots’ from the ground or increasingly, autonomously following a
pre-programmed mission. It is one of most common example of safety critical
systems. Due to their advantages, UAVs are used in many civil and military
applications such as aerial surveillance, remote sensing, cargo delivery, etc. About
80% of flight incidents concerning unmanned aerial vehicles (UAV) are due to
faults affecting propulsion, flight control surfaces, or sensors [2]. Here we are
considering the UAV system as a set of sensors namely groundspeed sensor, angle
of attack sensor, accelerometer sensor, angle of sideslip sensor, differential pressure
sensor, etc.

Safety assessment is the process for assuring the safety and reliability of critical
aeronautical systems. It uses probabilistic analysis to provide precise measures
about the safety requirements of a system. The basic information used as input to
these techniques are failure conditions and failure rates [3]. We define prognosis to
be detecting the precursors of a failure, and predicting how much time remains
before a likely failure. Algorithms that use the data-driven approach to prognosis
learn models directly from the data, rather than using a hand-built model based on
human expertise [4]. One useful approach is the data-driven approach, also known
as the data mining approach or the machine learning approach, which uses his-
torical data to automatically learn a model of system behavior [5]. So data-driven
approach along with the safety assessment helps in the safe handling of UAV
systems. Being the most famous data-driven approach, ANN finds its application in
this case too. ANNs, like people, learn by example. An ANN is configured for a
specific application, such as pattern recognition or data classification, through a
learning process [6]. The sensor model values are given to classifier and predictor
which is used for prognosis. Groundspeed sensor is implemented using
MATLAB/SIMULINK model and the outputs are given to ANN algorithm.
Groundspeed is the horizontal speed of the aircraft relative to ground. Groundspeed
sensor gives reasonable results in calm weather conditions. It measures actual
airspeed resulting in better throttle control and aircraft performance especially in
windy conditions [7]. The classifier output specifies whether the sensor works
satisfactorily or not. Predictor predicts the future output values.

The paper organized in various sections as: Sect. 2 gives details about the ANN
and tools, Sect. 3 explains block diagram and flowchart of the proposed approach,
sensor model and algorithm details are given in Sect. 4 and results and conclusion
are given in Sects. 5 and 6, respectively.
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2 Related Work

Large variety of methods have been proposed for designing Safety analyzing
systems. Some of the approaches are: pattern recognition, parameter estimation [8],
observers (Luenberger observers, extended Luenberger observers, and unscented
observers) [9], filters (Kalman filters, extended Kalman filters, unscented Kalman
filters) [10], multiple model adaptive estimation and intelligent technology [11].
Intelligent technology consists of fault diagnosis such as expert system method,
graphical method, soft computing, and distributed artificial intelligence. Graphical
systems includes fault tree analysis and Bayesian network. Soft computing method
consists of rough set, artificial neural network, support vector machine, fuzzy logic
[12], artificial immune system, and decision tree are included. Among all these we
are using ANN method. Bayesian networks are used to describe the relationship
among project state impact factors, decisions to be taken and the satisfaction levels
related to each decision. Approximated results are available in an efficient way
while using Neural networks. An Artificial Neural Network (ANN) [13] is an
information processing paradigm that is stimulated by the way biological nervous
systems, such as the brain, process information. Usually, neural networks operate in
two phases. The first phase is a learning phase where each of the nodes and links
adjust their strength in order to match with the desired output. A learning algorithm
is in charge of this process. When the learning phase is complete, the neural
network (NN) is ready to recognize the incoming information and to work as a
pattern recognition system (Fig. 1).

NN-based schemes benefit from factors such as; online learning algorithms,
ability to model nonlinear systems and are programmable in a few lines of code
[14]. There are several open source tools are available for ANN like open NN, just
NN, Neural Machine, plug & Score, FANN, etc. Some of them are useful for
commercial purpose while some others help in research works [15]. MATLAB is
having lot of functionalities and tutorials are also available. So MATLAB is used

Fig. 1 ANN general
architecture
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for implementing the proposed method. The nonlinear autoregressive network with
exogenous inputs (NARX) is a recurrent dynamic network, with feedback con-
nections enclosing several layers of the network. The NARX model is based on the
linear ARX model, and commonly used in time-series modeling.

3 Proposed Approach

The block diagram and the flowchart is explained in this section.

3.1 Block Diagram

Here the inputs are given to MATLAB SIMULINK model. These models are built
according to the characteristic equation of each sensor. The outputs of sensor
models are given to the neural network where the classification and prediction takes
place. The predicted values are again given to the classifier which helps in evalu-
ating efficiency of the system. The input values are decided on the basis of range of
each individual values of the sensors (Fig. 2).

The proposed approach is relatively simple and precise than other safety
assessment techniques. It checks the status of the system and along with that it
monitors the future performance also. So, this approach helps in proper working as
well as the long time life period of the system (Fig. 3).

Fig. 2 Block diagram of the proposed approach
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3.2 Flowchart

The flowchart of the implemented program is given below. In the flowchart the
general workflow is explained. In the case of classifier, after loading inputs and
targets, networks is created, trained, and tested with real time data. The data is
categorized based on the range of output values. If it belongs to class 1 the system

Fig. 3 Flowchart representation of system
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gives satisfactory performance otherwise it indicates some failure condition. In the
predictor part, the NARX network is created, trained, simulated, and used for
iterated prediction. The predicted values are again given to classifier network to
check the working in the future slots.

4 Implementation

In this section classification and prediction algorithms are explained briefly along
with the explanation of sensor model.

4.1 Modeling of Sensor

The sensor model has been created based on the characteristic equation. We have
implemented the model for groundspeed sensor and its out values are processed
accordingly. All the other sensors mentioned in Sect. 1 can be implemented sim-
ilarly. Consider the case of ground speed sensor. The characteristic equation is
given below:

Vg =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(v2 + [Vw]2 + 2.v.Vwcos(W - Xw))
q

ð1Þ

where, Vg = groundspeed, Vw = wind speed, v = airspeed, Xw = wind direction
and W = yaw value.

The database is created according to the equation and range of value of each
input. The inputs are imported to the Simulink model. The simulated outputs are
saved in the work space. The outputs of the Simulink model are given to the ANN
algorithm (Fig. 4).

4.2 Classification Algorithm

In this case the inputs are the groundspeed monitored from the output of the
Simulink model. The targets are the classes which indicate to which category the
input given belongs to. Pattern recognition networks are feedforward networks that
can be trained to classify inputs according to target classes. The target data for
pattern recognition networks consists of vectors of all zero values except for a 1 in
element i, where i is the class they are to represent. Processing functions transform
user input data to a form that is easier or more efficient for a network.

Training phase: The first step in training is to divide data for training, vali-
dation, and testing. Here we are using the method of sampling for this. The
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performance function used here is the mean square error mse—the average squared
error between the networks outputs and the target outputs t. There are two different
ways in which training can be implemented: incremental mode and batch mode. In
incremental mode, the gradient is computed and the weights are updated after each
input is applied to the network. In batch mode, all the inputs in the training set are
applied to the network before the weights are updated. Here it is used the batch
mode training with the train command which is faster and produces less errors.
When training large networks and when training pattern recognition networks,
‘trainscg’ and ‘trainrp’ algorithms are good choices. Their memory requirements
are relatively small, and yet they are much faster than standard gradient descent
algorithms. Here ‘trainscg’ algorithm is used.

Perceptron concept: Perceptrons are simple single-layer binary classifiers,
which divide the input space with a linear decision boundary. Perceptrons can learn
to solve a narrow class of classification problems. Classification with pattern
recognition gives more precise and accurate results.

4.3 Prediction Algorithm

When delay lines are used with multilayer feedback networks it can be used for
prediction purposes. Some of the methods here used include NARX, NAR, etc.

Simple NARX method: Here after importing the inputs and targets, the delay
values are specified. The typical workflow is to fully create the network in open
loop, and only when it has been trained it is transformed to closed loop for
multistep-ahead prediction. Thenby using ‘narx’ command the NARX network is
created according to the hidden layer size given. Then the network is trained and

Fig. 4 Groundspeed sensor model
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simulated. The errors are plotted. For changing the series parallel configured net-
work to parallel configuration ‘closeloop’ command is used. It helps for the
multistep-ahead prediction (Fig. 5).

NARX network with training algorithm: Here the same NARX network is
used along with the training steps which is explained in the classification part. The
‘trainlm’ algorithm is used to train the network. It is one of the fastest back
propagation algorithm.

Function fitting networks: Function fitting is the process of training a neural
network on a set of inputs in order to produce an associated set of target outputs.
Once the neural network has fit the data, it forms a generalization of the
input-output relationship and can be used to generate outputs for inputs it was not
trained on. It can be used in the case of sensor values also.

NAR, Nonlinear input-output methods can also be used for the purpose. Only
inputs differ in that case.

5 Results

The following images illustrate k-Means clustering applied to a set of randomly
generated 2-d data points. The points are generated using a normal distribution
cantered at a mean location and with a constant standard deviation. The section
contains the output samples as well as the performance graphs of classification and
prediction. Classifier outputs are saved in workspace. The 1 in first column indi-
cates class 1, i.e., satisfactory performance. Here instead of exact value, approxi-
mated value is an output like 0.99 (Fig. 6).

Performance graph: The graph shows the mse (mean squared error) of training,
validation, and testing phases according to epochs. Performance is measured in
terms of mean squared error, and shown in log scale. It rapidly decreased as the
network was trained. Network gives the best performance at epoch 45.

Fig. 5 Closed loop network for multistep-ahead prediction
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Error histogram: It shows an approximation of errors occurred at training,
validation, and testing phases. Errors are calculated by subtracting outputs from
targets.

Confusion matrix: The confusion matrix shows the percentages of correct and
incorrect classifications. Correct classifications are the green squares on the
matrices diagonal. Incorrect classifications form the red squares. If the network has
learned to classify properly, the percentages in the red squares shows very small
values, indicating few misclassifications. These performance measurements are
available from the command window. These three plots, i.e., Performance plot,
error histogram and confusion matrix are the outputs of classifier.

Also, Prediction can be done using the sensor values. The following graph
shows the difference between the actual and predicted output. The figure illustrates
the iterated prediction. The blue line is the actual output value of the sensor, and the
red line is the value predicted by the NARX neural network.

The table shows the error values found in several prediction methods used.
NARX with training gives better results (Table 1) (Figs. 7 and 8).

By analyzing these plots we can arrive at a conclusion about the working of
sensor. If it is not working properly we can do failure preventive measures so that it
helps to increase the lifetime of the system. The process is comparatively simpler
while considering the Bayesian networks. Thus the classifier as well as predictor
outputs together help for the safety assessment of system.

Fig. 6 Output waveform of groundspeed sensor

Table 1 Errors in each prediction methods

Prediction method Errors in each time steps

NARX with training 7.4411 6.8570 9.7674 7.9233 8.016 9.3242

Simple NARX 8.4411 9.8570 10.7674 8.9233 10.016 11.3242

NAR 15.441 19.8570 18.7674 12.923 13.016 15.3242

Nonlinear i/p-o/p 20.441 22.857 70.7674 40.9233 30.0167 27.3242
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6 Conclusion

This paper explains the need of machine learning algorithms to tackle very large
amount of data. Safety-critical systems are those systems whose failure could result
in loss of life, significant property damage, or damage to the environment. From a
software perspective, developing safety critical systems is required in significant
areas such as specification, architecture, verification, and process. Due to the
advantages, UAVs are used in many civil and military applications such as aerial
surveillance, remote sensing, and cargo delivery. Being one of the most important
example of safety critical system the safe handling of such UAV systems are very
important. Safety assessment of such systems can result in efficient monitoring of
their performance. Such safety systems help to improve the lifetime of UAV

Fig. 8 a Confusion matrix, b Prediction plot

Fig. 7 a Performance graph, b Error histogram
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systems. Analyzing the safety is not just concerned about the sensor faults. Many
areas under which safety analysis can be used is under research. Use of ANN
networks are very helpful while detecting the faults. However, the methods which
use other some other techniques like Bayesian networks, Hidden markov models,
etc., are also under the research.

References

1. Inseok Hwang, Sungwan Kim, Senior, Youdan Kim, and ChzeEngSeah. “A Survey of Fault
Detetion, Isolation, and Reconfiguration Methods, IEEE transactions on control systems
technology”, Vol. 18, pp. 636–653, (2010)

2. Diogo Leite Rebouças, Fábio Meneghetti Ugulino de Araújo, André Laurindo Maitelli “Use
of artificial neural networks to fault detection and diagnosis”, ABCM Symposium Series in
Mechatronics—Vol. 5, pp. 666–675, 2012

3. Lennon R. Cork1, Rodney Walker1, Shane Dunn “Fault Detection, Identification and
Accommodation Techniques for Unmanned Airborne Vehicle”.

4. Adriano Gomes, Alexandre Mota, Augusto Sampaio, Felipe Ferri, and Julio Buzzi
“Systematic Model-Based Safety Assessment via Probabilistic Model Checking”

5. Iz Al-Dein Al-Zyoud and K. Khorasani “Neural Network-based Actuator Fault Diagnosis for
Attitude Control Subsystem of an Unmanned Space Vehicle”

6. Iman Sadeghzadeh1, and Youmin Zhang: “A Review on Fault-Tolerant Control for
unmanned Aerial vehicle, St. Louis, Missouri”, 2011

7. Bhaskar Prasad Rimal, Hyoim Shin and Eunmi Choi “Simulation of Nonlinear Identification
and Control of Unmanned Aerial Vehicle: An Artificial Neural Network Approach”, 2009,
pp. 442–447

8. J Marzat, H Piet-Lahanier, F Damongeot, and E Walter, “Model-based fault diagnosis for
aerospace systems”, a survey, Proceedings of the Institution of Mechanical Engineers, Part G:
Journal of Aerospace Engineering, 2011, pp. 1–31.

9. Iman Sadeghzadeh, and Youmin Zhang, “A Review on Fault-Tolerant Control for Unmanned
Aerial Vehicles (UAVs)”, American Institute of Aeronautics and Astronautics, 2011, pp. 1–12.

10. Isermann, “Supervision, Fault- Detection and Fault-Diagnosis Methods- an Introduction”,
Elsevier science Ltd, 1997, pp. 639–652.

11. Hamid R. Berenji and Yan Wang, “Wavelet Neural Networks for Fault Diagnosis and
Prognosis”, IEEE International Conference on Fuzzy Systems, 2006, pp. 1334–1339.

12. Ravi Kapadia, Greg Stanley, Mark Walker, “Real World Model-based Fault Management”,
pp. 1–8.

13. Georg Jager, Sebastian Zug, TinoBrade, Ana-Maria Cretu, Christian Moewes: “Assessing
neural networks for sensor fault detection”

14. Samy. I. Postlethwaite, D.-W. Gu, I.S. Fan “Detection of multiple sensor faults using neural
networks- demonstrated on an unmanned air vehicle (UAV) model”

15. Gurcan Lokman, Guray Yilmaz “A new method for Anomaly Detection and Target
Recognition”, International Conference on Unmanned Aircraft Systems (ICUAS), Orlando,
FL, USA, 2014. pp. 77–583, 2014

Performance Analysis and Assessment … 131



Functional Mode Analysis of Safety
Critical Systems Using Causal Bayesian
Networks (CBNs)

Susmitha Thiyyanoor, R. Krishnaprasad, Manju Nanda
and J. Jayanthi

Abstract System Health Management (SHM) is a key technology for detecting,
diagnosing, predicting, and mitigating the adverse events during the operation of
safety-critical systems. Safety critical systems, specifically Unmanned Aerial
Vehicles (UAV) are an important part of today’s era whether it is in civilian,
commercial, defense, or in military domain. Proper functioning of these sensor
systems is very crucial as their faults can result in serious consequences, but they
often fail in spite of extensive verification and validation efforts, which raise safety
concerns. This paper discusses functional mode analysis of speed and direction
sensor to perform SHM using Causal Bayesian Networks (CBN) that can tackle
problems associated with system bugs and failures. Sensor parameters from UAV
system in real-time is learned, modeled, and analyzed in using Bayesian network.
The simulation output graphically shows the influence analysis of sensor parame-
ters on the overall health of the UAV system as a case study. The network per-
formance along with a comparison of actual and predicted values is displayed in the
simulation section.
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1 Introduction

Safety critical systems are those systems whose failure can cause serious threat to
life and property. Unmanned aerial vehicle (UAV) is an important category of
safety critical systems and is commonly known as drone or an aircraft without a
human pilot. The flight of UAV may be controlled autonomously by onboard
computers or by the remote control of a pilot on the ground or in another vehicle.
A flight control system that makes the UAV fly or run automatically is called
autopilot, have a lot of functions such as guidance, control, and navigation. It act as
brain of UAV, this subsystem controls UAV by generating control signals on the
basis of desired target information and waypoints. Nowadays space activities
including UAVs are characterized by increased constraints in terms of onboard
computing power and functional complexity combined with reduction of costs and
schedule. This scenario necessarily originates impacts on the onboard software with
particular emphasis to the interfaces between onboard software and system/mission
level requirements.

System Health Management is an important factor in system level requirement.
Health management is performed on the running safety critical systems with the
goal to perform diagnosis and prognosis and hence isolates the faults close to their
source so that a fault in a sub-system does not lead to a general failure of the global
system [1]. A SHM system continuously monitors the behavior of the software and
the interfacing hardware or sensor components. Using an abstract model of the
software, the SHM can detect unexpected behavior, reason about its root cause, and
trigger failure repair or mitigation actions. Only recently, health management
systems that monitor software have been developed. The goal of SHM system is to
correctly diagnose off-nominal situations with special consideration to sensors that
are incorporated in the UAV system. If any of the sensors cause failures in the
active stage due to faults, it will affect the functionality of UAV. So every sensor is
required to be monitored for its proper functionality which is an important SHM
application [2].

Prominent SHM techniques are using Kalman filters, Bayesian Hidden Markov
Model approach [3], Artificial Neural Networks (ANN), Causal Bayesian
Networks, etc. [4]. Of these, Bayesian Networks can be built from human
knowledge, i.e., from theory, or they can be machine-learned from data [5] and
holds good for aircraft guidance, navigation, and control [6]. Also, Causal Bayesian
Networks can be modeled with their node-arrow structure and due to their graphical
structure, machine-learned Bayesian networks are visually interpretable, therefore
promoting human learning and theory building.

The paper is organized as follows: Sect. 2 describes the Background work
behind the project, Sect. 3 explains the Proposed Approach, Sect. 4 describes the
implementation of the system, Sect. 5 shows the Simulation results and finally
Sect. 6 gives the scope and conclusion for the proposed system.
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2 Background Work

Various SHM techniques exist including Kalman filters, ANN, Causal Bayesian
networks etc. Causal Bayesian networks (CBNs) represent multivariate probability
distributions and are used for reasoning and learning under uncertainty [7–9]. They
are often used to model systems of probabilistic nature [4]. Random variables are
represented as nodes in a directed acyclic graph model, while conditional depen-
dencies between variables are represented as graph edges. A key point is that a
CBN, whose graph structure often reflects a domain’s causal structure, is a compact
representation of a joint probability table.

Many CBN tools exist at present like BayesNet toolbox, Hugin [10], GeNIe and
SMILE [11], Netica [12], UnBBayes, OpenMarkov, Direct Graphical Models, etc.
But the recent advancement among CBN tools is BayesiaLab 5.4.3 (released in
2015) which is being used in this system. BayesiaLab is a powerful desktop
application (Windows/Mac/Unix) with a sophisticated graphical user interface,
which provides users a comprehensive “laboratory” environment for machine
learning, knowledge modeling, diagnosis, analysis, simulation, and optimization.
BayesiaLab leverages the inherently graphical structure of Bayesian networks for
exploring and explaining complex problems.

3 Proposed Approach

Functional Mode Analysis or System Health Management (SHM) of UAV sensors
using Bayesian Networks has been proposed in this paper. This section consists of
the block diagram for the proposed system and the description for the concepts of
Knowledge modeling and Machine learning performed using CBN in BayesiaLab.

Probabilistic models based on directed acyclic graphs (DAG) have a long and
rich tradition and their variants have appeared in many fields. Within statistics, such
models are known as directed graphical models; within cognitive science and
artificial intelligence, such models are known as Bayesian networks. The name
honors the Rev. Thomas Bayes, whose rule for updating probabilities in the light of
new evidence is the foundation of the approach. It addresses both the case of
discrete probability distributions of data and the more complicated case of con-
tinuous probability distributions. In the discrete case, Bayes’ theorem relates the
conditional and marginal probabilities of events A and B, provided that the prob-
ability of B not equal zero:

PðA=BÞ ¼ PðAÞ � PðB=AÞ
PðBÞ ð1Þ

The fact that the significant parameters that influence the sensors in a UAV
autopilot also influence the proper functioning of these sensors and ultimately
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determine the overall health of the UAV system is being exploited. Proposed
approach consists of UAV sensor parameters and their derived functional mode
causalities, corresponding conditional probability tables (derived from expert
knowledge), and the hence derived Causal Bayesian Network. The Bayesian fault
diagnosis is then performed on this network by providing evidences and compu-
tation of different fault probabilities. Thus, the system can be checked for its dif-
ferent functional modes, i.e., healthy, partially healthy, and unhealthy (Fig. 1).

The implementation of the system mainly constitutes two sections:

3.1 Knowledge Modeling and Evidential Reasoning

Reasoning in complex environments creates cognitive challenges for humans.
Subject matter experts often express or model their causal understanding of a
domain in the form of diagrams, in which arrows indicate causal directions. This
visual representation of causes and effects (known as Knowledge Modeling) has a
direct analog in the network graph, in BayesiaLab. The model can then be analyzed
by acquiring proper evidences and then executing them. The steps in knowledge
modeling can be briefed as below in the flow chart.

In Knowledge Modeling, the complex information is often simplified to form
causal relationships between different variables involved in it. In BayesiaLab, the

Fig. 1 Implementation of the system
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probabilistic relationships between variables in conditional probability tables
(CPT) have to be described, which means that no functional forms are utilized.

First stage nodes represent the parameters, second stage nodes represent the
healthy and unhealthy mode of the sensors, and third stage nodes represent the
overall functional modes of the system. Arrows specify the conditional dependency
between the nodes. Necessary knowledge is assigned as Conditional Probability
Tables to the nodes of the system. Switching on to the Validation mode helps users
to check the functionality modes of the system by giving suitable hard and soft
evidences.

3.2 Machine Learning

The earlier work gives a concept that can be helpful for many research works but it
does not facilitate real-time processing of input data from the parameters of interest
to determine the functionality modes of the sensors and thus the system. Human
expert knowledge is useful for identifying causal relations, but proves to be inef-
ficient in real time. Most of the research works face the challenge of handling with
the real-time data acquired from on board during active run of the system. Machine
Learning comes into play at this instinct where real-time processing is a must.

Machine Learning is implied in this system to learn and then establish the
predictive importance of a range of variables with regard to a target variable. The
domain is the UAV Autopilot system and we wish to examine the relationships
between sensor parameters and the overall functionality of the system. The
real-time data from the UAV sensors is acquired as input to the Bayesian Networks
as excel spread-sheets (or Comma Delimited file). The highly optimized learning
algorithms that can quickly uncover structures in datasets are considered in
BayesiaLab for the process of testing and learning. Naive Bayes algorithm which is
a Supervised Learning approach, a causal dependency is formed between the
“Class” node and the other nodes. It was found to be more useful for the sensor data
because the target variable which is the functionality mode of the sensor will always
have a causal dependency on every parameter that defines the sensor. The rela-
tionship between the Target node and other nodes is viewed by highlighting the
Mutual Information between them which reflects the predictive importance of the
parameters on the target node.

Machine learning has many benefits over knowledge modeling, of which the
most important one is real-time processing capability. Also in machine learning, a
detailed analysis and comparison of different parameters on the target node can be
obtained which is absent in Knowledge modeling. It also helps in interpretation of
real-time data in different perspectives: Target Interpretation tree, Adaptive
Questionnaire, Mapping, etc.
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4 Implementation

Implementation of the proposed system is shown in this section. It describes the
procedures for knowledge modeling in BayesiaLab and designing of test data for
machine learning. Also selection of different functional modes based on whether the
parameters are in the proper nominal range or not is also explained here in this
section.

4.1 Knowledge Modeling and Evidential Reasoning

The proposed work relies on considering the Speed and Direction Sensor and its
different parameters. The parameters of interest and their nominal ranges of oper-
ation are Output Ambient Temperature (−40–150 °C), Output Current (30–
85 mA), Magnetic Offset (−60–60), Output Frequency (0–40 kHz), Output Air Gap
(0.75–3 mm), and Duty Cycle Variation (40–60%). Each of these parameters
individually contributes to the health of the sensor and thus the overall health of the
system. The effect of variation of these parameters from their nominal values in
health of the sensor is described as: Healthy—if all sensors are healthy or 0
unhealthy sensors; partially healthy—if 1–3 sensors are unhealthy; Unhealthy—if
4–6 sensors are unhealthy.

Now, similar to the Speed and Direction sensor, 5 other sensors were also
identified which are gyro sensor, accelerometer, angle of attack, altimeter, and
differential pressure sensor. The overall functionality mode of the system (whether
Healthy, Partially Healthy or Unhealthy) is determined by the functional mode
analysis of each sensors. Figure 2 shows the overall modeled CBN for the proposed
system.

Fig. 2 Knowledge modeling
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4.2 Machine Learning

On a top-level, real-time data from software and hardware sensors is learned and
then presented as the nodes of the Bayesian network, which in turn performs its
reasoning (i.e., updating the internal health nodes) and returns information about the
health of the software. Machine learning of sensor data is explained below. Prior to
that, designing of test data is to be discussed.

One-fifth (20%) of the data are chosen as test data from which the software
learns the system. There are six parameters considered for the sensor.

Hence, 26 = 64 combinations of data is used as Test set and thus, 64 * 5 = 320
data combination is included in the database as input to the CBN and remaining
data is said to be Learning Set.

The data set input is shown in Fig. 3. The dataset is then Machine-Learned after
certain pre-processing steps like Discretization, Normalization, etc. The Learning
algorithm applied is Naïve Bayes algorithm that best suits such applications where
there is a single target that depends on several sub-factors. Figure 4 shows the
machine learned CBN for the overall system as per Naïve Bayes algorithm.

The obtained outputs and differences are shown in the next section. In
Knowledge Modeling, only just reasoning is possible, whereas in Machine learning,
detailed analysis of data is possible which comes under three categories:

4.2.1 Performance Analysis

The relationship between the Target node and other nodes is viewed by highlighting
the Mutual Information between them which reflects the predictive importance of

Fig. 3 Data set input for machine learning
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the parameters on the target node. The network performance is analyzed to know
how the Naïve Bayes learning algorithm predict the states of the Class variable,
Healthy or Unhealthy. Network performance on the target is shown in the
Simulation Results.

To mitigate any sampling artifacts that may occur in such a one-off Test Set, we
can systematically learn networks on a sequence of different subsets and then
aggregate the test results. For this, we perform K-Folds Cross Validation (to iter-
atively select K different Learning Sets and Test Sets and then, learn the networks
and test their performance) and is also shown in Simulation Results. Next step is
Structural coefficient (“significance threshold” for network learning) Analysis. This
analysis shows Structure/Target Precision Ratio which is a very helpful measure for
making trade-offs between predictive performance versus network complexity.

4.2.2 Model Inference

The main objective of the proposed system is to derive a correlation between
different parameters of the network and the target. Target Correlation, is obtained
by sorting the parameters based on their Mutual Information with the target node
“Class.”

4.2.3 Interactive Inference

Interactive Inference is a special feature that helps the user to review the individual
predictions made based on the model. The user can give evidences to check for the
different functionality modes that hold for the system. Adaptive Questionnaire is an
important category of Interactive inference where only individual cases are under

Fig. 4 Machine learned
Causal Bayesian Network
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review. End user can check any number of evidences and the probability distri-
bution of the target node gets updated as a result. Not only the target node, but also
all other nodes get updated upon setting evidence, reflecting the omnidirectional
nature of inference within a Bayesian network. The process of updating can be
continued until an acceptable level of certainty regarding the diagnosis is achieved.

Target Interpretation Tree is the next significant inference, and is explicitly
shown in the form of a static graphical tree. The Target Interpretation Tree is
induced once from all cases and then prescribes in which sequence evidence is be
sought for gaining the maximum amount of information towards a diagnosis.
Mapping is another inference category where the size of the nodes is proportional to
the Mutual Information with the Target Node given the current set of evidence.

5 Simulation and Results

This section lists the obtained simulations and results. Simulated results for ma-
chine learning are classified under 3: (i) Performance Analysis; (ii) Model
Inference; and (iii) Interactive Inference which are also described below.

5.1 Knowledge Modeling and Evidential Reasoning

In Knowledge modeling, the information about the health of the system is extracted
from the posterior distribution, specifically from health nodes. The simulated out-
puts are briefed below in Fig. 5.

Figure 5 shows 3 sections: (i) the probabilistic distribution of each parameter of
Speed and Direction sensor. Initially, all probabilities are normalized which shows
an effect on healthy and unhealthy nodes of the sensor. (ii) Shows the effect of hard
evidences on the healthy and unhealthy nodes of the sensor. (iii) Shows the effect of
soft evidences on the healthy and unhealthy nodes of the sensor.

Fig. 5 Simulated output for evidential reasoning in BayesiaLab
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5.2 Machine Learning

In machine learning, all sensor data, which are usually time series, must undergo a
pre-processing step, where certain (scalar) features are extracted. These values are
then discretized into symbolic states or normalized numeric values before presented
to the Causal Bayesian model. The optimization criteria in BayesiaLab’s learning
algorithms are based on information theory based on which desired simulated
results are obtained.

Figure 6 shows the Mutual Information between the parameters of the sensor
and the target “CLASS”, which shows the healthy and unhealthy modes of the
sensor.

Figure 7a shows the overall performance can, which is expressed as the Total
Precision, and is computed as total number of correct predictions (true posi-
tives + true negatives) divided by the total number of cases in the Test Set, i.e.,
(17 + 41) � 64 = 90.625%.

Figure 7b shows that with different samples of data considered, the system
proves good as it shows a total precision of (81 + 204) / 320 = 89.06%.

Figure 8 shows different parameters of the sensor that are sorted in the
decreasing order of correlation with the target. The correlation is calculated based
on the Mutual Information between different parameters and the target node. It is
clear from the figure that OP_I has more correlation with the target followed
OP_FREQ and so on. It is also verified that slight variations in the parameter
probabilities induce effective variations in the target node too.

Fig. 6 Machine learning
technique to obtain mutual
information between CLASS
variable and different
parameters
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Fig. 7 a Network performance based on the target, b K-fold validation

Fig. 8 Target correlation based on mutual information

Functional Mode Analysis of Safety … 143



Figure 9 shows the Adaptive Questionnaire section in which a third person can
provide his/her evidences which are known to him/her. He/she need not know the
system design. With the known evidences, even if only individual cases are under
review, the system provides proper diagnostic support.

Figure 10 shows the Target Interpretation Tree which is induced from the cases
shown in the monitor:

AMB_TEMP = p{ <=156.5:28.95%; >156.5:71.05%};
OP_I = <=79.4;
MAG_OFF = > 79.9;
OP_FREQ = p{ <=43.45:54.39%; >43.45:45.61%);
AIR_GAP = > 3.48;

The tree picturizes the effect of these evidences on the parameter DUTY_CYC
and how its information is to be sought for gaining the maximum amount of
information towards a diagnosis.

Figure 11 shows the mapping of target node with respect to other parameter
nodes by applying Node analysis. The size of the nodes is determined by their
Mutual Information with the Target node.

These simulation results under machine learning show the effect of the real time
individual parameter values on the health of the Speed and Direction sensor. The

Fig. 9 Adaptive questionnaire
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different outputs give the correlation of these parameters on the functional mode of
the sensor and this correlation is being calculated using the concept of Mutual
information in Bayesian Networks. The system also facilitates in interaction
between an end user and the system through its features like Target Interpretation
tree and Adaptive Questionnaire.

Fig. 10 Target interpretation tree

Fig. 11 Mapping
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6 Conclusion & Future Work

System Health Management of safety critical systems is an important concept and is
put to extensive research works for the past years. Irrespective of their complexity,
many Fault Detection and Recovery techniques were tried out on UAVs. SHM is a
key technology for detecting, diagnosing, predicting, and mitigating the adverse
events during the operation of safety-critical software systems. Since size and
complexity of software for even tiny autonomous systems increase dramatically, we
think that powerful on board means for real-time fault detection and diagnosis can
provide a crucial additional layer of reliable functioning. Causal Bayesian
Networks, because of their numerous advantages prove to be useful in the area of
SHM.

The concept of Functional Mode Analysis for SHM to be implemented using
Causal Bayesian Networks has been discussed here. Knowledge Modeling and
Machine Learning were tried out and irrespective of the various advantages mod-
eling offered, machine learning was found to be more useful for practical real-time
applications as they learned the system behavior on their own and facilitated for
further analysis purposes.

The research work can be extended to robustly handle unexpected and
un-modeled failures that can cause threat to both life and property. It can also be
extended to artificially model Bayesian models when specific anomalies are found
in the system.

Acknowledgements The authors thank the Director, CSIR-NAL for his support and encour-
agement to carry out this research work.

References

1. Holzel, N. B., Schilling, T., Neuheuser, T. and Volker Gollnick, Hamburg University of
Technology, Air Transportation Systems, Hamburg, Germany, Lufthansa Technik AG,
Hamburg, Germany: System Analysis Of Prognostics And Health Management Systems For
Future Transport Aircraft, 28th International Congress of the Aeronautical Sciences, ICAS
(2012)

2. Nagabhushan Mahadevan, Abhishek Dubey, Gabor Karsai,: Application of Software Health
Management Techniques, Waikiki, Honolulu, HI, USA, SEAMS’11, May Vol. 23–24,
pp. 1–10, 2011

3. Enkhjargal Dorj, Chaochao Chen, Michael Pecht, Fellow, IEEE, “A Bayesian Hidden Markov
Model-Based Approach for Anomaly Detection in Electronic System”, IEEE, 2013

4. Johann Schumann, Ole J. Mengshoel, Ashok N. Srivastava, Adnan Darwiche, FSE/DSP 2010
FSE/SDP Workshop,: Towards Software Health Management with Bayesian Networks

5. Pearl, J.: Probabilistic Reasoning in Intelligent Systems: Networks of Plausible Inference,
Morgan Kaufmann Publications, University of California, Los Angeles, (1988)

146 S. Thiyyanoor et al.



6. Johann Schumann, SGT, Inc. NASA Ames, Timmy Mbaya, University of Massachusetts.:
Bayesian Software Health Management for Aircraft Guidance, Navigation, and Control,
Boston, Ole Mengshoel, Carnegie Mellon University, NASA Ames, Moffett Field, Annual
Conference of the Prognostics and Health Management Society, (2011)

7. Sylvain Verron, Jing Li, Teodor Tiplica.: Fault detection and isolation of faults in a
multivariate process with Bayesian network, Informatics and Decision Systems Engineering,
Arizona State University, Tempe, Journal of Process Control 20, pp. 902–911 (2010)

8. B. Bhajantri Lokesh, Basaveshwar Engineering College, Karnataka, India and N. Nalini,
Bayesian Network Based Fault Tolerance in Distributed Sensor Networks, Nitte Meenakshi
Institute of Technology, Karnataka, India, Journal of Telecommunications and IT, pp. 44–52

9. Lo, C.H., Wong Y.K. and Rad A.B., The Hong Kong Polytechnic University Hung Hom,
Kowloon, Hong Kong: Bayesian Network for Fault Diagnosis

10. Hugin This is available at: http://www.hugin.com./
11. GeNIe This is available at: http://www.2.sis.pitt.edu/*genie/.
12. Netica This is available at: http://www.norsys.com/networklibrary.html

Functional Mode Analysis of Safety … 147

http://www.hugin.com
http://www.2.sis.pitt.edu/%7egenie/
http://www.norsys.com/networklibrary.html


Concept-Based Extractive Text
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Abstract Text summarization is a process of reducing the whole text document
into a summary by retaining the most important information and to present it to the
end user. Wikipedia which is a human-generated knowledge base is used to identify
the key sentences using weighted iterative ranking algorithm which is the variation
of HITS algorithm. The pre-processed input document is used in the construction of
bipartite graph which maps the input sentences to the Wikipedia concepts. The
bipartite graph captures the nested level of relationship between the sentences and
concepts to ensure the highest level of efficiency in the extractive output summary.
Weighted iterative ranking algorithm is used to retrieve top ranked sentences. The
system produce summaries with good coverage, high coherency and low redun-
dancy. The system can be deployed to summarize news articles, producing abstracts
from documents, summarize web pages. The new article summarization would be
helpful to mobile users.
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1 Introduction

Summarization generally focuses on generating a condensed and crisp version of a
document that covers the document’s main topic. In recent times, text summa-
rization plays a prominent role in providing the most important and precise infor-
mation to the users. There are two approaches to automatic summarization,
extractive and abstractive methods of summarization. Extractive method of sum-
marization selects a subset of existing words, phrases or sentences in the original
text to form the summary. Abstractive method of summarization build an internal
semantic representation and then use natural language generation techniques to
create a summary that is closer to what a human might generate.

Summaries are composed by number of sentences. So, the basic idea of arriving
at the summary is to include the sentences that serve more meaning to the summary
and the sentences should be present in the same order as it is given in the original
document. In other words, every selected sentence is expected to be both salient and
novel.

The main contribution of this work is to cast the Wikipedia-based summarization
problem into a general sentence-concept bipartite framework, and weighted itera-
tive ranking algorithm for selecting summary sentences. The summary of sentences
is produced to the users. Also, the system provides incremental summarization. The
one-third of the original document is produced as the summary to the end users
which holds all the main idea and important sentences needed to be delivered
through the document.

This paper brings the approach for extractive text summarization using weighted
iterative ranking algorithm.

The paper on “Text Summarization using Wikipedia” [1] captures relationship
between sentences with the help of wiki concepts modelling it as a bipartite graph.
The variation proposed in CSUMMIT is that, the system considers nested level of
relationship between sentences and concepts to improve the efficiency of the
generated summary to an extent.

The rest of the paper is organized as follows. Section 2 details the related work in
the summarization domain followed by Sect. 3 which elaborates the system
architecture in detail.

2 Related Work

More recently, summarization has become a successful task and many studies have
been taken on that. The approaches are majorly classified as supervised and un-
supervised learning approach whereas the latter is focused more in the new sum-
marization algorithms.
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A graph-based approach LexRank [2], where the salience of the sentence is
determined by the concept of Eigenvector centrality. The sentences in the document
are represented as a graph and the edges between the sentences represent weighted
cosine similarity values. The sentences are clustered into groups based on their
similarity measures and then the sentences are ranked based on their LexRank
scores similar to PageRank algorithm [3] except that the similarity graph is undi-
rected in LexRank method. The method outperforms earlier versions of lead and
centroid based approaches.

In paper [4–6] fuzzy logic approach is used for automatic text summarization
which is based on the feature selection and feature extraction. The sentences are
ranked based on the fuzzy logic scoring which is obtained by applying fuzzy rule
based. The summary is generated by ordering the ranked sentences in the order they
occur in the original document to maintain coherency.

In concept-based approach, the concepts are extracted for a piece of text from
external knowledge base such HowNet [7] and Wikipedia [8]. In the methodology
proposed in [7], the importance of sentences are calculated based on the concepts
retrieved from HowNet instead of words. A conceptual vector model is built to
obtain a rough summarization and similarity measures are calculated between the
sentences to reduce redundancy in the final summary.

An algebraic-statistical method Latent Semantic Analysis (LSA) [9, 10] is used
where hidden semantic structures of words and sentences and popularly used in text
summarization task are extracted. It is an unsupervised approach that does not need
any sort of training or external knowledge. LSA captures the context of the input
document and extracts information such as words that frequently occur together and
words that are commonly seen in different sentences. A high number of common
words amongst the sentences indicate that the sentences are semantically related.

Dharmendra Hingu, Deep Shah and Sandeep S. Udmale proposed an extractive
approach [11] for summarizing the Wikipedia articles by identifying the text fea-
tures and scoring the sentences accordingly incorporating neural network model
[12]. The preprocessed passage is sent to the feature extraction steps, which is based
on multiple features of sentences and words. The scores obtained after the feature
extraction are fed to the neural network, which produces a single value as output
score, signifying the importance of the sentences. Usage of the words and sentences
is not considered while assigning the weights which results in less accuracy.

Conditional random fields (CRF) [13] are used to identify and extract correct
features to determine the important sentence of the given text. CRF segmentation
assigns a label sequence to each token based on the training set. The goal of the
proposed approach is to classify the sentences based on the patterns to segments.
The main advantage of the method is that it is able to identify correct features and
provides better representation of sentences and groups terms appropriately into its
segments.
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3 System Architecture

The system focuses to build a summarization system using graph based approach
which employs Wikipedia concepts to determine the key sentences using weighted
iterative ranking algorithm based on variation of HITS algorithm. Generalized
bipartite graph framework with inclusion of concepts ensures coverage, the use of
nested level relationship between sentence and concepts aids in better capturing of
information and weighted iterative ranking algorithm promotes coherency.

A. Pre-processing

The original source document is given as input to the system. The input document
is divided into meaningful units. The sentences are tokenized and are produced as
output. The tokenized sentences are further processed for removal of stop words.
The words with low semantic content are termed as stop words. These words do not
contribute in identifying the important sentences in a text for example prepositions,
articles, etc. These noisy terms are very common within a text and can be removed
are stemmed. Stemming is a process of reducing the words with the same root or
stem to a common form. This removal can be done with the help of maintaining a
database of stop words. Further the sentences are stemmed. Stemming is a process
of reducing the words with the same root or stem to a common form. This is done
by eliminating the variable suffixes. The preprocessing is followed by other steps as
shown in Fig. 1 which shows the work flow of the proposed system.

Fig. 1 Work flow of the proposed system

152 S. Chitrakala et al.



B. Sentence-Concept mapping

The pre-processed text document is given as query to the mapper. The mapper will
map these queries with the corresponding Wikipedia concepts. Wikipedia article
titles (concepts) are extracted from the results to the query (‘‘hits’’ in Lucene
terminology). The entire Wikipedia corpus is indexed using the Lucene engine. The
Wikipedia dump is pre-processed to remove XML tags and other unnecessary
information such as talk pages, comment section and edit history information. The
cleaned Wikipedia dump is indexed using Lucene engine. The text and title fields of
Wikipedia dump are indexed to make query search faster. The concepts (Wikipedia
title name) is extracted for each pre-processed sentence, i.e. “query” and top con-
cepts are retained for each query. The relationship between sentences is captured by
higher degree of overlap of concepts among sentences. In most news articles, there
exists overlap in concepts between sentences which conveys the relationship
between two different sentences. For example, if two sentences are mapped to
average number of same concepts, then they are more related to each other. The
relationship can be captured with the help of bipartite graph data structure which
consists of two disjoint set of nodes namely sentence node and concept nodes.

C. Construction of Bipartite graph

The sentence–concept mapping is represented as weighted bipartite graph- two
distinct set of nodes representing sentences and concepts respectively. The bipartite
graph consists of two sets of nodes (i) sentence node (ii) concept node and weighted
edge defines the relationship between sentence and concept with the weight indi-
cating the degree of correlation (The weight mentioned here refers to “Lucene hit
score”). An edge exists from a sentence node to concept node if the concept is one
amongst the extracted concept from Wikipedia. The graph is modelled as
many-many mapping since one sentence can map to “n” number of concepts and a
concept node can map to “m” number of sentences, which shows there is possibly
overlap in concepts among sentences which helps in measuring the most related
sentences to maintain coherency. The model also captures nested level of relations,
i.e. when two sentences are related (Two sentences are related when they are
mapped to higher number of same set of concepts), an edge can be simulated
between a concept and a sentence to which it is not mapped initially based on
transitive relationship between the corresponding related sentences and concepts
that they are mapped to. This transitive dependence captures the second level of
relationship between the sentence and concepts. The graph-based modelling ensures
that the relationship among sentences is well captured and application of ranking
algorithms to graph models are more efficient Fig. 2.
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Algorithm1 Construction of bi-partite graph
 Input: Sentence-Concept mapping  C 
Output: Bi-partite graph G 
for each sentence si in source document 
           add a node si to sentence set N 
end for 
for each concept cj in concept class 
           add a node cj  to concept set M 
 end for 
for each mapping in C from si to cj

          add an  undirected edge between  si and cj 

          nodes  in graph 
          edgei.weight= Lucene_hit_score; 
end for 

D. Key Sentence Determination

The main task of summary generation is to select key summary sentences that form
a part of the summary. The sentences are selected based on the scores associated
with the sentence. An iterative ranking algorithm is proposed to calculate
sentence-concept score and rank the sentence based on their score which is helpful
in identifying summary sentences.

1. Concept frequency filter-Sentence Filtering

A simple heuristic to filter important sentences is to rank the concepts in descending
order based on their frequency. The concept-frequency score is used only to
eliminate those sentences that do not contribute to the summary by any means and it
acts as a filtering technique rather than a ranking method. The frequency here refers
to the number of sentences that maps on to a particular concept. It is considered that
more sentences the concepts maps to, it becomes important and core concept of the
article since may sentences correspond to that concept. The sentences that maps on
to the highest ranked concepts may contribute to the final summary. This simple
heuristic however does not distinguish between summary and non-summary

SENTENCE NODE                              CONCEPT NODE 

Fig. 2 Example of bipartite
graph consisting of two sets
of disjoint nodes U, a set of
sentence nodes and V, a set of
concept nodes
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sentences. The heuristic is used only to eliminate those sentences that maps only to
a low ranked concept or no concept. The importance of a concept cannot be
determined only with its frequency. The bipartite graph is updated after elimination
of sentences that cannot contribute to the final summary. The importance of sen-
tence has to be incorporated along with the concept to find summary sentences.
Thus, an iterative ranking algorithm is proposed to mutually calculate
sentence-concept scores which aid in selecting summary sentences. The pseudo
code is presented in Algorithm 2.

2. Weighted iterative ranking algorithm

The main goal of Sentence Ranker is to rank sentence nodes in bipartite graph G in
descending order of their importance. The importance of a sentence is tied to the
concept and vice versa. Thus, the sentence-concept score is mutually calculated. The
basic idea of algorithm is based on HITS algorithm [14] which works iteratively in
mutually reinforcing manner to rank web pages based on authority-hub scores.
A score is associated to each concept and sentence node in graph G iteratively. The
iterative update is done for K times where K is determined based on convergence
property. The sentence-scores are normalized after each iterative update to prevent
them from exceeding without bound. From observation and analysis, it is noted that
sentence scores are steady within 5–10 iterations. The ranking is done only once for
all sentence nodes in graph G and global ranking is saved permanently. The values of
gij and hij in Algorithm 3 refers to the Lucene hit scores for forward mapping
(Sentence to concept) and backward mapping (Concept to Sentence) respectively.
Refer Algorithm 3 for pseudo code. The following equations are used in Algorithm 3.

sðkþ 1Þ
j ¼

X
i2Nj

gijc
ðkÞ
i ; 8 j 2 M ð1Þ

cðkþ 1Þ
i ¼

X
j2Mi

hijs
ðkÞ
j ; 8 i 2 N ð2Þ

where si
(k) represents sentence score and yj

(k) represents the sentence score and
concept score after the kth update and concept score after kth update and xi

(0) is
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initialized to 1/√n. Normalise the sentence score after each iteration, so that scores
doesnt exceed the bounds as given in Eq. (3)

X
i2N

xðkÞi

� �2
¼ 1 ð3Þ

The sentence are ranked in descending order in descending order of sj
(K) as given

in Eq. (4)

r ¼ arg descend xðkÞ1 xðkÞ2 . . .::xðkÞn

� �� �
ð4Þ

The sentence score ranked in descending order is used to generate the final
summary.

E. Generation of Summary

The summary is generated by selecting d leading sentences according to their rank.
Let r denote set of sentences {s_{1},s_{2},s_{3}….s_{n}} where the indices
denotes the rank of the sentence and d < n as in Eq. (4). The value of d is selected
such that the summary generated is approximately nearer to one-fourth of the
document. In practice, word-based summaries are required where word-size is set
default to 50-word or 100-word summary. Since, the sentences are ranked using
iterative sentence ranker, word-based summaries are produced by approximating
the summary to the nearest sentence delimiter. Thus, both sentence-based and
word-based summary can be generated where d can either be set as default or
calculated dynamically based on the number of sentences in the article. The short
summary covering major concepts in the article is presented to the user.

4 Experimental Results and Analysis

The system has been tested against the standard DUC 2002 dataset provided by
National Institute of Standards and Technology (NIST) [15]. The DUC 2002
dataset consist of about 567 English NEWS articles. DUC is the most commonly
and frequently used dataset for summarization task.

The most commonly used evaluation metrics in summarization domain are
ROUGE metric, precision, recall and f-measure scores. The ROUGE evaluation
approach depends on n-gram co-occurrence between the reference summary
(i.e. ideal summary) and the machine generated extractive summary. ROUGE-N is
computed as follows
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ROUGE � N ¼
P

S2reference summaries

P
N-grams Countmatch N-gramð ÞP

S2reference summaries

P
N-grams Count N-gramð Þ

where n stands for the length of the n-gram, Countmatch (N-gram) is the maximum
number of n-grams co-occurring in a machine generated summary and the ideal
summary, Count (N-gram) is the number of N-grams in the ideal summary.
Since ROUGE -1 scores are not sufficient enough to distinguish different summarizers
extended set of evaluation metrics such as precision, recall, f-measure are calculated.

Recall ¼ jSref \ Scand
Srefj j

Precision ¼ Sref \ Scandj j
Scandj j

Where, Sref \ Scand indicates the number of sentences that co-occur in both
reference and candidate summaries.

The CSUMMIT summarizer system is compared against MS WORD summarizer
which shows greater ROUGE- 2 scores compared to MS summarizer and the corre-
sponding results are shown in Table 1. The visual interpretation of the result is shown
in Figs. 3, 4 and 5 shows the implementation snapshot of CSUMMIT summarizer.
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Table 1 Evaluation results

Summarizer Rouge-1 Rouge-2 Precision Recall F
measure

CSUMMIT 0.47 0.25 0.60 0.52 0.55

MS WORD 0.47 0.16 0.36 0.39 0.37

Fig. 3 Comparative analysis of evaluation metrics

Fig. 4 Example snapshot indicating sentences along with its scores after applying weighted
iterative ranking algorithm

Fig. 5 Example snapshot of summarized text for the original document from DUC 2002 dataset
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5 Conclusion

Wikipedia- knowledge base generated by human is employed to identify the
important sentences in the given input document since it is used to identify the
salient topics. This paper combines the bipartite graph framework with weighted
iterative ranking algorithm to determine the key sentences. The bipartite graph is
extended to capture the nested levels of relationship between sentences and con-
cepts which ensures a higher level of efficiency in the generated summary. The
weighted iterative ranking algorithm which uses weighted graph generates the
extractive summary. CSUMMIT summarizer shows improved performance com-
pared to the baseline summarizers.

The system can be extended for multiple documents and can be made domain
specific to match the requirements of the user.
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Kannada Speech Recognition Using
Decision Tree Based Clustering

Sharada C. Sajjan and C. Vijaya

Abstract This paper presents the recognition of Kannada language by employing
decision tree based clustering to build context dependent triphone HMMs.
Language-specific knowledge is required to generate phonetic questions required
for clustering triphones. The success of clustering depends mainly on correctly
identifying the parameters that are correlated and are grouped. By using phonetic
table of the target language and universal list of articulatory questions, language
specific articulatory question list is created which can then be used to cluster
triphones. This method of triphone clustering requires least human intervention.
Perplexity is also measured for the database of Kannada language and the database
having lower perplexity is used for testing performance of the generated triphones.
It is observed that, triphones which are clustered using universal list of articulatory
questions performs well compared with manually created phonetic question list.

Keywords Acoustic model � Language model � Clustering � Phonetic questions
Triphones � Perplexity

1 Introduction

Most of the speech recognition systems employ statistical approach, i.e., Hidden
Morkov Model (HMM) to represent speech parameters and apply Viterbi search
algorithm to recognize the unknown pattern [1]. This statistical approach does not
require much information about linguistic knowledge. Once the training database is
available, i.e., acoustics along with its transcriptions, the system can be trained to
build models. Since speech is context dependent, all recognition systems have
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moved to triphone modeling [2]. Drawback of this approach is that this requires a
large number of triphones to be trained. No single training corpus can possibly
contain such a large number of units. Another problem with huge amount of tri-
phone list is the requirement of large memory space to store. This increases the
search space and the hence time of execution which makes it nonreal time. To
alleviate these problems triphones, with similar acoustics have been grouped
together called clustering and the phones in the same group share the same set of
parameters [3]. The success of clustering mainly depends on correctly identifying
the triphones that are correlated and are grouped together.

There are two methods of clustering triphones called data-driven and decision
tree based. In data-driven method, triphones that produce similar speech features are
clustered. The disadvantage is that the triphones which are not seen in training
database cannot be recognized. Decision tree based clustering allows parameters
having similar acoustics to be grouped as a single unit. It provides a solution to
unseen triphones also [4]. The level of similarity is mainly determined by phonetic
decision trees built by the human expert. He should have thorough knowledge
about the language [5]. Building phonetic decision tree involves a set of phonetic
questions to be defined by human expert. He should determine whether left or right
context of a phone is a vowel or consonant and if consonant, whether its left or right
is a nasal and so on [6]. Recently efforts have been made to reduce human inter-
vention in clustering triphones leading to automatic language independent triphone
training [7]. The same has been referred here for the purpose of creating phonetic
question list for the target language Kannada. This method of generating phonetic
questions which requires least human intervention gives better recognition rate
compared with human effort in framing questions.

Database preparation which plays an important role in recognition performance
is also discussed. Training and test database is prepared for Kannada language,
perplexity which is a measure of corpus quality is measured and database with
lower perplexity is used to test the recognition performance of the system.

2 System Overview

Given an acoustic observation O of the test utterance, word sequence W is deter-
mined by using Bayes theorem given by

W ¼ argmax
w

ðP W jOð Þ ¼ argmax
w

P WÞPðOjWð Þ
P Oð Þ

� �
ð1Þ

where P(W) is priori probability of word string estimated by n-gram language
model, P(O/W) is an acoustic observation of the word string, the information of
which is stored in an acoustic model, P(O) is an acoustic observation of test
utterance. To find unknown word sequence, maximization of numerator given in
Eq. (1) is performed, since the denominator term P(O) is fixed as it is of the test
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sentence. Figure 1 shows the general architecture for continuous speech recogni-
tion. It mainly consists of three modules, feature extraction, training and testing or
decoding.

From the literature survey it is observed that the MFCC representation of speech
provides better feature extraction tool for speech recognition applications. The
recognition rate also depends on the quality of corpus used, language model and an
acoustic model. Triphone based acoustic modeling is used and to cluster triphones
phonetic question list for target language is required. In this paper, estimating
corpus quality and preparation of phonetic question list automatically for Kannada
language is discussed. This phonetic question list is later used to cluster context
independent triphone HMMs to represent final models.

3 Language Model

Language model is used to predict each symbol in a sequence given its n–1 pre-
decessors. It defines syntax of a language. The probability of a word sequence W is
given by

P Wð Þ ¼ P w1;w2; . . .;wnð Þ
¼ P w1ð ÞPðw2=w1ÞPðw3=w1w2Þ. . .ðwn=w1w2. . .wn�1Þ

ð2Þ

Most of the words do not depend on large history because the language is highly
structured. A simple approach is the bigram language model which uses only one
step history, i.e.,

P Wð Þ ¼ P w1ð ÞPðw2=w1ÞPðw3=w2Þ. . .Pðwm=wm�1Þ ð3Þ

Suppose the training corpus has missing words, then the estimated probability
would become zero. To overcome this, a small portion of probability distribution is
reserved for out of vocabulary words.

Fig. 1 General architecture
of continuous speech
recognition
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Another way to overcome data sparseness is smoothing by interpolating uni-
gram, bigram relative frequencies.

Pðwi=wi�1Þ ¼ k1PðwiÞþ k2Pðwi=wi�1Þ ð4Þ

where the weights satisfy k1 þ k2 ¼ 1:
Third method to make up for lack of training data used in many speech

recognisers is backing-off, i.e., if the system does not have enough evidence for
bigrams it should be backed off to unigram probability scaled by a back-off weight.
When a back-off bigram is used, backed-off transitions can share a common
loop-back transition.

3.1 Backed-off Bigram Language Model

Bigram probability is computed by

P i; jð Þ ¼ N i; jð Þ � D
N ið Þ if N ti; jð Þ[ t

¼ b ið Þp jð Þ otherwise
ð5Þ

where, N(i, j) is the number of times the word j follows word i, N(i) is the number of
times the word i appears. D is the discount or backed-off weight generally set equal
to 0.5. When the bigram count falls below the threshold t, the bigram is backed off
to unigram scaled by a backed-off weight b(i) [6]. In this work, backed-off bigram
language model is used.

3.2 Perplexity

It is a measure of an average of how many different most probable words can follow
any given word [6]. It is related to entropy to assess the actual performance of a
language model. Perplexity is given by

Perplexity ¼ _P w1;w2; . . .;wmð Þ�1
m ð6Þ

where _Pðw1;w2; . . .;wmÞ is the probability estimate assigned to the word sequence
w1;w2; . . .;wm by a language model. Evaluation of perplexity involves scanning of
training set and computation of n-grams and their probabilities. These are stored in
language model files. Goodness of a language model is estimated by using it to
compute perplexity on unseen test set. Better the language model then lower is its
test set perplexity.
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4 Acoustic Model

Acoustic variations of speech signal are represented by an acoustic model. Since
speech is context dependent, context-dependent triphone HMMs are build [8]. To
overcome data sparseness and to reduce the number of triphones, triphones are
clustered using decision tree based method. Initially monophone HMMs are built
using training acoustics and their transcriptions. Retraining is then performed using
embedded Baum-Welch reestimation [9]. Next, context-independent triphone
HMMs are built by cloning monophones which will generate very large number of
triphones. Triphones having similar acoustics are then clustered which will place
triphones having phonetic similarity in one group. This will reduce number of
triphones. Phonetic decision tree based algorithm is used for clustering which will
tie the states based on phonetic similarity. This requires thorough knowledge about
acoustic characteristics of target language to frame phonetic questions. Figure 2
explains the procedure for generating phonetic questions for the target language.
The articulatory characteristics are same for all linguistics and hence can be shared
and are referred as the universal articulatory based question list. Universal question
list presented in [7] is referred, samples of which are shown in Table 3 of Sect. 5.
Monophones of the target language are listed and each question of the universal
question list is transformed into a language specific question. Such of those uni-
versal questions which are not applicable to the target language are discarded. The
final step uses the target language specific question list created in above step to
cluster unclustered triphones to create clustered triphones. The triphones so
obtained are retrained using the entire database. It was observed that this unsu-
pervised training procedure outperformed the handcrafted training method in cre-
ating phonetic question list.

Fig. 2 Generation of
phonetic questions of target
language

Table 1 Measure of perplexity

Training database used Test database used Perplexity measure

Text1_train(story) Text1_test(story) 95.48

Text1_train (story) Text2_test(news) 324.34

Text2_train(news) Text1_test(story) 296.93

Text2_test (news) Text2_test(news) 102.31
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5 Implementation

Kannada speech is recorded at sampling rate of 16 kHz with 16 bits per sample
value using audacity software. Text 1 consists of 20 stories from Ramayan book as
training utterances and two stories from the same book other than training data as
test utterances. Text 2 database is from news having 200 sentences as train utter-
ances and 50 sentences as test utterances. Perplexity is measured as shown in
Table 1.

It is observed from the table that the perplexity is low if both train and test
database are from same text source as expected since the probable of n-gram word
sequences occurring in test set is more if training database is from same text source.
The dataset having lower perplexity is used for testing recognition performance.

Monophone list of target language which generally includes alphabets of a
language is created. Table 2 shows the sample entries of phoneme list of target
language Kannada. Following steps are performed to generate clustered triphone
HMMs.

1. Initially, using training transcriptions and their acoustics, three-state left–right
monophone single Gaussian HMMs are build and retrained using Baum–Welch
reestimation.

2. These monophone HMMs are cloned to generate untied context-dependent
triphone HMMs and retrained using Baum–Welch reestimation.

3. States of triphones having same center phone having phonetic similarity are
clustered. In each cluster, a typical state is chosen and all cluster members are
tied to this state.

4. The number of mixture components is then increased and the models are
reestimated until desired number of mixture components is reached.

Step 3 uses decision tree based clustering method explained in Sect. 5 to cluster
triphone HMMs which uses target language phonetic table samples of which is
shown in Table 2 and universal list of articulatory questions, sample list shown in
Table 3. Target language phonetic table lists all the basic sounds of Kannada
language along with their articulatory characteristics. To have less human inter-
vention, universal list of articulatory questions given in [7] referred. Not applicable
questions to the target language in the universal list are simply discarded. The
triphone HMMs so generated are retrained using Baum–Welch reestimation. Then
mixture splitting [6] is performed successively up to eight Gaussians to generate
final models which are stored as templates. Viterbi decoding algorithm is then used
for testing the unknown utterance. Table 4 shows word error rate for the two
different methods of clustering triphones, one with manually created question list
and other by referring to universal question list. It is observed that triphone HMMs
clustered using universal question list lead to 15.26% word error rate versus a word
error rate of 21.34% for the manually trained models which again depends on the
judgment by human expert.
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6 Conclusion

This paper presents a methodology for generating phonetic questions for Kannada
language which are used for clustering triphones. Generally such question sets were
constructed manually based on similarity judgments by a human expert which
require depth knowledge in phonology of a language. Since the acoustic charac-
teristics are independent of linguistics, most commonly accepted universal question
list is referred and phonetic questions are generated for Kannada language. This
provides word error rate of 15.26 as against 21.34 for manually created question list
which depends on the judgment by an expert. Further the quality of database is also
tested by the term perplexity. Database which provides lower perplexity is used for
testing the performance of generated triphones.
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Automatic Hand Raise Detection
by Analyzing the Edge Structures

J. Jesna, Athi S. Narayanan and Kamal Bijlani

Abstract Modern education is now concentrated on E-learning, possible of learners
being in virtual classroom and geographically distributed. Interactivity is the
important part of design of such learning management systems. Better designs will
reduce the isolation feeling among the tutors and students because they are at dif-
ferent areas in E-learning. Hand raise is a typical interaction that can happen in a real
classroom. So this paper aims to design an automatic system that can detect the hand
raise in E-learning classroom and these will keep the synchronization of classroom
much better. The proposed method detects the hand raise by analyzing the edge
structures of hand. The system will first find out the region of interest of each student
in the classroom and find the edges from the skin-colored region of ROI of each
student. Finally by doing some morphological operations find out the hand-raised
regions. Without using any classification or object detection complex methods the
proposed method detects the hand raise in lesser time with 91% accuracy.

Keywords Hand raise detection � E-learning � Skin detection � Steerable gaussian
filter � ROI

1 Introduction

In an E-learning scenario, the students and the lecture may be in different places, so
we want to reduce the isolation feeling among them by creating a feeling like
traditional classrooms. Only at this time the E-learning course should be successful.
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When designing such E-learning classrooms there need good interaction patterns.
Hand raise is a type of an interaction pattern occurs in a traditional classroom, i.e., if
any student wants to ask a doubt or interrupt a lecturer for telling his or her opinions
or ideas when the lecturer taking the classes, the student can immediately raise their
hand and ask his or her doubts immediately. It can be useful for conducting some
kind of group activities, quizzes in classrooms, etc. If we can include such type of
interactions in E-learning classroom it will be helpful for getting a feel like tradi-
tional classroom.

There are so many researches related to the hand gesture recognition. Hand
gesture recognition comprises of several types of gestures and by using machine
learning algorithms and models they are automatically detected. But with hand raise
many types of gestures can occur, i.e., the portion of palm may vary. One can raise
their hand with open palm or closed palm or half closed palms or pointing any
finger. Most of the hand raise detection systems concentrate only on some typical
hand gestures not all gestures. Chiang et al. [1] proposes a hand raise detection
system by training three types of hand gestures. They are right hand, left hand, and
normal gestures. They segment the human bodies by using some foreground
extraction method and by using some scale-invariant features and machine learning
algorithms detect the hand raises automatically. But their method aims only three
types of gestures and if the effective segmentation of student bodies fails then the
method could not work properly.

Kinect is a gesture recognition device. Some of the work related to the Kinect
devices. Hariharan et al. [2] proposes a method for finding hand raised student in a
video by using Kinect devices. There work concentrated on the raising hand gesture
of the student. If a student raises his hand the Kinect will identify the student and by
using some gesture recognition algorithm they find out the gesture of the student.
Tang et al. [3] also proposes a method for hand tracking and pose estimation based
on Kinect. But in E-learning scenario keeping Kinect devices in all the areas is a
difficult task because students and the tutors will be in different global areas.

N. B. Bo et al. [4] proposes a hand raising gesture detection framework by
locating the arm position using the geometrical edge structure of hand instead of
using any object detection or complex machine learning algorithms. They find out
the edge structure of hand raise by using canny edge detector and some morpho-
logical operations. But the method has so many false detections due to the back
ground subjects and noises because they directly apply the edge detection algorithm
with the background subjects. Our motivation to do the work is depend on this area.

The proposed method detects the hand raise including all types of gestures by
analyzing the structure of straight edge from the skin colored region of ROI and
then filter out the hand raise by some morphological operations and the geometrical
structure of hand.
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2 Block Diagram for Hand Raise Detection

The proposed method consists of four parts: finding region of interest (ROI), skin
color detection, edge detection, and straight line drawing and decision-making as
shown in block diagram (Fig. 1). Here the non-shaded blocks represent the
important steps for detection system, blue-shaded blocks represents the important
algorithms and models needed for each section and finally green-shaded block
represents the detection result, i.e., whether the image contains a hand raise or not.

3 Hand Raise Detection

Proposedmethod is explainedwith the help of two different images. In one image, the
person has raised hand near to the face and the other one raise the hand above the face.

A. Finding Region Of Interest

Select the input image and find out the faces by robust Viola et al. [5] face detector
as shown in Fig. 2a, b. Then select the region of interest of each person by using the
parameters of detected faces. It can be calculated as:

ROI

Hand raise
not

detected

Decision 
making

Edge detection 
and line fitting

Steerable 
Gaussian filters

Skin color 
detection 

HSV and YCbCr 
color models

ROI 
selection 

Input image

Viola Jones 
face detector

Hand raise 
detected 

Yes

No 

Fig. 1 Block diagram of hand raise detection system
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Let Wface be the width of the face and Hface is the height of the face detected,
then

WROI ¼ 5 �Wface ð1Þ

HROI ¼ 2 � Hface ð2Þ

where WROI and HROI be the width and height of the region of interest. The ROI
selected is shown in Fig. 2c, d.

B. Skin color detection

From the ROI proposed system need only the skin-colored region for detecting the
hand raises. Different types of color models are available for skin detection. Here
combination of YCbCr and HSV color space is used for color detection [6].
The HSV color model contains hue, saturation, and value. The hue channel will
defines the color itself, whereas the saturation channel defines the light combined
with hue and the value determines the image brightness. The YCbCr color space
includes the Y channel, which represents the luminance component, and the Cb and
Cr channels describe the chrominance components. In order to find the skin color

Fig. 2 ROI selection results: a, b showing results for face detection through the red rectangle.
c, d showing results for ROI selection using the detected faces
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regions first convert the ROI’s RGB space into corresponding YCbCr and HSV
spaces. Then find the skin pixels by using the range of pixels given below.

140 � Cr � 165
140 � Cb � 195 and
0:01 � Hue � 0:1

8
<

:
ð3Þ

This method yield comparatively good results than the other color models and
the output obtained is shown in the Fig. 3a, b.

C. Edge detection and straight line fitting

Fitting appropriate edge detection algorithm is a difficult task. For edge detection
our method uses steerable Gaussian filter [7] with order 2 and 360° gradient angle.
The importance of steerable filters is that it can detect the edges according to the
direction we given. Our ultimate aim is to get two line segments for the raised hand
region. The method proposed by N. B. Bo et al. [4] uses canny edge detector for
finding the edges. Canny edge detector is not suitable for noisy images and more
over it cannot segment the images according to the orientation. If we apply steerable
Gaussian filter, the hand region can easily split into two regions since two regions
are in different orientations as shown in Fig. 4a, b.

Then perform some morphological operations in order to filter the hand raised
regions and avoid the unwanted noises from the images. From Fig. 4a, b avoid the
small segmented areas and the face positioned edges. For we apply the following
operations:

• Apply morphological cleaning and skeletonization to make the pixel width as
one. Then perform image closing with structuring elements as shown in Fig. 4c,
d. In these steps some of the large segments at face positions are split into small
segments.

• Then remove the branching points to get perfect splitting of hand regions. The
output obtained after this step is shown in Fig. 4e, f.

Fig. 3 Skin detection results: a result for skin detection in hand raised near to the face and
b results for skin detection in hand raised above the head
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Fig. 4 Result after applying steerable Guassian filter in both images: In a we are aim to get the
palm position of the raised hand and in b we aims to get the hand region of the raised hand. c and
d shows result after cleaning and skeletonization and image closing morphological operations.
e and f shows result after branching points avoided, g and h shows result after avoiding small
segmented areas. i and j showing line fitting results using red lines
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• Finally remove the edge segments with area less than 50 as shown in Fig. 4g, h.
This step will avoid the unwanted segments from the image so that the final
segment includes one of the following:

a. Two segments related to hand region or
b. Three or four segments related to hand and face region.

After the above steps any simple line fitting algorithm can be used for drawing
the lines through the final edge segments [8]. The detected lines are shown in
Fig. 4i, j.

D. Decision-making

Finally the processed image contains maximum of four lines including the
hand-raised portions and face region. From this our work will filter only two lines
that indicate the hand raise. These two lines are nearly slopped and distance
between them is very low. Using these criteria the decision will be made. The
condition we applied is:

• Find two nearly slopped lines such that their slope difference is less than 25 and
• Find the smallest distance between these two line segments. If the smallest

distance is between 25 and 55 then these two lines represent the portion of hand
raise. Otherwise hand raise is not detected in the mage.

The hand raise detected using this criterion is as shown in Fig. 5a, b.

4 Results and Analysis

Our method is tested with the images containing six different students and analyzes
the work using different poses of hand raises including left hand, right hand with
their different orientations and gestures. The detailed description of the test results is
shown in Table 1. NH, LH, RH stands for number of non-raised hands, left hand

Fig. 4 (continued)
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and right hand. Similarly TP, FN, TN, FP represents number of true positives, false
negatives, true negatives, and false positives, respectively.

Table 1 shows that regardless of the gestures and orientations, the proposed
method gives good results for raised hand detections. The proposed method is
tested with total 80 images from different students which include 67 hand raises and
13 non-hand raised images. From total 67 hand raise images there are total 62 true
positive images, i.e., the hand raises detected as correctly and five false negative
images indicating does not handle hand raise correctly. The method is tested with
non-hand raised images also. From 13 non-hand raised images 11 of them gives
correct output and two of them interpreted as wrong. The accuracy of the system
can be calculated as

Accuracy ¼ TPþTN
TPþ FNþTNþ FP

� 100 ð4Þ

The accuracy obtained is 91.25%.
Some of the detection results are shown in Fig. 6. These example figures include

hand raises with normal gestures to complex gestures. It includes images with
student wearing watches and background object such as chairs, etc. The proposed
detection framework provides correct results in all such cases. False detections are

Fig. 5 Final results for hand raise detection. In a the raised hand is detected by avoiding the line
segments of face by using criteria defined in the decision-making step and in b only need to check
the criterion that whether the two segments indicating a hand raise or not

Table 1 Detection results by
analyzing each student’s hand
raise gestures

Total # of images NH LH RH TP FN TN FP

Student 1 8 3 2 3 5 0 3 0

Student 2 6 0 0 6 6 0 0 0

Student 3 21 4 10 7 16 1 2 2

Student 4 14 2 6 6 11 1 2 0

Student 5 9 2 2 5 6 1 2 0

Student 6 22 2 6 14 18 2 2 0

Total 80 13 26 41 62 5 11 2
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Fig. 6 Result for hand raise detection in different cases. The red line drawn shows the detected
hand raise poses. Here each row contains three examples, each of them shows the detection result
corresponds to its original image

Fig. 7 Each row indicates false detections. First row shows false detection due to failure of edge
detection. Here the system detects the hand raise by locating the false lines in the ROI as shown in
top right image. In second row image the skin color detection fails due to bad light condition.
Third row shows example of student who raised her hand outside the ROI
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due to: some bad lighting condition, failure of correct edge detection and in one
image the student raised her hand outside the ROI defined. Due to some very bad
light conditions face detection results and skin color detection are get faulted. Some
of the failure cases are shown in Fig. 7. Instead of the above failure cases the
system’s performance is exceptionally good.

5 Conclusion

This paper proposes an efficient method to design an automated hand raise detection
system without using any complex gesture training machine learning algorithm or
calculations. We evaluated the method by analyzing six different students with
differing hand raise poses and lighting conditions. From these we found that the
method has 91% accuracy. The method detects the hand raise including almost all
types of gestures because the system concentrates only the segments of raised hand
region. Skin color segments helps to locate the hand-raised region and steerable
Gaussian filters help segmenting the raised hand region into two area and these will
keep easier in detecting the hand raise as two lines. Since our method does not
require any back ground modeling or complex calculations it can detect the hand
raise in less than 5 s so that it can be implemented in real-time video sequences.
Therefore our future work concentrated on evaluating the performance of the
method in video sequences with more people and in a highly cluttered environment.
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Performance Evaluation
and Improvement of R-CTP for Enhanced
Packet Transmission and Latency

Jackson Preetham Machado and Pranesh V. Kallapur

Abstract Due to the stringent resource constraints and highly application-specific
nature of Wireless Sensor Networks designing efficient routing protocol is a big
challenge. The Collection Tree protocol based on Trickle algorithm was proposed
as routing protocol for WSN. Further, several improved variants of CTP were
proposed to enhance routing efficiency and R-CTP is one among them. In this
paper, performance evaluation of R-CTP is presented using Castalia Simulator
against chosen performance parameters. Further, this paper proposes some
improvements to R-CTP to enhance performance in terms of number of transmitted
packets and latency parameters. Simulation results presented in this paper show
that, proposed improvements to R-CTP yields improvement in overall performance,
12% increase in transmitted packets, and 2% improvement in Latency respectively.
The paper is concluded with mentioning of future directions for research.

Keywords Collection tree protocol (CTP) � Rainbow collection tree protocol
(R-CTP) � Wireless sensor networks (WSNs)

1 Introduction

The Wireless Sensor Networks (WSNs) support sensing the environments, pro-
cessing the data, and collecting the data from the large number of nodes. The WSN
finds wide range of applications in industry, defence, and home automation.
The WSN is characterized by stringent resource constraints. Such stringent resource
constraints make design and implementation of WSN very difficult. Routing has
been an important issue to be addressed in WSN. The aim of the routing is to
deliver the packets in multi-hop communication to the destination while increasing
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network performance. WSN topology can be classified mainly as flat and hierar-
chical. Many routing protocols have been proposed for addressing routing issue in
both types of topologies. Collection Tree Protocol (CTP) has been one among the
routing protocols. CTP uses the Trickle algorithm to make best use of the cost and
more flexible. CTP is based on the spanning tree concept supporting many-to-one
routing. The available results for CTP showed that CTP has been, so far, per-
forming better than any other contemporary protocol during its proposal. CTP
achieves mainly four goals: robustness, reliability, hardware independency, and
efficiency.

The CTP makes use of Four-Bit Link Estimator to find the link to the parent
node. The data is transferred to the next node based on a parameter called Expected
Transmission Count (ETX). ETX measures the link quality between pair of nodes.
The path for data transmission between source and destination will decided be
based on the ETX value calculated for that path. Several improved versions of CTP
were proposed for enhancing the performance of CTP among which R-CTP is also
the one. The work presented in this paper aims to evaluate the R-CTP performance
and improve the same suitably.

In this regard, this paper is structured as follows. Section 2 discusses about the
related work of CTP and its variants. The Sect. 3 presents the simulation results of
R-CTP and evaluates its performance, Sect. 4 propose some improvements to
existing R-CTP, Sect. 5 presents simulation results for proposed improved version
of R-CTP, and Sect. 6 presents the analysis of simulation results. The paper is
concluded in Sect. 7 along with mentioning of directions for future research work.

2 Related Works

Routing has been an issue of paramount important, be it in a wired or wireless
networks with limited or unlimited power. There had been many works in the past
related to the routing in networks. Routing in WSN also has seen many such
research proposals. The R-CTP is the Enhanced version of Collection Tree Protocol
which is described in [1]. The CTP suffers from the poor performance and
deployment issues as indicated in reports showing around 2–68% wide range of
performance variations [4]. CTP Neo [4] has been proposed to with two mecha-
nisms, one is data path validation and four-bit link estimator which is discussed is in
[4]. CTP-TICN here has done some changes in link estimation calculation; it
provides load balancing and it uses EETX instead of ETX which is discussed in [5].
POCTP is based on the definition of Pareto optimal route that it has been evaluated
by using hierarchical Petri Net modelling technology which is presented in [6].
ICTP is based with long path good link quality and short path with weak link and it
decrease the reliability in one side and avoids congestion and improves the relia-
bility discussed in [7]. BCTP enhances CTP by enabling the nodes to balance the
traffic to reduce the energy [8]. BCTP is balanced version of CTP; it avoids the
traffic by enabling the network and this is discussed in the paper [8]. WSN are
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mainly application-specific, an attempt to propose the application-specific protocol
architectures for communication in WSN had been presented in [9, 10].
Negotiation-based approaches for data aggregation are proposed in [11] whereas
Directed Diffusion, a particular data aggregation method, is presented in [12].
Energy metrics based, chain-based, and tree-based data aggregation approaches are
discussed in [13–15] respectively. Similar works were proposed in [16, 17].
Additionally, the performance comparison of LEACH, CTP, and ECTP using
Castalia Simulator is presented in [18]. Some improvements to CTP have been
proposed in [19, 20]

However, a detailed performance evaluation of R-CTP with CTP and other
related variants has not been presented, so far. Additionally, as indicated in Sect. 3,
there have been some disadvantages with R-CTP performance.

Thus, motivation of this paper happens to evaluate the performance of R-CTP
with CTP and other related variants of CTP and improve some of the disadvantages
of R-CTP using Castalia Simulator.

3 Performance Analysis of R-CTP, CTP and Other CTP
Variants

The simulations of improved R-CTP, original R-CTP, CTP and other variants of the
CTP are carried out using the Castalia simulator [21] for WSNs and BANs. Castalia
[21] provides a generic platform “first order validation of an algorithm before
moving to an implement on a specific platform” [21]. The Castalia simulator runs
on the top of the OMNeT++ [21]. The proposed objectives are implemented and
evaluated its performance. We have used Castalia 3.2 version for the simulation
which is built upon the OMNeT++ 4.4.1 version.

The simulation has been run for 300 s for 100 static and homogenous nodes. The
simulation is run for several steps to get clear results. Packet drop analyzed for last
10 packets sent to the node in the past. Remaining other factors are unaltered. These
various parameter results are taken for topologies of various size ranging from 10 to
100 nodes. The performance evaluation considered following major parameters:
energy Consumed in joules (J), application level latency in milliseconds (ms),
number of transmitted packets, number of duplicates packets (retransmissions),
number of transmitted and received beacons, Rx Breakdown, and data delivery ratio
and CTP data.

The authors of this paper have implemented the R-CTP using Castalia Simulator
for the purpose of evaluating its performance with CTP and other CTP variants like
E-CTP and the ones proposed in [19, 20] (Fig. 1).

By collecting the data from the simulator we plotted the data in the graphs and
analyzed the performance of R-CTP with the other CTP variants

A. Consumed Energy: In the R-CTP, when the node size is very less the energy
consumed is very less. As the number of the node increases, that energy
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consumed graph will become stable. When compared to the other variants, the
R-CTP has less energy consumption, which is shown in the Fig. 2. Due to the
less computation of the nodes AETX, it does not take the more energy
consumption.

B. Transmitted Packet: The number of data and control packets by the R-CTP is
comparatively very high compared to the other. The ECTP has the next highest
values of transferring the packets. Because of finding the ATEX, it will transfer
more packets and reduce the overhead of transferring. The transmitted packets
in R-CTP and other CTP variants are shown in the Fig. 3.

C. TX and RX Beacons: In the TX Beacons the ECTP [2] has the more TX
beacons. While compared to other variants, the ECTP will increase the TX
beacons rate and R-CTP is also in the same proportional but it has very less TX
beacons with respect to the ECTP. In the RX beacons, ECTP has more stable
when the nodes are very less, it gradually decreases with increase in the
numbers. R-CTP is initially in small numbers, and it increases with increase in
the number of nodes. TX and RX beacons are shown in the Figs. 3 and 4.

Fig. 1 Energy consumed in the R-CTP and CTP variants

Fig. 2 Transmitted packets in the R-CTP and CTP variants
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D. Data Delivery Ratio: The data delivery ratio in the R-CTP very less in the node
size is very less, as the number of the nodes increases the data delivery ratio
also increases. Figure 5 shows that the data delivery ratio in R-CTP and CTP
variants. This is due to the new way of finding the parent selection that will
perform the more data delivery ratio.

E. Duplicates: The duplicate packets in the R-CTP is very less. With compared to
other R-CTP has the least in the observed graph. Because as the number
increases the value of link metric might be same and there may be chances of
the receiving multiple packets, these leads to confusion in the network. The
comparison shown in Fig. 6.

F. Latency: From Fig. 7, the Application level latency is the less in the case of
R-CTP during the number of nodes are less. The latency is high in the all the
variants where the (200, inf). In that situation the ECTP as the less compared to
the R-CTP. When the nodes size is below 200, R-CTP has less application level
latency. The latency is less in the case of R-CTP due there is no much cal-
culations in the finding the AETX on the R-CTP.

Fig. 3 TX beacons in the R-CTP and CTP variants

Fig. 4 RX beacons in the R-CTP and CTP variants
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Fig. 5 Data delivery ration in R-CTP and CTP variants

Fig. 6 Duplicate packets in the R-CTP and CTP variants

Fig. 7 Latency in R-CTP and CTP variants
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4 Proposed Work

By evaluating the above graphs we came to know that it can be enhanced further by
improving some of its disadvantages mentioned in Sect. 3. The observed disad-
vantages and proposed solutions to overcome the same have been presented as
given below:

A. Removing bad entries from the 1-hop distance: When a node gets a routing
frame, it should update the routing table for efficient transmission of packets
with the latest routing address. When the values of AETX changes frequently,
the R-CTP must send the broadcast frame as soon as to notify the other nodes.
The parent fields acts like a substitute for the single-hop destination of a data
packet: if the child’s AETX is below the parent it detects automatically by
parent. When this hears the child advertise an AETX below of its parent, then it
should schedule routing frame for the future transmission.

In this routing table of R-CTP it stores the some address such as invalid address,
current node address, address of neighbour’s node which leads to the lots of con-
fusion during the transmission of data packet to the nearest AETX node. By this
problem, we are eliminating the bad entries in the routing table, i.e., unnecessary
address from the table. So that we can find the address very efficiently. In this we
are storing the only current address of nearest AETX of a node. By updating this we
reduced the routing time of the packets to the nearest node with best AETX. By
using this, we can reduce the energy consumption and the latency in the R-CTP.

B. Improved parent selection method: In R-CTP, the link quality metrics is cal-
culated by AETX. Here we just changed with the parent selection in R-CTP [1].
The parent selection procedure is repeated till it finds inconsistency in the
network when a node receives a beacon to reconsider the topology. It may be
neighbour comes out from congestion mode or parent may be unreachable.

Here we are improving the parent selection of existing method. In this, we are
interested to find the less values of the parent. Here we are calculating the value of
the actual link parent and link of the parent that is AETX. After this we are
comparing both values which the parent value will assign. As the link values are
smaller, the distance between sender and parent is smaller. Hence it is get the
nearest node for forwarding the data packet. Due to modification of the parent
selection, we are getting nearer parent and increasing in the number of packets.

C. Improved method for loop avoiding in the Link Estimator: The accurate link
quality estimation is very important task in the routing. The poor link estimate
may cause a 200 or more percentage of failure in the communication or
slowdown the network. The link estimation is more of a headache in the
development to find the exact link that can communicate efficiently. The
four-bit link estimator provides the four bit of information: 1 bit from the
physical layer, 1 bit from link layer and 2 bits from the network layer.
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In the physical layer we can find the channel quality during a packet. The link
layer, we can measures whether the packet is delivered or acknowledged. From the
network layer we can check the links are more important for the higher layer
performance.

In the link estimator, we are removing the loop that cause for the increasing in
the latency. By removing the unnecessary loops which to find the link estimation of
next nodes. By optimizing the links of the link estimator we can reduce the energy
consumption in the system that can take long time and power for the finding the
link. Thus we can find the link for the next nearest node; because of this we are
good to reduce the latency and energy factor also.

D. Improved EETX for the new Beacon estimation: A collection tree protocol
builds and then maintains minimum cost trees to nodes which make them as
tree roots. This protocol is address-free: if there are multiple base stations, it
sends one with minimum cost without knowing that it is the address. This
protocol basically broadcast the control beacons at a regular fashion, i.e., at
fixed interval. When the cost drops the beacon interval is reset by the CTP. This
is not mandatory for the correctness.

The improvement of EETX, here we find the nearest node values of EETX.
The EETX is expected number of transmissions. Here we are use random numbers.
The random number is given to the new beacon estimation for the new node which
is to interfere. From this, the fast response from the beacon can assign the new value
of EETX. On finding the new value of EETX for the new beacon, we can get more
number of TX and RX beacons.

5 Simulation Results of Proposed Improvements

The simulation is carried out using the Castalia Simulator, the parameter are kept
same as the existing simulation as described in the Sect. 3. Here the authors are
defined the some changes to protocol that are described in the Sect. 4 and executed
the simulation.

The simulation has been run for 300 s for 100 static and homogenous nodes. The
simulation is run for several steps to get clear results. Packet drop analyzed for last
10 packets sent to the node in the past. Remaining other factors are unaltered. These
various parameter results are taken for topologies of various sizes ranging from 10
to 100 nodes. The performance evaluation considered following major parameters:
energy Consumed in joules (J), application level latency in milliseconds (ms),
number of transmitted packets, number of duplicates packets (retransmissions),
number of transmitted and received beacons, Rx Breakdown, and data delivery
ratio, and CTP data.
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6 Evaluation of the Improved Results

A. Energy Consumed in Improved R-CTP and other CTP Variants: The total
network life time can be calculated till the network is fully functional, i.e., total
time till which all the nodes in the network works or until the first node runs out
of power. Estimating the energy consumption is a vital key in the network; so it
is essential in each node. Figure 8 shows the energy consumed by the improved
version of R-CTP and R-CTP and other CTP variants. The energy consumed by
each node in the system is calculated in the variant of improved R-CTP is
ranging from 20.393–20.388. This shows the gradual decrease in the energy
content decrease in the nodes as the number of nodes increases gradually. This
is due to the removing of the bad entries in the 1 hop distance and loop
avoidance in the link estimator, so there is no more need of extra calculation in
finding the address of the nearest nodes.

B. Transmitted Packets: The transmitted packets refers to the both data packets
and the control packets. The packets refer here the amount of traffic on each
node in the network it relays. Figure 9 shows the comparison improved R-CTP
and other CTP variants. The comparison shows the large number of trans-
mission of packets, which is about 12% more transmits the packets compare to
the original R-CTP. The increasing in the number of transmitting packets is due
to the improved parent selection method. Here we described that it finds the
good neighbour with least cost of parent. As the number of link metric is less
the parent is nearer to the sender.

C. Improved R-CTP RX & TX Beacons: The transmission and receiver of the
beacons are used to hear the in the application layer to identify the localization.
On improving the R-CTP by above factors, we got the massive increase in the
RX beacons. Figure 10 shows the TX beacons initially start with low value to
the less number of nodes. As the number of nodes increasing gradually, the
improved version of R-CTP increase the number of TX beacons heavily. In the

Fig. 8 Energy consumed in improved R-CTP and R-CTP and other variants
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other case Fig. 11. RX beacons it also increase with straight line with the
number of nodes increase frequently. This is due to the new method for the new
beacon estimation; here we are calculating the new EETX value. These values
will find the new beacons that will find when the new node interface.

D. Data Delivery Ratio: The data delivery ratio (DDR) parameter reports the number
of packets transfer of the packets effectively in the network. DDR is a ratio of
successful data packets received to the attempted packets transmitted. Figure 12
shows the DDR with different protocols. The improved R-CTP gradually
increases in the packets as the number of nodes increases. In the case of R-CTP
the number of DDR is more compared to the improved version. The improved is
not as bad as original but it is the equal proportional in the DDR content.

E. Duplicates (Retransmission): The duplicate packet means the twice or more than
a same packet received at the receiving host. It is not good that it gets more
duplicate packets. As it gets more duplicate, the application might think it as
fresh packet and which may feel in the confusion. Figure 13 shows the

Fig. 9 Transmitted packets in the improved and other CTP variants

Fig. 10 Improved RTCP TX beacons

190 J.P. Machado and P.V. Kallapur



duplicates that have little more duplicate packets on improved version compared
to the R-CTP. When we optimizing the parent selection it may be confusing due
to the selection of parents when the value of the link metric is close and the
number of nodes are more. This might may leads to increase in the duplicates.

F. Application Level Latency: The latency of the application level refers to the
amount of time taken to the packet to reach from the source to the destination. It
is very critical impact that when a node is travelling from one node to another in
the alarm-based application. In many cases, we trade off in minimizing the
source sink delay and energy simultaneously. Figure 14 shows the application
level latency of the different protocols, where in the improved version of
R-CTP is 2% less of R-CTP. Due to the loop avoiding in the link estimator, it
will not find the more time and less computation, so the latency will be reduced.
The protocol is very efficient when compared to the other variants CTP.

Fig. 11 Improved R-CTP RX beacons

Fig. 12 Data delivery ratio
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G. Packet Breakdown: The received packets breakdown can be influenced by
variety of factors that is interference of other nodes, sensitivity of the packet,
and environment factors. This metric refers to the number of packets that are
failed or received by each node respectively with and without interference,
failed below sensitivity. Figure 15 shows the RX packet breakdown. The
breakdown is shows in the improved version of R-CTP.

To summarize this, the proposed improved variants of R-CTP to improve the
number of transmitted packets by 12% and the latency is reduced by the 2%. The
energy consumption factor is reduced by some factors is shown in the graph. And
additionally we proposed to improve the other factors such as energy consumption,
TX and RX factors, breakdown situations and number of received packets.

And we respect the overall performance which here we observed of the different
parameters of R-CTP with the CTP and original R-CTP. And here our main goal is
to improve the data aggregation as well as the routing fields, which can be achieved
effectively and efficiently.

Fig. 13 Duplicates

Fig. 14 Application level latency
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7 Conclusion and Future Work

The data aggregation here assumes with great importance to WSNs. There have
been solutions has provided in the past and he latest one has the efficient. The
R-CTP is mainly focused on the routing layer of the CTP which provides effectively
on the routing to achieve best performance. Now the R-CTP has a very good
protocol which we are compared here with the CTP and its different variants. We
further identified the difficulties in the R-CTP and provides the best solutions for the
efficient transfer of the data. While comparing the other protocols we found the
improved version of R-CTP is improved 12% more transfer of the packets, reduce
in the latency by 2% and huge increase in the TX and RX packets and rest also
assured.

Further future research work can be enhanced by the various factors. This mainly
can be dealt with dynamic load balance for the link quality, so that it may reduce the
link quality headaches; and in the dynamic adaptively problem solving for trickle
algorithm and adaptive beaconing.
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Signal Processing of Motor Imagery EEG
Waves Using Empirical Mode
Decomposition
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Abstract Electroencephalogram (EEG) is the most convenient method for
recording the electrical activities of the brain, for Brain Computer Interface
(BCI) applications. This EEG data is notoriously noisy. A variety of frequency
estimation techniques are used in feature extraction. This is possible due to the
presence of information of interest in frequency bands which are well defined. The
application of EMD (Empirical Mode Decomposition) on the recorded EEG waves
of subjects’, renders time-frequency data depicting instantaneous frequencies. EMD
is chosen to obtain Hilbert–Huang Transform (HHT) of the data which is chosen
over Fourier Transform (FT) owing to the nonstationarity, closely spaced frequency
bands of interest and low SNR of the recorded data. HHT of the data can be used to
obtain a feature or signature, which can be used as a command signal for various
BCI applications.
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1 Introduction

The cornerstone of BCI is the exclusive use of brain activity in computer-aided
control. Neuroprosthetics and bioengineering are the major fields of BCI applica-
tions. EEG for brain activity recording is used widely due to its noninvasive nature,
affordability and operation in real-time [1]. Motor imagery BCI being the imagi-
nation of motor action without actual physical movement, has clear practical sig-
nificance [2]. This requires extended training periods, is challenging to analyse and
has limited BCI channel capacity.

EEG research carried over more than seven decades has resulted in the intro-
duction of an abundant class of quantitative feature extraction from EEG signals.
Similar to any other signal, an elaborate mathematical model of the EEG signal is
very promising [3]. Physiological findings and mathematical models correlating the
EEG to electrical activities of a single nerve cell remain challenging and no
mathematical model of EEG has yet achieved the aforementioned goal of modelling
the wide varieties and dynamics of EEG. Autoregressive modelling of tiny EEG
segments is successful to a certain extent [4]. The nonstationarity of EEG waves
leads to the fact that mathematical models using static stationary equations are not
suitable. Hence dynamic mathematical models have to be developed leading to
increased complexity in the models.

1.1 Nonstationarity in EEG Waves

Transient events manifest themselves as the nonstationarity phenomenon of the
EEG waves, such as alteration of homogeneous segments with dissimilar statistical
features, spikes, sharp waves and spike-wave discharges. Visual inspection is
sufficient for the identification of the transient behaviour owing to its specific
patterns, but the identification of relatively homogeneous intervals requires theo-
retical basis [5].

The EEG data is converted to digital form to carry out the computer-aided
analysis. The most of the prominent EEG components are present in the frequency
range of 1 Hz to 30 Hz, hence the digitising rate is the range of 60 Hz–150 Hz [5].
Intervals which are less than 0.5–1 s need not be checked for stationarity if about,
50–100 samples are required for statistical characterization.

1.2 EEG Waves Features

The high frequency waves in the EEG data have been digitally removed by passing
them through a Backman filter, low-pass filter with −67 dB at a 32 Hz cut-off.
Later this filtered data is sampled at the rate of 64 Hz for feature extraction.
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Time, frequency and statistical tools are the approaches considered for extracting
EEG waves features. From the sampled data 24 EEG signals are extracted, each
with a window of 4 s. With this data the features listed in Table 1, can be extracted.

Fourier transform has been applied with a Hanning window on the EEG data to
calculate the rest of the features. The following features comprising of the EEG
waves spectral amplitudes are obtained. Using the same Fourier analysis, the rel-
ative spectral amplitudes of EEG, the mean frequencies, sum of squared amplitudes
are thus obtained.

1.3 EEG Waves Feature Selection

Three standards are used to resolve the EEG features corresponding to behavioural
alertness level. First, the EEG features having higher average rank across eight

Table 1 Features of EEG waves

Parameter for extraction Features Symbols/Band

Time domain extraction Statistical mean X

Sum of absolute amplitudes |X|

Sum of squared amplitudes X2

Standard deviation Xcr

3rd moment of mean amplitude m3

4th moment about the mean
amplitude

m4

Skewness coefficient g1
Kurtosis coefficient g2

Frequency domain spectral amplitude |A| 0–32 Hz

|b| 13–32 Hz

|a| 8–13 Hz

|h| 4–8 Hz

|d| 0–4 Hz

Frequency domain relative spectral
amplitude

Alpha band a%

Alpha band a%

Beta band b %

Theta band h %

Delta band d%

Mean of frequency bands Entire EEG spectrum FM
Alpha band Fa
Beta band Fb
Theta band Fh
Delta band Fd

Statistical analysis of frequency
spectrum

Squared amplitudes A2

Standard deviation FSD
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procedures of data processing are mainly selected. The level of alertness is pri-
marily manifested as the features with higher average rank numbers. Second, the
EEG features with higher individual inconsistency are not selected as they have
constrained use to the estimation of the level of alertness among subjects. The
individual inconsistency is estimated using a measure called as Reliability Index
(RI), which is given in Eq. 1.

RI ¼ N� Pj j= Nþ Pð Þ ð1Þ

where N/P is the corresponding addition of the ranks of negative/positive correla-
tion coefficients across eight processing procedures or across different subjects. RI
has a value in the range of 0–1. Features having higher RI values have lesser
individual inconsistency with respect to the level of alertness. In the last standard,
the interrelationships of EEG features are analysed to determine the redundancy of
the EEG features in estimation of alertness. The addition of the ranks of
negative/positive calculated in the previous standard is used here. Larger inter-
correlation is obtained for higher values of overall sum of ranks. Finally, the EEG
features having low individual inconsistency, lesser inter-correlation, larger corre-
lation with alertness level are selected as consistent and effective factors for esti-
mation of alertness level [5].

2 Experimentation

The proposed work is to find out the differences between the brain signals of
different individuals, and to understand what makes them unique. The experimental
setup for recording of EEG waves is as shown in Fig. 1. This uniqueness can be
used as a password to a website/security system making it more robust [6].

So far, through the literature survey, the various methods currently existing for
sensing EEG signals have been understood. In particular, techniques to record
signals which are produced for a particular action. A protocol to capture brain
signals has been developed, which:

Fig. 1 Recording EEG waves of the subjects using enobio kit
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1. Motor Imagery: The thought for the muscular movement is aided by a visual
stimulus.

2. SSVEP: A protocol which uses images, which are flashed at the rate of 1 Hz,
and provides visual stimulus to the subject.

The signals were captured using a device called Enobio. Enobio is a wireless
technology which comes in three versions, 8, 16 and 32 channel electrode systems,
used for collecting EEG signals. For the data collection, eightchannel electrode
system was used. The complete device specification of the device is depicted in
Table 2. The placement of electrodes on the subject is as shown in Fig. 2. In the
Fig. 2, Green Dots indicate the placed EEG electrodes. Then, these signals were
processed to retrieve information and points of interest. After filtering the signals,
features must be extracted from them, and finally classified.

The placement of the electrodes mainly depends on the type of signal being
analysed. The occipital lobe is responsible for the decoding of visual stimuli. Steady
State Visual Evoked Potential (SSVEP) are usually recorded from occipital scalp
for this reason. The channels which were used to collect VEP are Fp1, Fp2, O1, O2,
Oz, T3 and T4 taking P3 as reference electrode. For Motor Imagery protocol, T3
and T4 are replaced by C3 and C4. The experimentation details are as shown in
Table 3.

Table 2 Specifications of the
enobio device

Parameter Value

Total number of channels 8

Number of EEG records 18277

Number of packets lost 0

EEG sampling rate 500 samples/s

EEG units nV

Fig. 2 Placement of the
electrodes
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2.1 Time Domain EEG Waves of the Subjects

The EEG waves are recorded in time domain as shown in Fig. 3. The time domain
EEG waves are stored in easy files. These files are processed using EEGLAB
toolbox in MATLAB [7].

2.2 Power Spectral Density

The time domain signals are first filtered to remove various noises such as power
line 50 Hz noise. Later EEGLAB provides tools to eliminate the mechanical dis-
turbances from the eye movement and the blink rate. This processed time domain
signal is then converted to its PSD format as depicted in Fig. 4.

Table 3 Experimentation
details

Parameter Value

Number of subjects 8

Age 20–30

Number of trails on each subject 50

Duration of the protocol 30 s

Fig. 3 Time domain representation of the EEG waves of a subject
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3 EEG Signal Processing

EEG Signal processing techniques comprise of time domain analysis, for digital
filtering and independent component analysis [8], frequency domain analysis, for
analyzing the spectrum, and time-frequency domain analysis.

3.1 Fourier Analysis for EEG Waves

EEG data is nonstationary, nonlinear and aperiodic by nature and Fourier Analysis
(FA) works best with stationary, linear and periodic signals. The local nonlinearity
of the data results in considerable spreading with the application of Fourier analysis,
as the basis functions of Fourier analysis are global. The dispersion is even higher
for data which significantly digress from the sinusoidal form. Thus the use of
Fourier analysis is not preferable for EEG.

3.2 Time-Frequency Domain Analysis for EEG Signals

The progression of a signal in frequency as well as time domain is described by the
time–frequency domain analysis. There are linear and nonlinear methods to carry
out this analysis. The linear methods being Short-time Fourier transform (STFT)
and Wavelet transform. The lone nonlinear method available is the Hilbert–Huang
Transform (HHT).

The nonlinear nature of EEG waves makes HHT, the logical choice.

Fig. 4 PSD of the EEG
waves of a subject
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3.3 Hilbert Huang Transform

The instantaneous frequency data is obtained by the decomposition of the signals into
Intrinsic Mode Functions (IMF) along with a general tendency of the signal and the
HHT is way to do this. HHT is very suitable for data which is nonlinear and non-
stationary [9]. Unlike Fourier Transform (FT), HHT is not a theoretical tool, but it is
like an empirical or algorithmic approach that is very data-driven. Hilbert spectral
analysis after the EMD (Empirical Mode Decomposition) are the two parts of HHT.

EMD is very efficient due to its adaptive nature. EMD is applicable to nonlinear
and nonstationary processes as the method is based on local behaviour of data in the
form of time series. Intrinsic Mode Functions (IMF) are the result of EMD which
help in representing the data in time–frequency domain.

3.4 Empirical Mode Decomposition

The Hilbert spectral analysis is applied to IMF which is obtained by applying EMD
to the data set.

IMF is more general as it not a simple harmonic function as in FT, but is a
simple oscillatory mode. In FT the simple harmonic components have fixed fre-
quency and amplitude, whereas in HHT the IMF has adaptive amplitude frequency
which is dependent on local characteristics of the data [10].

Sifting is the process used to obtain the IMF. The process is carried as follows:

1. The cubic spline line connecting all the localmaxima forms the upper envelope [7].
2. Lower envelope is formed by applying step 1 to the local minima [7].

All the data is sandwiched between the upper and lower envelopes. Their
average is a1. The first component c1 is obtained by subtracting a1 from the data:

Ideally, c1 must obey the constraints imposed on IMF. This is taken care by the
method used to construct c1 in the preceding step making it symmetric about 0 with
maxima > 0 and minima < 0. After the initial round of sifting, a trough may
become a local minimum.

The extrema obtained in the new rounds help in revealing the correct modes,
which vanished in the prior rounds of examination. In the next rounds of sifting the
component c1 is treated as data [10].

XðtÞ � a1 ¼ c1 ð2Þ

With n times of recursive sifting, c1 converts to an IMF, that is

c1 � a11 ¼ c11 ð3Þ
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Then, the component c1n is chosen as the 1st IMF component of the data set:

c1ðn�1Þ � a1n ¼ c1n ð4Þ

c1 ¼ c1n ð5Þ

The above algorithm results in the decomposed EEG data providing the
instantaneous frequency of the subject. This information can be utilised for various
applications. Table 4 shows the comparison between Fast Fourier Transform
(FFT) and Hilbert–Huang Transform (HHT). The results section deals with the
consequences of these differences between the methods, on the suitability of the
method to be chosen for data obtained from a particular protocol.

4 Results

The simulation results in this section are obtained using EEGLAB plugin [6] for
MATLAB v15a. This section will summarise the results obtained for the two
protocols, SSVEP and Motor Imagery. In the SSVEP protocol the images are
flashed at a regular rate of 1 Hz. The FFT of a percentage of the data collected with
SSVEP protocol for a particular subject is shown in Fig. 5. The two parts of Fig. 5
are the Event-Related Spectral Decomposition (ESRP) in dB and Inter-Trial
Coherence (ITC) phase in rad. The Event-Related Potential (ERP) is also plotted.
The events here refer to the flashing of images on the screen. The plots in Fig. 5
reveals that FFT is suitable for analysing the data obtained through SSVEP protocol
as a regular pattern is observed in the FFT as well as the ERP’s.

Figure 6 shows the FFT of the data obtained through motor imagery protocol.
There is no regular pattern in ESRP, ITC phase or ERP’s. This is because the data
obtained through motor imagery is aperiodic data. Therefore, HHT is suitable. This
is justified in Figs. 7 and 8. The Channel 12 corresponds to C3 and channel 13
corresponds to C4 in 10-20 International electrode placement system. These are the

Table 4 Comparison between Fourier transform and Hilbert–Huang transform

Transform FT HHT using EMD

Operation Convolution: uncertainty
and global

Differentiation: certainty and
local

Representation Energy vs frequency Energy vs time and frequency

Linearity condition for the
data

Linear Nonlinear

Stationarity condition for
the data

Applicable for stationary
data

Applicable for even non
stationary data

Extraction of features Not possible Possible

Core concept Derived from theory Developed as an empirical
method
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two channels in central lobe where the activity increases during motor imagery.
Figures 7 and 8 correspond to the HHT of the data collected using motor imagery
protocol. The motor imagery action performed in this case is the subject thinking

Fig. 5 FFT of steady state visual evoked potential data

Fig. 6 FFT of motor imagery EEG waves data
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about moving right hand. The activity spectrum clearly shows the Event Related
Synchronisation (ERS) of C3 in Fig. 7 and Event-Related Desynchronisation
(ERD) of C4.

Fig. 7 Event related synchronisation (ERS) of C3

Fig. 8 Event related desynchronisation of C4
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5 Conclusion

Development of any BCI application requires the features of EEG waves of the
subject. The various EEG features have been enlisted in the proposed research work
with their significance. The EEG data for the subjects have been extracted from the
proposed protocol and the Enobio electrodes have been used to record the EEG
waves of the subject. Later it has been proved that Fourier analysis is not entirely
sufficient for the EEG waves feature extraction as the data is non-stationary, non-
linear, and not periodic. Hilbert–Huang Transform is applied to the data to obtain
the time–frequency joint and to extract the features. From the results it is evident
that, for protocols such as motor imagery, HHT is the best suited protocol for
feature extraction owing to its application on aperiodic data. FFT serves to give
satisfactory results when applied to protocols like SSVEP owing to the periodic
data generated by these protocols.

HHT of the data is obtained using Empirical Mode Decomposition algorithm
which is a pragmatic approach to analyse non-stationary data sets, such as EEG
waves data. EMD uses a heuristic approach for signal decomposition, which
reduces the signal for a given locality with no restriction on conditions such as,
sparseness, independence or orthogonality.

6 Future Work

The algorithm and the protocol used have been experimented with an 8-channel
EEG electrode system to analyse motor imagery EEG waves, as compared to the 59
channel EEG electrode system used in [1]. Thus the proposed system is more
economical and effective. The EEG waves corpus developed can be utilised for
various embedded system applications such as, for human identification/security
[8], controlling robots, etc. Motor imagery EEG waves processing can also be used
to develop prosthetic arms/legs for physically challenged people. With the increase
in number of EEG electrodes, the entire brain of a patient can be mapped, which
would result in faster and efficient diagnosis.

Specifically, by improving the protocol and the correct placement of electrodes,
diseases such as Alzheimer’s disease, Dementia, Parkinson Diseases and many
more can be diagnosed at their early stages. Also, diseases such as anaemia can also
be detected using EEG waves by correlating it with the ECG waves. Since Brain
waves control all the organs and systems of the human body, comprehending them
can result in understanding the human body itself. Therefore, with a better
understanding of the human body, the lives of the people can be enriched.
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Mining Infrequent Itemsets from Text
by Applying Recursive Learning
and Fuzzy Logic

Prajakta V. Koti and G.A. Patil

Abstract Nowadays mining of infrequent itemsets, i.e., unrelated data items are
gaining significance in encountering some powerful information and their impor-
tance in many applications like fraud detection, studying new emerging diseases,
etc. Today text is growing from many fields and mining such text data can benefit in
valid and purposeful data. This paper focuses on mining infrequent itemsets from
text by using recursive learning and applying fuzzy logic. Recursive learning is
used to set some suitable threshold value thereby unwanted itemsets are pruned and
required itemsets are retained. M-hierarchical tree is formed based on infrequent
itemsets and it generates different clusters of low support value infrequent itemsets.
Finally fuzzy logic is applied to clusters to extract lowest value infrequent itemsets.
These in turn help in increasing sales of rare items in shop, studying rare patterns of
new emerging diseases, etc.

Keywords Text mining � Infrequent itemsets � Fuzzy logic

1 Introduction

Mining data is widely performed to extract important and beneficial information.
Mining can be performed to extract frequent or infrequent items. Based on
threshold value, the itemsets above threshold value are frequent and below are
infrequent. Frequent itemset mining has wide variety of applications like
market-basket analysis, education, etc. In recent years infrequent itemset mining is
found to be significant in fraud detection, bioinformatics, etc.

P.V. Koti (&) � G.A. Patil
Department of Computer Science & Engineering, D. Y. Patil College of Engineering
& Technology, Kolhapur, India
e-mail: prajaktakoti@gmail.com

G.A. Patil
e-mail: gasunikita@yahoo.com

© Springer Nature Singapore Pte Ltd. 2018
N.R. Shetty et al. (eds.), Emerging Research in Computing, Information,
Communication and Applications, https://doi.org/10.1007/978-981-10-4741-1_19

211



Infrequent itemsets usually were unconcerned and excluded due to their unim-
portance. All infrequent itemsets are not useful but some infrequent itemsets may be
found to be useful. For example, in book shop the owner identifies buying patterns
of engineering students like many students are buying java book, few students are
buying java book and ajax book and few students buying java book and story book,
etc. The owner may notice ajax book is related to study so he may set some
discount on ajax book, so the students buying java book may get attracted to
discount and buy ajax book. Such rare pattern can be proving to be beneficial.

These days text is increasing from many applications like social media, gov-
ernment data, medical information, etc. Such text as it is cannot be used but by
applying some data mining techniques these textual data can be used to extract
valuable information.

So a system is proposed to mine infrequent itemsets from textual data by using
recursive learning and fuzzy logic. Support value is calculated for input words.
Recursive learning is perfomed to extract infrequent itemsets below threshold value
and discard itemsets above threshold value. M-hierarchical tree is formed based on
infrequent itemsets which generates different clusters with low support value
infrequent itemsets. Finally fuzzy logic is applied to set new rules based on clusters
of support value of itemsets. The range will be split into five different values. Two
lowest values among the five values are considered. The final output is infrequent
itemsets with lowest support value.

The intention to develop such system was developing an efficient method which
will contribute to enhance mining of infrequent items from text by applying
recursive learning and fuzzy logic approaches. This system may benefit in
increasing sales of infrequent items, in medical field to prevent new diseases based
on rare patterns etc.

2 Related Work

Luca Cagliero and Paolo Garza [1] have focused on mining infrequent itemsets
from numerical datasets with use of fp tree. They modified algorithm IWI-Mining,
Minimal IWI in such a way that they considered prefix structure storation of pat-
terns, hence there is no need to rebuild fp tree. So it saved memory and time.

Suzan Wedyan [2] has contributed to enhance the associative classification
algorithm with modifications and new concepts related to existing algorithms. Rules
generation based on confidence and support. They compared algorithm considering
rule learning, rule sorting, rule pruning, classifier building, and classifier prediction.

Soumadip Ghosh et al. [3] improved frequent itemset mining with use of genetic
algorithm. Here authors made use of genetic algorithm to find frequent itemsets
from dataset and they tested it on different large datasets which resulted correct and
appropriate with respect to global search and time.

Xiaomeng Wang et al. [4] have proposed a method for finding frequent itemsets
easily based on recursive procedure. They proposed recursive algorithm based on
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concept of step-by-step elimination of items from transaction database and main
advantage of this algorithm was that it worked without any complex data structures.
The limitation of this concept is step-by-step elimination is carried by using Fuzzy
classification theory which actually neglected the low ranked frequent itemsets.

Paolo Ciaccia et al. [5] have developed a new method M- tree to search in large
datasets. Their proposed method was for organizing and searching large datasets.
Also the algorithms for insertion and split managements are proposed which always
balance the M-Tree and it allowed efficiently to find out the nearest neighbor
similarity measure.

Jiong Guo et al. [6] contributed to generate clusters based on distance. Their
method is based on simple search tree strategy. Two reduction rules are presented
for forming clusters. Two elements with same distance are added in same cluster
and other pairs which will not appear are discarded.

Fernando Crespoa and Richard Weberb [7] elaborate a methodology for
dynamic data mining based on fuzzy clustering, which allows updates of the
underlying classifier. They applied given methodology for dynamic customer
segmentation and dynamic traffic state identification using real-world data. Authors
state that the given implementation is well suited for customer segmentation and
traffic management.

Ladda Suanmali et al. [8] have proposed a method for improving text summa-
rization based on numerical value. They have considered different features of
sentences for summarization. Fuzzy logic is used to assign numeric values to
sentences to improve quality.

3 Methods

Figure 1 depicts the system used to mine infrequent itemsets from given set of
documents. Preprocessing is performed on set of documents to generate meaningful
words. Then powerset of preprocessed words is generated. Support count for those
itemsets is calculated. Recursive process is used to discard frequent itemsets and
retain infrequent itemsets. M-hierarchical tree is formed which generates clusters
with low support value itemsets. To this clusters fuzzy logic is applied to extract
infrequent itemsets with lowest support value.

A. Prepcosessing

Preprocessing is performed to generate meaningful words. Given input consists of
words such as the, is, a etc. These are not useful and meaningless so they are
discarded. Following two techniques are used to discard unwanted words:

• Stemming: In this part the porter algorithm is used to eliminate suffixes like
words ending with ing, ness etc.

• Stop word Removal: In this part, the bag of 525 words is used which consist of
stop words stored in array. The input files provided, the words present in that file
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are checked with bag of words, if any stop word is present then that word is
deleted.

B. Itemset Generation

Infrequent itemsets are generated by applying powerset algorithm and recursive
learning process.

• Powerset Generation

Poweset is considered as it generates all possible combinations of words. The
powerset of preprocessed words is generated by using following equation:

2I � 1 ð1Þ

where I is set of words. It generates all subsets of words except the empty set.
The subset generated is represented by an array of Boolean values of the same
size of set, where 1 indicates presence of word in that set and 0 indicates the
absence of that word in the set.

Fig. 1 System architecture
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• Support Calculation

Support ¼ Occurence
Total Support

ð2Þ

The support for itemsets is calculated by applying above Eq. (2). Where
occurrence is the item present in the transaction and total support is the number
of itemsets in the transaction. Here the support count for each item is calculated
and stored in array.

• Recursive Learning & Pruning

Threshold value in between 0 and 1 is supplied. Decision tree of itemsets is
generated. Itemsets below threshold value are added to left side of tree and rest
to the right. The right side of tree is discarded as they are frequent itemsets. The
left node of all nodes into left subtree is considered. These left node itemsets are
infrequent itemsets and are stored. Counter is maintained to get number of
infrequent itemsets found.

C. M-hierarchical Tree Formation

M-hierarchical tree is formed by considering infrequent itemsets generated by itemset
generation module. The root node is formed by selecting first itemset from these
generated itemsets with support value. The insertion of infrequent itemsets in tree is
based on comparing support values of itemsets. If the itemset has less support value
than root node’s support value, that itemset will be added to left side of tree. If the
itemset support value is more than root node’s support value then that itemset will be
added into right side of the tree. Recursively the itemsets will be added into left and
right subtree until all infrequent itemsets are added into tree. In this way, the tree will
be generated. Preorder traversal is performed on generated tree where first root node
is visited then left node and finally right node is visited. After traversal of tree finally
clusters are generated consisting of itemsets with low support values. Numbers of
clusters are not predefined. The cluster formation varies based on supplied threshold
value. Each cluster consists of different itemsets with same support value.

Following example can be considered for generating m-hierarchical tree.
Table 1 shows the different infrequent itemsets with their support value that are

used in generating tree.
Figure 2 represents the different levels of tree generated. The first itemset is

considered as root node. The insertion of next node in tree is based on comparing
value of support value of itemset. If itemset has less support value than root node
then it is added to the left of tree else to the right of tree.

D. Fuzzy Logic

Cluster consisting of itemsets with support value generated by m-hierarchical is
considered. Among all the clusters values one highest and one lowest support
values are set. Then these values are split into range of five membership values as:
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very low, low, medium, high, and very high. By applying if-then rules itemsets with
very low and low membership value are extracted. This way the rare itemsets with
lowest support value are mined. For example we have clusters with different sup-
port values as: {c1 0.063}, {c2 0.016}, {c3 0.040}, {c4 0.023}, {c5 0.025}. One
high and one low value is considered, i.e., 0.063 and 0.016. This range is split into
five membership values as very low {0.016-0.025}, low {0.026-0.0344}, medium
{0.345-0.0438}, very high {0.0439-0.0532}, high {0.0533-0.063}. By applying
if-then rules, itemsets with very low and low are extracted as they are itemsets with
very low support values.

Table 1 Itemsets with
support value

Itemsets Support value

strong 0.251

cash 0.125

comp 0.039

earn 0.016

conti 0.063

pric 0.267

xone 0.251

out 0.031

pct 0.335

improv 0.0080

cit 0.0040

invest 0.0075

Fig. 2 M-hierarchical tree generation
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4 Evaluation of Results

The reuters dataset is used which consists of news. Each file consists of news which
has date, title and body part. The body part from each file is considered as it
contains news description onto which all methods are applied for getting output
infrequent itemsets.

Graph 1 depicts infrequent itemsets generated with different threshold values.
Graph 2 depicts the clusters generated with different support values.
Table 2 shows the accuracy of infrequent itemsets generated for different

threshold values. Maximum accuracy is achieved for 0.2 threshold value.

Graph 2 Clusters generated with support values

Graph 1 Number of infrequent itemsets generated
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5 Conclusion

In this paper, we have proposed a system to mine infrequent itemsets from textual
data with use of recursive learning process and applying fuzzy logic. The experi-
mental results illustrate the number of infrequent itemsets generated for different
threshold values. The clusters are generated with low support value and are varied
for different threshold value. So it leads in extraction of accurate and rare infrequent
itemsets.
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Mitigating Spam Emails Menace Using
Hybrid Spam Filtering Approach

Stanlee Nagaroor and G.A. Patil

Abstract Spam is a known problem to email users. Sending spam emails is one of
the easiest form of advertising and hence a useful medium of communication like
email is abused by spammer to send junk email. Most antispam solution focus only
on analysing text of the body of email messages for detecting spam emails. We
have developed a spam filter that separates spam from non-spam (ham) emails by
analysing header, URL, body, and attachments. Header and URL are checked
against rules and text of body and attachments are checked by Bayesian classifier
and Apriori algorithm. Only (*.rtf, *.txt, *.docx, *.doc,*.pdf) attachment files are
examined. The experimental results reveal that checking attachments of emails
played significant role in spam detection and hence attachment checks should be
extended to more file types for better spam detection.

Keywords Email � Spam � Bayesian � Apriori

1 Introduction

Spam email can be defined as unsolicited or bulk mail sent for the purpose of
advertising product or for other malicious intent. According to commtouch [1]
Internet threats trend report, 97.4 billion spam emails were sent each day during the
first quarter of 2013. Most of the spam emails are designed to solicit money from the
recipients and to achieve this they offer products that claims to miraculously cure
health problems like diabetes, obesity, hair fall, etc. Spammers also know that
humans are greedy by nature and hence they come up with get-rich schemes which
claims to make you rich in no time. Spam emails also contain sexual content that
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involve pornography or promote some drugs or products that could enhance sexual
performance. Some of the countries have enacted laws like the CAN-SPAM act, The
CAN-SPAM Act is a law that sets the rules for sending of commercial email and has
provision of penalties for violations. However all countries do not have an antispam
law. Even if such law exists it is not implemented effectively. According to spam-
haus [2], United States, China, and Russia are top three generator of spam emails.

2 Related Work

There are many approaches to deal with the problem of spam and different researchers
have come up different solutions and different algorithms to detect spam. Most of the
work focuses on analysing the content (body of email) message. These include using
algorithm like naïve Bayes [3, 4] for classifying email messages into spam and
non-spam emails. Some of the algorithms that are commonly used for classification of
emails are SVM [5], RF [6], K means cluster [7], K nearest neighbour [8].

Some researchers focused on extraction offeatures from header [9, 10, 11] to find if
it can be used for spam detection. Researchers have also focused on using digest [12,
13] of emails to detect spam emails. Structural features [14] of emails are also used for
detection of spam emails. A system was also developed for detecting phishing URL
[15] based on Lexical-based features, Keyword-based features, Reputation-based
features, and Search Engine based features. Other techniques use block list like
DomainBlockList (DBL) the block list of the spamhaus [16] project is used by several
organisations and email service providers. To best ofmy knowledge, researchers have
written too little on attachments spam and techniques for detection of attachment spam
is not made public by those software companies that claim to detect attachment spam.

3 Methodology

Spammers want readers to respond to their mails, hence most of the spammers
provide URL in the message body that direct to spam website. Hence examining
URL is important in spam detection. Also spammers use fake headers to hide their
identity or to pretend to be someone else. Using black list or white list against
sender email address will not give correct results, hence other header fields should
also be examined. The proposed spam filter will examine other fields in headers too.

Emails from mail server are read using IMAP protocol. The spam filter examines
headers and URLs of emails for classification. Only some emails are classified by
header and URL checks alone. Emails which cannot be classified by header or URL
checks undergo body and attachment analysis where Bayesian classifier is used for
classification. The emails which are classified as non-spam (ham) by Bayesian
classifier is further examined for the presence of spam-associated words (generated
by Apriori algorithm) which will help to detect spam emails not detected by
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Bayesian classifier. Emails that are classified as ham by Bayesian classifier and if it
does not have spam associated words it will be considered as ham (Fig. 1).

We can examine body and attachments only after training the spam filter using
training dataset of spamand hamemails. The knowledge gained by thefilter during the
training phase will be used for analysis of body and attachment in the testing phase.

Section 3.1 gives description of training of our spam filter while Sect. 3.2 describes
the process of detection of spam emails by analysing different parts of email messages.

3.1 Training of Spam Filter

Bayesian classifier must be trained to distinguish spam emails from non-spam
(ham) emails. To train the classifier we must provide two datasets (spam dataset and
ham dataset). Bayesian classifier scans through the training sets of ham and spam

Fig. 1 Architecture of spam filter
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emails and takes note of the words occurring in the datasets and also the proportion
in which these words appear in dataset. This knowledge helps to assign proper
probabilities to words.

Each email in spam or ham dataset goes through following steps:

I. Removal of html tags.
II. Removal of stop words.
III. Stemming of words.
IV. Storing words in database and calculating probability.

To reduce computation cost and unnecessary space overhead, stop words and
html tags are removed from the emails. To correctly take in account the occurrence
of a particular word in spam and ham message the words are stemmed, i.e., words
like waiting, waited are reduced to their root form wait.

The details of each steps in training are given below

I. Removal of HTML tags and entities

Regular expression are used to replace or remove HTML tags. HTML tags
like <script></script>, <style></style> are completely removed along with the text
that falls between the opening and closing tags. Some tags are replaced by
appropriate text if a particular pattern matches, for example, <br> tag is replaced
with “\n”. Regular expressions are also written to handle entities, special symbols,
for example, &lt; is replaced with ‘<’.

II. Removal of stop words

Stop words are those words that do not help in classification and hence are removed.
Examples of stop words include articles, conjunction, pronouns, and preposition. If
the email contains stop word it is removed from the email as a part of pre-processing
step. Removal of these words reduce computational and space overhead.

III. Stemming of words

After removal of HTML tags and stop word from the text, the words that contains
only numbers are removed at this stage. Also words are reduced to their root form
using Porter stemming algorithm.

IV. Storing words in database

After the messages in spam dataset passes through above three steps. The remaining
words (tokens) are stored in spam table of database. If a single email contains
duplicate words, it is removed before storing it in spam table of database. By
removing duplicates the frequency corresponding to a word will indicate how many
spam emails contains that word for example, if word ‘free’ occurs four times in
spam email one and three times in spam email two. The spam table will contain
entry <free,2> instead of <free,7> indicating ‘free’ word is seen in two spam mails.

Similarly, emails from ham dataset is processed by removing HTML tags,
removing stop words and applying stemming to the word. The remaining words are
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stored in ham table of database. If a single email contains duplicate words it is
removed before storing it in ham table of database.

Probability that a word is spam is calculated using formula,

P
S
W

� �
¼ P W

S

� �
: pðSÞ

P W
S

� �
pðSÞþP W

H

� �
pðHÞ ð1Þ

where,

1) P(S/W) is the probability that a message is a spam, knowing that the word W is
in it.

2) P(S) is the overall probability that any given message is spam.
3) P(W/S) is the probability that the word W appears in spam messages.
4) P(H) is the overall probability that any given message is not spam (ham).
5) P(W/H) is the probability that the word W appears in ham messages.

There is no prior reason for an incoming mail to be considered as spam or ham
so we assign equal probabilities for P(S) and P(H), hence P(S) = P(H) = 0.5. The
above Eq. (1) becomes
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¼ p W

S

� �
P W

S

� �þP W
H
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Apriori Algorithm is used to generate sets of spam associated words from
training data set of spam emails. To apply this algorithm to find association between
spam words, we have to create our transaction database from training dataset of
spam emails by selecting spam words from each training email (all spam words in
single mail will be considered as a single transaction). Transaction database (T) will
contain several such transaction. Then we will use Apriori algorithm to generate
sets of spam associated words like {win, lottery}. This indicates that spam words
won and lottery are closely associated (or related).

Attachments will be read and text from the attachments will be analysed using
Bayesian and Apriori algorithm for classifying emails.

3.2 Detection of Spam Emails

Following checks are performed on headers of emails to detect spam emails:

1. SPF checks: Sender Policy Framework (SPF) is an email validation technique
used to detect email spoofing by providing a mechanism to check that incoming
email from a domain comes from a host authorised by that domain’s adminis-
trators. If an email claims to come from a certain domain but the IP address of
sender is not in SPF record published by domain’s administrator then mark that
email as spam.
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2. MX record checks on the ‘from’ field of the message: The reason for performing
MX record check is that some spammers use nonexistent domain names in
‘from’ field of header. To check whether the domain in the ‘from’ field has a
mail exchange record we send a query to DNS server asking for MX records for
the domain in the ‘from’ field. If we get MX record details from DNS server
then domain name in ‘from’ field exists otherwise it means that nonexistent
domain is used in ‘from’ field and hence the message is marked as spam.

3. Check if an email is a real reply email: If the subject contains ‘Re:’ check if the
‘In-Reply-To’ header is present. In a genuine reply message ‘In-Reply-To’
header contains message id of email for which this message is a reply.
Spammers sometimes use ‘Re:’ in their subject but it is a fake reply message.
Hence the ‘In-reply-to’ field is not present in the header of spam email or it does
not contain value in it.

In such cases mark that email as spam.

4. Detect spam pattern in subject. Regular expressions are used to detect presence
of spam like pattern in subject.

5. If an email passes SPF checks and domain in ‘from’ field and ‘return-path’
matches, then the domain is compared against those in white list. If the domain
is present in white list, mark email as ham.

6. Check headers against black list: check address in ‘received’fields and ‘from’field
against black list. If the domain is present in black list mark that email as spam.

If content type of email body is html then first an Html Document object is
created and then descendants ‘form’ nodes, ‘anchor’ nodes and ‘area’ nodes are
extracted. If URL is present in form’s action attribute or anchor’s href or area’s href
attribute, then these URL’s are extracted and following checks are done on URL.

I. Domain name from the URL is compared against black list. If the domain
name is present in the black list mark email as spam.

II. Check if text and href of anchor contains URL and whether these URL’s point
to different domains.

For example, <ahref=http://www.scamsite.com>www.paypal.com</a>. Spammers
use such technique to direct user’s to phishing site. If the URL in href and text point to
different domain’s mark that email as spam.

The text from body of email will be extracted. Attachments of email are read as
sequence of bytes, then the bytes are decoded and formatting information is
removed to get data in plain text. Different file types have different formatting info.
Only (*.rtf, *.txt, *.docx, *.pdf) attachment files are examined. Attachments are

Bytes of 
Attachment

Text with 
forma ng info

Decode Plain textRemove Forma ng

Fig. 2 Conversion of bytes in attachment to plain text
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read as sequence of bytes and it is decoded to get text with formatting information
and latter the formatting information is removed to get plain text as shown in Fig. 2.

The text from body or attachment will be preprocessed (tokenization, stop word
removal, html tags removal, and stemming). The description of preprocessing steps
are given in Sect. 3.1.

Spamicity of words in email will be calculated by formula (2).
Probability (p) that an Email (E) containing words {W1,W2,W3,…Wn} (in body

or attachment) is spam is given by formula (2).
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, are spamicity of words W1,W2,W3,…Wn.

Emails having value of p above a threshold are considered as spam. Rest of the
emails are considered ham by Bayesian classifier.

The emails that are considered as ham by Bayesian classifier are further
examined for the presence of spam words association. The spam words from emails
are retrieved and checked against spam association rules (or sets of spam associated
words, generated by Apriori algorithm). If association is present then email is
marked as spam else it is marked as ham.

4 Experimental Results

We use the following parameters to measure performance of spam filter:

Accuracy ¼ TPþTN
TPþ FPþ FNþTN

Precision ¼ TP
TPþ FP

Recall ¼ TP
TPþ FN

where,

TP = True positive, i.e., spam emails correctly identified as spam
TN = True Negative, i.e., ham emails correctly identified as ham
FN = False Negative, i.e., spam emails that are not correctly identified
FP = False Positive, i.e., ham emails that are not correctly identified

Total Emails in dataset used for Testing: 250, Ham emails in dataset: 200, Spam
emails in dataset: 50. The results given by our system is shown in Table 1.
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Accuracy ¼ 193þ 45ð Þ=250 ¼ 0:952 ¼ 95:2%

Precision ¼ 45ð Þ= 45þ 7ð Þ ¼ 0:865 ¼ 86:5%

Recall ¼ 45= 45þ 5ð Þ ¼ 0:9 ¼ 90%

The column chart (Fig. 3) shows the number of actual ham and spam emails in
dataset and ham and spam emails correctly detected by the system.

The pie chart shown in Fig. 4 shows how each part of email messages helped in
detection of spam emails. This diagram shows that 53% of spam emails were
detected by analysing the body, 21% of the spam emails were detected by analysing
attachments and remaining percent of spam emails were detected by header and
URL checks.

5 Conclusion and Future Work

Spam emails are unwanted emails and needs to be weeded out if we have to
reinstate confidence of the people on this useful medium of communication. This
paper discussed the different approaches used by researchers to deal with the

Table 1 Correctly classified
and incorrectly classified
emails

Correctly classified Incorrectly classified

Ham 193 (TN) 7 (FP)

Spam 45 (TP) 5 (FN)

0

100

200

300

Total Emails HAM SPAM

Actual value of emails
System detected emails

Fig. 3 Comparison of actual
value and system generated
result

26%

53%

21%

Header & URL
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A achment

Fig. 4 Distribution of spam
emails detected by analysing
different parts of email
messages
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problem of spam. This paper gives details on our approach to solve the problem by
performing checks on header and URL using rules and analysing the text of body
and attachments using Bayesian classifier and Apriori algorithm. Our future work
will be on extending our work of analysing attachments on other file types and
checking their impact on overall spam detection of spam filter.
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Novel HBM Spacing Policy for Fuzzy
Based Forward Collision Avoidance
System in Vehicle

S. Paul Sathiyan, S. Suresh Kumar and A. Immanuel Selvakumar

Abstract Use of fuzzy controller offers the advantage of assimilating the human
intelligence for nonlinear complex system like autonomous vehicle. In order to
prevent rear end collision of vehicles travelling in the same direction, Forward
collision avoidance system is introduced which uses automated throttle and brake
adjustment. Occupant comfort and safety are used as performance measures for
assessing the performance of the system. The performance of the system depends
on the spacing policy which describes about the distance to be maintained between
the vehicles (lead and host) travelling in the same lane and direction of travel with
respect to the velocity of travel. This research work proposes a novel Human
Behavioural Model to determine the spacing between the vehicles and a
heuristic-based Fuzzy controller since it does not require a detailed mathematical
model of the system. Test result shows that the controller with the proposed method
has shown an improved performance over the other existing spacing policies.

Keywords Forward collisioin avoidance system; spacing policy
Fuzzy logic � Vehicle occupant comfort and safety

1 Introduction

According to the investigation conducted during 2012–2015 by National
Transportation Safety Board (NTSB) USA, 28 fatalities and 90 injuries are reported
in nine rear-end collisions. Accidents on the roads can be reduced to a larger extend
when drivers are provided assistance with intelligent systems during driving [1, 2]. In
the recent decades, Driver Assistance System (DAS) is gaining research focus. This
system can be classified into passive assistance system and active assistance system.
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Passive assistance system provides audio /visual warning of a collision risk. Active
safety system uses autonomous braking and throttling for collision risk reduction.
The risk of accidents can be reduced by 14% when vehicles are fitted with autono-
mous braking systems [2]. Congestion on a highway can be greatly avoided when
25% of the vehicles in highway are equipped with DAS. Forward Collision
Avoidance System (FCAS)is an example for active safety system and it is developed
by integrating throttle control and braking control. FCAS uses a LASER, RADAR or
camera-based vision system for measuring the distance between two vehicles (lead
and host) travelling in the same direction and lane as shown in Fig. 1.

FCAS fitted in the host vehicle, senses the Inter-Vehicle Distance (IVD) and
adjusts the throttle and brake of the vehicle automatically and reduces the potential
of rear-end collision. Multiple input multiple output fuzzy controller is used for as
vehicle controller (Fig. 2). The actual velocity of the host vehicle (H_Vvel) and the
actual distance measured between the two vehicles (Mdist) using sensor is used to
compute the target velocity (Tvel) and desired distance (Ddist). From these param-
eters the velocity (Ve) and distance errors (De) are computed. These values are used
by the fuzzy controller to compute the throttle/brake value.

2 Spacing Policies

Spacing policy has an influence on vehicle safety while following a lead vehicle,
highway traffic flow, and user acceptance of the driver assistance system [3]. It
describes about the distance to be maintained between the vehicles (lead and host)
travelling in the same lane of travel with respect to the host vehicle velocity.
Excessive spacing may lead to “cut ins” of vehicles from other lane, which make
the worthiness of the controller to be questioned. Driver feels unsafe when the

Fig. 1 Vehicle following scenario
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spacing is moderate. The preliminary step in developing active driver assistance
system is to determine the safer inter vehicle distance that needs to be maintained
between the vehicles travelling in the same lane. The following equations help in
determining these two errors:

Ve ¼ Tvel � H Vvel ð1Þ

De ¼ Ddist �Mdist ð2Þ

where H_Vvel is the host vehicle velocity and Mdist is the actual distance measured
between the vehicles using sensors. In order to determine the target velocity Tvel
and desired distance Ddist (Fig. 2), literatures provide two methods to generate the
same. Constant time gap policy [4, 5] and variable time gap policy [6–8].

A. Constant time gap policy (CTG)

CTG (Fig. 3) is the most commonly used spacing policy by the researchers and
automotive manufacturers. According to CTG spacing policy, the spacing error is
given by

Fig. 2 MIMO FLC framework for VLC
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di ¼ h � HVvel þ L � Mdist ð3Þ

where h is the Time Head Way (THW) in seconds which is defined as the difference
between the time when the front of a vehicle arrives at a point on the highway and
the time the front of the next vehicle arrives at the same point (in seconds), L length
of the vehicle in metres. Different time gaps in seconds with respect to operating
zones were recommended in [9]. For highway the author recommends the use of
1.50–2.19 (s) as time gap and for rural 1.66–3.21 (s). Hence the driver should
possess the knowledge about THW setting according to the operating zone.
Improper setting will also lead to undesirable effect. Driver’s intervention is
required for changing THW whenever the vehicle crosses operating zone during
travel. CTG assumes that both the lead and the host vehicle have identical and
constant decelerations during braking manoeuver. This assumption produces
solutions with high jerks and consequently, low comfort [10]. Further this model
could produce undesirable large inter-distances reducing the lane capacity at lower
speed. Spacing distance is considered linear throughout the entire speed of opera-
tion, whereas the vehicle braking characteristics may not be linear at all speeds.

B. Variable time gap policy (VTG)

The inter-vehicle spacing would be a nonlinear function (Fig. 3) of the host vehicle
velocity. Equation (4) defines the VTG spacing policy as

S _xið Þ ¼ 1

qm 1� _Xi
Vf

� � ð4Þ

where qm is a density parameter and Vf is a speed parameter. Value of qm = 1/L,
L = 5 and Vf = 75 mph are used. One can interpret from Fig. 3 that spacing
increases with velocity in the case of the VTG policy, but not proportionally. This

Fig. 3 Inter-vehicle spacing
policies
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spacing policy allows a higher traffic capacity trading off safety. Spacing distance is
less which alarms safety from driver’s perspective. Though the severity of collision
is less at lower speeds, still it leads to rear-end collision.

C. Proposed Human Behavioural Model Spacing Policy

The proposed Human Behavioral Model (BHM) for inter vehicle spacing is
designed to achieve both safety and traffic capacity in all operating zones (urban
rural and highway). It uses the “two second rule” technique. Especially at urban
operating zones (city driving), when the speed of operation is less, the proposed
spacing policy allows a lower spacing than the counterpart, thus ensuring more
number of vehicles. Meanwhile, maintaining sufficient distance between the vehi-
cles so that the driver can react within two seconds under any hazardous situation.
The relation between the spacing distance and speed of travel is given as numerical
in Table 1 and plotted graphically in Fig. 3. The proposed controller allows to have
a higher IVD at higher speeds than the other two counter parts.

3 Fuzzy Controller for FCAS

Heuristic approach based Fuzzy Logic controller (FLC) is used as the controller in this
researchwork. In [11] a FLCwith two inputs (Distance Error andVelocity Error), two
outputs (Brake command and Velocity set point ratio), and seven triangular mem-
bership functions for both the inputs and seven singletonmembership functions for the
output has been discussed. The author had used 42 rules in the rule base. Same set of
input variables with five triangular membership functions for the input and the output
is being discussed in [12]. The author had used brake and throttle (Gas) as output
variables. The rule base was populated with 25 rules. 81 rule fuzzy method is pre-
sented in [13] to determine a suitable throttle and brake control for ACC systems.
Several research articles had shown that the FLC had been developed with triangular
membership function with Distance Error and Velocity Error as input and
throttle/brake command as output. Hence, FLC controller is employed in this research
with the spacing policy shown in Sect. 2. Fuzzy controller with the following rule

Table 1 Human behaviour model spacing policy

Velocity
(m/s)

Perceiving distance
(m)

Braking distance
(m)

Overall stopping
distance (m)

8.94 6 6 12

13.4 9 14 23

17.9 12 24 36

22.4 15 38 53

26.8 18 55 73

31.3 21 75 96
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table (Table 2) is used for testing the performance. Nine membership functions are
used to define the input (Distance and Velocity Errors) and output ranges
(throttle/brake). The inputVe andDe ranges between +38 m/s and+96 m respectively.
Output variable t/b varies between +1.

4 Test Scenarios and Simulation Result

Computer-based prediction of performance and range allows to quickly experi-
menting various aspects of the vehicle. For modelling and simulation of dynamic
systems and process MATLAB/Simulink provides a powerful environment. All
wheel-drive vehicle model available in Matlab/Simulink is used in [14].
Longitudinal model of the vehicle is used in [15] to study about the vehicle lon-
gitudinal dynamics control for improved vehicle safety. Padash in [16] used the
MATLAB/Simulink model to develop and study about the fuzzy based adaptive
cruise control for vehicle. Hence this research uses a vehicle model available in
MATLAB/Simulink for designing and analysing the proposed work.

A. Test Scenarios

Since driving pattern represents the driving behaviour of a location, they are used as
one of the test scenario along with manoeuvring scenario. Modem.urban8 driving
cycle has a duration of 250 s, maximum and average velocities of 53.5 and
15.879 km/h. As discussed earlier the occupant comfort and safety is considered as
performance measures. These test scenarios are shown in Figs. 4, 5, 6.

Table 2 Fuzzy rule table Distance error Velocity error Throttle/Brake

NVL NL PL

PS NM NL

PVL NL PVL

PL PS PVL

NM NS NS

NVL PM NL

NM PS PL

NM NVL PM

NVL Z NL

PVL PL PL

PVL PM NM

PL NS PS

NVL NL PM

NVL Z PM

PM PM PS

PL NS Z
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Fig. 4 Modem.Urban8 driving pattern

Fig. 5 IVD pattern 1

Fig. 6 IVD pattern 2
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Occupant safety performance measure can be elaborated as the maximum safer
distance that needs to be maintained between the vehicles. The value of maximum
penetrating distance (Max PD, Table 3) should be as low as possible. In the same
time the spacing should be low (Max Spacing) so that “Cut ins” shall be avoided.
The comfort performance measure can be validated by measuring the acceleration,
deceleration and jerk values measured. These values must be as small as possible.
While following a lead vehicle, the values of Mean Square Distance Error (MSDE)
and Mean Square Velocity Error (MSVE) are expected to be minimum. The overall
performance of the controller is computed by finding the Total Cost Function Index
(TCFI) value which is the addition of MSDE and MSVE along with Mean Square
Acceleration (MSA) and Mean Square Jerk (MSJ).

Test result show that for Modem.urban8 driving pattern 97% improvement on
TCFI was recorded along with 94% reduction in Max Acceleration when the
Proposed HBM is compared with the counterparts. There was not much increase of
spacing found. In case of IVD pattern 1, TCFI has been improved by 99% over
CTG and VTG spacing policies. It is the same case with IVD Pattern 2. Maximum
spacing between the two vehicles are reduced to 1.56 and 1 metres from 1.78 m for
both IVD patterns (12% and 43% reduction in spacing without violating the spacing
policy at a particular instant). This would increase the lane capacity. In common the
acceleration (Max Acceleration, MSA) is found to be higher for CTG and VTG.

5 Conclusion

A new spacing policy is proposed based on the human behaviour while
approaching a lead vehicle moving in different speeds is presented. Controller for
FCWS is tested for different spacing policies. Since FCAS uses a controller
designed using human reasoning and also a spacing policy designed after the
human behaviour, the controller seems to behave more efficiently than the other
spacing policies, with respect to the fuzzy controller. The proposed spacing policy
gave an improvement above 97% (TCFI) for all the test conditions used. Capacity
of the lane is also increased while avoiding rear-end collision.
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Comparative Analysis of New Hybrid
Approach for Overlay Construction
in P2P Live Streaming

Kunwar Pal, M.C. Govil and Mushtaq Ahmed

Abstract There has been a surging increase in the demand for media streaming
over the internet during the last few decades. Live streaming comprises of a
majority portion of streaming video over the Internet. Peer-to-peer network plays a
very significant role by controlling the overhead at the server side. Also, the
peer-to-peer network is easily scalable due to which it encourages file sharing and
live video streaming. Overlay construction comprises a major part of peer-to-peer
communication. Different overlay approaches like tree and mesh have already been
discussed. In this paper, we perform a comparative analysis of the New Hybrid
Approach for Overlay Construction in P2P Live Streaming. This approach is a
combination of the tree and mesh topology. The simulation results presented in this
paper verifies that our approach is better than the DenaCast approach in respect of
end to end delay, start-up delay, and frame loss.

Keywords P2P � Peer to peer network � Live video streaming
Resource utilization � Content delivery network � ISP traffic

1 Introduction

According to Cisco, 90% of congestion over the Internet would be due to media
transmission till the end of 2019 [N]. There has been an enormous increase in the
demand for video by Internet users. It may be in the field of education for edu-
cational purposes (e.g., online lectures), for entertainment (e.g., to watch sports

K. Pal (&) � M.C. Govil � M. Ahmed
Department of Computer Science and Engineering, Malaviya National
Institute of Technology, Jaipur, India
e-mail: 2013rcp9568@mnit.ac.in

M.C. Govil
e-mail: govilmc@gmail.com

M. Ahmed
e-mail: mahmed.cse@mnit.ac.in

© Springer Nature Singapore Pte Ltd. 2018
N.R. Shetty et al. (eds.), Emerging Research in Computing, Information,
Communication and Applications, https://doi.org/10.1007/978-981-10-4741-1_22

239



events), or for communication (e.g., video chat) [1]. Media streaming can be
classified in two ways: Video on Demand and live video streaming. In the video on
demand user can enjoy the video at any time no real-time constraints are applied to
it. While in live video streaming user can watch the video only at a particular
broadcast time [2]. The video is displayed at a particular broadcast time in live
video streaming. Due to the rapid increase in demand for video streaming the cost
and complexity of the traditional client-server architecture at server side is
increasing. In the client-server architecture, the server is the only source to upload
the media content [3].

Peer-to-peer network is an efficient approach to handling the issue of the rising
cost and complexity on the server side. Peer-to-peer network is a distributed net-
work in which the task of uploading the content is jointly handled by the server and
the end device instead of just being dealt with by the server alone. Peer-to-peer
network is easily scalable, and the peer can use their upload bandwidth so that there
is more utilization of the peer bandwidth. In this way, the requirement for a new
user can easily be fulfilled without any extra load on the server. CoolStreaming is
the landmark implementation of live video streaming in peer-to-peer network.
Author [4] has discussed the different implementation issues related to
DoNet/CoolStreaming in large scale and the various design issues. CoolStreaming
uses a swarm-based approach for content delivery and the gossiping protocol for
overlay construction. There have been many improvements done in this approach,
and the same have been studied. Author [5] has found that ‘churn’ is a crucial factor
of media streaming from recently generated video events.

The researchers have also discovered that different distribution of resources also
has a major effect on live video streaming. The basic idea about CoolStreaming, its
design and implementation have been described by Susu Xie [6]. The main focus of
this work is on providing a non-optimal real working system. The peer selection
procedure that has been used is randomized and has been demonstrated by pre-
senting some real traces. Buffering techniques are used for resolving the problems
of heterogeneity and dynamics. The hybrid push-pull scheme is used for scheduling
purpose. Peer-to-peer network is a very challenging approach, and some of the
major issues related to it are discussed by B.L.B.Li [7]. The performance of the
network is affected by different factors like inherent stability, autonomous nature of
the Internet and no service guarantee. Heterogeneity, the uploading capacity of end
devices, firewall, and NAT (Network Address Translation) also has a significant
impact on the performance of the network. B.Li [8] has presented some other
challenges like cross-ISP traffic that are of major concern and has also discussed a
new ISP-friendly approach to resolving the problem of cross-ISP traffic.

Peer-to-peer network comprises of different components: Overlay Construction,
Scheduling scheme, and Selfish peer. In this paper, we would discuss all the issues
regarding the overlay construction. Our prime concern is that how the end devices
are connected to each other? The peer should be connected in such a way that they
can get the appropriate data without missing the frame deadline.
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2 Overlay

Traditionally, the overlay construction can be further classified in two ways: Tree
overlay and Mesh overlay.

1. Tree Overlay

Transfer of data between the peers is the responsibility of the network layer. The
basic approach used for the transmission of the media through the network is IP
Multicast. IP multicast is a very famous, traditional, and efficient approach used for
the transmission of data to more than one user at an instance of time. However, this
approach has some issues like congestion, scalability, network address translation,
error and flow control that affect the performance of the network [9]. Application
layer multicast is a recently emerging solution for efficient multicasting.
Application layer multicast is an approach that can solve the issue of IP multicast.
The end device can further forward the data to other devices in an application layer
multicast whereas in an IP multicast the end device can only see the video, no
forwarding can be done by the end user. The overcast network is scalable, and it can
handle the congestion and system failure issues.

For multicasting tree structure is probably the simplest overlay. Tree architecture
can easily be maintained and is less complex in comparison to the other different
architectures because a parent–child relationship is established between the peers in
the tree architecture. Due to this parent–child relationship between the peers; the
overlay is loop free, replication of data is less, and the overlay is easy to maintain.
The video server is available at the highest level (level 0) and further the peers are
distributed at different levels.

The nodes at the top level work as a parent for the peer that is at the lower level
and the peer at lower level works as a child. The peers that are at the leaf work only
as a child, and they cannot upload the content to the other peers. In a tree or a
multi-tree, the video contents are pushed along the distinct path from parent to
child. The Push scheduling scheme is used in tree overlay for media transmission.
NICE and ESM are some of the examples of tree-based overlay [1].

Tree overlay is a delicate structure. In this structure, the child peer is fully
dependent on the parent peer for video transmission as the parent peer transfers the
video content to all available children in its child table, so the upload bandwidth of
the parent peer is distributed equally among all its child peers. If the link between a
parent and child breaks due to some error in the network, then the child peer would
suffer, and it would lose the video frames. Also, in case the parent peer leaves the
network, all the children peers in the entire structure would lose their continuity.
Not only the immediate children of the parent peer but also their child’s child, they
would also lose the video frames. The child peer being dynamic does not have
much effect on the network, but if the parent peer is dynamic; then it would affect
the performance of the overall network. The complexity of the tree structure
increases if more parents are dynamic and hence the cost of maintaining the parent–
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child relationship between the peers would increase. So the frequency of the peers
leaving the network is a major parameter in tree overlay.

2. Mesh Overlay

Mesh overlay is another solution for overlay construction problem. Every peer in
the mesh overlay is connected to every other peer available in the overlay. Push
based scheduling scheme is not used in mesh overlay because here many to many
links are available between the peers. Hence, it is possible that the peer can get
same data from different peers. So, replication of data is an issue in push scheduling
scheme in the mesh overlay. The dynamic nature of the peer does not have much
effect on mesh overlay. If some peer is leaving the network, then the affected peer
can find the video from the other connected peers because the same video is
available with many other peers and in the given overlay a peer can connect to
multiple peers. Thus, in this case, the performance of the whole network would not
be affected. Peers who are lower in the hierarchy can also upload the video content
to other connected peers. Bandwidth utilization of peer in mesh overlay is more as
compared to that in tree overlay [10]. Chainsaw, Bullet, CoolStreaming, Anysee are
some of the examples of mesh overlay [11]. There is a frequent exchange of
notifications in the mesh overlay model, so the major disadvantage of this model is
that it suffers from efficiency latency tradeoff.

Content bottleneck and bandwidth bottleneck are the main issues in live video
streaming in peer-to-peer network. Mesh-based peer-to-peer live video streaming is
described in PRIME [12]. The approach uses swarming content delivery scheme for
data transmission between peers. Authors provide the solution to both the problems
discussed above. Efficient pattern delivery scheme is used for solving the issue of
the content bottleneck. Also, for solving the problem of bandwidth bottleneck the
author use the bandwidth degree condition scheme [13]. Data in mesh overlay has
to be pulled from the other peers, so generally pull-based scheduling scheme is
applied in mesh overlay as this scheme is simple and robust. Pull-based approach
provides a near to optimal solution to the scheduling problem in terms of
throughput and bandwidth utilization; without any bandwidth measurement and
intelligent scheduling scheme. It uses specifically defined parameter settings and
considerable raw streaming where server bandwidth is more than the raw streaming
rate which is a mandatory condition for uninterrupted live video streaming. This
approach also follows some assumptions like the server bandwidth should be at
least three times of the raw streaming rate and the peers which form a group in the
network should be less than 10,000 [14]. To remove the problems of overhead and
delay the author provides a new push-pull hybrid approach. This approach provides
an optimal solution with low overhead and minimum delay as verified by the
simulation results.

TURINstream a novel peer-to-peer video streaming approach is designed to
solve the issue of quality of service (QoS) [15]. In this approach; the peers are
organized in a cluster, and separate overlays are created for control and media
packets. A distributed algorithm is used for creating the clusters, which fully utilize
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the upload capacity of the participating nodes. TURINstream prototype is devel-
oped and simulated on PlanetLab. For testing this approach, a scenario is created
using flash crowd, dynamic nature of peer and limited upload bandwidth.

3. Hybrid Overlay

Usually, overlay creation is categorized into, tree overlay and mesh overlay. Tree
overlay is easy to handle, have low control overhead and also have less trans-
mission delay as compared to the mesh overlay. Mesh overlay has more bandwidth
utilization, but it is more reliable as compared to tree overlay. However, some
authors have combined both the overlays and have provided a hybrid overlay
structure for peer-to-peer network. This approach combines the property of both the
approaches and provides better overlay construction design. The Author uses two
overlay one for control tree and the second for data mesh. Control tree is used for
transferring the control packets between the peers while the actual media packets
are transferred through the data mesh. For creating control tree and data mesh,
geographical location of the peers and layered peer selection mechanism are used
respectively. The efficiency of the peer should be checked periodically; and if the
peer is not efficient, remove it from the overlay [16].

mTreebone is an approach in which a tree is created using stable peers; stable
peers are those that stay for more time in the network or that are less dynamic in
nature. The backbone of the mTreebone is a tree created using the stable peers. The
stability of a peer is calculated using an optimal age threshold value. If a peer has
more age than the threshold then it is considered as a stable peer; otherwise, it is an
unstable peer. For creating the mesh between peers, a stable peer is further con-
nected with unstable peers. For data transmission push-pull scheme is used. With
the help of partitioning and scheduling scheme, this approach provides minimum
control overhead and transmission delay [17].

Another approach HyPO is described by Haesun Byun [11]. First a tree overlay
is created in HyPO approach using the similar bandwidth of a peer in a particular
geographical place and then mesh overlay is created further. The depth of the tree is
optimized using an even distribution of peers in the network. In comparison with
the other approaches, the transmission time is minimized; because the depth of the
tree is minimized. This approach also reduces the control overhead. The main
problem with this approach is that there is no certain criterion for the tree and mesh
peers; also, the upload bandwidth of the stable peers is not fully utilized.

The two layer architecture is used for overlay in the ToMo approach. A mesh is
created at the first layer while a tree is created at the second layer. When the number
of peers is less, all the peers are in the mesh overlay. If more peers are added to the
overlay, then the tree overlay is created in such a manner that the tree layer is one
less than the mesh layer. Push-based approach is used for data transmission by the
author to minimize the latency. The source peer maintains the depth of the structure.
Each peer periodically sends the control information to source peer, due to which
complexity at the source peer is very high [1].
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ISP (Internet Service Provider) is also a crucial factor in peer-to-peer network
that is discussed by Huey-Ing Liu. For creating the overlay, the author has con-
sidered both the peer as well as the ISP. First of all the subnets are created using
ISP, and then these subnets are further distributed in the form of a cluster. The
bandwidth is used as a parameter for creating the cluster and peers of the same
bandwidth lie in the same cluster. Tree overlay is formed between the source peer of
each cluster, and mesh overlay is created between the peers of the same cluster. The
connections between different clusters are only maintained through the tree overlay.
Inter-cluster communication is prohibited for clusters at different layers, so there is
a limited utilization of upload bandwidth of the peers [18].

Thinh Nguyen Kim combined CDN (Content Distributed Network) and
peer-to-peer network, and provided a group-based CDN-P2P hybrid architecture
(GCP2P) [19]. Leveraging the property of both the approaches, GCP2P provides
reliability, scalability; interrupt latency, and less control overhead. The peer that is
physically near to CDN server is selected as a super peer. Peer selection in GCP2P
is content/location based, and the super peer is selected on the basis of location. On
the basis of area and peer’s channel preferences, physical groups are formed and
named as sub-overlay. Through simulation results, it has been proved that the
hybrid approach provides less start-up delay as compared to CDN and P2P
individually.

From the above discussion, it is apparent that there is problem of maximum
bandwidth utilization in all approaches. To solve this problem of upload bandwidth
utilization the author has described a Hybrid Live P2P Streaming Protocol (HLPSP)
[10]. HLPSP is a novel approach which is created by the combination of tree and
mesh overlay. Groups are created using upload bandwidth of the peers. The peer
who has higher upload bandwidth is higher in the hierarchy and would work as a
source for peers who are lower in the hierarchy. The source peer is at level 0 with
highest upload bandwidth. A comparison of this approach is done with the
Denacast approach (an enhanced version of cool streaming). The simulation results
show that HLPSP provides less start-up delay, less control overhead, and better data
flexibility. The author considers the uploading bandwidth as a prime factor for
overlay construction, but other factors like geographical locations, dynamic nature
of peer are not considered. These factors also affect the performance of the network.

3 New Hybrid Approach

The new hybrid approach provides a solution to the issues that have been discussed
above. In our previous work [N] we have defined a new hybrid approach. For
creating an overlay different parameters like upload bandwidth, age and
geo-location are used; and peers are categorized according to ISP. An overlay is
created at various levels and for calculating the appropriate level remaining upload
bandwidth of the peer is used. Peers are distributed in two ways: stable node and
unstable node. The stability of a peer is calculated using age and upload bandwidth

244 K. Pal et al.



capacity. Here an optimal threshold value ‘th2’ is chosen for stability and for new
peer ‘th2’ it is defined as the average age of available peers in the network, which is
the duration of its last session for an old peer. As stable nodes can greatly boost the
streaming quality and also effectively reduce the control overhead they are always
preferred to create a tree. The nodes which are chosen for mesh are those whose
peers have maximum age or maximum upload bandwidth. In this approach, the
mesh is not fully mesh therefore it overcomes the disadvantages of full mesh
approach, and only the stable nodes are chosen as parents which helps in increasing
the reliability of this architecture, also higher bandwidth peer near to the source
helps in less start-up delay. So this approach has advantages of both trees as well as
mesh architecture.

When a new peer P enters the network, it sends a request to the tracer. The
format of the request tuple is < Upload Bandwidth, Geo Location, Content, Age >.
From content id, the tracer finds out that which video the peer wants to watch, and
currently how many peers are watching this video. Then using the Geo-location
parameter the tracer discovers the nearest server for the client peer. The tracer stores
this peer in the tracer table at appropriate level[P]. Tracer finds-out list[P] of
recommended parent peers for the client P. For calculating the list[P] tracer uses
algorithm 4[N]. Only those peers are added to the list[P] which are stable and have
sufficient upload bandwidth at the same level or at lower level in the hierarchy. If
list[P] is still not full, then unstable peer is also added to the list[P]. Tracer sends
this list[P] to peer P. Peer P receives the list and sends a connection request to the
best available peer. If a connection is established, then the data transfer takes place
according to the scheduling scheme. Otherwise, the peer sends the connection
request to other peers available in the list[P]. Parameter (Max_P_N, P_N, th1, th2,
level[pk], th3, age[pi], list, Bu[pk]) have the same meaning as described in our
previous work [20].

Overlay construction in new hybrid overlay approach is a combination of tree
and mesh overlay; it provides the benefits of both the approaches. Tree overlay is
created using stable peers only, and stability is calculated according to the age of
the peer, so this approach is more reliable. Tree overlay is the backbone of this
approach, and high upload bandwidth peers lie higher in the hierarchy. So, when a
new peer is added to the network, there is no need to establish the relationship
between the peers like in mesh. There is a predefined parent- child relationship
between the peers, so the start-up delay is minimized. The congestion over the
network is minimized because the overlay is not entirely mesh. Bandwidth uti-
lization of stable peer is more, and peers who are lower in the hierarchy can also use
their upload bandwidth, so the overall bandwidth utilization of network is
increased.

In this paper, we simulate the approach and provide the results that support our
approach. Different parameters like start-up delay, end to end delay, playback delay,
frame loss ratio and packet drop due to destination unreachable are used to verify
the result.

Comparative Analysis of New Hybrid Approach … 245



4 Simulation and Result

1. Simulation Setup

For implementing New Hybrid Overlay approach, we use Oversim simulator.
Oversim is a peer-to-peer network simulator and open source overlay for
OMNET ++ simulation environment [OS]. Discrete event simulation (DES) is used
for processing and exchanging the network message in OverSim [21]. Oversim is
distributed into modules. NED (Network Description) is a topology description
language which is used for defining the module; while C ++ language is used for
doing processing between the modules. Different parameters, which are used for
simulation, are given in Table 1.

2. Simulation Results

Start-up delay is considered a crucial factor for live video streaming. The new
hybrid approach has a lower start-up delay as compared to the Denacast approach.
Due to the stable structure of the overlay (parent–child relationship), the time
required for new peer to receive the desired frame is minimized so, start-up delay is
also minimized. Initially, when the number of peers in the network is less, then both
approaches behave approximately the same. The start-up delay in new hybrid
approach gradually increases as compared to Denacast with an increase in the
number of peers in the overlay. The stable structure plays a crucial role in the
overlay. If peers are unstable, it becomes difficult to maintain a parent–child rela-
tionship as frequently finding parents directly affects the start-up delay of peer
(Fig. 1).

As shown in the result Figure [N], as the number of peers in the network increase
the start-up delay in the new hybrid approach also increases, due to the stable
structure. In Denacast new peer finds out the path up to the server, which takes too
much time and start-up delay increases (Fig. 2).

Overlay construction also affects the end-to-end delay between the peers. If the
relationship between the peers is predefined and the peers are stable, then the end to

Table 1 Simulation
parameters and values

S. No Parameter Value

1. Simulation duration 200 s

2. Average video bit rate 512 Kbps

3. Video Codec MPEG4 Part I

4. Buffer map exchange period 1 s

5. Chunk size 5 Frames

6. Source number 3

7. Number of runs 10

8. Maximum number of levels 6

9. Average chunk length 130 Kb

10. Neighbour notification period 2 s
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end delay between the peers is minimized. The peers who are more stable and have
more upload bandwidth are above in hierarchy while constructing overlay in the
new hybrid approach. This affects the overall end to end delay between the peers.
The figure [N] represents the end to end delay between peers in both the approa-
ches. The number of peers in the network is less hence difference between both the
approaches is minimized, but it increases as the number of the peers in overlay
increases.

The Frame loss ratio in Denacast approach is more as compared to the new
hybrid approach. With a rise in the number of peers, there is also an increase in the
number of frames. In new hybrid overlay approach, peers (especially parent’s peers)
are stable so frame loss is minimized and frame loss ratio also decreases; while in
the Denacast approach it increases with an increase in the number of peers (Fig. 3).

Fig. 1 Average start-up delay

Fig. 2 Average end to end delay
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With an increase in the number of peers, distortion of video increases in the
Denacast approach; while it decreases in the hybrid overlay approach. But in a
peer-to-peer network, it increases with an increase in the frame loss ratio. The
dynamic nature of peers affects the video quality; if parent peers are dynamic it will
affect the video streaming at the child peer. The more a dynamic peer is higher in
the structure; the more would be an effect on its dependent children. In the new
hybrid overlay approach, peers that are above in the hierarchy are stable, so there is
a smooth continuity of video at the child peer. Hence, distortion in the new hybrid
overlay approach decreases whereas; it increases in the Denacast approach.
Figure [N], also shows that as the number of peers in the overlay increases, due to
stable peer; distortion of video increases in the Denacast approach whereas it
decreases in the new hybrid approach (Figs. 4 and 5).

Playback delay of hybrid overlay approach is more in comparison to Denacast
approach. However, it approximately remains the same with an increase in the
number of peers. So the overall performance of the network increases if we follow
the new hybrid overlay approach.

Fig. 3 Average frame loss ratio

Fig. 4 Average distortion
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5 Conclusion

In this paper, we discussed different approaches to overlay construction in live
video streaming for peer-to-peer network.

Overlay construction in peer-to-peer network is a challenging issue. We provide
a new overlay design approach (New hybrid overlay approach) which is a com-
bination of both tree and mesh overlay. This approach inherits properties of both
overlay designs. This new approach is easily scalable and more reliable. We have
described a simulation of this approach in this paper. A comparative analysis of
new hybrid overlay approach with Denacast shows that parameters like the end to
end delay, start-up delay; frame loss ratio, total distortion, and playback delay
support this new approach. The performance of both approaches is approximately
same for less number of peers but when the number of peer increases network
performance of new hybrid overlay construction approach is better as compared to
Denacast approach. These parameters define the performance of the network.
Hence, in a peer to peer network the overall performance of a network in live video
streaming increases.
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Ant-AODV-VANET: A Bio-Inspired
Routing Protocol for VANET

Atreyee Datta, Chandreyee Chowdhury and Sarmistha Neogy

Abstract VehicularAdhoc Network (VANET) is one of the interesting and chal-
lenging research areas in mobile communication domain. For the past few decades,
researchers are trying to develop appropriate routing protocols for VANET. Among
the different types of bio-inspired algorithms, Ant Colony Optimization (ACO) is
found to be most recent and efficient technique in the context of VANET. Due to
numerous use of VANET in transportation systems, it has emerged as a serious
issue for the researchers to upgrade existing algorithms for accepting the challenges
of VANET. Moreover VANET is a promising approach for future intelligent
transportation system (ITS). In this paper, we propose a new routing protocol
named Ant-AODV-VANET, which incorporates movement information of vehicles
into the route discovery process. A suitable parameter, referred to as optimum value
(Opvalue) is found out. Finally, we evaluate the accuracy of Opvalue using the pro-
posed routing protocol.

Keywords VANET � Optimization � ACO � Accuracy � AODV

1 Introduction

Wireless mobile communication is becoming very popular due to the flexibility that
makes it suitable for different applications. Vehicular Adhoc Network (VANET) [1,
2, 3] is an application field of Mobile AdhocNetwork (MANET) [4, 5]. VANET is
meant to be an autonomous, self-configurable, decentralized network for sharing
and exchanging information. It provides different types of facilities, including traffic
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management, road safety, among others. Due to high mobility of vehicles, routing
is difficult to be implemented in VANET. The movement of nodes (vehicle) in
VANET is restricted by road course, encompassing traffic, traffic regulation, and
also driver of the vehicle. In this scenario, there are two types of communications,
one is Vehicle to Vehicle (V2V) [6] and other is Vehicle to Infrastructure (V2I) [6].

In many engineering fields, several problems can be solved by the concept of
Ant Colony Optimization (ACO) [7] process. Real ants are social insects and their
movement is natural. The main objective of our present work is to evaluate the
optimum path between a source and destination vehicle, using the concept of
pheromone concentration which is influenced by ACO. Here in VANET scenario,
pheromone parameter is considered to be equivalent to Link Quality (LQ) of the
adjacent vehicles. The value of Total Weight of the Route (TWR) [8] is calculated
by utilizing the vehicles’ movement information (e.g., position, direction, accel-
eration) and LQ value of two adjacent nodes.

Optimization is a methodology or a process of making something as fully stable,
perfect or effective as possible. In computing, optimization is the method of
modifying a system to make some characteristics of it work more efficiently using
the fewer resources. Different types of optimization techniques are already imple-
mented. Among these, we focus on bio-Inspired Optimization [9] techniques.
Bio-inspired computing is a field of study that loosely associates together subfields
related to the topics of emergence and social behavior. It is often closely related to
the field of artificial intelligence (AI). It is the discipline that deals with natural and
artificial systems. Swarm Intelligence (SI) [9] is a part of Bio-inspired computing.

1.1 Ant Colony Optimization (ACO)

Ant Colony Optimization [7] is a very renowned optimization technique which is
inspired by the behavior of social insects (real ants) while they search for source of
food. Ants communicate with each other through pheromone trails left in the path
through which they pass. The first ants that leave the nest go out looking for food
wandering randomly, and deposit pheromone along the path they travel. When an
ant finds the food it returns to the nest depositing pheromone on the path. Other
following ants occasionally will find the pheromone trail and they, in turn, tend to
choose the route with the highest pheromone concentration [7].

In ACO, the visibility of pheromone quantity gi;j ¼ 1
di;j

and transition probability

[7] from town i to town j is given by Pi,j:

Pi;j ¼
sai;jg

b
i;jPn

j¼1 s
a
i;jg

b
i;j

ð1Þ

Here, n is the total number of towns, di,j is the Euclidean Distance [7] between
two towns. a is a parameter to control the influence of si;j and b is a parameter to
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control the influence of ηij .The rest of this paper is organized as follows: In Sect. 2,
we discuss related works about routing protocols. The main idea of the
Ant-AODV-VANET routing protocol will be showed in Sect. 3. This section
describes the working procedure of the proposed routing protocol. Section 4 pre-
sents the analysis of the accuracy of measurement of the parameters considered for
the proposed protocol. Finally, we draw the conclusion in Sect. 5.

2 Related Work

Routing is the process of choosing the best path from source to destination in the
network. For high mobility of nodes of VANET, existing MANET routing proto-
cols are not compatible with VANET. Routing protocols of VANET are broadly
divided into two types: Table-Driven Protocols and Source Initiated on-Demand
Protocols [10]. Now we consider some routing protocols of VANET. These are

(a) Vehicular-Assisted Data Delivery (VADD): The routing procedure of VADD
[11] is based on the idea of carry and forward concept by using predictable
vehicle mobility. In this protocol, large delay occurs due to change of topology
and traffic density.

(b) Geographical Opportunistic Routing (GeOpps) [11]: It is based on the idea of
utilizing the navigation system suggested routes of vehicles for selecting the
forward node which is closer to the destination. Privacy is not considered for
disclosing the navigation information to the network.

(c) Greedy Traffic-Aware Routing Protocol (GyTAR) [12]: It is based on the
concept of intersection-based routing protocol which aims to decrease the
end-to-end delay and control message overhead with low packet loss. It
depends on road side units because it assumes that the number of cars in the
road will be given from road side units.

Our proposed routing protocol is based on Ad hoc on-Demand Distance Vector
Routing(AODV). AODV is a traditional routing protocol of MANET.

Adhoc on-Demand Distance Vector (AODV) [13] routing is a simple, efficient,
and effective routing protocol for MANETs which is a reactive type of protocol and
finds a route to destination on demand. The advanced use of AODV is in VANET.
Due to the reactive nature, AODV can handle the highly dynamic behavior of
VANET.

2.1 AODV-VANET

In [8] the authors propose AODV-VANET, which incorporates the features of
VANET into AODV during route discovery. These characteristics include position,
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speed, acceleration, direction of the vehicle and the link quality between two
adjacent vehicles. From this routing protocol, we can evaluate Total Weight of the
Route (TWR) for a particular route. The Total Weight of the Route is represented as

Xn
i¼1

½ fs � Si � Siþ 1j jÞ þ ðfa � Ai � Aiþ 1j jÞ þ ðfd � Di � Diþ 1j jð Þ

þ fq � 1
LQ

� �
�

ð2Þ

Where,

n the number of nodes (Vehicles)
S Speed of the Vehicles
fs Speed Weight Factor
A Acceleration of Vehicles
fa Acceleration Weight Factor
D Direction Metric of the Vehicles
fd Direction Weight Factor
fq Link Quality Weightage Factor
Link Quality (LQ) Link Quality between two adjacent vehicles

However, it is not apparent from the work in [8], how TWR is finally evaluated,
since each term in (2) represents different unit.

3 Our Approach: Ant-AODV-VANET

We propose a new reliable routing protocol for VANET which is influenced by
bio-inspired concept. Using this protocol we try to evaluate the optimized path
using the unique characteristic of VANET. We consider two main metrics of the
VANET to be Hop Count (HC) and Link Quality (LQ). The aim is to choose a path
with lesser number of hops and high link quality. Hence the parameter (Opvalue) to
choose the final path is directly proportional to Link Quality and reversely pro-
portional to HopCount. In our proposed routing protocol we have considered a
parameter called Route Weightage Factor (RWF), which denotes the visibility of
pheromone [7] deposited on a route and is thus equivalent to visibility of route. It is
obvious that a route will be visible if large amounts of pheromone are deposited on
the route. Since it is likely that ants will take the shorter routes, RWF is considered
to be reverse of the distance (dij) between any two nodes and defined as:

RWFij ¼ 1
dij

ð3Þ

Link Quality (LQ) [14] is defined to be the ability of the link to remain stable as
long as possible, to have low bit errors and enable data to reach the destination with
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high signal strength. A path having higher link quality than others will be chosen.
Hence the concept of link quality also relates to the amount of maximum pher-
omone deposition in a route. The greater the amount of pheromone, more likely it is
the chosen path among other paths from source to destination. However, in wireless
adhoc networks and that too in VANET, reception power indicates specifically the
quality of a path. This is because better reception power implies lesser packet loss.
Hence in VANET we consider link quality to be equivalent to the reception power
of transmitted signal. Let the reception power of transmitted signal be denoted by
SR:

SR ¼ ST � GR � GT � k
4� p� d2

ð4Þ

Where, ST is the transmission power of transmitted signal, GR is the antenna gain
of receiver, GT is the antenna gain of transmitter and dij is the Euclidean Distance
between two vehicles (Vi and Vj, say). dij is represented as

dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1i � x1j
� �2 þ x2i � x2j

� �2q
ð5Þ

So, we can evaluate the value of Opvalue using the following relations:

Opvalue 1LQ ð6Þ

Opvalue 1RWF ð7Þ

Opvalue 1 1
HC

ð8Þ

From (3), (4) and (5), we can say,

Opvalue ¼ CV.
LQ� RWF

HC
ð9Þ

where CV is a constant whose value lies between 0 and 1.
Table 1 shows the mapping between the relevant parameters in Euclidean TSP

ACO process and our proposed algorithm.

Table 1 Mapping between the basic parameters of ACO and VANET

Terms of Ant Colony Optimization in
Euclidean TSP problem [13]

Significance in our proposed routing
protocol of VANET

Number of city Number of vehicles

Number of ant Number of transmitted packets

Quantity of pheromone Link quality [here, it is SR]

Visibility of quantity Route weightage factor (RWF)
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3.1 Working Principle of Proposed Protocol:
Ant-AODV-VANET

In the above Fig. 1 we represent a Vehicular Adhoc Network using
V2V communication. At a instance, say t1, V2 is a source node and V15 is a des-
tination node. All nodes are dynamic. All nodes have their own routing table. For t1
instance, V2 wants to send any message to the destination node V15. There are
multiple paths to transmit the packet in this network. Using our algorithm, we want
to evaluate optimized path from source to destination using important parameter of
VANET. Path discovery method is divided into two parts, these are Forward Path
Discovery and Backward Path Discovery. There are different paths, these are {V2-
V5-V6-V9-V11-V15} or {V2-V5-V6-V9-V11-V13-V15} or {V2-V4-V6-V9-V11-V15} or
{ V2-V4-V6-V9-V12-V11-V13-V15} etc. We consider some important parameters those
are ‘distance between two node’ which is reversely proportionate to receiving signal
strength, that is Link Quality of two dynamic nodes; ‘visibility of the road’ which is
inverse of the distance (dij); ‘Hop Count’. We choose the path which contains
maximum Link Quality, maximum Visibility, and minimum Hop Count. For above
case, there are two paths between source to destination, those contain the minimum
hop count. These are {V2-V5-V6-V9-V11-V15} or {V2-V4-V6-V9-V11-V15}. Between
two paths, we can choose more optimized path depends upon the Euclidean dis-
tance of connected nodes. Because the remaining two parameters (Link Quality,
Visibility of the road) of our algorithm which are directly related to distance. So,
using our algorithm the optimized path is {V2-V4-V6-V9-V11-V15}.

Fig. 1 VANET scenario using V2V communication
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3.2 Algorithm of Proposed Protocol: Ant-AODV-VANET

Algorithm 1: Forward path discovery process (at  a node)
Input :  packet  P 1 is  rece ived

1. i f  (P 1 is  an  RREQ packet )
2 . i f  ( !D )  then
3. i f  (P 1 is  no t  p rev ious ly  rece ived by the  node)
4 . Send P 1 _Acknowledgement to  the  sender
5 . Eva lua te  Dis tance d i j us ing  Equat ion  5 .
6 . Eva lua te  L inkQua l i t y  (S R )  us ing  Equat ion  4 .
7 . HopCount  =  HopCount  +1 .
8 . i f ( )  then 
9 . Send P 1 to
10 . e lse
11. Send P1 to  D
12. endi f
13 . Buf fe r  P1 to  par t icu la r  ne ighbor_node.
14 . Eva lua te  Pheromone Va lue  (Op v a l u e )  us ing  Eqn 9.
15 . Update  own rou t ing  tab le  in  the  cur ren t_node.
16 . e lse
17.             P 1 is  d iscarded.
18 . endi f
19 . e lse
20. Send RREP
21. Send P 1 _Acknowledgement to  the  sender
22. End i f
23 . e lse i f (P 1 is  Acknowledgement )              
24 . Rece ive  P 1_Acknowledgement  packet  f rom ne ighbor .
25 . end i f

Algori thm 2: Backward path discovery process (at  a node)
Inpu t :  Packe t  P2 i s  r ece ived
1 .    i f (  P2  i s  a  RREP packe t )

2 .  i f  ( cu r ren t_node_ id  !=  S )  
3 .             Se t  a  ne ighbor_nodes  ( ne ighbor_node_ id )  l i s t  o f  cu r ren t_node .
4 .    i f (ne ighbo r_node_ id  !=  S ) then sea rch  rou t ing  t ab le
5 .          i f (more  than  two  Op v a l u e a r e  equa l )  t hen
6 .                The  lowes t  node_ id  i s  s e l ec ted  
7 .          e l se

The  H ighes t  Op v a l u e i s  s e l ec t ed
8 .     end i f
9 .            Send  P2 to tha t  ne ighbo r_node_ id .

10 .     end i f
11 .           Send  P2  to  S .
12 .           Te rmina te  the  pa th  d i sc overy  p rocedure .              
13 .    / /Go t  t he  op t i mized  pa th  and  t e r mina te  t he  p roces s .
14 .     e l se
15 .      Te rmina te  t he  pa th  d i scove ry  p rocedure .
16 .    end i f .
17 .   end i f .
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4 Results and Analysis

We have compared the routing protocols: AODV-VANET [8] and proposed
Ant-AODV-VANET. We calculate the Opvalue for both routing protocols
AODV-VANET and Ant-AODV-VANET. We found out the percentage of accu-
racy of the measurement of Opvalue of our proposed routing protocol. The following
assumptions have been taken while considering the VANET:

(a) All Vehicles are equipped with GPS receiver, Digital Map, and sensors.
(b) No other fixed infrastructure for communication is present.
(c) Transmission range for every node is same.
(d) Average speed of the vehicles in this network is constant. So, relative position

of each vehicle is approximately constant.
(e) the VANET is Highway Vehicular Adhoc Network.

We analyze the value Opvalue of both scenarios (AODV-VANET and
Ant-AODV-VANET) respect to k of Eq. 4 and CV of Eq. 9. The National
Telecommunication and Information Administration preliminary divides the radio

Fig. 2 a Opvalue versus HopCount [k = 10 m], b Opvalue versus HopCount [k = 40 m], c Opvalue
versus HopCount [k =80 m], d Opvalue versus HopCount [k = 100 m]
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spectrum in nine bands [15]. We observe the signal of average range of Wavelength
for VANET environment.

In [8] the authors have mentioned about TWR. However, according to our
assumptions, only the last term of TWR is relevant to the calculation of Opvalue and
TWR is then found to become inversely proportional to Opvalue.

In Fig. 2a, b, c, and d we represent the variation in Opvalue with change in Hop
Count value. In case of AODV-VANET, changing value of Hop Count does not
affect the value of Opvalue. But, from Tables 2, 3, 4, and 5 we observe that the value
of Opvalue increases with increasing value of k. We have considered the value of the
Constant Value (CV) in both cases to be 0.5. In Ant-AODV-VANET, the Opvalue
decreases with the increasing value of Hop Count. Since Opvalue considers all
factors affecting a route selection (Eq. 9), hence the result is self-explanatory
(Table 6). Thus, the trend in our proposed protocol signifies that a path with lesser
hop counts will function better. It would be prudent to choose the minimum Opvalue
path. Our work is also supported by the evaluation of accuracy of path. Figure 3

Table 4 OpvalueVersus Hop Count (HC) [k = 80 m]

HopCount

2 3 4 5

Opvalue AODV-VANET 3.97 3.97 3.97 3.97

Ant-AODV-VANET 0.19875 0.1325 0.099375 0.1243

Table 2 OpvalueVersus HopCount (HC) [k = 10m]

HopCount

2 3 4 5

Opvalue AODV-VANET 0.5 0.5 0.5 0.5

Ant-AODV-VANET 0.02487 0.0166 0.0124 0.00995

Table 3 OpvalueVersus Hop Count (HC) [k = 40m ]

HopCount

2 3 4 5

Opvalue AODV-VANET 2 2 2 2

Ant-AODV-VANET 0.099425 0.0663 0.0497 0.03977

Table 5 OpvalueVersus Hop Count (HC) [k = 100m]

HopCount

2 3 4 5

Opvalue AODV-VANET 5 5 5 5

Ant-AODV-VANET 0.24875 0.166 0.1243 0.0995
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represents the variation in Opvalue with change in CV (0 < CV < 1). We can
evaluate 98.8% accuracy using the method [16] of measurement in the path that is
evaluated by our proposed protocol with respect to only 16.8% (approx.) accuracy
of the path evaluated by the work in [8]. Hence the routing protocol proposed in this
paper is able to deliver more accurate and stable path.

5 Conclusion

In this paper, we propose a new routing protocol Ant-AODV-VANET that uses the
concept of ACO in VANET environment. Though there exists a few bio-inspired
routing protocols, the proposed approach is novel. The results validate the concept
that shortest route (with least hop count) and better link quality will be the best one.
The results also denote that the route found by the proposed technique is far more
accurate than another. However, further simulations and analysis need to be done
on the proposed protocol.

Fig. 3 Opvalue versus
Constant Value

Table 6 Opvalue versus constant value (CV)

ConstantValue

0.2 0.4 0.6 0.8

Opvalue AODV-VANET 0.004 0.008 0.012 0.016

Ant-AODV-VANET 0.3333 0.6666 1 1.3333
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Time Dispersion Parameters for Double
Bounce Geometrical Channel Including
Rain Fading Effect

M.C. Anand, Divya Rani and B.K. Sujatha

Abstract In this paper, a two-dimensional geometrical channel modeling is taken
under consideration to simultaneously describe the double bounce time dispersion
characteristics of multipath channel. For ongoing 4G wireless communication
technology of cellular mobile channel for microcell dense sub urban arborous area
including rain fading effect. The ToA (Time of Arrival) pdf (Probability Density
Function) and RMS delay spread of the received multipath signal are provided at
the mobile station (MS) according to the distribution of trees as scatterer in uni-
formly distributed elliptical geometry. The Marginal ToA pdf and RMS delay
spread has been derived and simulated as for the proposed model. The derived
formulas can be further used to evaluate Power Delay Profile(PDP).

Keywords Modeling � ToA � Multipath channel � pdf � PDP

1 Introduction

The energy came out in all directions by a transmitter may take several paths be-
fore it is obtained at the front-end side of receiver. The propagation path to be
taken by radio wave depends on certain causes producing an effect, such as: type
of antenna and its height, frequency, and the air conditions and terrain [1]. In a
Randomly made distribution where scatterer such as trees cause attenuation, scat-
tering, diffraction of the transmitted wave before reaching at the other end of
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communication system so called destination, so the radiated wave may reach at the
receiver by scattering via single obstructing obstacle like tree is called single
bounce attenuation so, there may be further chances of fluctuation of electromag-
netic signal by scattering from double obstructing obstacle like tress [2].

Time-dispersive nature of the multipath channel determines that the maximum
data rate can be handled by transmitted plane wave without even requiring channel
equalization and which also facilitates the accuracy of navigational services like
example vehicle location. General characterization of temporal dispersion of the
multipath channel signal is essential for wide band frequency system such as
orthogonal frequency division multiplexing system thus direct sequence provides a
measure of flat fading or frequency selectivity of the channel which is always
expressed strongly with inverse of the signal bandwidth [9].

Vegetation plays an important role on the fading events in wireless communi-
cation system. Since Tamir [3] had lifted up the idea of a (lateral wave) quality
common to a group of side wave (1–100 MHz of frequency range) propagation in
forested scenario, much attempt has been Putin by expertise making an desired
observations to work on the foliage medium as a dependence on the propagation
channel. Lately the fading effect for UHF broadcast signal power measure-
ments were taken for both wet divisions of the year (trees in leafs) and dry divi-
sions of the year (trees relatively out of leaf) in Akure-Ilara way of ondo state,
Nigeria and the outcome got were validated against the theoretical estimation.
However, in the wet time, there were more attenuation of signal made a comparison
to dry divisions of the year and signal degradation is a purpose of leaf density. As
lower the density, the better the signal obtained at the other side of communication
system [4].

The wideband scattering of canopies had been given in detail attention regard-
ing rain fading effect. Where sub urban environment which were able to mimic the
accurate scattering behavior of vegetation canopies. The environment cov-
ers trees, forests be used to appropriate study of the multipath propagation. Above
10 GHz of frequency bands, rain has significant effect because of obstruction of
signal which causes attenuation of electromagnetic wave (signals), and which
increases with increasing frequency. Vegetation can be responsible for both at-
tenuation and the fluctuation of the transmitted signal which gives a fading ef-
fect to the signal. Multipath propagation leading due to reflections from buildings,
refraction from midst of tress, buildings and terrain may occur as well [5].

The Rain attenuation varies slowly while vegetation effects come out in tightly
signal driving power. These trees as a scatterer block the line-of-sight between the
base station (BS) antenna and the mobile station (MS) antenna, this particular
Signal fading caused by tree leaves has been widely investigated [6].
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2 Proposed Model Description

Figure 1 [2] elaborates a typical propagation phenomenon with some local scat-
terer, i.e., tress located inside the elliptical region where uniformly distributed with
both transmitter (Tx) and (Rx) receiver are located on the axis of foci of the
elliptical geometry. Each and every different multipath signal of incident wave
arrives at the front end side of mobile station (MS) are desirably considered only
after the double bounce caused by two different trees (scatterer).

Where in this particular model transmitter (Tx) assumed as (BS) base station and
receiver (Rx) act as mobile station (MS), omnidirectional vertical polarized dipole
antenna is considered at both Tx and Rx. The distance between BS and MS (foliage
depth) assumed to be exactly 1 km and obviously height of the BS is considered to
be larger than MS. The impulse response of multipath channel can be generalized
mathematically in continuous time domain as [7]

h t; sð Þ ¼
XN�1

i¼0

ai t; sð Þ exp jh t; sð Þ d t; siðtÞð Þð Þ ð1Þ

ai t; sð Þ, h t; sð Þ refers to the signal strength, phase and N is number of multipath.
Multipath impulse response determines the specific component for each and every
time t and siðtÞ as excess delay.

Considering effects of rainfall on the propagation of the signal due to contri-
bution of scatterer as four different layer model as shown in Fig. 2. Following
respectively air, canopy layer, trunk layer, and last but least ground layer into the
2D elliptical geometry foliage region the propagation delay scenario can be esti-
mated [8] as

s ¼ D
ffiffiffiffi
er

p
c

ð2Þ

Fig. 1 Dense suburban arborous microcell scenario of trees
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where C is the speed of light for free space radio wave, D is the propagation foliage
depth in meters, er relative permittivity of the all four homogenous layers. Where
permittivity value for wet canopy layer for the dense suburban arborous area of
forest type approximated between (1.1–1.3) with a assumption, most of the prop-
agation take place at canopy layer.

3 Marginal ToA Pdf

Marginal ToA density function can be derived and obtained by two different
methods for uniformly distributed elliptical geometry with trees as scatterer.
Solving a mathematical equation based on area approach in order to obtain a
general form of a ToA pdf for a uniformly distributed function which facilitates to
give normalized values, i.e., by doing derivative of time of arrival (ToA) cumu-
lative density function (cdf) with respect to s where cumulative distribution func-
tion can be obtained by calculating probability of scatterer being matched inside the
elliptical geometry. Second approach is integrating the Joint ToA/AoA probability
density function over dh (Angle of arrival parameter).

So according to second approach, integrating with respect to AoA will give rise
to the exact value so, proceeding with it using the Joint AoA/ToA density function.
Figure 3 [2] demonstrate the double bounce scenario, rb1 ; hbð Þ represents the pic-
torial view trees in two dimensional space.

The polar co-ordinates of the model are [10] obtained by transformation of
rectangular co-ordinate.

rb1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
ð3Þ

hb ¼ a tan
y
x

� �
ð4Þ

x ¼ rb1 cos hb
y ¼ rb1 sin hb

ð5Þ

Fig. 2 Propagation phenomenon in four-layer
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Marginal ToA probability density function fs sð Þ

fsðsÞ ¼
Zp
�p

fs;hb s; hbð Þ dh ð6Þ

where Joint AoA/ToA density function can written as [2] follows

fs;hb s; hbð Þ ¼
s2c2 � 2scrb2 � D2 þ 2Drb2ð Þ

2sc2rb2 cos hb � 2sc2rb2 � 2Dsc2 cos hb þ 2s2c2

� 2crb2 cos hb þ þ 2Dcrb2 cos hb þD2c� 2Dcrb2 þ 2cr2b2 � s2c3

 !

4pambm rb2 cos hb � D cos hbþ sc� rb2ð Þ3

ð7Þ

According to definition of marginal ToA density function, substituting Eq. (3) in
Eq. (2), we will arrive at

fs sð Þ ¼
Zp
�p

s2c2 � 2scrb2 � D2 þ 2Drb2ð Þ
2sc2rb2 cos hb � 2sc2rb2 � 2Dsc2 cos hb þ 2s2c2

� 2crb2 cos hb þ þ 2Dcrb2 cos hb þD2c� 2Dcrb2 þ 2cr2b2 � s2c3

 !

4pambm rb2 cos hb � D cos hb þ sc� rb2ð Þ3 dh

ð8Þ

fs sð Þ ¼
Zp
�p

s2c2 � 2scrc � D2 þ 2Drcð Þ s2c3 � 2sc2rb2 þ 2cr2b2 þD2c� 2Dcrb2
� �

þ cos hbð2sc2rb2 � 2Dsc2 � 2cr2b2 þ 2Drb2Þ
4pambm ðrb2 � DÞ cos hb þðsc� rb2Þð Þ3 dh

ð9Þ

Above equation can be rewritten as given below

fs sð Þ ¼ a
Zp
�p

b� e cos hb
ðg cos hb � f Þ3 dh ð10Þ

Where all variable a, b, e, g, and f are

Fig. 3 Pictorial view of
double bounce
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a ¼ s2c2 � 2scrc � D2 þ 2Drc
� �

b ¼ s2c3 � 2sc2rc þ 2cr2c þD2c� 2Dcrc
� �

e ¼ �ð2sc2rc � 2Dsc2 � 2cr2c þ 2DrcÞ
f ¼ �ðsc� rcÞ
g ¼ ðrc � DÞ

ð11Þ

The ToA pdf seen at the base station is ditto same as the ToA pdf observed at the
mobile station. Since multipath component traveled distance between base station
and mobile station by mean of a tree as a scatter is independent of the point of view.

fs sð Þ ¼ a½hf eg
2f 4

� b
f 3
� 3bg2

f 5
gþ sin h fe3

f 3
þ 6eg2

f 5
� 3bg

f 4
� 10bg3

f 6
g

þ sin 2h f3eg
4f 4

� 3bg2

2f 5
gþ sin3 h f10bg3

3f 6
� 2eg2

f 5
g�p�p

ð12Þ

After substituting the limits, the marginal ToA (Time of arrival) probability
density function (pdf) we will get as follows:

fsðsÞ ¼ 2pc2ðs2 � 2src
c
� D2

c2
þ 2Drc

c2
Þ½ðDsc þ

r2c
c2 � src

c � Drc
c2 Þðrcc � D

cÞ
ðrcc � sÞ4 � ðs2 � 2s

crc þ 2r2c
c2 þ D2

c2 � 2Drc
c2 Þ

ðrcc � sÞ3

� 3ðs2 � 2srcc þ 2r2c
c2 þ D2

c2 � 2Drc
c2

ðrcc � sÞ5 Þðrc
c
� D

c
Þ2�

ð13Þ

a) Double Bounce Mean (s)

It is possible to find double bounce mean just by integrating s (time delay
spread), and marginal ToA density function with respect to ds. Where s varies from
(smin = D/C to smax = 5 µs) as shown below

mean ¼
Z

sf ðsÞds ð14Þ

Now multiplying the constant term (k = r/C) from the above main equation, and
it is assumed that r = 100 m.

s ¼ 1

ðk � sÞ5ððk � sÞ4 þ 3ðk � tminÞ2ððk � sÞ2 þðk � tminÞ2ÞÞ ð15Þ

Integrating the main equation (marginal density function multiplied by s) with
respect to the ds, with assumption of u = k − s. After differentiating we will get
ds = −du which causes change in the limits
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Z
f ðsÞ:sds ¼

Zu¼k�s

u¼k�tmin

ðk � uÞ2h:ð�duÞ ð16Þ

where

h ¼ 2pc2

u5
fu2 � g2½u4 þ 3g2ðu2 þ g2Þ�g and g ¼ k� tminð Þ ð17Þ

s ¼ 2pc2ðu3
3
� ku

2

2
þð3g6kþ 2g2Þu� 2g2k log uþ u�3

3
þ 3g6Þ ð18Þ

b) Double Bounce Second central Moment ( s2)

Integrating the ToA equation (marginal density function) multiplied by s2 with
respect to the ds, with assumption of u = k − s.

s2 ¼
Z

s2f sð Þds ð19Þ

After simplification, double bounce second central moment expressed as

�
Z

f ðsÞ:s2ds ¼
Zu¼k�s

u¼k�tmin

ðk � uÞ2h:ð�duÞ ð20Þ

s2 ¼ 2pc2ð�u4

4
þ 2ku

3

3
� ðk2 þ 2g2Þu2

2
� 2g2k2 log u� 3

2
g6u�2 � 3

4
g6k2u�4

� 2g6ku�3 þ 4g2kuÞ ð21Þ

c) RMS Delay spread (rs)

RMS Delay spread obtained by finding mean, i.e., nothing but the first central
moment and second central moment and then taking square root of difference of
mean from second central moment, which is denoted by (rs) as follows [10]

rs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 � sð Þ2

q
ð22Þ

where

s = mean or first central moment
s2 = Second central moment
rs = RMS delay spread

The calculation of RMS delay spread obtained from the temporal dispersion of
the geometrical channel model constructed with the help of mathematics.
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4 Simulation Result

The marginal ToA pdf and RMS delay spread are simulated in MATLAB. E in the
simulation during code execution assumed as relative permittivity (Ɛr) for different
intensity of rain (1 to 1.3). The distance between BS-MS (foliage depth) D = 1 km,
angle of arrival (AoA) hs for multipath signal varies from (−p, p), and delay spread
s (smin = D/C = 3.334 µs to smax = 5 µs) for the 50 different multipath. The
channel sounder is a two-dimensional sounder at the centered frequency of 1.8
[GHz]. The sounder measurement and specifications were carried out in order to
setup, and all those parameters are listed below in Table 1.

Table 1 Experimental investigation

S.no Simulation parameters Quantity

1 Carrier frequency (fc) 1800[MHz] down link

2 Cellular Technology 4G LTE (long time evolution)

3 Tx signal band width (BW) 20[MHz]

4 Tx signal time period 0.326 µs

5 Tx and Rx antenna Omnidirectional vertical polarized dipole antenna

6 Tx power (Pt) 46 dBm

7 Tx Gain (Gt) 18 dB

8 Rx power (Pr) 2 dB

9 Separation between (Tx-Rx) 1000 m

Fig. 4 Elliptical model ToA pdf
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Based on the obtained simulation result Fig. 4 elliptical model ToA pdf is a plot
of time of arrival versus probability density. As intensity of rain increases, Ɛr with
wet condition canopy layer also increases this intern looking at the plot shows that
there is high density of scatterer (Trees) with relatively small delays.

According to Table 2 simulation result, time dispersion parameters for the
geometry of elliptical model double bounce rain fading effect are calculated based
on the assumption of r = 100 m (distance between two scatterer), D = 1000 m,
delay varies (smin = D/C to smax = 5 µs), and angle of arrival hb = (−p to p). As
rain intensity increases, Ɛr increases which leads to widening the spread of the
signal respectively for higher bounce. The obtained simulation results are further
used to analyze the power delay profile of multipath channel component.

5 Conclusion

In this paper, the marginal ToA probability density function (pdf) and time dis-
persion parameter (mean, second central moment, and RMS delay spread) for the
geometry of an elliptical model based double bounce rain fading effect is derived
and obtained. According to results as there is increase in rain intensity, effective
relative permittivity (Ɛr) increases which in turn causes the decrease in density of
scatterer of multipath component, and there is also widening the spread of the signal
for higher bounce. The obtained simulation results with proposed model are further
useful to find power delay profile, cyclic prefix in case of different rain event and
then to further analyze of the performance of 4G cellular OFDM system.
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Assistive Text on Hand Held Objects
for Blind People

Samruddhi Deshpande and Revati Shriram

Abstract This paper presents camera-based system which will help blind person
for reading. This is the framework to assist visually impaired persons to read text
patterns and convert it into the audio output. To obtain the object from the back-
ground and extract the text pattern from that object, the system first proposes the
method that will capture the image from the camera and object region is detected.
The text which are maximally stable are detected using Maximally Stable External
Regions (MSER) feature. The detected text is compared with the template and
converted into the speech output. The text patterns are localized and binarized using
Optical Character Recognition (OCR).The recognized text is then converted to an
audio output. Experimental results shows the analysis of MSER and OCR for
different text patterns. MSER shows that it is robust algorithm for the text detection.
Therefore, this paper deals with analysis of detection and recognition of different
text patterns on different objects.

Keywords Maximally stable external regions (MSER) � Optical character
recognition (OCR)

1 Introduction

Reading is essential in day-to-day life. Printed text is present everywhere in the
form of documents like reports, receipts, statements, restaurant menus, product
packages, instructions, etc. There are many devices that can provide good access to
common objects such as product packages and objects with printed text such as
names of different brands. The ability of people who are visually poor or have
significant visual impairments to read printed text and product packages will
enhance independent living and foster economic and social self-sufficiency [1–4].
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In order to solve the task that to extract text information from complex backgrounds
with variable text patterns, this system proposes a text detection and localization
algorithm that combines detection and conversion of text patterns. This actually
differentiate text characters and discriminative text features from background out-
liers [5–7]. The problem is challenging that to automatically localize and detect the
text from ROI in the captured images with different backgrounds. The text captured
images are mostly contain noise. The text characters are always present with dif-
ferent fonts, variable scales, and colours. The text containing images are varying in
orientation and alignment. Many algorithms are present for localization of text
regions in image captured scene images. In assistive reading systems [8–10], it is
very difficult for blind person to find the position of object of interest from the
centre of the camera. In order to assist the blind person, this system will work to
track the object of interest within the camera view. This proposed algorithm will
effectively handle the different text patterns and different backgrounds, to extract
the text information from the camera captured image. In order to solve the problems
regarding this we are defining a novel feature for extraction of text from the image
[11–15]. In order to detect the text from natural scene images, it is very difficult to
find it [16, 17]. The natural scenes contain different shapes, sizes, orientations and
complex backgrounds. Hence to detect the such text patterns, this system will help
blind user to easily locate the object and get the information on the hand held
objects. As OCRAs OCR is used it will recognized the text into separate letters.
However, this paper is more focused on the text detection algorithms. This system
will detect the text with different shapes, sizes, and orientation of text objects. In
order to enhance the blind people to become independent socially and economi-
cally, assisting text is one of the helping hand for them. Today there are many
system available, it is very difficult for blind user or visually impaired person to get
location of that object. Such systems like s barcode scanner in Braille, but it is very
difficult for blind user to locate the position of the object. So, this system is
proposing to solve this problem of blind people. This system will easily detect the
text patterns from the image The detected text are given as speech output to blind
person [9] (Fig. 1).

2 Framework

This prototype system presents text reading from the camera captured image.
Framework consists of three functional section scene capture, data processing, and
audio output. The scene capture components collects the images of different objects
and finds the object of interest from the image. In this system camera is used for
scene capture purpose. The data processing component is used for the detection of
text patterns to extract the text information from image. The data processing
includes [12] (1) Object of interest detection to get the text patterns from image
(2) Text localization to obtain text regions and to recognized them. The aim of the
system is to assist the blind people, to ensure the object is appearing in the camera,
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it is provided with wide angle of view. To get the actual object in the view, the user
can shake the object for couple of seconds. Background subtraction is one of
method for detecting the object of interest from the image. The most effective tool
to detect the object from the image. The algorithm must be robust to detect dif-
ference between lightening and shaking. The proposed system is able to detect the
text strings properly. The laptop is used as processing device for the audio output.
he audio output is used to assist the blind user. Easiest way to inform blind user is
the audio output. The flowchart for the proposed system is shown in figure. The
main contribution of the system is to solve the problem for blind people by using

1. Simply by detecting the text pattern from captured scene.
2. A novel method for localizing and recognising the detected text.
3. Audio output of the recognized text to the blind user. The flowchart explains the

system very well.

Firstly, we are taking images using the camera. Then the proposed system will
detect the object of interest from the image using MSER features. After that text
patterns are detected from the image. These text patterns are binarized and local-
ized. The localized text are recognized using OCR software tool. The recognized
text patterns are given as audio output to blind people. The external regions are

Fig. 1 Image samples applied for text read
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detected using the anchor points. Local extremas are detected at multiple scales.
The characteristics function of the region is given as,

f(t) ¼ IðtÞ � I0j j= 1=tð Þ �
Z

IðtÞ � I0j j
� �

ð1Þ

The approximation of region is up to second order moment, uses ellipse to
approximate the region. The ellipse of second order is used same as that of the
moment of region

mpq ¼
ZZ

x^p � y^p � f ðx,yÞdxdy ð2Þ

q ¼ Ap ð3Þ
X

ð1Þ ¼ A
X

ð2Þ � A^T ð4Þ

p ¼ ½x; y�^T ð5Þ

where p is relative to centre of mass (Fig. 2).

3 Text Detection

MSER is used for detection of blob in the images. A number of co-variant regions
are extracted from the image using MSER algorithm. There are various text
detection methods available for text detection. The comparison of all the methods is
listed in a following table. MSER are the connected set of components of some
grey-level image, which are stable. MSER takes regions, which are nearly same
through a wide range of threshold levels. The pixels which are having threshold
below some threshold value are shown as white and the pixels which are above and
equal to the threshold value are shown as black. This can be done by sorting all the
pixels by the grey value Various text detection methods are available today [1].

The algorithm

1. Starts from the local intensity extreme point.
2. Go in every direction as a function of intensity.
3. The curve connects the points to create the region boundary.
4. Compute geometric moments.
5. Replace the region with ellipse (Fig. 3).

The external word refers to the bright or dark intensity pixels. MSER has dark or
bright pixels than all the other pixels present on its boundary. All the pixels are first
sorted by the grey value and then added incrementally to each component
depending upon threshold. Area region is varied with respect to the threshold .
When threshold is minimun the regions are maximally stable (Fig. 4).
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The The MSER follows following steps

1. Performing a luminance thresholding of an image, just by sweeping threshold of
intensity from black to white.

2. Extract the external regions or connected components.
3. Find out the external regions are maximally stable or not, that is to calculate

local minima.
4. Appropriate region is indicated by ellipse.
5. Thus, we get the region detected features.

The external regions may be rejected by the following reasons If it is too big or
small. Also, when it is unstable or similar to the Parent MSER. The external regions

Camera
Captured

Image

Detect object of interest

Extract Text 
Regions

Audio Output

Output Text to 
Blind User

Text Binarization 
and localization

Fig. 2 Flow chart if
proposed system
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Fig. 3 Some results of text detection on different objects describing that detected text are
highlighted in different colours and text information is extracted
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have some properties such as they have set of continuous transformation of image
coordinates. These regions are the function intensity. These regions are detected
only they have the stable linearization than other pixels present locally. Detected
regions do not changed even if the image is skewed.

(A) Properties of MSER

1. Invariance between the image intensities
2. Stable
3. Multiscale detection, different shapes and sizes of letters are detected.
4. Affine invariant
5. Better repeatability
6. Homogeneous regions are detected.
7. Small regions are detected
8. It does not works well with motion blur.
9. MSER is good for change in orientation and scale

10. It is best for JPEG change

4 Text Recognition

Optical character recognition is the electronic tool for conversion of typed letter
form to printed text pattern. OCR is tool that converts scanned documents into text
searchable form. A text region with minimum rectangular area for space are
selected. OCR generates better performance to text patterns who are assigned with
proper margin areas and binarized to segments of texts. OCR is tool which is used
for text recognition in this proposed system. The recognized text are recorded in
script files and are given to the blind user. Microsoft Speech software development
kit is used to play the audio output. The user can access it accordingly [1] (Table 1).

Fig. 4 Flowchart for
detection of text
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5 Experiments

(A) Datastes

Fifty images are used to evaluate this algorithm. The image resolution is in the
range of 640 *480 to 1600 *1200. The analysis is based on the adjacent charac-
teristics and stability of the text patterns. The Logitech camera is used to take the
images of the objects. The camera is of 5MP with built in mic and noise reduction
facility. The prototype system is developed to take images from the camera and this
camera is connected to Sony vaio laptop through USB interface. The laptop per-
forms the processing part of the system and gives the speech out[put to the blind
person. The system is robust to the orientation, complex backgrounds, and light-
ening. Automatic detection and recognition is applied to different images sepa-
rately. This system is robust and effective for different handheld objects. The system
will capture the image and extracts the text patterns from it. The system will
cropped the image according to the text present in the image. The cropped image is
then separated to individual letters. The letters are than read as the speech output to
the blind user

(B) Evaluation of text detection

Two techniques are used to detect the text and recognized that text in this proposed
system. The results are evaluated on the dataset of captured images. This system is
instructing the blind users to read the handheld objects. Using this algorithm we are
correctly detecting the text in proper area. After the localization of text, these text
are recognized using OCR tool This system is actually based on the reading text
from camera-based images. The efficiency of the system will be improved by
parallel processing of text detection and recognition. The output is giving text as the
speech output to blind people.

Table 1 Comparison of different text detection methods

Detector Feature type Scale independent

FAST Corner No

Minimum Eigen value algorithm Corner No

Corner detector Corner No

SURF Blob Yes

BRISK Corner Yes

MSER Region with uniform intensity Yes
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6 Conclusion

In this work, a novel text detection and recognition algorithm is proposed. The
system describes about reading of printed letters on the objects for helping the blind
people. The problem for the blind persons in reading is solved by this proposed
method. This system will distinguish the object from the captured image and detect
the texts from the image. The proposed method is demonstrated for localizing text
in natural images. MSER is used to detect the text information from the image. This
will extracts the text patterns from different backgrounds. This is the robust algo-
rithm for text detection. OCR is used for text recognition on the localized text
patterns. The system will transform the localized text to the audio output for blind
people. The results point out that it is be possible to achieve high performance using
MSER and OCR for text detection and recognition.
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Intra Frame Coding in H.264 to Obtain
Consistent PSNR and Reduce Bit Rate
for Diagonal Down Right Mode Using
Gaussian Pulse

Manjanaik N. Manjanaik and Manjunath Ramachandra

Abstract Intra prediction process of H.264 advanced video coding standard used
to code Intra frame to achieve higher coding efficiency. Rate Distortion
Optimization (RDO) method of H.264 use to code Intra frame in intra prediction
process. This method increases more computational complexity and difficult to
implement in real time applications. The previous work on Intra frame coding was
achieved increased in Bit rate, degradation/loss of PSNR and reduction of com-
putational complexity for different quantization parameters. In this paper developed
a better approach for Intra frame coding using Gaussian pulse and diagonal down
right mode to achieve higher coding performance. The proposed algorithm is based
on Gaussian pulse which is multiplied with each 4 � 4 transformed coefficients of
4 � 4 sub macro block of Intra frame before quantization block which provides
signal in smooth and avoids image get degrade and achieve reduced bit rate for
coarse quantization parameters. The proposed algorithm implemented using
MATLAB and compared with original JM18.6 reference algorithm of H.264. The
results of proposed method are compared with previous algorithm Jin Wan et al.
The simulation results of the proposed algorithm achieved consistent PSNR and
reduced in bit rate of 27.38% QCIF and 30.63% CIF sequences for diagonal down
right intra prediction mode using Gaussian pulse compared with previous algorithm
Jin Wan et al.
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1 Introduction

The Joint Video Team (JVT) developed H.264 video coding standard. This stan-
dard provides better coding performance compared to older video coding standards.
It has many advanced features due to these features it achieves higher coding
efficiency while it increases the computational complexity which is difficult for
real-time implementation applications. To provide solutions of good quality, good
compression, and low bit rate of intra frames for storage, transmission etc., video
compression algorithms are essential. For Intra frame coding, AVC adopts Rate
Distortion Optimization technique (RDO) with full search mode algorithm.
But RDO with full search mode algorithm is computationally complex and it is very
difficult to implement for real time applications. So in order to reduce complexity
many researcher have been developed fast mode decision intra prediction algo-
rithms for Intra frames. Several authors developed Intra prediction algorithms for
Intra frame coding using enhanced of cost function, local edge information of
macro block, early block type selection, feature of macro block, variance of macro
block and approximating the cost function, etc. [1–8]. Using these approaches
achieve increase in bit rate, degradation of PSNR and reduction of computational
complexity or save encoding time. The previous work on Intra frame coding in
AVC/H.264 using fast mode decision Intra prediction algorithm was achieved
increase in bit rate, degradation/loss of picture quality, i.e. PSNR and reduction of
computational complexity for different quantization parameters. The previous
algorithms achieved saving of encoding time with loss of picture quality (PSNR) in
addition to the increase of bit rate of intra frame. So far, in Intra frame coding
reduction in bit rate, consistent of PSNR or controlled PSNR and high compression
was not achieved and Gaussian pulse approach is not used for intra frame coding.

2 Methodology

This section presents the problem formulation for Intra frame coding to achieve the
performance parameter of proposed work. The problem formulated as increase in
bit rate and picture quality (PSNR) reduces for intra frame coding in fast mode
decision intra prediction algorithm of AVC also loss of picture quality in previous
video coding standards for a higher value of quantization parameters. The
International standard yuv video sequences in QCIF and CIF resolution which is
available as open-source downloaded from the website www.codervoice.com as
input. Extracting Intra frame of yuv video sequence, processed in units of macro
blocks. The macro block is divided into 4 � 4 submacro blocks. Each sub macro
block of intra frame is processed using proposed functional blocks such as intra
prediction, integer transformer, Gaussian pulse, quantization, context adaptive
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variable length coding to get compressed bit, inverse quantization and inverse
transform to get reconstructed frame. Finally, performance parameters such as
PSNR, and Bit rate of reconstructed frame of proposed algorithm are measured.

3 Proposed Diagram

Figure 1 shows the proposed system consists of different functional modules. Input
intra frame is processed in terms of 4 � 4 sub macro block. Coding of each sub
macro block is done with the help of intra prediction. Prediction P is obtained using
prediction equations of prediction modes. The prediction block is subtraction with
the current sub macro block to get residual coefficients. The transformed coeffi-
cients of residual data are obtained using 4 � 4 integer transform. The Gaussian
pulses are multiplied with transformed coefficients to get Gaussian coefficients. The
quantization process of AVC are quantized the Gaussian coefficients to get quan-
tized coefficients. Context Adaptive Variable-Length Coding (CAVLC) used
encode the quantized coefficients. These quantized coefficients are zigzag scanned
and reordered and encoded to get the compressed bits. The prediction macro block
P is added to residual block to reconstructed block by followed process of inverse
quantization and inverse transform to quantized coefficients of intra frame. This
process repeat till at the end of last sub block of intra frame to get reconstructed
block. Finally measure the performance parameters of proposed algorithm.

4 Intra Prediction

The prediction unit of AVC used to predict within the intra frame called intra frame
coding. There are nine prediction modes in intra prediction unit, such as horizontal
(Mode-1), diagonal down left (Mode-3), vertical (Mode-0), vertical left (Mode-7),
horizontal down (Mode-6), horizontal up (Mode-8) diagonal down right (Mode-4),
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Inverse
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Inverse
Integer 

Transform
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De block
Filter

Prediction
Unit

Current
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Fig. 1 Proposed block diagram
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DC (Mode-2), and vertical right (Mode-5) which is shown in Fig. 2 in which the
pixels A–M are reconstructed pixels. All the current pixels of a–m of current block
are replaced based on of previously the reconstructed pixels of reconstructed block.
In intra frame spatial redundancy are exploit by prediction modes. Mode 2 is intra
prediction mode with no direction. Mode 4 specifies diagonal down right mode it
replace all pixels/samples in the current 4 � 4 block by the average weighted
samples (A–M) of reconstructed 4 � 4 block. In the proposed work, Mode-4 is
used for Intra frame coding.

5 Gaussian Pulse

The proposed method for intra frame coding is based on the Gaussian pulse.
Gaussian pulse is shaped as a Gaussian function or Gaussian distribution shown in
Fig. 3 [6–7]. The Gaussian pulse equation described in Eq. (1) used for intra frame
coding.

GðvÞ ¼ expð�v^2Þ ð1Þ

This Gaussian pulse gives abstract frequency domain samples without inter
mixing frequency domain information among the samples. This Gaussian operation
implemented before quantization process of advanced video coding standard.

Fig. 2 4 � 4 Intra prediction modes
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6 Diagonal Down Right Intra Prediction

Figure 4 shows operation of diagonal down right prediction mode, there are three
steps involved in diagonal down right prediction mode such as order of processing
of sub block, prediction block and encoding and reconstructing intra frame. In
diagonal down right prediction mode, all the pixels of current sub block is predicted
by linearly weighted average of reconstructed pixels A–M of reconstructed block.
For diagonal down left prediction mode prediction equations generated as follow

Fig.3 Generation of Gaussian pulses

Fig. 4 Opreation of diagonal down right mode
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a ¼ f ¼ j ¼ p ¼ Iþ 2MþAþ 2ð Þ � 2 ¼ IþMð Þþ MþAð Þþ 2ð Þ � 2 ¼ S

b ¼ g ¼ l ¼ Mþ 2AþBþ 2ð Þ � 2 ¼ MþAð Þþ AþBð Þþ 2ð Þ � 2 ¼ T

c ¼ h ¼ Aþ 2BþCþ 2ð Þ � 2 ¼ AþBð Þþ BþCð Þþ 2ð Þ � 2 ¼ U

d ¼ Bþ 2CþDþ 2ð Þ � 2 ¼ CþDð Þþ CþBð Þþ 2ð Þ � 2 ¼ V

e ¼ j ¼ o ¼ Jþ 2IþMþ 2ð Þ � 2 ¼ W

m ¼ KþLð Þþ Kþ Jð Þþ 2ð Þ � 2 ¼ Lþ 2Kþ Jþ 2ð Þ � 1 ¼ X

i ¼ n ¼ Kþ Jð Þþ IþKð Þþ 2ð Þ � 2 ¼ Kþ 2Jþ Iþ 2ð Þ � 2 ¼ Y

ð2Þ

a, b, c, d, e, f, g, h, i, j, k, l, m, n, o and p are pixels of current sub block. These
pixels are predicted using previously reconstructed pixels A–M. Now the pixels S T
U V W X Y are the predicted pixel. After processing of order of sub block, first
block encoded and decoded using forward and reverse path of AVC. Predicted
pixels (STUVWXY) are obtained using the diagonal down left intra prediction
mode. Residual block is obtained by subtraction of predicted pixels with current
block pixels. The residual pixels are transformed, Gaussian multiplied, quantized,
inverse quantized, inverse transformed and add prediction to get reconstructed
block. This process repeats till the end of last sub block of intra frame.

7 Algorithm

For intra frame coding, the following steps are required to achieve the objective of
the proposed method

• The QCIF and CIF yuv video sequence as input.
• Read Intra frame from input test yuv video sequence (I-frame).
• Intra frame is encoded in the form of macro blocks of size 16 � 16.
• Macro block is divided into a 16 4 � 4 sub macro blocks.
• The first block of sub block is processed directly followed by forward encode

path without using previously reconstructed block.
• Obtain reconstcted block using inverse quantization and transform with addition

of prediction.
Obtained prediction block of reconstruct a 4 � 4 sub block using Diagonal
down right intra prediction mode.

• By subtracting current sub block with prediction block to get residual block.
• Apply integer transform, Gaussian pulse, quantization and encoder process for

residual data at forward path of encoder and reverse process such as inverse
quantized, inverse transform and add prediction at reconstruction path of
encoder.

• Finally measure performance parameters such as PSNR and bit rate for different
QP with Gaussian values.
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Residual coefficients are integer transformed using the equation

W ¼ A� AT ð3Þ

The Gaussian pulses are multiplied with transformed coefficients for different
Gaussian values. The resulting coefficients are, Gaussian integer transformed
coefficients.

G Nð Þ ¼ W � G vð Þ ð4Þ

These coefficients are quantized using the quantization process as

Z ¼ round G Nð Þ=Qstepð Þ ð5Þ

Quantized coefficients are zig zag scaned, reordered and encoded using CAVLC.
The quantized coefficients are inverse quantized by using inverse quantization

process given by

W0 ¼ Z:Qstep ð6Þ

W′ are inverse quantized coefficients and Z are quantized coefficients. Inverse
quantized coefficients are inverse transformed by inverse quantization process given
by

X0 ¼ Ai0 � W0 � Ai ð7Þ

X′ are inverse transformed coefficients. The inverse transformed coefficients are
added with prediction.

8 Experimental Results

The performance parameters are measured using the following formula.

DP ¼ PSNR Proposedð Þ � PSNR JM referenceð Þ ð8Þ

DB ¼ Bit rate proposedð Þ � Bit rate JM referenceð Þ � 100
Bit rate JM referenceð Þ ð9Þ

The simulation conditions are specified in table. The coding performance was
measured by JM18.6 AVC algorithm. Simulation results of the proposed algorithm
were compared with JM 18.6 algorithm. Table 1 indicate the simulation results of
Intra frame in QCIF format. I Table 2 indicate the experimental results for Intra
frame in CIF. The simulation results are obtained for Intra frame in QCIF and CIF
sequence under different quantization parameters, Gaussian value 0.1 with diagonal
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downright prediction mode. Table 1 shows the simulation results of proposed
algorithm for 6 QCIF Intra frames under Quantization Parameters 42 37 32 27 and
22, Gaussian values 0.1 with mode-4. From the Table 1 it notices that the proposed
algorithm give high performance than JinWang algorithm and JM18.6. Average of
bit rate saving is about 27.38% PSNR is consistent achieved in proposed method
compared with JM 18.6 for QCIF sequence under different QP with Gaussian 0.1.
From the Table 1 it notices that the proposed algorithm give high performance than
JinWang algorithm and JM18.6. Average of bit rate saving is about 30.63% PSNR
is consistent achieved in proposed method compared with JM 18.6 for CIF
sequence under different QP with Gaussian 0.1. PSNR measured in dB and bit rate
measured in kbps.

9 Conclusion

The 4 � 4 intra diagonal down right prediction mode for intra frame coding in
H.264 using Gaussian pulse, proposed work achieved consistent picture quality and
averagely 30.63% bit rate saving for CIF sequence. Also averagely 27.38% bit rate
saving for QCIF sequence. Thus proposed method was compared with Jin Wang
method and JM 18.6 reference method. Compared to previous method the proposed
method maintains PSNR consistent manner and achieved bit rate saving.
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iKan—A Kannada Transliteration Tool
for Assisted Linguistic Learning
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Abstract Kannada is the official language of the state of Karnataka and is a
prominent South Indian language. Despite being one among the forty most spoken
languages of the world, the rich heritage of Kannada literature along with its rich
culture has remained so far limited to those who know how to read Kannada. In
order to bring this to the masses, so far, there has been minimal research work in
automatic translation and transliteration of Kannada works. In this paper, we pre-
sent iKAN, a platform that aims to automatically transliterate and later, translate
Kannada script into English language, thus providing access to Kannada Literature.
A phonetic mapping scheme was developed to enable read-ability and Kannada
alphabets were represented in UTF-8 format, for transliteration into English. The
Unicode approach used for the representation of characters resulted in high accu-
racy. We demonstrate the effectiveness of the proposed approach towards building
an user-friendly transliterator for Kannada, that can be used as an e-learning tool.
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1 Introduction

Kannada is the thirty-third most spoken language in the world. It is spoken by the
Kannada people or Kannadigas (Kannaigaru), mainly in the state of Karnataka and
by Kannadiga people settled in other states in India and in the world. It is a
Southern Dravidian language, derived from the Kannada-Badaga, Tamil-Kannada
forms [1] and there were about 38 million native Kannada speakers as of 2007.

The Kannada language has 49 phonemic alphabets which are divided into three
groups namely swaragalu—from ‘a’ to ‘au’ (vowels—13 letters); vyanjanagalu—
from ‘ka’-‘lla’ (consonants—34 letters); and yogavaahak-agalu (neither vowel nor
consonant—two letters: anusvara ‘am’ and anusvara visarga ‘aha/ah’) [1]. The
character set is quite similar to other Indian languages. The script is a descendant of
the Brahmi script, and is convoluted like all the other Indian languages, due to the
occurrence of various combinations of \half-letters” (glyphs) (for example when we
split the word ‘Ram’, we get ‘ra’ + ‘m’, where the ‘m’ is called a glyph or half ‘ma’
which is not followed by a vowel), or symbols that attach to various alphabets and
add distinctive marks.

The Kannada script is phonetically faultless, barring the existence of the sound
of a\half “n” (which becomes a half m) when uttered. In comparison to a number of
other written symbols, even though Kannada has only 49 characters many more
unique and distinct characters that can be formed by combining the base character
set to form compound characters (ottakshara—for example when we split the word
‘Pusthaka’, we get ‘pa’ + ‘u’ + ‘s’ + ‘tha’ + ‘ka’, where the ‘sa’, as glyph, is
combined with ‘tha’ to form an ottakshara). Each written symbol in the Kannada
script is in correspondence with one syllable, while in English we have one pho-
neme. The Kannada script is syllabic. Some of the letters in the Kannada Language
have gone obsolete. One of the letters within Kannada language which is the
unclassified vyanjana having the pronunciation of ‘nh’ or ‘inn’ is now extinct. It
was mostly used in Kannada Literature that originated from the Tulunadu areas of
the South Kanara district. At present, none of the mainstream works employ this
consonant [1].

Transliteration is the process where we take in a source script from a particular
language and then transcribe each and every word to a target script of any other
language. These words can be content words or proper nouns, that may be of local
or foreign origin [2–4]. Machine transliteration is incredibly valuable and highly
demanded in the fields of automated translation as it has wide applications in
multiple-language information extraction, polyglot text and speech processing.
Hence, over the past few years, there has been extensive work in transliteration and
several models of various kinds have been developed. Currently, there are four
main kinds—the grapheme-based model, phoneme-based model, hybrid model, and
the correspondence-based model. These models are distinguished based on the
types of units to be transliterated, which can include graphemes, phonemes,
both graphemes and phonemes, and the correlation between graphemes and pho-
nemes [5].
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Similarly, vowels can be of two types, the Schwa(for example ‘a’,‘e’) and the
Non-Schwa(for example ‘aa’,‘ee’). Schwa is the short vowel that the last consonant
inherits it by default. The Non-Schwa are represented using Maatras (for example,
the word ‘haadu’ has ‘aa’ which forms a maatra while ‘mara’ is by default
accompanied by ‘a’), which are the modi ed shape of the vowel when combined
with consonants. Each vowel gives one maatra and these Maatras also each have an
UTF-8 value. An Akshara(for example, ‘ka’—(glyph)‘k’ + ‘a’) can be de ned as an
orthographic manner of representing speech sounds. Aksharas are syllabic, have
generalized form and always end in a vowel, with white space as boundary. Most
Indian languages uses the same punctuation marks (for e.g. a period, comma etc. as
used in English), but there are a few exceptions in languages such as Devanagiri.

In summary, it is a fact that all Indian languages have the same phonetic base,
thus for an Indian to learn a new Indian language, it wouldn’t be hard as he would
already be familiar with all the sounds. These languages differ due to various
possible phontactics, that is, the permissible combination of phonemes. A pivot for
every syllable is chosen amongst the available consonant symbols. Generally, the
consonants have an inherent vowel in addition to the base consonant, but vowel
symbols are independent vowels with no consonants. Maatra, which is a dependent
vowel, non-inherent in nature, are basically vowels with a distinctive mark. The
Viraam (for example, in ‘Ram’, where ‘m’ is half letter is not followed by a vowel)
is added when there’s a consonant without an inherent vowel [2].

In the work described in this paper, we attempt to build a full Kannada to
English transliterator. The rest of the paper is divided into 4 sections. In Sect. 2 we
present a discussion on the existing techniques used for transliteration. Section 3
outlines the details of the proposed transliteration approach and the corresponding
experimental results are presented in Sect. 4, followed by conclusion and possible
directions for future work in Sect. 5.

2 Related Work

Transliteration is the process of conversion of a string of text from one script to
another. Unlike transcription, which maps phonemes of one language into a writing
system, transliteration mainly deals with representing the characters precisely by
mapping graphemes from one system of writing into graphemes of another. The
accuracy of transliteration has a major impact on the performance of multilingual
and cross-lingual text processing applications like Information Retrieval (IR) and
Machine Translation (MT) [6, 7]. In this sense, Kannada transliteration is a form of
machine transliteration model that aims to uphold the phonetic characteristics of its
words as much as possible, by considering both the graphemes and phonemes [8].

Very less work exists in the area of Kannada language transliteration and
translation. Some relevant related work includes researchers who worked with other
regional Indian languages. Prahallad et al. [2] proposed a simple approach for
building transliteration editors by considering every syllable of Indian language as
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Consonant*Vowel. This paper proposes numerous schemes for transliteration like
ITRANS to input the scripts of Indian language. The advantages of their method
include lesser number of entries in the mapping table, automatic rendering of
characters and easy adaptation for new languages. However, the disadvantage is
that these scripts have low user readability.

Surana and Singh [4] mainly focused on the word origin applying different
techniques that make use of the properties of the script as a result of which no
training data is necessary on the target side, but more sophisticated algorithms and
techniques have to be used on source side. Fuzzy string matching is used in place of
using a training set. Their method deals with transliteration as a Cross Lingual
Information retrieval (CLIR) problem which is mainly designed for conventional
applications (CLIR, MT) also for applications like input-building mechanism.

Ganapathiraju et al. [3] described a Transliteration Scheme called Om for many
Indian languages based on the fact that all Indian languages are phonetic in nature.
They also developed a text editor, Microsoft WinWord that integrates the Om input
for many Indian languages. The representation used here is parseable by many
universal language processing tools like machine translation, information retrieval,
and text summarisation etc., and also exploits common alphabets of various Indian
languages. Their aim was to cater the large number of people who can speak but not
read the native language. The Om tool uses a transliteration mapping scheme.
Figure 1 shows the transliteration mapping for Kannada.

The proposed approach aims to develop a Kannada to English transliterator
framework that will eventually also include a translator intended for non-native
speakers and enthusiastic language learners. Our approach is based on a phonetic
mapping scheme for Kannada alphabets represented in the UTF-8 format. The focus
is on designing a user-friendly transliterator for Kannada, that can be used as an
e-learning tool.

Fig. 1 Transliteration mapping for Kannada [3]
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3 Proposed Transliteration Approach

Figure 2 depicts the overall system workflow of the proposed work. We have used
the Unicode approach to convert Kannada words into English script and also
English words written phonetically into Kannada script.

Considering, consonants as ‘C’ and vowels as ‘V’, the concept of C*V, where
each syllable can have V, CV, CCV or CCCV can be considered [2]. Thus, to
identify each syllable, the vowels are the anchor point, and every syllable has to end
with a vowel. To represent Kannada script for these syllables, suppose we consider
CV, the UTF-8 sequence of the syllable is obtained and we render its shape in

Fig. 2 Workflow of the
proposed system

iKAN—A Kannada Transliteration Tool … 297



Unicode. The shape of an Akshara is of the form C*V and depends upon the
composition of consonants, of which one is considered a pivotal symbol. In case of
CCV, a Viraam/Halant($) is added between the two consonants, thus eventually
rendering the shape for C$CV. Similarly, for CCCV, it is rendered for C$C$CV.
The main processes that are carried out are as follows:

Fig. 3 Transliteration algorithm for mapping
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1. Kannada text that has to be transliterated is identified.
2. Using the Unicode conversions, a UTF-8 form of the Kannada script is created.
3. The UTF-8 code is fed as an input to the system.
4. A phonetic mapping is done from the UTF-8 codes to the Transliterated output.
5. Finally, the transliterated output in English is produced.

In the beginning, the input Kannada words are identified and are split into
sub-parts, that is, into the respective matras and the halants. Then, the sub-part
elements are converted into the UTF-8 form. The newly represented UTF-8
equivalent is then mapped using the Kannada-English Transliteration dataset [9–
13]. The dataset has three parts consonants, aksharas, gunithas and the two ayo-
gayahas—‘am’, ‘aha’.

A mapping algorithm shown in Fig. 3 is used to handle cases for the same and
append default ‘a’ in case of no match, indicating no gunitha has been devised. The
mapping algorithm ignores space, commas & punctuation and retains them as
before. It also uses a map which consists of different forms of the Kannada alphabet
—Swaras, Gunitha and consonants. Given a file containing the UTF-8 form of the
Kannada script, the transliteration of the same will be made available. Finally, the
output is obtained in English transliterated form.

4 Empirical Results

The proposed Kannada Transliteration System takes the UTF-8 Character Encoding
of Unicode Format of the Kannada text as the input and produces the transliterated
English output. Figure 4 shows the Kannada Input Text which is to be transliterated
into English. It may consist of words, letters, sentences or paragraphs. Figure 5
shows the UTF-8 Input which is taken as input for transliteration. It is a
variable-length encoding which uses 8-bit code units. Figure 6 shows the output of
Transliteration, which is the nothing but the English form of the Kannada input.

Fig. 4 Kannada input text
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4.1 Case Study

To evaluate our Transliteration System on real language input, we tested by using
the Karnataka state anthem, “Jai Bharatha Jananiya Tanujathe” as input. Currently a
simple GUI has been provided which will later be developed further into a more
user-friendly interface. Figure 7 shows current GUI which allows the user to either
select the Kannada text input or enter Kannada text input, which is converted into
UTF-8 input and transliterated output in English for the same is displayed back to
the user. As can be seen in Figure 8, it is evident that the transliteration system is
quite accurate. The Kannada content considered here as the input contains a wide
variety of simple and complex words which are of the form C*V. The transliterated
output generated is a proof to the fact that the phonetic nature of the Kannada
language is preserved during the Transliteration Process.

The accuracy of the transliteration using the proposed approach was as high as
99%. One particular case where the system gave inaccurate results was when the
input text included the usage of ‘anusvara’ (represented as ‘0’ or ‘um’/‘un’ pho-
netically) and ‘visarga’ (represented as ‘:’ or ‘aha’ phonetically) in the Kannada
words. Since the English language does not contain these alphabets, expressing
them in English is not possible. The phoneme of ‘anusvara’ is dependent on its
contextual usage and may either be ‘am’ like in ‘pampa’ which has (0), or ‘an’ like
in ‘chandra’ which also has (0). Likewise, ‘visarga’ also has conflicting phonemes,
like ‘ah’ in ‘dhukha’ which has (:) and ‘aha’ in ‘namaha’ which also has (:).

Fig. 5 UTF-8 input

Fig. 6 Transliterated output
in English
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Fig. 7 GUI of the transliteration system

Fig. 8 The Karnataka state anthem transliterated
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Since the occurrences of these different phonemes for the same letters are context-
dependent, the system may sometimes fail to recognize the context and produce a
different output.

5 Conclusion and Future Work

In this paper, a transliteration scheme from Kannada to English has been described.
The advantage of the algorithm explained in this work, is that it has a very low
running time and an almost 99% accuracy. This scheme can be extended to other
Indian languages also thereby allowing transliteration from languages phonetically
similar to Kannada to English. Using this framework, we intend to develop a
user-friendly tool which is simple to use and also inexpensive. It would be of
utmost use to people who can understand Kannada, but cannot read the script, and it
can also be extended to a translator (Fig. 8).
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An Exploitation of Postulating Privacy
in Utilization of Cloud Services
with Crowdsourcing by Implementing
Item Response Theory

C.J. Kavithapriya and S. Ancy

Abstract The proposed method gives a clear description about not only the
crowdsourcing but also the implementation in cloud computing for effective usage
and implementation of privacy. Item Response Theory (IRT) methodology is used
in an implementation of Crowdsourcing in cloud services to resolve the sensitivity
of items in the cloud and the users are made aware towards privacy. This
methodology can be accomplished for both online or offline and also to be used in
broadcasting to solvers of an unauthorized group as public accessing of solutions.
In this proposed method, the essential services or the data are acquired by entreating
contributions from an enormous public especially from the online community
instead of traditional methods. Also, data analysis have been done for the cloud
services by using the concept of crowdsourcing with the implementation of IRT
(Item Response Theory) for the purpose of spreading the awareness of privacy
among the people who wants to access data from the public cloud. As a future
enhancement by using the IRT methodology, the data from the cloud can be ana-
lyzed accurately and provided with effective cryptosystem for providing privacy.

Keywords Cloud services � Crowdsourcing � IRT (Item response Theory)
Data analysis � Data privacy

1 Introduction

Users of Mobile configures the mobile cloud in order to vend resources of the cloud
and services such as data computing, collection of data and for the purpose of
Consumers Overhauling—People Consuming services is entitled as Crowd
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Sourcing via Mobile. The term Mobile Crowdsourcing is not the equivalent to
long-established cloud computing which is being influenced by association with
Internet. Rather, it belongs to a category among the service provided by the elec-
tronic commerce, pervasive cloud services that delivers the service through both
online and offline workstations. The foremost transformation amongst the two
classes of models are that all the Users of Mobile coupled to internet could be
potentially remain as a service contributor in the Internet- centered mobile
crowdsourcing, despite only the Clients of Mobile in the locality of mobile
crowdsourcing can afford services of in non-internet centered that is local- based
mobile crowdsourcing. To bring this scenario into world a specific architecture is
followed.

The key components of mobile crowdsourcing are

1. Service Consumers-People Consuming Services
2. Users of Mobile
3. Servers in Centralized Mode
4. Local Servers

Service Consumers-People Consuming Services Service Consumers-People
Consuming Services refer to users at both electronic and native that necessitates
the services of cloud across the system of mobile crowdsourcing by outsourcing
responsibilities to Mobile Clients.

Users of Mobile Users of Mobile with mobile devices can unconventionally forms
a mobile cloud. They can provide cloud services, for both online Service
Consumers-People Consuming Services as well as local Service Consumers-
People Consuming Services. They provide service WiFi/cellular networks and by
using techniques called NFC/ Bluetooth the local servers are communicated by
Consumers of local service and People who Consume Services [1]. To perform this
task the mobile user requires the mobile mobile cloud computing or should adopt
local computing and take part in outsourcing the task.

Servers in Centralized Mode For the people consuming the services from the
Internet-based servers, the perfect platform for mobile crowdsourcing is laid by
Servers in Centralized Mode. In order to perform outsourcing of task and evaluation
of service, the information of the cloud sourcing like records of services in his-
torical order and profile of the various users is stored by centralized mode severs.
Also, on accountability of the Servers in Centralized mode, the additional activities
such as publishing the task, allocation of task [9], collection of report and pro-
cessing the feedback.

Local Servers To the mobile clients in same location and for people consuming
services, the aggregated task result, task which has been outsourced, Services of
local crowdsourcing and the broadcasting of task are afforded by Local Servers.
Each Local Server is provided with dedicated gateways of local mobile. The col-
lection of user report and distribution of information regarding the task to the ne It
is used to disseminate the task information to adjacent users of mobile is done by
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gateways of local mobile. To support crowdsourcing of mobile, these gateways
perform querying and updating of necessary information from centralized mode
servers. Nevertheless, the mobile clients do not trust the local servers and hence it is
local servers are usually implemented for commercial purpose.

1.1 Applications of Mobile Crowdsourcing

Since five years, the mobile devices have transformed as sensors and “hub of
information” in our day-to-day Life. The mobile computing and crowdsourcing
together paves a way for extremely proficient and computing data effectively by
cutting down the cost. Mobile crowdcomputing and mobile crowdsensing are the
main mobile crowdsourcing applications [2].

1.1.1 Mobile Crowdcomputing

Outsourcing of data computation of mobile users is done by mobile crowdcom-
puting. The Mobile User’s participation in the tasks which are outsourced can
locally execute these tasks or unlade them to the servers of cloud depending on the
resources used for computation and its own data. Due to human intrusion, mobile
crowdcomputing can influence human-intelligence to have an impact with the tasks
which are additionally suitable for evaluation by human than the computations of
machine like entity resolution, image annotation, and sentiment analysis. The
local-based mobile crowdcomputing application is Honeybee [4], which performs
the outsourcing of tasks-detection of face and photography. The American
Mechanical Trunk Platform, is the platform in which the crowdsourcing the com-
puting tasks of Crowd DB [3] is performed by querying and answering. The mobile
devices are used to take specific photos and execute face detection algorithm along
with the user’s personal evaluation.

1.1.2 Mobile Crowdsensing

Substantial economical resources along with massive efforts on technical side are
required for collecting data, processing of data like sensing the environment and
monitoring the data. Mobile crowdsensing usually outsource collection, processing
data to the mobile users. These users of mobile are responsible for sensing data with
mobile devices that are furnished with sensors. Additionally, the users of mobile
process and execute the data by the methods such as mobile cloud computing or the
local computing. Cloud services for collection and processing of data can be made
economically efficient by provoking huge number of mobile users to participate in
mobile crowdsensing. Another application of local-based mobile crowdsensing that
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resourcefully detect current signals of traffic and collectively transfer the detected
signal information through ad hoc network is entitled “SignalGuru” [5]. These
exchanged information of traffic signals can be used by the Smartphones in order to
forecast and plan the traffic signals in future, guiding the drivers for making
decisions while driving the vehicle. Besides the above-described applications,
Medusa [6] is one in which the specific sensing data is collected by making the
tasks of sensing being outsourced which includes documentation of video, auditing
the video and monitoring the road. This information collected by Medusa is
communicated through Secure HTTP based Wireless Communication to all the
users of mobile who has been connected to the internet.

1.2 Key Challenges in Mobile

1.2.1 Egocentrism and Incentive

Forming a mobile cloud which is powerful is precarious as making the mobile users
to participate in the process of mobile crowdsourcing. For the purpose of moti-
vating the mobile users to make them involve in the crowdsourcing process
includes the enticements such as Contribution by Personal, Financial Incentives,
and Societal Gain. In order to afford the former mentioned incentives, the
new-fangled mechanisms had been proposed by Yang et al. [7] in which it com-
prises reward-sharing, auction-based mechanisms. Based on the working time of
each tasks performed by people consuming services are rewarded with fixed
rewards and these rewards are shared by each individual participants in
reward-sharing incentives. They also design a truthful auction-based incentive
mechanism, where users of mobile make offers for different outsourced tasks and
Service Consumers-People Consuming Services choose appropriate participants to
maximize their own utilities. Both the reward-sharing and auction-based incentive
mechanisms can economically stimulate the formation of a mobile cloud and also
can achieve mutual benefits.

1.2.2 Task Allocation

The explicit set of tasks is allotted to the users of mobile those who can perform the
processing of crowdsourcing with the outcome of proficient and precise results.
A conscription algorithm in mobile crowdsourcing application by taking the agility
alleyways of the mobile users has been proposed by Reddy et al. [8]. Also the
algorithm proposed by Reddy et al. takes the privileges of temporal and geographic
availabilities of the users of mobile which influences the delay in task in a elevated
way which in turn to be deliberated for the purpose of selection of participation of
the mobile users. For an illustration, if the task which has been outsourced, “Find an
unoccupied basketball court at the University of Waterloo,” the clients/users of
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mobile that are in concern about “Sport” and people those who pursue study at this
University are given the highest priority for being allocated to the tasks which has
to be outsourced. The basic and decisive criteria for partaking in outsourcing of task
in mobile crowdsourcing entail the social influences to be examined and hence
finalize the degree for each matching pair of the task. This is in order to maximize
the prospective efficacy of the services provided for both the mobile users and also
the services consumed by the people.

1.2.3 Security Threats

For the services provided by the cloud and for the people consuming the services
provided, Security is contemplated as an important issue. However, the concept of
mobile crowdsourcing has an origin from postulation that the mobile users must
provide the precise results. Even though, mobile crowdsourcing excel as emerging
practice in the technology field, it also involves the insistent drawback such as
intrusion by the malicious users of mobile to distress the process of outsourcing of
tasks. The following transgressions are performed by the malicious users such as i)
fabricating the computation, ii) intuiting the results, iii) interrupt the tasks that are
currently in process, iv) launching attacks in either direct or indirect mode which in
turn leads to undesirable effect in the tasks that are outsourced. For providing
solutions for the previously mentioned drawbacks, Zhang et al. [10] proposed an
approach of estimating robust trajectory for mitigating the undesirable influences of
aberrant trajectories of users and also for categorizing the normal and unusual users.
Besides the above-mentioned solutions provided, there existed another solution for
solving the problems of crowdsourcing, in which the computation of reputation
score performed by the devices and also the credibility of the subsidized data
evaluated. In the process of trust evaluation [12], not only the advantages exist but
also the disadvantages such as disclosure of privacy by conjoining the multiple task
reports correlated with trust values also exists. For developing a consistent
crowdsourcing system, the attacks categorized as malicious has to be prevented and
high-level security as A major challenge is to design sophisticated security mea-
sures to be designed.

1.2.4 PRIVACY LEAKAGE

The concept of privacy leakage deals with the revealing of the personal details
about the services consumed by the people. Information of the mobile users such as
the residing place of the user, individual activities and social affiliations are
divulged through the spatio- temporal information which is tagged to the tasks that
are being outsourced. To avoid the disclosure of the vital information about the
mobile users and their outsourced tasks, a solution to be provided by using certain
privacy deterrence solutions. As an illustration for the privacy leakage, in a small
space of an environment in which when the users participate in outsourcing of
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tasks, their details about the location can be disclosed. In order to defense against
the privacy issues in crowdsourcing, cryptography algorithms can be used and can
prevent the snooping of data by the intruders during transmission and manipulation
of data. For classifying the tasks and to ensure with the accuracy in classification
without revealing the privacy, a collaborative learning method had been proposed
by Liu et al. [13]. The method proposed by Liu et al. classifies the tasks as activity
or the context recognition and also make use of the techniques such as regression,
feature perturbation to ensure the accuracy in the classification of the tasks. Besides
the above-explained methods, there also exist other methods such as anonymity for
providing the effective solution for privacy leakage issues. Since the local servers
are installed usually for only commercial uses and not considered as the trustworthy
server mode, hence it is recommended to contribute additional attentiveness to the
mobile crowdsourcing which is deployed in the local-based server mode.

1.3 Solutions for Mobile Crowdsourcing Applications

In this section, some details about the social-aware task allocation scheme [9] is to
be focused to deal with the challenges such as the incentives and task allocation as
mentioned in the above sections with detailed description. Also, to tone down the
privacy and security breaches for the local-based mobile crowdsensing related
applications, a reputation system has to be envisioned.

1.3.1 Social-Aware Task Allocation for Internet-Based Mobile
Crowdcomputing

For the computation of the outsourced tasks, the users of the mobile have the
capability to afford the services from cloud in the mode of the Internet- based
crowdcomputing. In order to achieve the computing services as targeted and
planned, the important criteria to be chosen are the task allocation and the incen-
tives as discussed in the above sections. Generally the crowdcomputing hinge on
the technology of human-intelligence and the social attributes—specialties, social
activities of the mobile users. For a conventional application based on internet of
the mobile a scheme called social-aware task allocation (SATA) [14] has been
discussed in this section with the set of procedures.

(i) A set of tasks has been published by a consumer to perform outsource with
the requirements of delay, task budget and specialties.

(ii) The task execution information- processing cost, delay, then being executed
by the mobile users whoever is interested and of capable of outsourcing the
task given by the customers and then request for the participation.

(iii) Based on the information of the application, the tasks have been allocated to
the applicants of subset.
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(iv) Execution of tasks that are outsourced with their individual data and with
resources of computation are executed by the participants those who have
been selected.

(v) Reports are submitted to the Services Consuming People after the task
execution are completed.

(vi) Evaluation of task report done and feedback id provided to the Services
Consuming People.

(vii) Auction-based mechanism for providing incentives has been adopted by the
SATA scheme to inspire the mobile users to achieve benefits and perform the
outsourcing task in efficient way.

2 Challenges and Elucidations of Crowdsourcing

The basic methodology used in crowdsourcing is as an initial step, the crowd has to
submit the solutions which is later owned by broadcaster and at times remunerated
with prizes. On using the crowdsourcing services, a huge amount of solutions and
information for an amount of smaller cost from different variety of people all over
the world.

2.1 Issues of Crowdsourcing

(a) The product of services being outsourced.
(b) The level of collaboration.
(c) Managerial Control Systems.

2.1.1 Service or the Product Being Outsource

Crowdsourcing not only covers the low end complexity such as simple form of data
coding, data de-duplication, also the vital role played as the ratings or the evaluation
for the users in the community on many sites. Nowadays, the cloud sourcing also
covers more complicated human work of intelligence which also .includes the
business, areas of research and development. Hence the crowdsourcing is called as
“diversifying” mechanisms and provides ways to form new markets, then to
override the market status of the traditional business by handling the communities
in online.
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2.1.2 Collaborations in Crowdsourcing

Related to the introduction of the data present in the community in order to depict
the solutions or answers.

2.1.3 Managerial Level of Control Systems

In managerial level, crowdsourcing does not consider about development of skill on
the potential workers. But also its approach is to uncover and leverage the skills and
the potential strength of the workers.

3 Implementation of IRT in Data Analysis

The concept of Item response theory [15] was first proposed for the purpose of
accessing the data and increasing the ability to access the data in secured manner.
Initially it was implemented in the psychometric field and used most widely in the
field of education in order to calibrate, evaluate the set of items for providing scores
based on its abilities.

3.1 Key Concepts of IRT

3.1.1 Item Response Function

For the description of item response theory, the key concept of IRT, which is called
as Item Response Function (1) or Item Characteristic Curve which plots the
responses of participants to the test items with dichotomously score? Each test
respondent influences a certain level of the ability measured by the test. The score
on test is computed based on the ability of respondents for initial accessing. The
probability P hð Þ of that the respondents endorse the item is estimated using the trait
level given as h . The curve plots are plotted with the x-axis consisting of the trait
levels and the y-axis with the probability of the respondent. As shown in the Fig. 1
it represents the logistic response model with the parameters a and b, where a
defines the of discriminating power of an item and b is the parameter for the
location of item.
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3.1.2 Computation of Characteristic Curves

The probability parameter for identification of the characteristic difference of the
item is computed as

P hð Þ ¼ 1=ð1þ e�1Þ ð1Þ

Where the description for the above variables are given below.

l − negative of the exponent a ðh� bÞ
h – level of ability
e − constant 2.718

This item response function accepts that the probability of the responses that are
accurate is depend on the function of b and h which in turn evaluates the items that
are discriminatively equal for testing the fundamental trait levels.

Fig. 1 Representation of client server framework of implementation of privacy in IRT
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4 Implementation of Privacy Framework

The interactions between the entities end users and cloud service providers develop
the framework for implementing the privacy in IRT. The roles of end user consist of
data observer [11] or the data sharer in which the cloud provider can be only the
data observer. The user sends the data to the single cloud service provider which
acts like the repository for maintaining this user’s data. As depicted in the Fig. 2,
the modules of the framework are explained below.

4.1 Context Vocabulary

The context vocabulary in the framework describes the item’s content feature.
Considered as metadata and for sharing operation, it is taken as an environment for
achieving this operation. This context vocabulary has the details about the frame-
work for the privacy implementation and to prevent the leakage of the information
about the mobile users through the intruders.

4.2 Sharing the Policy

The policy in the range of [0, 1] with different types of policies for each different
items that are shared by the people in the large community. The value 0 in policy
range implies that it is full transparency while 1 represents the full obscurity.

Fig. 2 Representation of
Characteristic curve in IRT
with the x-axis values
interpreting values of the
probability of the precise
response from different
participants
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4.3 Crowdsourcing

Foe each of the process involved in the sharing operation the type of the policy
applied and the context of an item are grouped together in cloud through the
mechanism for preserving privacy.

4.4 Evaluation of Risk

Based on the analysis and processing of the information which is crowdsourced will
eventually lead the people to know about the privacy implementation using the IRT.

4.5 Policy Recommendation

the final module in the framework recommends the different types of policies which
guides the end users to share and access the information via privacy.

5 Determination of Risk Evaluation in Crowdsourcing

In the Fig. 2, the process involved in the determination of risk evaluation in
crowdsourcing is depicted. Initially, the client query the server regarding the sen-
sitivity of the operation involved in sharing of the data. The server in turn provides
the different types of contexts and policies for each sharing operation [14].

5.1 Querying for Privacy Aware

The context sent by the server is a part of the Query Set which are termed as
homonyms. Considering the contexts Cx and Cy in the subsets which if suppose
requires the context before sending to the user to be at least two anonymity subsets.
Later, the contexts CI(Cx) and CI(Cy) both will be sent to the end user and also all
the other ku-2 number of contexts are appeared in the other subsets where no more
possible items are being the real target context (Fig. 3; [16]).
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Fig. 3 This figure explains
the query set formation which
gives the detailed description
about the target context,
details about the pending list,
random values of the tasks
that are outsourced and the set
of query

6 Computation of Sensitivity and Risk Evaluation

The two features of IRT compared to the classical test theory are the (a) calculation
of group invariance for item’s parameters, (b) calculation of invariance for trait
levels. On focusing on the one-dimensional IRT models, the three assumptions are
made as (a) single trait determining the person’s response, (b) local dependence, i.e.
no association between the different items, (c) reproducing the observed responses
by the estimated item and parameters of person. In the crowdsourcing, by receiving
the crowdsourcing information (CI) from the client, the cluster S is matched with
the server and computes the sensitivity which requires the value of S(sensitivity) to
be minimum of 15 contexts along with the associated policies and contexts. The
sensitivities are evaluated by using the technique of Marginal Maximum Likelihood
Estimation which is considered as the maximization expectation algorithm to
estimate parameters of different types of models. This algorithm relies on having the
adequate responses by the different people for different types of items. Also, for
better understanding of the sensitivities of the different types of the items, the hit
rate ratio (2) is also determined as number of queried items with available sensi-
tivity to the total number of queried items as depicted in Fig. 4.

H HitRateð Þ ¼ No: of Queried ItemswithAvaialable Sensitivity
Total No: of Queried Items

ð2Þ

The target context for the evaluation of sensitivity should be appeared in the
k types of different subsets of anonymity subsets. All the subsets with the different
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values in the target subset to be available in the query set which is depicted in the
Fig. 3, the representation of the query data set format.

7 Conclusions

The proposed method deals with the privacy related risk evaluation in the field of
the social work. The sensitivity computation done with the techniques of using the
maximization algorithm with the estimation of hit rate. Also, it concentrates on the
Item Response Function (1) for the evaluation of the responses from the different
people in network with dichotomously score. The proposed method deals with the
basic concepts about the crowdsourcing concepts which includes the challenges in
the mobile crowdsourcing, the solutions provided by different philosophers. Also
describes about the security threats which is involved in the crowdcomputing and
how to protect the information of the mobile users provided during the execution
and processing of the outsourcing of the tasks which are allocated to the capable
users by the service consuming people. For avoiding the security breaches, the
innovative scheme entitled as SATA has been given as the reference in this method
and also provides the framework for the implementation of the privacy with the
certain criteria such as context vocabulary, sharing the policy, crowdsourcing,
evaluation of risk and policy recommendation. Another approach for determining
the response of the items which is given by the Item Response Theory for the risk
evaluation and for plotting the graph between effect of changing social network
with sensitivity and evaluation of hit rate with respect to the time in days. As a
future enhancement, the sensitivity evaluation using the hit rate with respect to the
time can be done for various other features in of the Item Responses from the
participants in the community.

Fig. 4 Figure represents the
graph plot of the effect of
changing social network with
sensitivity and evaluation of
hit rate with respect to the
time in days
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Music Information Retrieval: A Window
into the Needs and Challenges

Dave Jayati, Pandya Dhara, Fruitwala Pranav and Tarjni Vyas

Abstract The field of Music Information Retrieval is still very immature although
it has been addressed by a substantial number of research projects over past three
decades. Many problems are faced in music information retrieval due to the nature
of music itself. In this paper, the basic representation of audio and video are
discussed along with the challenges of music retrieval. The need for music infor-
mation is discussed using the statistical survey. The paper challenges the common
assumption that searching on the pitch alone is satisfactory and discusses the other
features which can aid in searching. This assumption may indeed be right for
monophonic music but it is insufficient for polyphonic music. Even in monophonic
music the possibility of faulty results can’t be ignored.

Keywords Information retrieval � MIR � Music search strategies
Monophonic features

1 Introduction

The single related judgments known by us is very limited which shows that eval-
uation of music information retrieval systems according to standard Cranfield
model in text information retrieval world is not possible and an alternative to
Cranfield approach for music has not even been proposed yet. Same as text, some
kind of indexing is required for music also but the techniques required are very
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different. It will not be too much if we say that music IR is decades behind the text
IR because that is the reality.

Nearly all music-based research which is known to us is concerned with
mainstream Western music. It is the music which is not tonal and derived from a
particular tradition but which is primarily based on pitch. In this paper, that bias is
maintained. Thus, music for ensembles of percussion instruments (not pitch),
electronic music and microtonal music have been excluded. Music IR involves the
very substantial amount of music and of information science. Thus, it is
cross-disciplinary. A significant amount of music perception and cognition is also
involved in Music IR. Although MIR is a rather young field, and the problems of
MIR are challenging [1], there are already commercial applications of MIR systems
[2].

2 The Reasons for “Music IR Is Hard”

In a few words, music recognition is the mathematical analysis of an audio signal
(usually in WAV format) and its conversion into musical notation (usually in MIDI
format) [3]. Segmentation and Units of Meaning: There are many ways to formulate
the queries and it is possible that the users are not aware of each and every way to
formulate the queries. So to conflate different but synonym words are very
important in the context of the user’s information need. If the system does not do
this the recall will suffer. Thus, conflating units of meaning normally words is a
basic requirement of text IR. The conflation should be done judiciously so that the
precision does not suffer. Current efforts at studying MIR system usability issues
focus on user behavior exhibited in specific MIR systems [4].

3 Needs for Music Information

The emergence of audio and video data types in databases will require new in-
formation retrieval methods adapted to the specific characteristics and needs of
these data types [5]. To the users, the importance of descriptive metadata and the
extra-musical information is huge which can be considered as the first finding.
Extra-musical information and descriptive metadata have very important com-
mercial aspects for users which can be considered as the second finding.

In given Fig. 1, three categories are shown which are “Artist information”
(74.6%), “Lyrics” (81.0%) and “Title of work” (90%) which is either extra-musical
information or metadata. By studying the various data such as the t 60.7% positive
responses to “Price of item”, positive response rate of 67.2% to “Learn about item
before purchase” and the 47.1% positive expression for “Review/rating” informa-
tion, The “Artist information” numbers with the “Background information”
(39.1%), the importance of the commercial aspect can be understood.
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It also suggests that the information is deliberately explored by the users for
enhancing the experience of the music.

Music Information is sought by users as an ordinary experience which can be
considered as the third finding. Music Information is sought by users for assisting
the building of a collection of music which is the 4th finding and 5th Finding is
Music Information is sought by users to verify or identify the artists, lyrics or work.

A huge percentage (73.9%) of the people who search for the music information
to gain enough information for verifying or identifying lyrics, work, artists etc. for
which obtaining actual material and item is not so appropriate strategy as to obtain
“name the tune” which is shown in data. More musical information plays an
important role in the music practical knowledge of users by enriching it which is
suggested by the data (Fig. 2).

Fig. 1 The responses for the possibilities of the users are for seeking the following music
information? [6]

Fig. 2 The responses for the reasons of seeking music information [6]
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4 Audio and Music Representations

Music notation is a rich source of representational problems [7]. Three represen-
tations of audio and music are: what are the extremes of maximum and minimum
structures at which the music notation lies and in the middle, the less-well-known
time-stamped events from. The basic representation of music is as shown in Figs. 3
and 4. On each representation, numerous variations exist.

On stereo vs. mono, type of material and for audio like MP3 in which audio is
compressed so that perceptually unimportant features are removed, a huge variation
is possible. Enhancing the structure is tougher than reducing the structure with

Fig. 3 Representations of music (schematic) [8]

Fig. 4 Basic representations of music [8]
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reasonable quality. Comparing music and text is often very helpful as varying
amount of explicit structure is there in the text as shown in Fig. 5.

5 The Four Parameters for Notes and Music Retrieval

“Recent studies in musical perception suggest that durational values may outweigh
pitch values in facilitating melodic recognition.” This statement has been stated by
Selfridge-Field, on the other hand, some researchers states that pitch c is the most
important feature. The pitch of a melody is not the only important feature which is
evident.

What should be the weight of each four parameters information relatively in a
given style of music is one obvious question. In mainstream music, the figures
might be timbre and dynamics 15%, pitch 60%, rhythm 25%. In both the dimen-
sions vertical and horizontal, pitch occurs. Patterns resulting from the meter are also
involved in the rhythm so rhythm is not just a string of duration.

5.1 Pitch Matching and Realistic Databases

Some of the other information needed for large database and complex music other
than melodic pitch is as explained here.

5.2 Salience

In music, salience depends on parameters like loudness and the texture thickness.
A fraction of melodies is indistinguishable in a large group like an orchestra in total
effect which can lead to something that seems very correct “matches” for the given
queries.

Fig. 5 Music vs. text [8]
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5.3 Confounds

Matching of contours or matching or actual profiles of successive pitch intervals is
done by music IR systems which are based on melodic pitch (Fig. 6).

5.4 Cross-Voice Matching

To assume that in polyphonic music search for matching one voice at a given point
of time is tempting to assume but in many cases, it will not work. Matching over
voices will still be necessary despite the complete availability of voice information.
It is possible to find multiple matches in cross-voice matching having different
rhythms if the only pitch is considered and it will be terrible for precision as well.

5.5 Polyphonic Queries

Queries [9] will generally be polyphonic in searches through examples which
almost all users does. For musically trained users, a more specialized case is
applied. The users desire to find instances of chords. These type of queries are
polyphonic inherent in nature which requires more other parameters than pitch.

So, melodic pitch alone only is not sufficient enough for complex music having a
large database. Even melodic and Harmonic pitch together fails sometimes when
searching in a large database. So, when the duration patterns and pitch both are
matched, the results can be improved.Moreover, the thickness of texture and loudness
both affect the salience and they should be used for adjusting the search results.

6 Monophonic Feature Selection

Monophonic sources [10] also known as melodies are used for most of the work in
music information retrieval systems. In these systems, new notes begin only after
the previous note gets finished sounding.

Fig. 6 T = trill,
RN = repeated notes,
RE = rest, G = grace
notes [8]
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6.1 Absolute Measures Vs. Relative

Reduction of the notes into single dimension is the fundamental approach of the
monophonic feature. Usually, pitch and duration are used in music retrieval sys-
tems. The dissimilarity between duration and pitch is that the invariance of the pitch
is obtained through interval rather than through proportion. There are three standard
expressions related to relative pitch: (1) Accurate interval between two adjacent
pitches. (2) The rough shape which shows the sign and groups the value into some
equivalence classes. (3) Simple contour which keeps the signs and discards the
magnitudes.

6.2 Unigram Vs. N-Grams

For n-gram extraction, the approach of sliding window is used. The sequence of the
node which has window size is n will be converted to a sequence of relative
unigrams. Detecting the patterns which are repeating is another approach to extract
n-gram. Here we assume that the frequency has a bigger role in the similarity of
music for the second approach. Weights are expressed in terms of the relationship
between the ratios of duration, pitch intervals. According to the weights, compu-
tation of evaluation takes place and automatic decisions are taken about where to
put the boundary markers. Local maxima are used in it. N-gram window will be the
nodes in a sequence which resides between the markers.

6.3 Shallow Structure

In the text information retrieval system, we have identified words as adjectives,
verbs, nouns. Unlike texts, music does not have speech parts. In shallow structural
feature, extractor is a technique which examines the pitches and probabilistic best fit
into a key which is known, is done by the technique. Similar shallow structural
techniques can be defined for duration and pitch both for complex music patterns.

7 Polyphonic Feature Selection

7.1 Monophonic Reduction

A monophonic data [11] can be deduced from a polyphonic data through selecting
one note at every time stamp. The most commonly used monophonic sequence
which is used to extract is the melody or theme.
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7.1.1 Short Sequences

By constructing the small monophonic sequences from the polyphonic sources the
monophonic reduction takes place. It is not useful when the collection or the
database of the music increases. Searching for some known monophonic strings
from the polyphonic database can be done by many retrieval algorithms. The
selection of monophonic patterns can be done by using some clues such as repe-
tition by some feature extraction algorithms.

7.1.2 Long Sequences

The short monophonic sequence uses the repetition and evolution for feature
extraction but it may not be trustworthy. One approach is extracting the highest
pitch note. In another approach, the lowest pitch is extracted and entropy measures,
average pitch, music information are used by some other approaches. In some
techniques, the polyphonic data is split into many numbers of sequences which are
searched independently and the result is combined but this technique is not useful
for overlapping notes.

7.2 Homophonic Reduction

In this technique, at a given time step, every note is selected instead of selecting at
most one note at a time. Thus, reduction of the polyphonic source into homophonic
source can be done by assuming the independence between the overlapping notes.

7.3 Monorhythmic and Homorhythmic Reduction

In a monophonic sequence of notes, there is an inherent symmetry. A note can be
spat into its pitch and duration. Extraction of a sequence of pitch intervals is easier
but polyphonic music, it is different. Naturally, the duration of that note and pitch of
an individual note do not have equal weight. Whenever we are trying to extract the
monophonic melody from a polyphonic source, a note with the highest pitch should
be used. Whenever we are getting the homophonic source from a polyphonic
source, the pitch will be comprised to the homophonic slice. There should be a
problem at the reduction of monophonic and homophonic music and the reason
behind this problem is that notes or sets of notes are extracted at various time steps.
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8 Conclusion

In this paper, we have discussed the need and the problems with music information
retrieval. It has been discussed that why music information retrieval is harder than
text information retrieval. The four parameters for music notes which can aid in
searching apart from pitch are discussed for the accuracy and high precision for
music information retrieval. Different features of monophonic music and poly-
phonic music are explained which vary in nature along with different approaches
and techniques used for retrieving polyphonic and monophonic music queries.
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Cuckoo Search-Based View Selection

T.V. Vijay Kumar, Amit Kumar and Biri Arun

Abstract A data warehouse is a central store of all entities, concepts, metadata and
historical information created for doing data validation, complex mining, analysis
and prediction in many organizations. A data warehouse is designed primarily as a
tool for answering analytical queries, which are intricate and exploratory and have
higher response times when answered using a data warehouse. Many real enterprise
information integration systems compute and maintain materialized views or cache
results. Unlike virtual views, materialized views store data. Since all views cannot
be materialized due to storage space constraints, an appropriate subset of views
needs to be selected for materialization. The selection of such a subset is an
NP-complete problem. Swarm intelligence algorithms have been extensively used
to resolve such problems. In this paper, the cuckoo search (CS) algorithm has been
adapted and discretized to solve the view selection problem. Based on this, a CS-
based view selection algorithm (CSVSA) has been proposed. Also, experiments
were performed to ascertain appropriate parameter values for which CSVSA is able
to select reasonably good quality Top-K.

Keywords Data warehouse � Decision-making � Analytical queries
Materialized view selection � Swarm intelligence � Cuckoo search algorithm
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1 Introduction

In the present digital age, information has become the key asset for conducting
business operations, especially as an aid in business decision-making [23, 27]. With
the availability of huge volumes of digital enterprise data, decision-making has
become an intricate and increasingly difficult task. Decision support systems (DSS)
were designed to help managers in making better and faster decisions. The purpose
of DSS was to analyse accumulated business data in order to obtain information
concerning the current and future business trends, and to find the correlations
existing between the various business elements, etc. [27]. The effective value of the
accumulated business data is most crucial for the synthesis of any reliable infor-
mation. Different business processes/elements collect and use business data in a
loosely coupled or independent manner; because of which data becomes incon-
sistent. Inconsistent data is very difficult to analyse and the information obtained
using it could be misleading [15]. With a view to provide historical,
subject-specific, time-variant, non-volatile, integrated and credible enterprise data
for analytical purposes, the data warehouse was developed. Data from many dis-
parate operational databases of organizations are extracted, transformed and loaded
into the organization’s data warehouse; which is the central repository of enterprise
data [15, 17]. A data warehouse is accessed by DSS to extract information using
online analytical processing (OLAP) tools [20]. On account of the rapidly growing
volumes of data warehouses and the complexity of OLAP queries, the query
response times are substantially large; with the processing even taking hours, days
and months to provide the needed information [5, 11]. Such information becomes
stale and a major impediment in effective decision-making. In order to decrease the
OLAP query response time, materialized views have been popularly used [13] and
the same is the focus of this paper. To facilitate data analysis, a data warehouse
stores data using star schema. Star schema consists of a central fact table with many
dimension tables; they are linked through a primary–foreign key relationship. A fact
table consists of measures of business events like sales, profit, etc. Dimension tables
describe measures of the fact table like the date of sale, the region of sale, etc.
A view is formed by joining a set of dimension tables as specified by an OLAP
query. Join operations on massive dimension tables are computationally very
expensive and result in large query response times [4, 7]. Views, being virtual, need
to be recomputed based on the queries posed; such an approach in the DSS envi-
ronment is not efficient [4, 7]. Gains in terms of computations can be achieved if the
views, based on the data accessed by queries that are frequently posed, can be
stored in the data warehouse; such an approach would eliminate the computational
cost related to recomputing a previously computed view. These precomputed views,
referred to as materialized views, are smaller in size compared to the base tables and
thus capable of answering queries in a shorter response time [13]. For a fact table
with n dimension tables, there are 2n possible views; therefore, due to the limited
disk space and high maintenance cost, it would be impractical to think of materi-
alizing all possible views. A better approach would be to selectively determine a set
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of views whose materialization satisfies the disk space constraint, the maintenance
cost constraint and the response time constraint [6, 21]. However,
identifying/selecting such sets of views, referred to as view selection, is an NP-
complete problem [13].

View selection refers to selecting appropriate set of views from the database
schema that conform to the resource constraints [1, 6]. Views can be selected
empirically [30, 31, 33] or based on heuristics like greedy [13, 28, 32, 34–38],
randomized [39, 41, 42], evolutionary [40, 42, 43, 49], etc. Several techniques exist
in literature that addresses the view selection problem. [13] considered the selection
of views in a lattice framework and proposed a greedy algorithm using a benefit
measure to select sets of views for materialization. It has an exponential run time
complexity with regard to the number of dimension tables and fails to scale up for
higher dimensions. [10] proposed an AND-OR view graph framework to represent
views and their relationships; also a polynomial time algorithm was proposed to
select views from it. In order to achieve computational gain, [47] proposed a MVPP
framework to identify and materialize overlap information for a query work load. To
overcome the runtime problem of HRUA, [25] proposed the PBS algorithm. [14]
proposed the Genetic Local Search method (GLS) to select views while under space
constraint. [50] used GA in conjunction with the MVPP framework to select mate-
rialized views. [1] automated the view and the index selection. [24] proposed the
SimpleLocal, the SimpleGlobal and the ComplexGlobal algorithms, to address the
view selection problem for multi-cube schemas. [19] applied GA, using the OR-view
graph, to the maintenance cost view selection problem. [49] addressed this problem
using the Evolutionary Algorithm (EA). [21] proposed PGA, which first nominates
potential views and then selects beneficial views from amongst them. [18] proposed
the Niched Pareto GA (NPGA) and the multi-objective GA (MOGA) to select views
using the lattice framework. [9] proposed simulated annealing to select views using
the MVPP framework. [26] proposed Particle Swarm Optimization (PSO) to select
views using the AND-OR view graph. [45, 46] proposed the greedy view selection
algorithms that were capable of selecting views for higher dimensional data sets.
Algorithms to select frequently used views along with their sizes were proposed by
[12, 34–38]. Iterative improvement, simulated annealing, two-phase optimization,
genetic algorithm, memetic algorithm and differential evolution with lattice frame-
work were used to select views in [39–44]. The mating and foraging behaviour of
honeybees have also inspired view selection algorithms [2, 3, 29].This paper focuses
on the use of cuckoo search (CS), which is a swarm intelligence technique [16], to
answer the view selection problem. Accordingly, a CS based view selection algo-
rithm (CSVSA) has been proposed. Further, experiments have been performed to
ascertain the appropriate parameter values resulting in the selection of reasonably
good quality Top-K views using CSVSA.

The paper is organized as follows: The Cuckoo Search Algorithm (CSA) is
discussed in Sect. 2. Section 3 discusses the cuckoo search based view selection
algorithm (CSVSA). Experimental results are discussed in Sect. 4. Section 5 is the
conclusion.
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2 CSA

To common people cuckoos are birds that are popular for their melodious voice.
Scientists have studied them and have observed that cuckoos have a very unique
breeding behaviour. It has been observed that some species of cuckoos lay their eggs in
other (host) birds’ nests. Different species of cuckoos have different strategies to lay
their eggs in such host bird’s nest. Cuckoos have quick egg laying ability. Some species
of cuckoos wait for the host birds to lay their eggs in nests and thereafter, upon finding
some opportune instance, when the host birds are away from their nests, the cuckoos
surreptitiously and quickly lay their eggs in the host birds’ nest amidst host bird’s eggs
[8, 22]. Some species of cuckoo forcefully intrude and chase away the incubating host
bird to quickly lay their eggs [8, 22]. In other species of cuckoo, the male cuckoo lures
away the host bird so that the female cuckoo can lay her eggs in the host bird’s nest [8,
22, 48]. The shape and colour of the eggs of the cuckoos resemble the host bird’s eggs
so much that even the host bird fails to distinguish her eggs from the cuckoo’s eggs [8,
22, 48]. At times when the host bird finds the cuckoo’s egg, it removes them from its
nest; many other host birds leave their nests to make new nests for themselves at other
locations. The host birds incubate their eggs along with cuckoo’s eggs. Since the
cuckoo’s eggs hatch faster than the host bird’s eggs, their chicks instinctively remove
the eggs of the host bird [8, 22, 48]; such a strategy increases the survivability of
cuckoo chicks [8, 22, 48]. Many studies have shown that cuckoo chicks can mimic the
colour and call of the host bird’s chicks. As a consequence the host bird feeds cuckoo
chicks along with her own chicks. Cuckoo chicks grow quicker than the host bird’s
chicks and eventually fly away to join other cuckoos [8, 22, 48].

The cuckoo search algorithm (CSA) [48] is based on the breeding behaviour of
cuckoos. In order to algorithmically adapt the breeding behaviour of cuckoos, the
following assumptions have been made. A cuckoo can lay only one egg at a time
and can dump it in any randomly chosen host bird’s nest. Nests with good quality
eggs will be carried forward for future generations. The number of host birds’ nests
is constant. Pa ε[0,1] is the probability of a cuckoo egg being found by the host bird
[48]. When the host birds find the cuckoo’s eggs, they may either eject them or
leave them in order to build a new nest. An egg in a host nest represents a candidate

Begin
Step  1: Generate initial population of n host nests xi (i = 1, 2, ..., n)
Step  2: Initialize iteration I = 1;
Step  3: Generate a cuckoo egg randomly by Lévy flights 
Step  4: Evaluate the fitness of the cuckoo egg
Step  5: Compare the above generated cuckoo egg with a  randomly 

generated cuckoo egg from the population. 
               If the former is better, then replace the latter with the former in 
               the population
Step  6: Abandon a fraction (pα) of worse nests and generate new nests
Step  7: Identify and keep the best nests.
Step  8: Increment I by 1
Step  9: If I is less than pre-defined number of iterations, Go To Step 3 
Step 10: Return the best nest 
End

Fig. 1 CSA [48]
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solution of the problem under consideration. A cuckoo egg represents a new can-
didate solution. CSA is given in Fig. 1.

CSA begins by first generating a random population of n host nests. For nest xi
(t)

selected from the population, produce a new cuckoo egg, xi
(t+1) by applying Lévy

flight to xi
(t) as shown below:

xðtþ 1Þ
i ¼ xðtÞi þ a � LevyðkÞ

where k is the step size and is greater than zero; in many cases k = 1. The product
� is entry wise multiplication. Lévy flight is a kind of random walk whose step or
flight lengths are taken from a levy distribution which has characteristics of power
law.

L�evy� u ¼ t�k; ð1 \ k � 3Þ

The new cuckoo egg is compared with a randomly chosen nest from the pop-
ulation of nests. If the new cuckoo egg is fitter than the randomly chosen nest, then
the latter gets replaced with the former and whereupon, Pa fraction of worse nests
from the population are abandoned and an equal number of new nests are randomly
built in their place. On the other hand, the good nests of the population are retained.
Then ranking of the nests is done to identify and memorize the current best nest.
The above steps are performed for a predefined number of iterations whereafter the
best nest is produced as the output.

The above-mentioned CSA is adapted suitably and discretized to solve the view
selection problem discussed in Sect. 1. The population of the nests considered in
CSA would correspond to the population of the Top-K views, i.e. each cuckoo egg
would represent the Top-K views in proposed algorithm CSVSA. The fitness of each
cuckoo egg was determined based on its proximity with the host bird eggs. Here,
the fitness of each set of Top-K views would be determined based on its TVEC.
Lesser the TVEC, fitter would be these Top-K views. Further, the Lévy flight is
accordingly discretized. CSVSA is discussed next.

3 CSVSA

CSVSA, which selects the Top-K views from a multidimensional lattice, is given in
Fig. 2. CSVSA takes a multidimensional lattice of views L, the size of each view in
the lattice and the maximum number of iterations IM as input and produces the Top-
K views TKV as output.

CSVSA first generates a population PTKV of Top-K views. Next, the following
steps are performed for a maximum number of iterations IM:

A set of Top-K views, say TKVi, is chosen randomly from PTKV. Application of
Lévy flight on TKVi leads to generation of TKVi′. The original CSA [48] proposed a
Lévy flight operator, as given below:
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xtþ 1
i ¼ xti � a:t�c

where xi
t+1 represents the new solution generated around xi

t, which is the original
solution. ⊕ denotes the entrywise multiplication. a denotes the step size, which is
taken as 1 for most problems. In CSVSA, the value of variable b, which follows the
Lévy distribution, is computed. b represents the total number of views that are
required to be changed in the Top-K views in order to create a new set of Top-
K views. The value of variable b can be computed, as given below:

b ¼ a:t�c

Unlike in the original CSA‚ where a is taken as 1, in CSVSA, a is taken as K. The
variable t corresponds to the iteration number and c (1 < c � 3) is a constant. In
the beginning, the Lévy flight operator would result in large numbers.
Subsequently, it would drop exponentially with increase in the number of iterations.
Next, the TVEC of TKVi’ is computed using the following formula [39–44]:

TVEC TKV 0
i

� � ¼
XN

i¼1^SMVi¼1

Size Við Þ þ
XN

i¼1^SMVi¼0

SizeSMA Við Þ

where N is the number of views in a lattice, SMVi is the Status Materialized of Vi

(SMVi = 1, if Vi is materialized and SMVi = 0, if Vi is not materialized), Size(Vi) is
the size of view Vi, SizeSMA(Vi) is the size of the smallest materialized ancestor of
view Vi. This is followed by comparing the TVEC of TKVi′ and the randomly picked

Fig. 2 Algorithm CSVSA
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Top-K views, say TKVj, from PTKV. In case, TVEC of TKVi′ is less than the TVEC of
TKVj, TKVi′ replaces TKVj in PTKV. Next, pa proportion of worst Top-K views in
PTKV are removed and replaced by the new Top-K views generated by applying the
Lévy flight on these worst views. TKV is then updated with the best Top-K views
from amongst TKV and Top-K views in PTKV. After IM number of iterations, the
Top-K views TKV is produced as the output.

Next, the appropriate value of (pa, c) for which CSVSA selects the Top-K views,
with minimum TVEC, is ascertained based on experimentation. The experimental
results are discussed next.

4 Experimental Results

The proposed algorithm CSVSA was implemented using MATLAB-R2010a. To
determine the suitable value of (pa, c) for which CSVSA is able to select the Top-10
views with the minimum TVEC, over 400 iterations, graphs were plotted for 5, 6, 7,
8, 9 and 10 dimension data sets and these are shown in Figs. 3, 4, 5, 6, 7 and 8
respectively. The values of pa and c considered are (0.25, 0.5) [48], and (1.5, 3) [48]
respectively. In all six graphs, CSVSA is able to select the Top-10 views at a
comparatively lower TVEC for pa = 0.5 and c = 1.5. This shows that pa = 0.5 and
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(Dimension=5, Top-10 Views)
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1 58 115 172 229 286 343 400
Iterations

(0.25, 1.5)
(0.25, 3)
(0.5, 1.5)
(0.5, 3)

TV
EC

Fig. 3 CSVSA-TVEC Vs.
iterations, dimension = 5,
Top-10 views
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(Dimension=6, Top-10 Views)
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Fig. 4 CSVSA-TVEC Vs.
iterations, dimension = 6,
Top-10 views
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Fig. 5 CSVSA-TVEC Vs.
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Fig. 7 CSVSA-TVEC Vs.
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c = 1.5 are the most suitable values for selecting the Top-K views from a multidi-
mensional lattice.

5 Conclusion

One of the key issues concerning materialized views, i.e. view selection, is the
major focus of this paper. The purpose of view selection is to select an appropriate
set of views that reduces the query response time. For higher dimensional data sets,
selection of the Top-K views is shown to be an NP-complete problem. Since swarm
intelligence techniques have been extensively used to answer such problems, a view
selection algorithm, i.e. CSVSA, inspired by cuckoo search, has been proposed in
this paper. CSVSA is capable of selecting Top-K views for higher dimensional data
sets. Further, experiments were carried out to determine suitable values of (pa, c) for
which CSVSA selects the Top-10 views, at a minimum TVEC for 5, 6, 7, 8, 9 and 10
dimension data sets. The experiments show that CSVSA, for all these dimension
data sets, is able to select Top-10 views at a minimum TVEC for the observed value
of pa = 0.5 and c = 1.5. These observed values are useful and would provide better
insights for generating the Top-K views from a multidimensional lattice.
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A Regression Model for Estimating
the Cooling Time of Material Using Digital
Microstructure Image Analysis

P.S. Hiremath, Anita Sadashivappa and Prakash Pattan

Abstract The microstructure image analysis has gained importance in material
manufacturing industries. The structural and quantitative information of the con-
stituents of material are determined using microstructure images. The dendrite arm
spacing (DAS) is a significant quantitative information that needs to be estimated.
In case of aluminium alloys, the cooling time is found to be directly related to DAS
measurements from dendrite structures in the images of aluminium alloys. Due to
the irregular shape of dendrites, the manual quantification of DAS by the metal-
lurgical experts is quite a challenging task. In this paper, the conventional line and
circle intercept methods are automated for quantification of DAS. A regression
model is designed to establish the mathematical relation between the DAS and the
cooling rate of the alloy. For experimentation, the aluminium-silicon alloys,
namely, Al-Si 319 and 356 materials, are considered. The regression model is tested
for statistical significance, which confirms the close relationship between DAS and
cooling time. The experimental results are quite promising and the proposed
method has practical importance in material manufacturing industry.
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1 Introduction

The microstructure image analysis is important in metallurgy, especially in con-
trolling the material manufacturing parameters. The main purpose is to determine
the quantitative information from microstructure images, which is useful in
understanding the material properties, failure reasons, processing history and var-
ious production control parameters. The quantitative analysis includes, estimation
of volume fraction of a phase, phase shape analysis, counting and measuring grain
size of various constituents from microstructure images. There are various mor-
phological shapes of constituents that are observed when the molten material is
cooled, which determine the various properties of material. Dendrite structures
found in Al-Si alloy are such morphological shapes that are a challenge to metal-
lurgical experts to characterize. The dendrite arm spacing (DAS) in dendrite
structures is a characteristic parameter that provides the processing history and
properties of the alloy. Figure 1 shows the example microstructure images of Al-Si
alloy, which is serving automotive, aerospace, metal fabrication, foundry, welding,
material testing industries effectively. Figure 2 shows a simulated dendrite structure
and dendrite arm spacing (d) between two arms of dendrite structure [1].

Fig. 1 Microstructure image of Al-Si alloy having dendrite structures: a and b 319 Al-Si alloy,
c and d 356 Al-Si alloy
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The experimental studies show that the spacing of arms of the dendrite in the
casting depends on the solidification time, i.e., cooling time [2–4]. In [5], dendritic
arm spacing in Tin-lead alloys and its significance in material properties are pre-
sented. In [6, 7], the authors have presented a theoretical analysis of the formation
of a dendritic array in a directional solidification experiment. In [8–12], the growth
and characteristics of dendrite structures and dendrite arm spacing are discussed.

In this paper, the objective is to propose an automated method for determining
the DAS and its relation to the cooling time of material, especially Al-Si 319 and
356 alloys, based on digital microstructure image analysis. A regression model for
mathematical relationship between DAS and cooling time has been established.

2 Materials Used

Unidirectional solidification experiments have been carried out on specimen
material of aluminium-silicon 319 and 356 alloys [1]. Sample microstructure
images of 319 and 356 aluminium-silicon alloys are shown in Fig. 3.

Fig. 2 Simulated dendrite structure and dendrite arm spacing (d) between two arms of dendrite
structure [1]

Fig. 3 Sample microstructure images: a–e Al-Si 319 alloy and f–j Al-Si 356 alloy
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The alloy specimens are collected at different cooling times. Each specimen is
cut, polished, and exposed under light optical microscope (LOM). The cut surface
of the material is polished with nylon cloth. The microstructure images (RGB) of
resolution 640 � 480 are obtained from different locations of polished surface by
interfacing a computer system with LOM which is equipped with CCTV camera
and image grabber card. Microstructure images are stored in .jpg format. The
proposed microstructure analysis is carried out using the steps, namely, prepro-
cessing, segmentation and finally, determining the DAS. For experimentation, the
image data sets comprising 50 images of each Al-Si 319 alloy and Al-Si 356 alloys
are employed. Out of 51 images of each alloy, 30 images are used for training and
21 for testing.

3 Proposed Methodology

The proposed methodology involves the microstructure image analysis to deter-
mine DAS and the regression model for cooling time estimation in terms of DAS.

3.1 Microstructure Image Analysis

Preprocessing
Generally, the microstructure images obtained using LOM have the speckle noise.
The SMSF filter method [13] is applied to de-noise the image, which effectively
removes speckle noise without blurring the edges of microstructure constituents.
The result of preprocessing the microstructure images is a binary version of
microstructure image as shown in the Fig. 4.

Segmentation
The filtered microstructure image (binary) is segmented using Otsu automatic
segmentation method [14]. The discontinued edges are corrected using morpho-
logical operation, namely, hole filling.

Fig. 4 Results of preprocessing: a Input microstructure image, b Filtered image, and c Segmented
microstructure image
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Determination of DAS
The natural structure of dendrite is a tree or leaf-like or irregular structure. To
determine the dendrite arm spacing (DAS), the intercept method [1] using line and
circle intercepts is performed in the digital segmented image. The line and circle
intercepts are drawn in digital microstructure images and DAS value is computed
using Eq. (1) given as:

DAS ¼ L=N; ð1Þ

where L is length of line (Fig. 5a) in line intercept method, or perimeter of circle
(Fig. 5b) in circle intercept method, and N is number of intersections of line (circle)
with the border of dendrite structures.

The DAS is determined by drawing intercepts on different locations and the
mean DAS value is computed. The average �d of the DAS values obtained by using
line and circle intercept methods is considered as the DAS measurement for further
experimentation. This experimentation is easily repeatable using automated system,
which produces authentic and accurate measurement values. For the authenticity,
the experimental results are validated using manually measured DAS with the help
of field experts. Table 1 shows the comparison of results obtained from the pro-
posed method and the conventional manual method of metallurgical experts.

3.2 Regression Analysis

The regression analysis is performed to detect the correlation between DAS �dð Þ and
cooling time and, also, to test if such a relation, whether assumed or calculated, is
statistically significant. To learn the relation between cooling time (y) and the
measured image parameter (x), viz, dendrite arm spacing, the data points are plotted
(Fig. 6). The observed behavior is almost linear. The functional relationship is
modeled well with linear regression using the method of least squares. The

Fig. 5 Intercepts drawn automatically on microstructure image: a Line intercept and b circle
intercept
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Table 1 Comparison of DAS �dð Þ measurement obtained by using the proposed automated
method and the manual method of experts

Sl. no Material
(its cooling
time in s)

DAS values (micron meter) Absolute
difference
between
d and �d

Proposed automated method DAS by
manual
method (d)

Line
intercept

Circle
intercept

Average of
line and circle
intercept �dð Þ

1 356 alloy
(700 s)

32 32 32 30 2

2 356 alloy
(800 s)

34 34 34 31 3

3 356 alloy
(1100 s)

36 36 36 39 3

4 356 alloy
(1200 s)

36 38 37 35 2

5 356 alloy
(1250 s)

38 38 38 38 0

6 356 alloy
(1500 s)

44 42 43 40 3

7 356 alloy
(1900 s)

50 49 49.5 52 2.5

8 356 alloy
(2100 s)

54 52 53 56 3

9 356 alloy
(2200 s)

54 53 53.5 57 3.5

10 356 alloy
(2300 s)

57 57 57 59 2

11 356 alloy
(2350 s)

59 59 59 62 3

12 356 alloy
(2500 s)

64 62 63 65 2

13 356 alloy
(2600 s)

66 64 65 67 2

14 356 alloy
(2800 s)

67 66 66.5 69 2.5

15 356 alloy
(2950 s)

72 70 71 73 2

16 319 alloy
(1200 s)

36 36 36 30 6

17 319 alloy
(1250 s)

36 36 36 32 4

18 319 alloy
(1300 s)

38 36 37 33 4

19 319 alloy
(1500 s)

40 38 39 36 3

20 319 alloy
(1750 s)

43 45 44 45 1

(continued)
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Table 1 (continued)

Sl. no Material
(its cooling
time in s)

DAS values (micron meter) Absolute
difference
between
d and �d

Proposed automated method DAS by
manual
method (d)

Line
intercept

Circle
intercept

Average of
line and circle
intercept �dð Þ

21 319 alloy
(1950 s)

49 45 47 49 2

22 319 alloy
(2100 s)

52 48 50 52 2

23 319 alloy
(2300 s)

56 52 54 55 1

24 319 alloy
(2500 s)

59 55 57 59 2

25 319 alloy
(2600 s)

63 59 61 65 4

26 319 alloy
(2700 s)

68 64 66 63 3

27 319 alloy
(3000 s)

74 64 69 63 3

28 319 alloy
(3250 s)

77 65 71 67 4

29 319 alloy
(3350 s)

79 67 73 69 4

30 319 alloy
(3500 s)

82 74 78 77 1

Fig. 6 Cooling time estimated using the input DAS �dð Þ by the proposed regression method for
a Al-Si 319 alloy and b Al-Si 356 alloy
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regression line equation obtained for 356 aluminium alloy samples is, y ¼
�1040:434þ 57:059 � x and that for 319 aluminium alloy samples is,
y ¼ �868:487þ 57:09 � x. The correlation coefficient for both the material is
nearly 1, which indicates a strong positive correlation between DAS �dð Þ and
cooling time variables. Therefore, the proposed regression model is suitable for
designing an embedded system with machine intelligence applicable to material
manufacturing industries in production, quality control, and material failure anal-
ysis process more effectively.

4 Experimental Results and Discussion

The results of estimated cooling time by the proposed regression model and the
manual results corresponding to DAS values for two aluminium alloys, namely,
Al-Si 319 and Al-Si 356, obtained from the test images are compared and shown in
Tables 2 and 3, respectively.

The relative absolute differences between estimated cooling time provided by
experts and determined by the proposed regression model are very small and well
within the practical limits in case of both the alloys. By performing the Chi-square
test at 5% level of significance [14], it is observed that there is close agreement
between (i) the DAS �dð Þ values determined by the proposed automated method and
the manual method, and (ii) the cooling time provided by experts and regression
model, for both the Al-319 and Al-356 alloys.

Table 2 Comparison of estimated cooling time of Al-Si 319 alloy obtained by the regression
model and expert values for DAS �dð Þ sample values of 319 alloy

DAS in micron meter 319
alloy

Estimated cooling time (s) Relative absolute
differenceExpert values

(O)
Regression model
(E)

31 900 913 0.1851

32 956 970 0.2020

36 1185 1198 0.1410

37 1240 1255 0.1792

44 1640 1654 0.1185

47 1814 1825 0.0663

50 2000 1996 0.0080

54 2212 2224 0.0647

57 2400 2395 0.0104

62 2667 2680 0.0630

65 2846 2851 0.0087

67 2953 2965 0.0485

69 3068 3079 0.0392

72 3240 3250 0.0307

79 3638 3649 0.0331

346 P.S. Hiremath et al.



5 Conclusion

In this paper, a novel automated method for determining the dendrite arm spacing
(DAS) and thereby estimating the cooling time of alloys is presented. The esti-
mation of cooling time of alloys is well supported mathematically by the proposed
regression model. The results obtained are in close agreement with expert’s manual
results and well within practical limits. This work serves as framework for deter-
mining many other material production parameters and paves way for building
intelligent systems for controlled material manufacturing and also for material
failure analysis. Further, the proposed regression model is easily amenable to
deployment in embedded systems for such metallurgical applications.
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SDaaS: Framework of Sensor Data
as a Service for Leveraging Services
in Internet of Things

B.C. Manujakshi and K.B. Ramesh

Abstract From more than a decade, wireless sensor network has been adopted for
various applications that call for extracting data from the geographical position
which are inaccessible by humans. Although there are massive archives of litera-
tures dealing with complexities of storage and analysis of sensory data, but the
missing gap in such research work are (i) lack of considering cloud entities, (ii) does
not emphasize the criticality of data complexity, (iii) non-applicability of conven-
tional data management, and (iv) non-applicability of traditional mining techniques.
Therefore, in order to address these issues, we present a novel computational
framework called as SDaaS or Sensor Data as a Service which is meant for data
generation, data storage, and data analysis from a single system. Supported by
emulation-based technique, SDaaS is also emphasized on scalable storage system
along with incorporation of user-centric knowledge mining operation. The proposed
system of SDaaS is also testified with similar existing technique to find that SDaaS
can perform all the three task of generation, storage, and analysis of sensory data in
considerably less time and with much less usage of memory. This paper elaborates
the methodology adopted along with algorithm discussion to highlight the effec-
tiveness of proposed system.
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1 Introduction

The wireless sensor network has played a contributory role in gathering the sur-
rounding data and disseminating the data from the sensors to the sink [1]. Used in
various applications, e.g., habitat monitoring, environmental monitoring, industrial
applications, etc., sensor nodes gather different types of data, which are not only
massive but also valuable [2, 3]. A sensor network gathers a huge range of data and
forward the same to the base station. However, owing to different problems of
routing [4], clustering [5], security [6], it is a difficult task to ensure that the rich
quality of the data being gathered from the sensor network. At present, there is
much a hype of new technology called as IoT (Internet of Things), which is al about
a collaborative network between sensors and cloud services. The biggest question
here is IoT can only be successful if the data aggregated from the wireless sensor
network are properly analyzed in lesser time, which is one of the challenging factors
in IoT [7]. IoT is also about rendering the customized services to its customer in
future depending upon the data being gathered from sensors. However, in order to
provide such services in IoT, the complexity of the sensor data (especially in
heterogeneous network that generated a higher stream of unstructured sensor data)
should be analyzed [8]. Another biggest impediment is non-applicability of con-
ventional data management software as well as data mining algorithm for such
massive bits of data stream. Therefore, there is a need of a system that can address
all these issues for evolving up new services by IoT in future.

Therefore, this paper presents a framework called as SDaaS, i.e., Sensor data as a
service, which is meant to overcome existing problems in IoT. Section 2 discusses
about the existing literatures followed by brief discussion of problem identification
in Sect. 3. Section 4 elaborates about the proposed system and its contribution
followed by Sect. 5 discussing about the methodology being adopted for the study.
Section 6 exhibits the algorithms of SDaaS followed by comparative result dis-
cussion in Sect. 7. Finally, the paper is summarized in Sect. 8 as conclusion.

2 Related Work

This section discusses about the prior work being carried out by the prior
researchers pertaining to the data management of wireless sensor network. Chen
and Kang [9] have presented a framework that can perform sensory data man-
agement using earliest deadline first algorithm. The outcome of the study was
evaluated using response time. Lin et al. [10] have developed similar fashion model
for managing sensory data using Hadoop and MapReduce programs. The idea
behind this paper was to use the extracted data to act as a service for street navi-
gation over Android interface. Rios and Diguez [11] have presented a system that
can collect, store, and can perform analysis of the sensory data using Hadoop. Guo
et al. [12] have developed a mechanism that used MapReduce and indexing
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mechanism for an efficient processing of user query of data over cloud. Pereira et al.
[13] have also used Hadoop over large datasets that are considered to be climatic
data required in agricultural production. Zhong et al. [14] have presented a unique
indexing mechanism that can perform an effective retrieval of data from
Hadoop-based software framework. Hence, it can be seen that there are multiple
studies carried out in the past as well as in recent times that is focused on using
either Hadoop or MapReduce to do nearly similar kind of task of gathering, storage,
and data analysis over cloud. Also all the existing system makes use of response
time as the core performance factor for assessing the mechanism of presented data
management techniques. However, there are some other cadre of studies where the
focus is little different. Luo et al. [15] have developed a unique framework that can
perform an efficient access for the data from the cloud using a unique data services.
The authors have used load balancing mechanism as well as convex optimization
for enhancing the optimality of the presented framework. Jin et al. [16] have
developed a unique protocol that studies the multimedia data generated by the
sensor network in the presence of opportunistic network. There are few more
studies, e.g., [17–19], etc., that have focused on data processing over Internet of
Things that connects sensors with cloud. All the above-mentioned studies have
provided good guidelines for future research work and are also associated with
significant issues.

3 Problem Identification

The problems that have been identified in the mechanism involved in sensory data
management of the existing times are as follows:

3.1 Ignorance to Type of Data Complexity

A sensor node gathers a massive data for a definite duration of time using TDMA
scheduling. Given a wireless sensor network adopts common clustering mechanism
[20], there is a higher possibility of data redundancies as the same event could be
captured by two or more clusters in one time. Hence, quality of data being for-
warded to base station is still an open issue, which rises exponentially, when
massive data is being stored thereby using the unnecessary storage unwisely as it is
not possible to identify the issues of data redundancies from massive sensor data.
The problem becomes much more complex if the heterogeneous wireless sensor
network is considered for the study. As processing the multiple formats of the data
and storing it in conventional SQL database is not possible.
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3.2 Usage of Unnecessary Cloud Storage

At present, the sensory data are just stored in a definite storage location of cloud
service. The biggest problem will be to segregate and perform classification of data
for both storage and retrieval process instantly is never possible for such massive
structure of data with definite bandwidth. Owing to non-visuality of the multiple
sensory data from the heterogeneous wireless sensor network, it is never possible
for a user to understand and discretize the types of the data.

3.3 Problem of Storing Unstructured Data

Normally, the data being generated by the heterogeneous wireless sensor network
are highly unstructured. Owing to the nature of collaborative platform, the original
metadata of the source is quite impossible to be explored in a matter of second and
such problem creates an impediment toward applying conventional data mining.
Moreover, as seen in prior implementations, majority of the existing approaches
uses Hadoop and MapReduce software framework, whereas in reality, there are
many issues in using such open source framework directly.

Hence, the problem statement of the proposed study can be defined as follows
“It is a computationally extensive task to develop a robust framework that can
perform wholesome data management for wireless sensor network over cloud
environment.” The next section discusses over the proposed framework that is
meant to overcome the issues discussed in this section.

4 Proposed System

The prime aim of the proposed study is to develop a simple and cost-effective
framework that can built a robust base of massive and complex analysis of sensor
data. The proposed study is more incline toward developing a computational
framework that can assist the user to perform further storage as well as data analysis
and also to redefine the technique of extraction of knowledge discovery. In order to
fulfill the above-mentioned goal, following research contributions were done:

4.1 A Robust Emulation

The proposed system introduces a robust emulation mechanism that can generate a
massive stream of data from the sensor network.
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4.2 A Scalable Storage

The system also presents a storage system that can hold the ever-growing data of
the wireless sensor network over the cloud.

4.3 A Simple Knowledge Mining

The proposed system coins a term called as Sensor data as a Service or SDaaS that
integrates the smart generation, storage, and analysis of the sensory data to be
utilized as a smart services over cloud (Fig. 1).

1 2 n3 - - - - 

Em
ulation Platform

 

Cloud
Bucket

Authenticated 
user

Algorithm for Knowledge 
Mining

Fig. 1 System architecture of proposed system
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5 Research Methodology

The development of the proposed system is carried out using analytical research
approach using emulation. The research methodology is carried out in following
phases:

5.1 Generation of Sensory Data

Raw sensor data could be captured from the sensor area directly or using offline
standard database. Usage of both has limitation as live sensory data are hard to be
accessed and reliability of study using offline data are hard to be proved. Hence, the
proposed study uses Contiki which is a type of open source operation system that
finds its suitability in memory constraint system, e.g., sensor networks (Fig. 2).
A case study is designed where the random generations of sensory data are created.
The data can be mapped equivalent to real-time sensor data as Contiki provides
multiple stack of communication along with mutli-threading feature. It has also the
supportability of the micro Internet protocol to the sensor network supported by
event-driven kernel.

5.2 Developing a Scalable Storage System

The novelty of the proposed system is that user will be given an access as well as
priviledge to store the data on respective cloud buckets (bucket is a self-created
storage directory over the storage clusters). For better data management, the pro-
posed system uses distributed database model Hbase as it supports automatic
failures as well as have better supportability for query optimization. The sensory
data are initially unstructured and cannot be stored in SQL-based table, hence, it is
subjected to HBase, which associated its various row to each chunks of distributed
data flagged with keys of the rows. Cloud bucket can be directly used to access the
data using the specific keys in HBase architecture shown in Fig. 3. The distributed
data with its keys are maintained on various regional server of HBase, which on
request for access from bucket converts the unstructured to structured data, which is
now ready to apply for any analytical operation.

Contiki Create WSN
Environment Generate Raw Sensory Data

Fig. 2 Generation of sensory data
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5.3 A Simple Knowledge Mining

The data accessed from the cloud bucket performs knowledge extraction from the
data and the outcome of the study will be used as Sensor Data as a Service (Fig. 4).

The proposed system will extract the transmission pattern of the sensor node,
which will explicitly bring out an information about the data retained by nodes,
latency, number of retransmission attempts. Such communication information will
be highly valuable for the network engineers as it will give latent information about
the network trends, which is normally not accessible or either studied in past. In
proposed system, we define the knowledge as a specific pattern of transmission
carried out by the sensor nodes in terms of communication. This knowledge can be
used for visualizing the mode of workability as well as health information of the
sensor during the peak traffic condition. One of the interesting fact in this part of the
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study is the data is being generated by runtime as a stream, where the operation of
knowledge mining takes place almost instantly. As the HBase supports storage of
unstructured data and give accessibility of unique structured data extraction for
analysis purpose; hence, overhead on extraction on data is quite less.

6 Algorithm Implementation

The development of the proposed system SDaaS, i.e., Sensor Data as a Service is
carried out using multiple softwares. We use Contiki operating system for the
purpose of generating the sensory data that bear resembles with Mica Z mote. We
also use centOS for running Linux to as well as MyEclipse. Linux is used for
writing program for storing the data in Hbase while MyEclipse is used to design the
entire framework in Java environment. The algorithm for SDaaS is discussed as
below:

The proposed system makes use of the Contiki operating system and Cooja
simulator for generating the sensor data. Another reason for using Contiki is its
ability of multitasking, dynamic loading, and handling multiple threads as com-
pared to frequently used TinyOS. We consider the heterogeneous forms of Mica Z
nodes in Contiki where the generated data is fed to Hbase which has the capability
to process massive amount of unstructured sensory data with no degradation in its
performance level even with increasing size of streams. The proposed system also
develops a simple cloud buckets that enables the user to have an instant access to
the structured data. A simple mining approach is applied that initially looks for
specific patterns in the sensory data, where the term pattern is mainly related to
communication pattern. We mainly look for some essential information of the
sensors participating in the communication process, e.g., (i) identity of the sensors,
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(ii) amount of retransmission, and (iii) type of messages being exchanges (e.g.,
receiving message, interfered message, broadcasted message, etc.) on a specific
time stamp. This information will assist the network engineer to identify the
communication pattern as knowledge that will lead to take necessary measures at
the time of adverse environment. This is highly assistive to track nodes depleting
higher energy, success rate of new routing table, compromised nodes during
security breaches, latency, and respective information of the neighbor sensors
involved in the process. The efficiency of SDaaS is assessed with respect to
response time.

7 Result Discussion

The outcome of the proposed system is compared with the recent work carried out
by Tracey and Sreenan [21]. The authors have presented a unique architecture of
collaborating cloud with sensor network. The prime reason for selecting this paper
for comparative analysis because of following reasons, e.g., (i) the study aims
toward generating sensor data to cloud and (ii) the study also uses Contiki, Linux,
and HBase for mainly data storage. Hence, owing to similar aim and tool usage, we
choose to consider performing comparative analysis. However, proposed study
performs additional task that enhances the performance of the sensor data man-
agement. This section discusses about the outcome accomplished from the study to
prove the effectiveness of proposed system.

7.1 Analysis of Response Time

As sensor data is large enough, it is not only difficult to store but also extremely
challenge to extract knowledge in less time. Thereby response time could be quite
higher and may not solve the purposes for time critical applications in future of IoT
considering 95% of confidence interval. A closer look into the outcome of Fig. 2
will show that proposed system has better performance of response time with
increasing size of sensor data as compared to the work done by Tracey [21]. The
prime reason behind this is proposed system is not only about data storage but also
about conversion of complex data to simple and structured data, which can be then
processed from HBase. Moreover, the proposed system uses a simple method of
knowledge extraction that can understand the pattern of sensory data propagation.
The simulation performed by Cooja also assists in reducing the response time to a
larger extent. However, an approach designed by Tracey [21] does not have any of
such features that lead to more processing time involved in storing the data to the
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Hadoop. We strongly emphasize that it is better option to use the structured data
rather than unstructured data and then consider it as a service. Therefore, SDaaS
ensures highly reduced response time and does not get significantly affected with
increasing load of incoming streams of data (Fig. 5).

7.2 Analysis of Memory Usage

The proposed system considers usage of a cloud node that acts as both slave node
of Hadoopand sinks point too together. After receiving sensory data, it is then
forwarded to the system with Hadoop being acted as software framework. The
study uses the accomplished sensor data from Contiki and store it in HDFS manner
thereby rendering the file system to be only applicable for read only operation. This
ensures less memory usage. Another interesting part of the proposed system is the
knowledge extractionprocess. Hbase just assists to perform data conversion from
unstructured manner to structured manner so that it can be easily subjected to data
analysis. We apply our user-centric extraction of knowledge by extracting few
significant feature vectors from the structured data. Hence, this operation does not
call for using extra memory as extraction of the knowledge takes place from
structured data with faster response time along with exhibition of knowledge in
runtime without any storage of an intermediate memory. Therefore, SDaaS con-
firms both faster response time with runtime compilation to extract knowledge with
lower memory consumption. Figure 6 highlights the outcome of memory usage
analysis of proposed system which is comparatively lower in contrast to existing
work being carried out by Tracey [21].

Fig. 5 Analysis of response time
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8 Conclusion

This paper has presented a simple framework where sensory data is taken as an
input and after processing by proposed SDaaS, it gives output of knowledge being
extracted from the sensory data. The primary novelty of the proposed is to use the
sensor data as service, which was never attempted before. The secondary novelty
factor is a simple mining operation based on data whose availability is 100%
guaranteed from any routing table (e.g., node identity, retransmission, messages
types, timestamp). We apply Cooja Simulator and Contiki Operating system in
order to generate sensory data more reliably considering the standard example of
Mica Z mote. The sensory data are stored in Hadoop where the unstructured data is
realized and is converted to structured data using Hbase. The structured data is then
subjected to simple knowledge extraction process. We design a simple mechanism
of extraction of time and event information of specific behavior of sensor node
transmission that potentially assists the user to declare if the nodes are in correct
states of transmission or do they require a special attention. This framework if
molded to application can greatly assists various upcoming applications of IoT,
where the massiveness of sensor data can be easily handled and a novel application
can be developed that can extract specific event related information (e.g., when the
fire has been detected, is the node is correct energy state, is the node following the
correct routes, etc.). Our future work will be to further continue the work of analysis
of sensor data to extract more sophisticated knowledge.
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An Approach for Efficient Capacity
Management in a Cloud

T. Roseline Philomine, Clarence J.M. Tauro and Melisa Miranda

Abstract Cloud computing is an emerging technology where computing resources
such as software and hardware are accessed over the Internet as a service to cus-
tomers. In the past, due to less demand, cloud capacity management was not
critical. However, with the increase in demand, capacity management has become
critical. Cloud customers can frequently use web-based portals to provision and
de-provision virtual machines on demand. Due to dynamic changes as per the
demand, managing capacity becomes a challenging task. In this paper, we discuss
the emergence of cloud computing, traditional versus cloud computing, and how
capacity management can be efficiently handled in a cloud. A detail on high
availability of virtual machines in a cloud using the N + 1 model is discussed in this
paper. With templates, many repetitive installation and configuration tasks can be
avoided. We discuss the sizing of templates and the overheads of using virtual
machines. We suggest ideal combinations of sizing templates to create virtual
machines with optimum utilization of blades. Finally we discuss a few benefits of
efficient capacity management in cloud computing.
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1 Introduction

Cloud computing is gaining popularity due to the minimal cost of IT ownership and
ready-to-use, dynamically scalable computing infrastructure. It is an innovative
class of computing, based on communication that takes place over the Internet [1].
For both commercial and noncommercial computational customers, the cloud
provides a promising platform for low-cost and on-demand services.

a. Public Cloud
b. Private Cloud
c. Hybrid Cloud

A public cloud or external cloud is a service where customers are provided with
virtual machines on demand. There are many types of services available in public
clouds, namely Infrastructure (IaaS), Platform (PaaS), Software (SaaS), Storage
(STaaS) and Database (DBaaS) as a service [2]. We focus on Infrastructure as a
Service in this paper. Private clouds or internal clouds are used by huge organi-
zations. They build their own cloud environments and use them. Hybrid cloud is a
combination of public and private cloud environments; this is the preferred choice
for most cloud users.

Because of elasticity and low cost, there are many new challenges for cloud
service providers. One of the recent challenges in cloud computing is capacity
management, which has a critical impact on quality of service and profitability.
Since the cloud providers are offering pay as you go services, resource demands are
becoming more unpredictable than in the traditional IT environment [3]. This type
of service brings fresh challenges in managing the capacity of the cloud; such
services include instant virtual machine provisioning and effective utilization of
resources. Capacity management plays a vital role to ensure that the cloud providers
are getting good performance and gaining enough computational performance as
per their requirements. Capacity management guarantees that the required com-
putational resources are available for proper business functionality and ensures
profitability for cloud service providers. Capacity management will be one of the
most significant tasks for any project in a virtualized environment. But often, cloud
providers struggle with inefficient capacity management because of frequent pro-
visioning and de-provisioning of virtual machines. There must be an ongoing
balance between quality of service, cost and resource utilization to get more value
out of the cloud. How are we going to maintain the ongoing balance by reducing the
cost and utilizing the resources for greater profitability without performance issues?
Capacity management must be handled in an efficient way because of on-demand
and rapid changes in a cloud. Hence the technology-oriented approach must be
changed to a business-aware and holistic approach.
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2 Traditional Approaches Vs. Cloud

To understand why troubleshooting performance issues and analysis of capacity in
cloud environments are more difficult, we need to understand how the traditional
approach differs from the cloud approach. Traditionally there was one physical
machine hosting one application on one operating system. If the machine runs out
of primary memory then the application running on that machine will be impacted.
This will not impact any other applications and machines in the same network. But
in cloud environments, all the virtual machines could be hosted on a single physical
machine; there are possibilities that virtual machines are seeking more resources in
order to process the user requests. Virtual machines are impacted when the memory
of the host machines is utilized to its full capacity and in addition, a new application
tries to access the same memory.

User expectations have changed due to the emergence of cloud computing.
Users want to be connected on the go from any devices, anywhere. These user
expectations or requirements lead to more innovations, which in turn increase the
complexity of the system, which in turn leads to more complexity in resolving
issues based on capacity and performance. Cloud computing, when compared to the
traditional approach might seem to have a lot of drawbacks, but can be overcome by
taking proper steps like using appropriate tools that will help in understanding the
environment in detail, which helps in troubleshooting capacity-related issues. Issues
can be prevented prior to their occurrence and the complexity in the cloud can be
minimized with the help of these tools.

There are a few more important questions to be answered to achieve efficient
capacity management in a virtualized cloud environment. The questions are as
follows:

1. What am I doing with my current capacity?
2. How much more resources can I accommodate with my current capacity?
3. When will I run out of capacity?
4. What happens if I increase or decrease capacity?
5. What happens if I change my resource utilization plan?
6. Where is the best place to run my workloads?

Capacity management is broadly classified into four modules as follows:

1. Resource utilization analysis.
2. Trend analysis.
3. Capacity forecasting.
4. Modifications based on trend and forecast analysis.

We concentrate on the first module, resource utilization analysis. For efficient
capacity management, it is important to analyze the current resource utilization of
the cloud environment. Questions on capacity management that will help us to
understand and analyze resource utilization are:
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1. How many virtual machines can my virtual environment accommodate?
2. How many virtual machines does the environment currently accommodate?
3. What is the maximum capacity of the virtual machine that can be added to the

existing environment?
4. If I want to add ‘N’ virtual machines, will the environment be able to

accommodate?

Here we need to consider the performance of the environment, which is
dependent on the total capacity available and utilized by the virtual machines.

3 Capacity Planning for Physical Servers

During capacity planning for a physical server in a cloud, the first question that
comes to one’s mind is “How many virtual machines can a physical server
accommodate?” and the answer is, that it depends on the virtual CPU’s and virtual
memories available in the physical server. The total count also depends upon the
different sizes of virtual machine combinations created on a single host machine.
We will discuss the best combinations of virtual machines with different sizes, later.
Before the introduction of clusters in virtualization with distributed resource
schedulers and high availability, accommodating more virtual machines was suf-
ficient [4]. But at present, considering only physical server capacity is not adequate;
even the clusters have to be implemented. Considering clusters in capacity man-
agement helps to ensure that the mission-critical virtual machines running on a
physical host are available 24/7 even if there is a failure.

One of the failure scenarios, also known as unplanned downtime is the outage
which occurs when one or more physical server’s crash unexpectedly.

Let’s consider a maintenance window in which after patching we reboot the
physical server. This scenario is treated as planned downtime. Customers want their
virtual machines to be online in both planned and unplanned scenarios. The Virtual
machines can be preserved online during a maintenance window using the vMotion
[5] technique offered by VMware. vMotion is a technique in which virtual
machines are migrated from one physical machine to another physical machine
without causing issues to the end users. This is also known as hot migration because
there is no downtime and users are not affected (SWITCH-OVER).

The virtual machines can be preserved online during an unexpected crash with
minimal impact to the machines by using the high-availability feature.
Fault-tolerance is a technique in which unexpected failures are estimated and
prevented before the failure actually takes place (FAIL-OVER) [6].

Figure 1 above shows the use of three physical host machines to provision
virtual machines. An extra physical host will be used for failover or switchover
techniques as discussed earlier. High-availability features identify when any
physical machine shuts down unexpectedly then it coordinates with other available
physical host machines in the cluster. Once an available host is identified the virtual
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machines are restarted on the identified host without human intervention. To make
this happen, additional physical machines are employed to handle such scenarios.
So cloud providers need to ensure that enough space will be kept in reserve to
handle these scenarios during failover in a cloud.

Some cloud providers adopt the N + 1 model based on a guesstimate of physical
machines. Let’s consider a requirement that says we require four physical servers;
and then we need to add one more physical machine according to the N + 1 model
for high availability and extra space. This appears to be a good approach, but
adding an extra integrated elastic sky x (ESXi) host might not be sufficient [7].

Keep in mind that capacity analysis is all about identifying how many virtual
machines can be accommodated in a physical host. Thus the physical server is
frequently utilized at 80% or more, which means until the physical server’s memory
is 80% utilized, there is a capability of adding more virtual machines on that server.
According to the N + 1 model, if there is an unexpected failure then the failed host
machine’s load will be managed by the fifth ESXi host. But if two host machines
fail at the same time then there will be a problem.

Let’s consider a case where there will be a failure of two physical machines,
which utilize 80% in the 4 + 1 model. Then the other three physical machines will
be overutilized due to unavailability of two machines, which impacts there per-
formance and operation. Let’s consider physical machines that are only 60–65%
utilized, then it is suitable for the 4 + 1 model, however we need more physical
hosts to meet the requirements and avoid overutilization of machines. In reality
most cloud providers may opt for more than one extra physical host machine
(N + 2 or N + 3) to handle fail-over scenarios and to provide good performance
and quality service. Hence good planning is required to efficiently manage the
capacity in a cloud environment. We can classify the virtual machines into two
major pools, like production and non-production VMs; then create clusters
respectively.

To implement a distributed resource scheduler and high availability (HA) on a
production cluster where the mission-critical virtual machines are hosted, the N + 1

Fig. 1 N + 1 Model
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Model provides sufficient space to handle maintenance activities when bringing
down one machine at a time. There are certain limitations imposed on the number
of virtual machines to be restarted by HA configuration to handle multiple unex-
pected failures. Another workaround is to implement the same plan on only one
cluster, by turning off the restart option in cluster properties for non-mission-critical
VMs. Monitoring the physical host environment plays a vital role in ensuring that
we have met the requirements of a distributed host scheduler and HA. As the virtual
machine count increases the physical host machines must also be increased.

4 Sizing Template

For optimum usage of blades in virtual machines, selecting the amount of virtual
memory and virtual CPU is crucial. Network cards and secondary memory may be
added or removed as per the need. Virtual CPU’s and memories are limited
resources with high demand. Allocating more virtual CPU’s will reduce the return
on investment and wastage of limited resources. Additionally allotting more virtual
CPU’s would lead to performance issues on the entire physical host machine.
Moreover allotting fewer real CPU’s for a mission-critical production system would
lead to performance bottlenecks. Hence sizing the templates for virtual machines is
crucial and should be done efficiently by balancing the return on investment and
providing optimal performance for each VM. Just like virtual CPU’s, oversizing
virtual memories will affect the performance of all the machines on the physical
host and also reduces the return on investment (ROI). Similarly undersizing a
virtual memory will lead to operational issues and lack of performance. We have
created a few templates based on different kinds of requirements as shown in
Table 1. These templates may be useful to accomplish the requirements and also to
efficiently manage the resources for better ROI.

Table 1 Blade Properties

vCPU (GHz) VM memory

Manufacturer IBM

Model Blade Center HS22 V – [7871H4G x3650 M3

CPU cores 12 CPUs x 2.933 GHz

Processor type Intel(R) Xenon(R)CPU X5670 @ 2.93 GHz

Processor sockets 2

Logical processors 6

Virtual CPU 24

Number of NICs 48 vCPU

Memory 144 GB

Operating systems VMware ESXi hypervisor
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5 Memory Overheads in Virtual Machines

Virtualization of physical memory in a cloud environment has a few associated
overheads. In general, VM’s can acquire two types of overhead:

1. Supplementary time required to access the memory inside a VM.
2. Other than the allocated memory to each VM, additional space maybe required

for the physical host machine to store its own metadata.

A physical host machine’s memory virtualization includes a slight time overhead
to access memory. Processors use shadow page tables for software methods and
nested page tables for hardware-based methods due to which memory access in a
VM can be processed without overhead from address translation [8–10].

1. VM kernel fixed overhead
2. Each VM extra overhead

Physical memory overhead includes reservation of additional memory for each
VM frame and different virtualization metadata like shadow and nested page tables.
The amount of overhead memory depends upon the total number of vCPU’s and the
amount of memory allocated for the virtual machine OS.

5.1 Overhead in Virtual Machines

Each VM hosted on ESXi requires some amount of overhead memory during
startup. We should know the amount of overhead memory required for startup. The
table below explains the amount of overhead memory required by each VM based
on the vCPU’s and memory allocated.

After the startup of each VM, the amount of memory listed in Table 2 may
change. The sample values were collected with VMX swap enabled and hardware
MMU enabled for the virtual machine [11–14]

Table 2 Overhead memory Size Memory vCPU Overhead

Ex-small 1024 1 28.47

Small 2048 1 34.78

Small+ 4096 1 47.95

Medium 4096 2 51.60

Medium+ 8192 2 73.68

Large 12288 4 110.97

Ex-large 16384 4 132.89

An Approach for Efficient Capacity Management in a Cloud 371



6 Research Environment

In a cloud, virtual machines are provisioned and de-provisioned by physical
machines called ESXi host. A conceptual layer is formed by the Hypervisor
between the physical and virtual machines [15–17]. The resource scheduler is
responsible for allowing access to the hardware for the virtual server. In cloud
computing, a virtual machine CPU is called a vCPU [18] and a physical machines
CPU is called a pCPU. The Memory of the physical host machine is shared among
all the virtual machines deployed on that ESXi host as virtual memory [19]. This
type of resistance allows creating different ranges of virtual machines as mentioned
in Table 3 with different virtual machines. Different template are offered by cloud
provider like extra-small (XS), small (S), small + (S+), medium (M), medium + (M
+), large (L) and extra-large (XL). All these templates are mentioned below with
Virtual CPU’s and Virtual Memories allocated for them.

There are a number of physical host machines available in the market that can be
used to build a cloud. To build a cloud many physical machines will be used.

Assuming only two physical host machines are used and the hypervisor is built
on IBM Blade Center HS22 V [7871H4G] x3650 M3 server blade with VMware
ESXi hypervisor operating system installed, the specification of this blade is
mentioned below in Table 1. One core is equal to four virtual CPU’s. Specification
of the blade is mentioned below in Table 1.

As mentioned above in Table 1, the IBM Blade server 7871 x3650 M3 [20, 21,
23] supports a maximum of 144 GB Memory, 3.33 GHz CPU and 8 terabyte of
disk. The available CPU and memory of the blade depend upon the license pur-
chased. The hypervisor license cost is calculated based on the total memory and
CPUs.

The amount of available cores and virtual CPU’s will be counted based on
processor sockets available and cores per socket on a host. If 2 processor sockets
and 6 cores per socket then 2 � 6 = 12 total cores will be needed and if 24 logical
processors and 2 processor sockets then 24 � 2 = 48 virtual CPU’s are needed.

Total number of cores ¼ Processor Sockets� cores per socket ð1Þ

Total number of virtual CPU0s ¼ Processor Sockets� Logical Processors ð2Þ

Table 3 VM template
dashboard

Size vCPU (GHz) VM Memory

Ex-small 1 1 GB

Small 1 2 GB

Small+ 1 4 GB

Medium 2 4 GB

Medium+ 2 8 GB

Large 4 12 GB

Ex-large 4 16 GB
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7 Template Combinations

7.1 Wastage Scenario

A customer’s requirements vary according to his demands. As per the customer’s
requirements, cloud providers have different templates available as shown in
Table 1. Resource utilization is displayed in Table 4 based on template size.

Suppose the extra-small template is used to create a virtual machine on a single
host then there will be 100% vCPU utilization and 27.8% memory utilization. This
results to 104 GB of memory wastage. Similarly, wastage is identified for each of
these templates. Resource utilization for large template-size VMs is 100%, which
leads to performance issues. To overcome these issues seven physical servers
should be used to host single size VMs. As the size increases, more physical
machines are hosted in cloud leading to a cost-inefficient plan and memory wastage
[24, 8].

7.2 Proposed Plan

Considering the high-availability VMs with N + 1 model, two plans are proposed
as shown in Table 5 and 6, using these proposed plans two physical servers will
efficiently utilize 80% of vCPU and memory. This proposed plan will efficiently
handle the cloud environment with good performance.

Table 4 Resource utilization table

Size Number of VM’s vCPU Waste Memory waste (GB)

Ex-small 40 0 104

Small 40 0 64

Small+ 36 4 0

Medium 24 0 48

Medium+ 18 12 0

Large 12 0 0

Ex-large 9 12 0

Table 5 Proposed plan one Size Number of VM’s vCPU Memory (GB)

Ex-small 9 9 9

Small 10 10 20

Medium+ 7 14 56

Ex-large 2 8 32

Total 28 41 117
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8 Conclusions

Hence, efficient capacity management will be crucial for successful implementation
of cloud environments. The comprehensive capacity of a cloud must be adequate to
hold the dynamic assignments of its workload, while maintaining the performance
level as agreed. The quality of service provided, should ensure that the number of
VMs employed are adequate.

Efficient capacity management allows:

1. Existing infrastructure usage optimization.
2. Using the cloud resources efficiently through which cost is reduced.
3. New infrastructure purchases can be planned properly and efficiently.
4. Improvement in quality of service.
5. Unnecessary work elimination.
6. Capacity management of cloud will be consistent through N + 1 model.
7. Provides efficient capacity in a timely manner, based on the latest information.
8. Addresses the bottlenecks before the business services are severely impacted.
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Automated Negotiation of QOS
Parameters Using Fuzzy Logic Based
Concession Strategy for Cloud Computing
Environments

B. Sunil Kamath and Rio D’Souza

Abstract Cloud service negotiation can happen in two ways, i.e. using trade-off
and concession but there are other ways of accomplishing service negotiation. The
one we propose below is using the fuzzy model we generate a negotiation strategy
which can give better social benefit and success rate for the problem under con-
sideration. In our model we have used fuzzy logic to give acceptance on a proposal
being exchanged between cloud consumer and cloud provider. Although the
strategy is similar to concession it gives better utilities when compared to the
previous concession strategy. It is also observed that Fuzzy Logic-based concession
(FLC) achieves better utilities for both consumer and provider 55% of the time over
a random dataset as compared to only 10% for trade-off approach. The success rate
and social benefit of all strategies are consolidated in a table at the end.

Keywords Cloud computing � Service negotiation � QOS � Fuzzy logic

1 Introduction

There are three service models in cloud. They are Infrastructure as a service (IaaS),
Platform as a service (PaaS) and Software as a service (SaaS). The cloud computing
is all about procuring Network, Storage, Compute facility from Infrastructure
providers and pay them on a pay-per-use basis. Now there are some functional
requirements (the various functionalities of the service) and non-functional
requirements (reliability or response time of the service) attached to the price
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paid for the service got from the cloud. For example, Storage access got from
Amazon S3 is a functional requirement, whereas the price and reliability of the
service are its non-functional requirement.

Cloud services are provided by cloud providers and are delivered over the
Internet to users. Cloud service providers/consumers will have to monitor the QOS
parameters of cloud service continuously so that a guaranteed service level can be
provided/consumed. Also the QOS level needs to be negotiated well in advance
parallel to fixing the price of the service. This process may be automated. Any
irregularities (like reliability falling below 90%) can then be reported by the
opposite party and claim service credits for the lack of quality of the service.

In this paper we focus on automated QOS negotiation. There are many
Negotiation strategies available for use in QOS negotiation like trade-off and
concession where we assume incomplete information of opponent reserve price [1].
Also we suggest that there are few others like fuzzy logic-based concession strategy
(FLC) and Bayesian updation-based negotiation strategy for learning the opponent
reserve price in case of incomplete information [2]. The concession strategy starts
from initial preferred value and goes on making concession in each negotiation
round effectively reducing the total utility of the proposal. Whereas the trade-off
strategy demands more on its more important issue and yields on its less important
attribute, keeping the total utility same and generating a proposal more attractive to
the opponent. Clearly, trade-off should excel all other strategy. In this paper we
elaborate on fuzzy logic-based concession strategy and show that it is better than
simple concession strategy [1] and sometimes excels pure trade-off.

The remainder of the paper is divided into 6 sections. Section 2 details on the
related work. Section 3 is the actual problem scenario. Section 4 describes already
existing negotiation solution—tradeoff and simple concession. Section 5 proposes
our Fuzzy logic-based concession strategy and Sect. 6 compares all the strategies
and Section 7 gives the conclusion and future work.

2 Related Work

Pan et al. [3] suggest bilateral multi-step monotonic concession negotiation protocol
in which software agents on behalf of service consumer and provider act to reach a
mutual agreement on some QOS (non-functional attributes like reliability, response
time, reputation) values. Author [3] also suggests beginning negotiation with best
offer (max profit) and making concession in subsequent rounds. Ferretti et al. [4]
refutes that SLA monitoring will lead to more optimal use of resources by dynamic
load balancing. The work speaks about maintaining a monitoring service in load
balancer which consults SLA policy engine before a add resource request is gen-
erated. In Freitas et al. [5] the provider prepares a set of SLA templates (based on
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performance and fault tolerance) and then there is an agreement reached between
customer and service provider based on this. Then once requests are honored, the
QOS assurance mechanisms ensure that the QOS mentioned in SLA templates are
adhered to (by replacing failed and delayed jobs and by booking resources, con-
figuring, deploying the service instances). Dastjerdi et al. [6] summarizes that
operations such as service discovery, scaling, and monitoring are accomplished
automatically but negotiation is bottleneck if performed by humans. [6] Proposed
negotiation is capable of assessing reliability of offers received from cloud provi-
ders. Also offers are generated keeping in mind the resource utilization and it
concedes more on price of less utilized resources. Zheng et al. [1] refutes that
negotiation is only way to resolve conflicts between service provider and consumer.
Here trade-off approach outperforms concession ones in terms of individual utility
and social benefit but underperforms in terms of success rate. Ortiz et al. [7] argues
the need for personalized SLAs for cloud customers in the presence of multiple
cloud providers each with their own pricing model and SLAs.

3 The Actual Problem Scenario

Table 1 below depicts the conflicts between service consumer and service provider
in terms of two issues reliability and price. The problem scenario is assumed for
Amazon S3 deployment.

The reliability can range from 0 to 100% (percentage per month) and price from 0
to 0.1 (dollars/GB of data per month). Now consider reliability of service provider
which is 70% initially, even though provider can provide 85%. Service consumer has
a reliability requirement of minimum 75%, although it starts negotiation initially at
90%. Clearly, there is a preference gap over reliability (70% vs 90%). Similarly
consider price issue. Service provider seeks to maximize his profit so initially expects
0.08 (can come down to 0.05). Whereas service consumer is willing to pay only 0.04
initially (can come up to 0.07). Here too there is a conflict over price (0.08 vs 0.04).

Assumption (incomplete information): There are a few assumptions necessary
before we negotiate, i.e. service consumer and service provider keep their values of
preferred and reserved value of reliability and price secret. Service consumer knows
that service provider cares for storage price more than reliability. Service provider
knows that service consumer cares more about reliability than price.

Table 1 A sample starting scenario

Min Max Service provider (seller) Service consumer (buyer)

Res.
value

Pref.
value

Weight Res.
value

Pref.
value

Weight

Rel. 0% 100% 85% 70% 0.1 75% 90% 0.9

Price 0 0.1 0.05 0.08 0.9 0.07 0.04 0.1
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4 Existing Negotiation Solution: Tradeoff and Simple
Concession

We assume linear utility function for reliability and price. The utility value for a
proposal gives the level of satisfaction of the party involved in negotiation.
u1(x) gives the utility for a single issue x whereas u2(P) gives the overall utility of
the proposal P with n issues. The formulas are as follows:

u1 xð Þ ¼ x� xworst
xbest � xworst

ð1Þ

where 0 � u1(x) � 1 and u1(xbest) = 1 and u1(xworst) = 0.

u2 pð Þ ¼
Xn

i¼1
wiu1ðxiÞ ð2Þ

where wi is the weight of issue xi and
Pn

i¼1 wi ¼ 1.
In the above problem scenario, for a service provider reliability is lower-is-better

attribute and price is higher-is-better attribute. So if the preferred proposal of ser-
vice provider is (70%, 0.08) from Table 1 then u1(price) = (0.08–0)/(0.1–0) = 0.8
and u1(reliability) = (70–100%)/(0–100%) = 0.3. So the overall utility of the pre-
ferred proposal = 0.9 � 0.8 + 0.1 � 0.3 = 0.75.

A. A sample trade-off scenario

In the algorithm below, we assume incomplete information assumption and we go
for a negotiation with two attributes, namely, reliability and price. Agent i sends the
proposal V to agent j at step1. If agent j rejects this proposal and j’s counterproposal
is not acceptable to agent i then i makes a trade-off from steps 4–23 where agent
i yields on its less important attribute to create a proposal attractive to opponent
(agent j) without lowering the total utility of the previous preferred proposal. Thus
pareto optimality is achieved in this case. Concession algorithm is also similar to
this one but lines 7–13 are replaced by u0 = u0 – (k � k) u0 and u1 = u1 – (k � k)
u1. In this case the total utility gradually reduces with every round of negotiation.
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5 Fuzzy Logic Based Concession Strategy

In the negotiation here, we assume it is a bilateral one-to-one agent negotiation
involving two issues, namely, reliability and price. Also we assume alternating-
offers protocol between buyer and seller agents as shown in Fig. 1.

As seen in Fig. 2, the reasoning model mainly concentrates on negotiation. Offer
evaluation block is fed with inputs (incoming offer and counter offer). It evaluates
the offers using Fuzzy Inference System from agent’s point of view and then
informs the decision-making block about the acceptance accordingly. Then the

Seller 
agent 

Buyer 
agent 

Accept/Reject/Counter offer 

Accept/Reject/Counter offer 

Fig. 1 Alternating-offers protocol

Fig. 2 Block diagram of offer evaluation block of an agent based on fuzzy logic
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decision-making block makes the decision of accepting the incoming offer,
rejecting the incoming offer or sending counteroffer [8].

A. New offer generation block

Here the new offer generation block is modelled as Distributed Fuzzy Constraint
Satisfaction problem. The major work of new offer generation block is to find the
concession value Dxi for the next round of negotiation for each issue i. The first step
is to find the concession space (CS) for agent A which is given below

CSAi;n ¼
ð10� wA

i;nÞ
10� wA

i;n

� �
þð10� wB

i;nÞ
� xAi;n � xBi;n

���
��� ð3Þ

where A and B are the buyer and seller agents under consideration xAi;n � xBi;n

���
���

denotes the distance between the value of issue i between agents A &
B. n represents the negotiation round. wi,n

A and wi,n
B denotes the level of preference

on the issues by agents A and B. wi,n
B for agent A is unknown. Therefore a guess is

required to calculate wi,n
B

WB
i;n ¼

min wB
i;n�1 þ 0:5; 9

� �
for r\1

max wB
i;n�1 � 0:5; 0

� �
for r[ 1

wB
i;n�1 for r ¼ 1

8>><
>>:

9>>=
>>;

ð4Þ

Where r ¼
xBi;n � xBi;n�1

���
���

xAi;n � xAi;n�1

���
���

ð5Þ

Second step is to choose an appropriate value in the concession space CSi,n.
A We

have chosen it to be 20% of CSi,n
A from Eq. (3).The new offer on the particular issue

i is got by the following formula

xAi;nþ 1 ¼ xAi;n þDxAi;n ð6Þ

In the above equation, the xi,n
A is got from preferred values supplied by the user to

the agent A. Apply Eqs. (3)–(6) separately for reliability (i = 1) and price (i = 2)
and get the counter offer value <x1,n+1

A , x2,n+1
A >.

B. Offer Evaluation Block

The counteroffer <x1,n+1
A , x2,n+1

A > being generated using the method mentioned
above will be evaluated by comparing with incoming offer. To ease the situation,
Fuzzy Inference System has been adopted. The main purpose of Fuzzy logic in our
strategy is to indicate the acceptance of an opponent proposal. The acceptance using
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fuzzy inference process for one offer (either incoming offer/counter offer)
consists of

• Fuzzification of input variables (Reliability and Price).
• Application of Fuzzy operator (AND and OR) on the fuzzified inputs.
• Apply implication method (min or prod) to get fuzzy set (before implication is

applied, rules must be written for acceptance for both buyer and seller).
• Aggregate all outputs (Aggregation is the process by which the fuzzy sets that

represent the outputs of each rule are combined into a single fuzzy set say using
max method).

• Defuzzify the output (i.e. generate a single crisp value for acceptance say
70.5%)

The acceptance of incoming offer and counteroffer generated using the method
above is transferred to Decision block for further processing.

C. Decision block

The following formula summarizes the decision-making process.

ACCEPTANCEINCOMING\ACCEPTANCEMINIMUM REJECT
ACCEPTANCEINCOMING �ACCEPTANCECOUNTEROFFER ACCEPT

ACCEPTANCEINCOMING\ACCEPTANCECOUNTEROFFER COUNTEROFFER

8<
:

9=
;
ð7Þ

Here the ACCEPTANCEMINIMUM for an agent is got from reserve value specified
for an agent. If acceptance of incoming offer is less than the minimum acceptance
for negotiation then reject the offer. If acceptance of incoming offer is greater the
acceptance of counteroffer then accept the incoming offer otherwise send the
counteroffer to the opponent.

Finally to report the utility of the offer we need utility function. Since we are
considering multi-issue agent negotiation, we can calculate the individual issue
utility using our basic utility function and then the weighted (to be given by the
user) sum gives the total utility of the offer for agent A. Similar calculation is done
on agent B side and total overall utility is the sum of these two utilities.

Basic utility function:

Ui xið Þ ¼ xi � Xi
min

Xi
max � Xi

min
ð8Þ

where [Xmin
i , Xmax

i ] forms the range over which xi operates.
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6 Comparison of Negotiation Strategies

The Trade-off, Simple Concession and FLC simulations are carried out using Dell
Inspiron laptop with Intel Core i3 processor with a speed of 2.27 GHZ 2 GB RAM
on Microsoft Windows 7 Ultimate operating system. The time complexity of the
simple concession is O (1/k) and that of FLC is dependent on Dxi chosen in each
round of negotiation, whereas the trade-off does not converge for some inputs.

For comparison we have same dataset as in [1] (as shown in Table 2) so that
there is uniformity in comparison done or conclusions drawn. In the starting sce-
nario S1–S10, a difference of 20% in reliability and 0.04 in price is maintained
between preferred proposal of buyer and seller. Similarly in starting scenario S11–
S19, a difference of 15% and 0.03 in reliability and price of preferred proposal is
maintained between buyer and seller. S20 a difference of 35% in reliability and 0.07
in price of preferred proposal is maintained just to test the trade-off strategy for
success rate.

In Table 2 all the values are normalized, i.e. reliability varies between 0 and 1
and price varies between 0 and 0.1. The weights for reliability and price are in the
range 0–1 and also, i.e. sum of weights for reliability and price = 1.

A. Negotiation Protocol
An alternating-offers protocol is engaged between the buyer and the seller in the
sense first seller is going to send its preferred proposal to buyer. If buyer
accepts the offer negotiation succeeds else buyer is going to generate a coun-
terproposal based on Algorithm 1 or Algorithm 2 (trade-off or FLC) and repeat.
Negotiation progresses in this way till either of the parties accept opponent
proposal or both seller and buyer are dissatisfied (negotiation failure). k in
algorithm 1 is assumed = 0.1 and concession rate in algorithm 2 is
assumed = 0.2.

B. Negotiation Results
20 starting scenarios are listed in Table 2 and the corresponding results of
Negotiation strategies are listed in Table 3. It can be seen that simple con-
cession and FLC succeeds in all 20 scenarios, whereas trade-off reports failure
for scenario S20.

Let us analyze the Tables 2 and 3 by considering scenario S5.
From seller’s reserved offer <0.70, 0.02>, we calculate its reserved utility as

0.21. From buyer’s reserved offer <0.60, 0.04>, we calculate its reserved utility as
0.600. Similarly by looking at seller and buyer preferred offers, we calculated its
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Table 2 Negotiation scenarios S1–S20

Scenario Seller
reserve
value

Seller
prefer value

Seller
weights

Buyer
reserve
value

Buyer
prefer value

Buyer
weights

S1 Rel. 0.90 0.75 0.1 0.80 0.95 0.9

Price 0.06 0.09 0.9 0.08 0.05 0.1

S2 Rel. 0.85 0.70 0.1 0.75 0.90 0.9

Price 0.05 0.08 0.9 0.07 0.04 0.1

S3 Rel. 0.80 0.65 0.1 0.70 0.85 0.9

Price 0.04 0.07 0.9 0.06 0.03 0.1

S4 Rel. 0.75 0.60 0.1 0.65 0.80 0.9

Price 0.03 0.06 0.9 0.05 0.02 0.1

S5 Rel. 0.70 0.55 0.1 0.60 0.75 0.9

Price 0.02 0.05 0.9 0.04 0.01 0.1

S6 Rel. 0.90 0.75 0.1 0.80 0.95 0.9

Price 0.02 0.05 0.9 0.04 0.01 0.1

S7 Rel. 0.85 0.70 0.1 0.75 0.90 0.9

Price 0.03 0.06 0.9 0.05 0.02 0.1

S8 Rel. 0.80 0.65 0.1 0.70 0.85 0.9

Price 0.04 0.07 0.9 0.06 0.03 0.1

S9 Rel. 0.75 0.60 0.1 0.65 0.80 0.9

Price 0.05 0.08 0.9 0.07 0.04 0.1

S10 Rel. 0.70 0.55 0.1 0.60 0.75 0.9

Price 0.06 0.09 0.9 0.08 0.05 0.1

S11 Rel. 0.90 0.80 0.1 0.85 0.95 0.9

Price 0.07 0.09 0.9 0.08 0.06 0.1

S12 Rel. 0.85 0.75 0.1 0.80 0.90 0.9

Price 0.06 0.08 0.9 0.07 0.05 0.1

S13 Rel. 0.80 0.70 0.1 0.75 0.85 0.9

Price 0.05 0.07 0.9 0.06 0.04 0.1

S14 Rel. 0.75 0.65 0.1 0.70 0.80 0.9

Price 0.04 0.06 0.9 0.05 0.03 0.1

S15 Rel. 0.70 0.60 0.1 0.65 0.75 0.9

Price 0.03 0.05 0.9 0.04 0.02 0.1

S16 Rel. 0.90 0.80 0.1 0.85 0.95 0.9

Price 0.03 0.05 0.9 0.04 0.02 0.1

S17 Rel. 0.85 0.75 0.1 0.80 0.90 0.9

Price 0.04 0.06 0.9 0.05 0.03 0.1

S18 Rel. 0.80 0.70 0.1 0.75 0.85 0.9

Price 0.05 0.07 0.9 0.06 0.04 0.1

S19 Rel. 0.75 0.65 0.1 0.70 0.80 0.9

Price 0.06 0.08 0.9 0.07 0.05 0.1

S20 Rel. 0.70 0.60 0.1 0.85 0.95 0.9

Price 0.07 0.09 0.9 0.04 0.02 0.1

Automated Negotiation of QOS Parameters Using Fuzzy Logic … 387



T
ab

le
3

E
xp

er
im

en
ta
l
re
su
lts

fo
r
S1

–
S2

0

Sc
en
ar
io

Si
m
pl
e
co
nc
es
si
on

T
ra
de
of
f

FL
C

O
ff
er

T
ot
al

ut
ili
ty

O
ff
er

T
ot
al

ut
ili
ty

O
ff
er

T
ot
al

ut
ili
ty

R
el
.

Pr
ic
e

U
se
ll
er

U
bu

ye
r

R
el
.

Pr
ic
e

U
se
ll
er

U
bu

ye
r

R
el
.

Pr
ic
e

U
se
ll
er

U
bu

ye
r

S1
0.
80

0.
07

1.
41
6

0.
82

0.
09

1.
58
7

0.
75

0.
09

1.
52

Se
l
!

B
uy

1
0.
66
8

0.
74
8

Se
l
!

B
uy

0.
83
5

0.
75
2

Se
l
!

B
uy

0.
83
5

0.
68
5

S2
0.
76

0.
06

1.
32

0.
91

0.
05

1.
34
7

0.
88

0.
05

1.
34
8

Se
l
!

B
uy

0.
60
0

0.
72
0

B
uy

!
Se
l

0.
47
7

0.
87
0

B
uy

!
Se
l

0.
50
4

0.
84
4

S3
0.
72

0.
06

1.
22
4

0.
72

0.
07

1.
34
2

0.
71

0.
07

1.
31
3

Se
l
!

B
uy

0.
53
2

0.
69
2

Se
l
!

B
uy

0.
66
5

0.
67
7

Se
l
!

B
uy

0.
64
7

0.
66
5

S4
0.
68

0.
05

1.
12
8

0.
68

0.
06

1.
23
1

0.
70

0.
06

1.
22

Se
l
!

B
uy

0.
46
4

0.
66
4

Se
l
!

B
uy

0.
58
0

0.
65
1

Se
l
!

B
uy

0.
54
8

0.
67
4

S5
0.
64

0.
04

1.
03
2

0.
64

0.
05

1.
12
0

0.
70

0.
05

1.
13
8

Se
l
!

B
uy

0.
39
6

0.
63
6

Se
l
!

B
uy

0.
49
5

0.
62
5

B
uy

!
Se
l

0.
45
4

0.
68
4

S6
0.
76

0.
03

1.
03
2

0.
97

0.
03

1.
20

0.
90

0.
05

1.
29
8

B
uy

!
Se
l

0.
27
6

0.
75
6

B
uy

!
Se
l

0.
25
5

0.
94
5

B
uy

!
Se
l

0.
43
4

0.
86
4

S7
0.
76

0.
05

1.
19
2

0.
92

0.
04

1.
22
2

0.
87

0.
05

1.
30
6

Se
l
!

B
uy

0.
45
6

0.
73
6

B
uy

!
Se
l

0.
33
2

0.
89
0

B
uy

!
Se
l

0.
47
4

0.
83
1

S8
0.
72

0.
06

1.
22
4

0.
72

0.
07

1.
34
2

0.
70

0.
07

1.
31
3

Se
l
!

B
uy

0.
53
2

0.
69
2

Se
l
!

B
uy

0.
66
5

0.
67
7

Se
l
!

B
uy

0.
64
7

0.
66
5

S9
0.
68

0.
06

1.
25
6

0.
68

0.
08

1.
39
1

0.
70

0.
08

1.
38
2

Se
l
!

B
uy

0.
60
8

0.
64
8

Se
l
!

B
uy

0.
76
0

0.
63
1

Se
l
!

B
uy

0.
72
8

0.
65
4

S1
0

0.
64

0.
07

1.
28
8

0.
64

0.
09

1.
44
0

0.
69

0.
09

1.
46
1

Se
l
!

B
uy

0.
68
4

0.
60
4

Se
l
!

B
uy

0.
85
5

0.
58
5

B
uy

!
Se
l

0.
82
9

0.
63
2

S1
1

0.
86

0.
06

1.
39
2

0.
96

0.
07

1.
54
7

0.
80

0.
09

1.
56

Se
l
!

B
uy

0.
58
1

0.
81
1

B
uy

!
Se
l

0.
65
2

0.
89
5

Se
l
!

B
uy

0.
83
0

0.
73
0

S1
2

0.
80

0.
06

1.
35
2

0.
83

0.
08

1.
50
7

0.
75

0.
08

1.
44

Se
l
!

B
uy

0.
59
6

0.
75
6

Se
l
!

B
uy

0.
74
5

0.
76
2

Se
l
!

B
uy

0.
75
4

0.
75

(c
on

tin
ue
d)

388 B. Sunil Kamath and R. D’Souza



T
ab

le
3

(c
on

tin
ue
d)

Sc
en
ar
io

Si
m
pl
e
co
nc
es
si
on

T
ra
de
of
f

FL
C

O
ff
er

T
ot
al

ut
ili
ty

O
ff
er

T
ot
al

ut
ili
ty

O
ff
er

T
ot
al

ut
ili
ty

R
el
.

Pr
ic
e

U
se
ll
er

U
bu

ye
r

R
el
.

Pr
ic
e

U
se
ll
er

U
bu

ye
r

R
el
.

Pr
ic
e

U
se
ll
er

U
bu

ye
r

S1
3

0.
76

0.
06

1.
25
6

0.
86

0.
05

1.
30
7

0.
84

0.
05

1.
28
1

Se
l
!

B
uy

0.
52
8

0.
72
8

B
uy

!
Se
l

0.
48
2

0.
82
5

B
uy

!
Se
l

0.
47
6

0.
80
4

S1
4

0.
72

0.
05

1.
16
0

0.
72

0.
06

1.
26
2

0.
78

0.
05

1.
23
6

Se
l
!

B
uy

0.
46
0

0.
70
0

Se
l
!

B
uy

0.
57
5

0.
68
7

B
uy

!
Se
l

0.
48
7

0.
74
8

S1
5

0.
68

0.
04

1.
06
4

0.
68

0.
05

1.
15
1

0.
71

0.
05

1.
15
0

Se
l
!

B
uy

0.
39
2

0.
67
2

Se
l
!

B
uy

0.
49
0

0.
66
1

B
uy

!
Se
l

0.
45
8

0.
69
1

S1
6

0.
76

0.
04

1.
09
6

0.
97

0.
04

1.
26
2

0.
91

0.
05

1.
31
0

B
uy

!
Se
l

0.
34
8

0.
74
8

B
uy

!
Se
l

0.
32
7

0.
93
5

B
uy

!
Se
l

0.
43
8

0.
87
1

S1
7

0.
80

0.
05

1.
22
4

0.
92

0.
04

1.
28
4

0.
88

0.
05

1.
31
6

B
uy

!
Se
l

0.
45
2

0.
77
2

B
uy

!
Se
l

0.
40
4

0.
88
0

B
uy

!
el

0.
47
7

0.
83
8

S1
8

0.
76

0.
06

1.
25
6

0.
86

0.
05

1.
30
7

0.
84

0.
05

1.
28
1

Se
l
!

B
uy

0.
52
8

0.
72
8

B
uy

!
Se
l

0.
48
2

0.
82
5

B
uy

!
Se
l

0.
47
6

0.
80
4

S1
9

0.
72

0.
06

1.
28
8

0.
72

0.
08

1.
42
2

0.
70

0.
08

1.
39
1

Se
l
!

B
uy

0.
60
4

0.
68
4

Se
l
!

B
uy

0.
75
5

0.
66
7

Se
l
!

B
uy

0.
73
3

0.
65
3

S2
0

0.
38

0.
07

1.
04
8

—
-

—
-

0
0.
72

0.
09

1.
47
3

B
uy

!
Se
l

0.
67
4

0.
37
4

—
—
—
—
—

0
0

Se
l
!

B
uy

0.
81
4

0.
65
9

1
Se
l
st
an
ds

fo
r
se
lle
r
an
d
B
uy

fo
r
bu
ye
r
an
d
Se
l
!

B
uy

st
an
ds

fo
r
la
st
ne
go
tia
te
d
of
fe
r
w
as

ge
ne
ra
te
d
by

Se
lle
r
an
d
ac
ce
pt
ed

by
bu
ye
r
an
d
vi
ce

ve
rs
a

Automated Negotiation of QOS Parameters Using Fuzzy Logic … 389



preferred utility as 0.495 and 0.765 respectively (not shown in Table 2 or 3). Now
observing the S5 row of Table 3, we can say for Simple Concession Negotiated
utilities (i.e. Useller & Ubuyer) 0.396 > 0.21 and 0.636 > 0.600 are better than
reserved utilities calculated above. Similarly for tradeoff Negotiated utilities
0.495 > 0.21 and 0.625 > 0.600 are better than reserved utilities. The same way for
FLC negotiated utilities 0.454 > 0.21 and 0.684 > 0.600 are better than reserved
utilities. On the whole we can make the following observation

Observation 1: All the three strategies, namely Simple concession, Trade-off and
FLC are capable of generating offers whose received utilities are better than
reserved utilities.

Let us consider starting scenario S2 (see Table 3). When both parties switch
from Simple concession to tradeoff approach, the buyer utility increased from 0.720
to 0.870, whereas the seller utility decreased from 0.600 to 0.477. Here its clear
final offer was generated by buyer (Buy ! Sel) so buyer benefits.

Same is the case with FLC scenario S2. If both parties switch from Simple
concession to FLC approach, the buyer utility increased from 0.720 to 0.844, whereas
the seller utility decreased from 0.600 to 0.504. Here too the final offer was generated
by buyer (Buy ! Sel) so buyer benefited. But consider S3, for trade-off, seller utility
increased from 0.532 to 0.665 whereas buyer utility decreased from 0.692 to 0.677.
Here Seller (Sel ! Buy) acts as a successful offerer. Similarly consider S3 for FLC,
seller utility increased from 0.532 to 0.647 whereas buyer utility decreased from
0.692 to 0.665. Here Seller (Sel ! Buy) acts as a successful offerer.

Observation 2: Trade-off and FLC give better utilities for successful offerer be it
buyer/seller.

Now consider S1 (see Table 3), where for trade-off, both seller/buyer utilities
increased from 0.668/0.748 to 0.835/0.752. Similarly S4 for FLC, both seller/buyer
utilities increased from 0.464/0.664 to 0.548/0.674. So both seller/buyer utilities
increased when switching to trade-off/FLC. By analyzing S1–S20, we have found
that switching to trade-off, 35% of the times only buyer benefit, 55% of the time
only Seller benefit, 5% of the time both buyer as well as seller benefit and 5% of the
time negotiation failure reported. Similarly by analyzing S1–S20, we have found
that switching to FLC, 15% of the times only buyer benefit, 30% of the time only
seller benefit and 55% of the time both buyer as well as seller benefit.

Fig. 3 Comparison of the
three negotiation strategies
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Observation 3: In 55% of cases, FLC gave better utilities for both buyer and
seller when compared to only 10% in case of trade-off.

Now consider the total utility column of Simple concession, trade-off and FLC in
Table 3. Clearly total utility column value for trade-off and FLC is better than the
one for Simple concession for all scenarios S1–S19. Say, for example S1, total
utility of Simple concession is 1.416, trade-off is 1.587 > 1.416 and FLC is
1.52 > 1.416. The graph in Fig. 3. Clearly, shows the curves for Trade-off (■) and
FLC (▲) are higher than Simple concession (♦).

Observation 4: FLC and Trade-off give better overall social benefit than Simple
concession.

Let us examine the scenario S20. Tradeoff does not seem to converge even after
20 rounds or so of negotiation. Hence negotiation fails in this case. Simple con-
cession seem to give a total utility of 1.048 with an offer of 38% (reliability) and 0.07
(price).FLC seems to give even better total utility of 1.493 with an offer of 72%
(reliability) and 0.09 (price). So the success rate of trade-off is 95% (1 out of 20 is a
failure). The incomplete information assumption makes it difficult for trade-off to
move towards an agreement whereas concession (both simple concession & FLC)
have 100% success rate. Now consider S10, total utility of Simple concession is
1.288, whereas that of trade-off and FLC is 1.44 and 1.461. Clearly, total utility of
FLC is highest of all. This is the case in scenarios S2, S5–S7, S10–S11, S16–S17 and
S20. It means 9/20 cases (45%) FLC is superior even to trade-off.

Observation 5: 45% of cases FLC gives better social benefit than trade-off while
maintaining 100% success rate.

7 Conclusion and Future Work

Given the scope of Cloud Computing, there is an increasing demand for hardware
and software to promote this technology. This in turn raises the demand for
negotiation in pricing these datacenter hardware or software to benefit both cloud
provider and consumer. We have suggested throughout the paper that an automated
component can do this work. We have taken note of the existing Simple concession
and Trade-off strategies and we have proposed a new Fuzzy logic-based concession
strategy (FLC).

From the various observations across all three strategies we conclude that FLC,
though a concession strategy, has outperformed Trade-off and Simple concession in
terms of social benefit and success rate. Also in 55% of the cases (S1–S20), FLC
has benefitted both buyer and seller, whereas trade-off could achieve this in only
10% of the cases. Hence our strategy FLC is the most effective and efficient
approach for solving the automated negotiation of price and reliability in cloud
computing scenario.

Our future work involves devizing a few more negotiation strategies for cloud
environment and also to dynamically switch between different strategies during
negotiation based on past performance of these strategies.

Automated Negotiation of QOS Parameters Using Fuzzy Logic … 391



References

1. Zheng, Xianrong, Patrick Martin, and Kathryn Brohman. “Cloud service negotiation:
Concession vs. tradeoff approaches.” In Proceedings of the 2012 12th IEEE/ACM
International Symposium on Cluster, Cloud and Grid Computing (ccgrid 2012), pp. 515–
522. IEEE Computer Society, 2012.

2. Gwak, Jeonghwan, and Kwang Mong Sim. “Bayesian learning based negotiation agents for
supporting negotiation with incomplete information.” In Proceedings of the international
multiconference of engineers and computer scientists, vol. 1, pp. 163–168. 2011.

3. Pan, Li. “Towards a ramework for automated service negotiation in cloud computing.” In
Cloud Computing and Intelligence Systems (CCIS), 2011 IEEE International Conference on,
pp. 364–367. IEEE, 2011.

4. Ferretti, Stefano, Vittorio Ghini, Fabio Panzieri, Michele Pellegrini, and Elisa Turrini. “QOS–
aware clouds.” In Cloud Computing (CLOUD), 2010 IEEE 3rd International Conference on,
pp. 321–328. IEEE, 2010.

5. Freitas, André Lage, Nikos Parlavantzas, and J-L. Pazat. “An integrated approach for
specifying and enforcing slas for cloud services.” In Cloud Computing (CLOUD), 2012 IEEE
5th International Conference on, pp. 376–383. IEEE, 2012.

6. Dastjerdi, Amir Vahid, and Rajkumar Buyya. “An autonomous reliability-aware negotiation
strategy for cloud computing environments.” In Cluster, Cloud and Grid Computing (CCGrid),
2012 12th IEEE/ACM International Symposium on, pp. 284–291. IEEE, 2012.

7. J. Ortiz, V. T. De Almeida, and M. Balazinska, “A vision for personalized service level
agreements in the cloud,” in Proceedings of the Second Workshop on Data Analytics in the
Cloud. ACM, 2013, pp. 21–25.

8. Wang, Xin. “A fuzzy logic based intelligent negotiation agent.” (2006)

392 B. Sunil Kamath and R. D’Souza



Intrusion Detection System Based
on BCS-GA in Cloud Environment

Partha Ghosh, Supriya Jha, Rahul Dutta and Santanu Phadikar

Abstract Cloud computing provides services to the user through the Internet and is
cost-efficient. It comprises of a wide range of users that makes the security of data a
matter of concern. Intrusion Detection System (IDS) is a multipurpose security
system either in hardware or software form applied to a network that detects
abnormality in packets. Detecting intrusions involve observing any changes from
normal behaviour. Cloud contains huge amount of data for which high storage
space is required. To reduce the required space only relevant data is stored. This is
done applying feature selection procedure. Hereby, we have proposed an IDS
functioning on the concept of feature selection from NSL-KDD dataset. The effi-
cient IDS is based on our proposed algorithm BCS-GA and gives better accuracy.

Keywords Cloud Computing (CC) � Intrusion Detection System (IDS)
Feature selection � Cuckoo Search (CS) � Genetic Algorithm (GA)
Neural Network (NN) � NSL-KDD dataset

1 Introduction

Development of Cloud computing has aroused as a multifaceted technology with
the capability to support a broad spectrum of applications [1]. It emerged as a
breakaway in usage of Internet. Cloud computing is now a topic of great impact and

P. Ghosh (&) � S. Jha � R. Dutta
Department of Information Technology, Netaji Subhash Engineering College,
Kolkata, India
e-mail: partha1812@gmail.com

S. Jha
e-mail: supriya.sneha286@gmail.com

S. Phadikar
Depatment of Computer Science and Engineering, Maulana Abul Kalam Azad
University of Technology, Kolkata, India
e-mail: sphadikar@yahoo.com

© Springer Nature Singapore Pte Ltd. 2018
N.R. Shetty et al. (eds.), Emerging Research in Computing, Information,
Communication and Applications, https://doi.org/10.1007/978-981-10-4741-1_35

393



has proved itself as a driver for small companies in rapidly developing world. It is
an anatomy for providing various beneficial services using the Internet. It is
accessible on demand and furnishes pay per use access to a puddle of shared
resources [2]. Service providers in a Cloud can be basically categorized in three
types as per the basic models deployed—Infrastructure as a Service (IaaS), Platform
as a Service (PaaS), Software as a Service (SaaS) [3]. IaaS comprises of highly
automated and scalable computer resources accompanied with storage in a Cloud
and network empathy which can be available on demand. PaaS provides a rostrum
on which specific software can be deployed or evolved. SaaS is much similar to the
technique of software furnishing used erstwhile [4]. Since Cloud computing has a
distributed nature with a large number of users and domains attached to it, it is
highly prone to malicious activities. Information is of immense importance in any
organization and thus security measures such as firewalls are deployed in each
system to detect security threats [5]. Intrusions are actions that threaten the integ-
rity, authenticity of information in a network resource by circumventing the mea-
sures provided for security [6]. The basic characteristics of an Intrusion Detection
System (IDS) comprise of monitoring, analysing user and system proceedings,
scrutinizing system appearance, abnormal activity analysis, etc. IDS provides trace
to user entry from point of entry to point of impact, detect error in system con-
figuration, recognize and reports alterations on any piece of data. Two prominent
methodologies are used by IDS to detect any threat or attack and generate alert-
Misuse detection & Anomaly detection. Misuse detection also referred to as
rule-based detection is easy to configure. However, despite of its accuracy it may
not always detect an attack with even slight variations. Anomaly detection observes
packets for abnormal behaviour and generates alert [7]. On the basis of working
environment, IDS can be categorized in two categories—Host-based Intrusion
Detection System (HIDS) and Network-based Intrusion Detection System (NIDS).
Exercising separate IDS for every host within a network refers to the concept of
HIDS. It takes a quick view of prevailing system files and matches it with the latter
one at each occurrence. If perilous system files were amended or deleted, alert is
generated. NIDS is applied to a subnet. It analyzes the passing traffic on the entire
subnet and has a wider scope of detecting unknown attacks. For detecting an attack
a rule has to be specified or a specific characteristic has to be noted. A specific trait
or characteristic of data is generalized as a feature. Feature selection forms a subset
of features which accurately describe a problem [8]. Various techniques have been
applied for feature selection. Genetic algorithm uses the principles of Darwin’s
theory for optimization and/or search problems and is has its origin in natural
genetics [9]. Further, Cuckoo search algorithm is a heuristic algorithm originating
from the reproductive behaviour of some cuckoo species [10]. In this paper we have
proposed an algorithm for feature selection which combines the advantages of both
Cuckoo Search (CS) and Genetic Algorithm (GA).
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2 Related Work

A. Wasim and M. Salama [11] discussed the concept of Cloud computing. Cloud
computing provides services to users enriched with the properties of elasticity and
smooth scalability. B.Santosh Kumar et al. [12] explained the gist of intrusion
detection. Intrusion detection can be briefly depicted as continuous observing the
events of a particular system and analysing any signs of malicious activities. M.
Tuba et al. [13] proposed a redesigned version of Cuckoo Search algorithm for
unconstrained problem optimization. They calculated the step size of random walks
by different function. That function utilized sorted array and produced better results.
Li Xiangtao and Yin Minghao [14] developed a modified form of Cuckoo Search
algorithm, having a self adaptive parameter. Their work was inspired by the concept
of differential evolution and proposed a concept of statistical learning strategy.
M. Naik et al. [15] proposed a new adaptive form of Cuckoo Search algorithm.
Their effort was to fuse the step size as proportional to the fitness of a particular nest
in the total search space and current generation. Also, step size calculation function
is altered. That algorithm gave productive results when tested with 28 benchmark
functions. In 2015, Self-adaptive Cuckoo Search algorithm for hybrid flowshop
makespan problem was proposed by H. Zhonghua and Lv Xisheng [16]. Their
algorithm worked on the fact that performance of Cuckoo Search depends on its
parameters. They developed an algorithm which adapts the parameters on the basis
of evolution processes automatically. Their algorithm used elite learning mecha-
nism which overcame the drawback of premature convergence. X.Yan et al. [17]
proposed an improved version of Genetic Algorithm. Their algorithm worked on
the drawback of traditional GA, i.e. getting trapped in local minima easily. S.
Ricardo et al. [18] proposed a binary form of Cuckoo Search used in solving the
problem of set covering. Mujahid Tabassum and Kuruvilla Mathew [19] performed
a Genetic Algorithm analysis for optimization. They applied GA on several
real-world problems. Using the inferences of the above-mentioned papers we have
proposed an efficient Intrusion Detection System.

3 Preliminary Study

High-dimensional datasets require abundant memory space for storage. The training
time required for large datasets is also found to be quite high. Feature selection is a
technique intended to form a subset of features such that redundant parts are
removed [20]. Feature selection process works through two methodologies—
filter-based approach and wrapper-based approach [21]. Feature selection involves
the formation of subset of features, constituting the most useful features which
produce higher accuracy. Different methods can be effectively applied for feature
selection. Cuckoo Search is a technique applied and has its roots from the brood
parasitism of cuckoo birds. Genetic Algorithm is another prominent method used
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for creation of feature subset. The basic idea behind GA is natural evolution and
works upon solution set referred to as chromosomes to find the results.

a. Cuckoo Search (CS)

Cuckoo Search is a heuristic algorithm that works over the characteristics of cuckoo
birds. The reproductive strategy of cuckoo bird is spectacular. Some species of
cuckoo birds have their reproductive strategy engaged with obligate brood para-
sitism. They lay their eggs in variant host nests which may be of discrete types. The
host bird may identify the eggs of cuckoo bird resulting in abandoning of the nest or
removal of the alien eggs. Cuckoo eggs are found to be hatching early as per studies
conducted. As soon as an egg is hatched they try to increase their probability of
survival by removing the host eggs. Cuckoo offsprings may also impersonate the
sound of host bird to gather maximum food. Cuckoo Search is characterized by
three rules [22]: each cuckoo lays one egg at a time and unload it in a randomly
chosen host nest, second the best nest with superior standard of eggs will proceed to
the future, and aftermost the number of host nest is invarying and the possibility of
discovering the alien eggs by the master of the nest is p [0,1]. On discovering alien
eggs the host bird has an alternative of either thump the egg or abandons the
complete nest. CS also applies the knowledge of levy flight. Levy flight can be
described as a random walk where the step size is disseminated as per a specific
criterion [23]. Through levy flight concept the solution is searched. CS algorithm
performs random walk via levy flight. This is highly productive in traversing the
entire search area. CS algorithm comprises of quite few tuning parameters and
therefore can be applied to a broad range of optimization problems. CS has com-
mendable ability of contraction and reaches the global optimum. In the overall
procedure each egg laid by cuckoo represents a solution. New solution is generated
using the equations depicted below cited from [24]:

Vpq
tþ 1 ¼ Vpq

t þ spq �Levy kð Þ � a ð1Þ

Levy kð Þ ¼ C 1þ kð Þ � sin p�k
2

� �

C 1þ k
2

� � � k � sðk�1Þ
2

�����

�����

1=k

ð2Þ

where k is a constant (1 <= k <=3) and a is a random number generated between
−1 and 1.

The step size is calculated using the equation mentioned below:

spq ¼ Vpq
t � V fq

t ð3Þ

where p,f ε{1,2,…m} and qε{1,2,….D} are randomly chosen indices.
The host bird learns about the alien egg with the probability value linked with

equation number (4)
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Prop ¼ 0:9 � Fitp=max Fitð Þ� �þ 0:1 ð4Þ

In case the egg is not identified it grows and remains alive based on the fitness
function mentioned below:

xp ¼ xpmin þ rand 0; 1ð Þ � xpmax� xpmin
� � ð5Þ

b. Genetic Algorithm (GA)

Genetic Algorithm was first proposed in its binary form by John Holland in 1970.
GA is a search and optimization skill including natural selection as its functioning
base [25]. Genetic algorithm works on population (chromosomes) which are
sequence of binary digits i.e. 0 and 1. GA is an instructional, dynamic algorithm
used in various optimization problems that gives efficient search results [26].
Genetic algorithms perform a parallel search as opposed to point by point search.
GA has high ability to perform local search. Also it uses fitness values for satisfying
the survival of fittest criteria which produces better output. The chromosomes are
randomly generated and then the process follows to produce the desired results
using genetic operators-

Selection: The stipulation of two parent chromosomes as per their respective
fitness values. Higher fitness value leads to greater chance of being selected.

Crossover: Production of new offspring (children) through crossover of two
parents.

Fig. 1 Flowchart of Genetic
Algorithm
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Mutation:- Mutation is a genetic operator which alters each gene independently
to form a fresh set of chromosomes and maintain the diversity.

Figure 1 shows the different steps of Genetic Algorithm.

4 Proposed Model

Cloud has evolved as a technology that supports secure data storage and other vital
facilities through the Internet. Cloud computing concept deals with a large number
of virtualized systems. It is available to multiple users on a pay and use basis. As it
deals with a vast range of users it is considered to be highly vulnerable to security
issues. The common safety measures of having a firewall, encryption etc. prove to
be insufficient in dealing with all kinds of malicious activities. Thus for security
system of data on a Cloud, IDS is applied. IDS have been widely used to detect any
malicious behaviour. We have tried to form an IDS for inculcating efficient security
of data stored in Cloud. High-dimensional data requires large storage and acquires
more time in training. Thus we have proposed an algorithm for reducing the data
using feature selection.

Our proposed algorithm combines the advantages of both Cuckoo Search
(CS) and Genetic Algorithm (GA). The algorithm BCS-GA (Binary Cuckoo Search
with Genetic Algorithm) as the name suggests, works on the concepts of Cuckoo
Search in its binary form and also applies Genetic Algorithm procedures. We have
used NSL-KDD dataset in our experiment. NSL-KDD dataset has two parts—train
set and test set. NSL-KDD dataset is high dimensional and requires huge amount of
memory space for storage as well as it is time consuming. Thus pre-processing and
normalization is required prior to working on the dataset. Dataset pre-processing
makes the NSL-KDD dataset usable in our experiment. NSL-KDD dataset com-
prises of 41 features along with one decision factor for detecting normal or specific
attack. In 41 features of dataset, three conditional features and one decision-making
feature have non-numeric values which need to be transformed in numeric values.
NSL-KDD dataset constitutes of continuous and discrete values. The range of
feature value is different. Normalization of dataset results in same range of features.
We have applied min-max normalization paradigm in our experiment to consider all
the values in the range [0,1]. On the normalized data we have applied BCS-GA for
further classification. In this experiment we have reduced the dataset through fea-
ture selection procedure so that the obstacles posed by the dataset are overcome.
Our experiment, functions on combination of features. The presence of specific
features conveys information regarding the particular selected record. Thus binary
form of Cuckoo Search algorithm effectively serves our purpose of taking into
consideration a combination of features. BCS-GA algorithm forms a feature subset
through which classification can be effectively done (Fig. 2).
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BCS-GA has been utilized for formation of appropriate feature subset. Initially
with reference to CS, a random population is generated to represent a nest. Fitness
value of all the nests is calculated. In search of the best possible outcomes each host
nest is modified using levy flight random walk. Further the fitness and probability of
survival of each nest is evaluated. The next population generation is governed by
the methods of GA. Though Cuckoo Search takes into consideration nests as per
their respective fitness values arranged in descending order. But through our pro-
posed algorithm, we have modified this step using Genetic operator, i.e. selection,
crossover and mutation. The values are selected randomly despite of their fitness
value and modified by the process of crossover and mutation towards a better
solution. This transformation has resulted in better results with high accuracy. This
algorithm has the beneficiaries of Cuckoo Search method and also the evolutionary
mechanism of Genetic Algorithm.

Our proposed Algorithm (BCS-GA) is depicted as follows:

Fig. 2 Flowchart of
BCS-GA
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Our proposed algorithm has been designed in two stages. The first stage
described earlier involves the creation of a feature subset. In the next phase several
classifiers are applied on the algorithm and results with better accuracy are pro-
duced. NSL-KDD dataset gets reduced and a subset of relevant features is formed.
Applying both the stages the algorithm accurately works on observing the network
packets and detecting attacks.

5 Performance

An efficient Intrusion Detection System (IDS) is needed to classify all the attacks
for securing all the Cloud data. A proper training is essential for classification of all
the attacks from common conduct. An improper training of IDS will decrease the
classification accuracy. Abundance of irrelevant features in the training dataset
increases training time and deteriorates classification accuracy. Training of
NSL-KDD dataset has been done in this paper. Using our suggested Binary Cuckoo
Search with Genetic Algorithm (BCS-GA) several irrelevant features are removed
from the training dataset leading to production of efficient training set.

Designing of BCS-GA includes two phases. Proposed BCS-GA is applied on the
first phase of this algorithm for feature selection and classifications using different
classifiers are included in the second phase. Initially NSL-KDD dataset contains 41
features. If we apply only Binary Cuckoo Search algorithm then it reduced to 24
features. But after applying BCS-GA algorithm, it successfully reduced to 16
features.

Input:  NSL-KDD Training Dataset. 

Result: Best Feature Subset.

Begin 

Randomly generate initial population and calculate the fitness of all the nests

While (iteration < max_iteration)

do

Modify every host nest using levy flights random walk

Calculate the fitness and probability to survive of each nest

Generate next population using GA

End while

Find the best feature subset using the fitness function.

End.
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In our model, we have used Neural Network (NN) as a classifier and
NSL-KDD-Test + dataset for testing the classification accuracy. If the whole train
dataset is used for classification then it produced 77.027% accuracy. If only Binary
Cuckoo Search is used then it produces 77.324% accuracy. But our proposed
BCS-GA algorithm produces 78.229% accuracy. Confusion matrices are depicted
as follows (Tables 1 and 2):

Different classifiers have been trained using KDDTrain + and Reduced dataset
separately. Further testing of classification accuracy has been performed utilizing
KDDTest + dataset. Classification results are shown in Fig. 3.

Table 2 Confusion matrix for testing data using NN classifier (trained by Reduced train set using
16 features)

Attack Normal

Attack 8223 4610

Normal 298 9413

Table 1 Confusion matrix for testing data using NN classifier (trained by KDDTrain + using 41
features)

Attack Normal

Attack 7888 4945

Normal 234 9477

Fig. 3 Classification accuracy using different classifiers on separate datasets
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6 Conclusion

In this paper we have designed an Intrusion Detection System which operates on
our proposed algorithm. Cuckoo Search algorithm and Genetic algorithm contribute
in forming the complete procedure of our algorithm.. With the development of
technology it is evident that Cloud is very useful and inseparable part of an efficient
network. Securing data in Cloud requires Intrusion Detection System. We have
done feature selection through BCS-GA algorithm as the NSL-KDD dataset is very
large. It reduces the training time and memory storage space required for the
high-dimensional dataset. Classification after forming subset of features is com-
paratively easier and increases accuracy of results.
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Unsupervised Document-Level Sentiment
Analysis of Reviews Using Macaronic
Parser

Sukhnandan Kaur and Rajni Mohana

Abstract Exponential rise in the multilingual web content affects the present-day
decision support system to a great extent. To normalize such web content is the
need of an hour. Reliability of decision support system broadly depends on the
flawless processing of the language data present over the web. Macaronic text is
one of the text usually found over the web. It is basically the text that contains
number of languages in a single document instead of uniform language for whole
document. To cope up with such a text, in this paper we propose a macaronic
parser. This parser is language-independent and task-independent. The output of the
proposed system is the normalized uniform base language text. This output can
further be used in many other language processing tasks.

Keywords Sentiment analysis � Opinion mining � Macaronic language
Multilinguality � Sentiscore � Sentistrength � Punjabi text � Hindi text

1 Introduction

Sentiment analysers are highly useful in enterprise business. There are huge number
of social media sites such as Twitter, Facebook, BlogSpot, Amazon, etc., which are
used for collecting the reviews of people about any entity. The web users act as an
advisory body for various enterprises. Business people use this data for figuring out
the major and minor flaws in their products or services. This also helps them to
improve their product quality. There is no language barrier to write anything over the
Internet. This makes the task of sentiment analysers a bit complex. Nowadays, there
are large number of sentiment analysers available for different languages. To handle
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multilingual text is a big challenge in sentiment analysis. Along with multilingual
text, people also use macaronic language over the Internet. Basically, macaronic
language consists multilingual text which comprises of different languages/scripts
together. With growing diversity, it has become of utmost importance that we
acknowledge the existence of this kind of text. Especially, in the world where
expressing opinions from anywhere in the world has become a fairly easy task. There
have been a lot of studies on the information set that can be extracted from tweets
and Facebook messages or posts. Twitter and Facebook information is the best way
to keep a tab on the ongoing events, opinion of general public, trending topics, etc.
However, one big challenge of this kind of information mining is the redundant and
incongruous elements, we find along the way. Handling macaronic language not
only useful in sentiment analysis but also in many natural language processing tasks
such as named entity reorganization, pronoun resolution, feature extraction, etc.

However, there stands an obstacle in our way, while mining the text in one
language; we seldom are able to handle a different language in the same context.
We generally treat the other language/script words as foreign words, and lose major
information in not treating these words. Processing this information is very useful
for various automatic language processing tasks i.e. named entity recognization,
pronoun resolution, automatic summarization along with sentiment analysis.

The given sentence is an example of macaronic text, it consists words other than
base language.

Example1:
This is a ਚੰਗੀ movie.
Here the Punjabi language word (ਚੰਗੀ) of the context is taken as garbage and

tossed aside and the English portion of it will be taken into consideration. With this
we lost meaningful information. Here, the opining is about the movie is missed. We
don’t particularly know the opinion because it has been tossed aside. Similarly, if we
apply the filter over the discarded words, i.e. foreign words and convert everything
from Punjabi to English. We would be able to figure out the opinion about film.

Motivation
The motivation of the proposed technique is to handle the macaronic text by
automatic identification of the fragments of the text belongs to different languages.
The existing systems often discard the words other than the base language. The
processing of the raw data often takes the text in multiple languages as an input.
Sometimes, It discards text containing meaningful information. The proposed
technique is designed to handle this type of discarded fragments. From example 1, it
can be clearly seen that how important is the need to normalize the macaronic text
for sentiment analysis. The state-of-the-art sentiment analysers give the neutral
opinion about the movie although it is positive.

This arose the need to normalize the macaronic text. This paper proposes a
method to fragment the text and autodetect the language used in the text based on
Unicode information at a script level which is different for every language/script.
The deduction of the corresponding language of the specific fragment other than the
target language is also presented. Hence translate the particular foreign text into a
base language. For our convenience, we have taken the English as a base language.
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The remainder of the paper is organized as under: Section 2 describes the
state-of-the-art sentiment analysis. Section 3 contains the detailed description of the
proposed system. In Sect. 4, the proposed algorithm is presented. Section 5
investigates the results. Section 6, concludes the results.

2 Related Study

Various researchers are working in the field of sentiment analysis. They get huge
success in their work. The task of sentiment analysis started decades ago. With time,
it becomes the prime task for various enterprises to enhance their reputation in the
market. Earliest works in the area of sentiment analysis is done by Hatzivassiloglou
et al. [1]. They have used adjectives for deducing the polarity of the document. His
work is then elaborated by Pang et al. [2]. They mainly focused over the supervised
learning algorithms. They have used various machine learning algorithms for their
work. The continuation of their work in the field of sentiment analysis is given in [3,
4], where they have used minicut algorithm for opinion summarization and also
presented variousopinion mining techniques. Latest research paying more attention
to the sentiment analysis over the data collected from various social sites.
Researchers [5, 6] have used social media data for the sentiment analysis. Connor
et al. [7] have used twitter data for sentiment analysis based on time series. Yang and
Liang [8] (2010) proposed a new approach for identification of natural language, i.e.
joint approach based on N-Gram frequency statistics and Wikipedia. Carter et al. [9]
have used N-gram approach to identify five languages from the microblog. Later Lui
et al. [10] followed same approach over the long and short textual documents.
A detailed study of sentiment analysis at various levels of granularity [11] is
explained by Kaur et al. Out of this literature study, we have found that the inclusion
of normalization of macaronic language still needs attention. In this manuscript, we
proposed a model to deal with the macaronic language for sentiment analysis.

3 Proposed System

We have taken the following approach to isolate and identify the language before
embarking up on the journey to neutralize it through translation. The system design
for the macaronic paerser is given in Fig. 1. Processing of the text passes through
different phases of the system.

Phase1: In this phase, the input is given to the system as a web content, i.e.
macaronic text/simple.

Phase 2: Based on tokens, filtration of the text is done at this level. The division
of the text into base language and foreign words, i.e. other than the base language is
done. The tokens which are from the base language are separated first along with
their index values. The foreign words are then actually processed. These foreign
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words are tagged as non English tokens. We have used the English as base language
for our work. Therefore, we have used English WordNet for the processing.

Phase3: In this phase, encoding of the tokens is done based on UTF-8. Each
token is then has its encoded value.

Phase4: Under this phase, translation or transliteration is being done depending
upon the number of languages we want to handle to cope up with the macaronic
language. In this manuscript, the model represents the structural format of the pro-
cessing of text. Under this, based on encoding automatic language detection algorithm
is applied over it. After finding the language of the token, the working of translation or
transliteration is started. The output of each sub-phase is the base language text.

Phase5: In the final phase of the model, whole text (English/Hindi/Punjabi)) is
now converted into one language i.e. English. This converted text is then passed
through the sentiment analyser to generate sentiscore for each document.

4 Proposed Algorithm

 Input :   Documents D = {d1, ..., dn}  

                         ‘n’ is the total no. of documents 

Output :   Document in a uniformed text ready for further language processing task. 

Algorithm: 

1.   Set i to 1 

2.   for each document (di) in D  

3.   Encoding based on UTF-8 / UTF-16

4.   Segmentation based on encoded document.     //similar category segments are combined 

5.    for each segmented text  

6.      Detection of the language.   //    Hindi/English/Punjabi based on UTF-8 / UTF-16 

7.       Apply translation techniques

8.       Content of each segment in source language. 

 9.     End for 

10.    Combine all the fragmented text  

11.    End for 

12    Apply POS tagging. 

13.   Processing of the formatted text for NER/ Opinion Mining/ Summarization/etc. 
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Theproposed algorithm is very useful in dealingwith the informalmultilingual content
present over theweb. Following text describe the broad processing steps of the system.
Step 1: Extracting the stop words from the mainstream sentence. We do this by
selecting a base language and running the words through a dictionary of that
particular language. The index value for each token is retained. These tokens
become handy while plugging back at their original place.

Input: User defined text
Output: Two list containing base language words and foreign words.

Step 2: The foreign language words are entirely different from that of English (base
language in our case), and thus we understand that it is not completely useless but may
ormay not be informative to us. Hence, we decode the same and run it through aUTF16
to UTF 8 encoder which further gives us results for the information of the script type.

Our studies have shown that Devanagiri script when converted to UTF 8 bytes,
gives us a combination of three bytes. the script range starts from [224] [164] [191]
to [224] [165] [129].

Input: List containing foreign words
Output: Unicode information of the script in which the foreign words are written.

Step 3: We use this information to extract the script in which the particular text is
written. We don’t need any sort of prior knowledge for any language for the same.
All we need to know is a Unicode set for a script and run the text by it. Using that, we
will autodetect the language on its own, without the help of any language experts.

Input: Unicode information of the script in which the foreign words are written
Output: The script, in which the words are written.

Step 4: After we have extracted the information, we utilize some back ground
information to finalize the language for a script. However, in this paper we limit our
approach to only two languages Hindi and Punjabi language script.

Hence, we run out text to the translator API, which translates our language to the
particular base language, i.e. English

Input: Foreign text along with the script information
Output: Translated or neutralized text in English (Base language)

Step 5: Plug the neutralized tokens back to the original text, to make the entire
picture clear.

Input: or neutralized text in English (Base language)
Output: Full input text in one base language i.e. English in this paper.

Step 6: Part of speech tagging is done to perform the various language processing
subtasks.

Input: Full input text in one base language i.e. English in this paper.
Output: POS tagged sentence.

Step 7: Depends on subtasks to be performed, the tagged text is passed to the
system. As in this manuscript we have used sentiment analysis. Therefore, we have
passed the text to sentiment analyser.

Input: POS tagged sentence
Output: Sentiscore associated to each document.
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5 Evaluation of the System

We have evaluated the system over the semantically similar dataset comprises of 200
documents i.e. English dataset and the dataset consists of the Macaronic statements
which have various foreign language words studded into it. In this manuscript, we
have used Punjabi, Hindi words in a particular sentence. We have applied NLTK pos
tagger to find the opinionated words. From Table 1, we can see that how the pres-
ence of foreign words actually affects most of the language processing tasks. In this
manuscript we have analysed the system for sentiment analysis.

Table 1 Results of sentiment analyser

Test
sentence
(Macaronic)

Test
sentence
(English
statements)

POS.
Macaronic

POS. English SentiStrength
(Macaronic)

SentiStrength
(English)

This phone
has very
ਵਧੀਆ
battery
backup

This phone
has very
good
battery
backup

This|DT
phone|NN has|
VBZ very|RB
ਵਧੀਆ|:
battery|NN
backup|NN|

This|DT
phone|NN has|
VBZ very|RB
good|JJ
battery|NN

0.108 0.293

This phone
has very
अच्छा
battery
backup

This phone
has very
good
battery
backup

This|DT
phone|NN has|
VBZ very|RB
अच्छा|:
battery|NN
backup|NN|

This|DT
phone|NN has|
VBZ very|RB
good|JJ
battery|NN
backup|NN|

0.108 0.293

This ਫੋਨ has
better
battery
backup

This phone
has better
battery
backup

This|DT ਫੋਨ|
NN has|VBZ
better|JJR
battery|NN
backup|NN

This|DT
phone|NN has|
VBZ better|
JJR battery|NN
backup|NN

0.415 0.415

This
दिलचस्प
movie i will
surely
watch

This
interesting
movie i
will surely
watch

This|DT
दिलचस्प|NN
movie|NN i|
PRP will|MD
surely|RB
watch|VB

This|DT
interesting|JJ
movie|NN i|
PRP will|MD
surely|RB
watch|VB

0.053 0.117

ਇਸ
restaurant
ਦਾ ਖਾਣਾ ਬਹੁਤ
good ਹੈ

The food
of this
restaurant
is very
good

ਇਸ|NN
restaurant|
VBD ਦਾ|CD
ਖਾਣਾ|CD ਬਹੁਤ|
CD good|JJ ਹ|ੈ
NN

The|DT food|
NN of|IN this|
DT restaurant|
NN is|VBZ
very|RB good|
JJ|

0.478 0.395

इस
restaurant
का खाना
बहुत अच्छा
है

The food
of this
restaurant
is very
good

इस|NN
restaurant|
VBD का|CD
खाना|CD बहुत|
CD अच्छा|CD
ह|ैCD

The|DT food|
NN of|IN this|
DT restaurant|
NN is|VBZ
very|RB good|
JJ|

0 0.395
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In Table 1, for the convenience top six sentences taken to show the results,
SentiScore associated with the compound sentence i.e. contain foreign words from
the Hindi or Punjabi language i.e. “Test Sentence (Macaronic Statements)” under
the column name “SentiStrength(Macaronic)”. Other two columns show the cor-
responding English text and its sentiscore under the column heading “Test Sentence
(English Statements)” and “SentiStrength (English)” respectively. From column
“POS.Macaronic”, it can be seen that how the foreign language words in a single
sentence are ignored by the present day pos taggers. We have tried other taggers
also, they also gave unsatisfactory results. Most of them took the foreign language
words as a noun irrespective to language. This harms the language processing
results to a great extent.

We have used gold standard dataset to verify the results. In Figs. 2 and 3, it can
be seen that for the reviews having same semantic structure irrespective to the
language have different graph slopes. The results did not follow the actual trend set
through the gold standard as shown in Fig. 3. After processing the reviews having
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Macaronic language through the proposed sentiment analyser the results are fairly
significant as shown in Fig. 4. It follows the same trend as shown in Fig. 3. This
shows the significant results of the proposed system.

6 Conclusion

To recapitulate, this paper proposed macaronic parser to deal with the unnormalized
web content. The results have shown the reliability of the proposed system is more
as compared to the existing system. The sentiscore generated through proposed
system is much closer to the gold standard of that particular dataset. Results suggest
that this type of text processing is highly beneficial for the Named Entity Extraction,
Feature Extraction, E-mail summarization, etc. To summarize the results, we can
say that there is still a lot to do for resource scarce Indian languages to increase the
feasibility of the decision support system.
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Efficient Speech Compression Using
Waveform Coding in Time Domain

Subham Paul and Debashis Chakraborty

Abstract Compression of speech has been an active area of research in the field of
digital signal processing for the last decade with many techniques getting standard-
ized and utilized commercially. However, with the advent of transform coding and
sub-band coding, waveform coding of speech in the time domain, being a potential
remover of redundancies present in speech signals, is in need of a revamp. This paper
describes a novel method for speech compression based on waveform coding in time
domain that provides a good compression ratio (above 90%) and acceptable range of
PSNR (35–40 db) for a particular range of sampling rates.

Keywords Speech compression � Waveform coding � RLE � DPCM
PSNR

1 Introduction

The field of data compression revolves round reducing redundancies in data so as to
minimize the cost of storage as well as that of transmitting data over network
channels. Removing redundancies has been performed historically since the birth of
codes such as Braille and Morse, as pointed out by Salomon [1]. In the modern age
of technology, we are faced with applications on a daily basis that require various
forms of media such as text, images, audio and video, which have formidable size
in uncompressed form. But such data cannot be exchanged properly when there are
constraints on storage space and data transmission bandwidth. Technology has
solved its own problem by facilitating the evolution of historical data compression
techniques into more powerful ones, both lossless and lossy, that can properly
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balance the trade-off between the amount of compression and the quality of signals
required for communication [2]. With respect to applications involving voice, such
as voice calls over the internet and over mobile networks, the compression applied
must provide desirable results, including acceptable speech quality and real time
computation to cater to the needs of the fast moving world. As a result, speech
compression (or speech coding) has been a major field in digital signal processing.
Speech coding involves representing the original speech signal in a compact form
(so that the signal consumes less space in storage and/or transmission) and then
decoding the compressed signal to produce a signal as similar to the original signal
as possible. Speech is the easiest medium for humans to communicate with each
other and hence the quality of speech must be preserved in the encoding/decoding
process. The compression of speech is possible owing to the redundancies present
in speech signals after they are digitized. Smaller size of signals leads to faster
transmission, resulting in systems that enable convenient and satisfactory
communication.

2 Related Work

The techniques for compressing and decompressing data are targeted towards
removing redundancies, reducing storage and transmission space keeping the
quality of decompressed data as close to the uncompressed data as possible [1, 3]. If
the decompressed data is exactly the same as the uncompressed data, the com-
pression is said to be lossless, otherwise the compression is said to be lossy [1]. The
objective of this change in data is to reduce storage and transmission costs [4] and
increasing the speed of data transfer. Speech compression methods and standard-
ized codecs are used in numerous communication applications involving voice,
such as in VoIP applications [4]. Speech compression has to be preceded by
digitisation of speech, which involves sampling, quantisation and coding [4, 5].
Uncompressed digitised speech contains numerous redundancies, both repetition of
data and existence of digitised audio signals inaudible to the human ear. While
repetitive data in general can be contained by Run-Length Encoding [1, 3], the
aspects in digital speech relating to the perception of audio can be addressed by
methods such as Silence Compression [1] and Companding (notably µ-Law and
A-Law) [6]. Another area that can be exploited in removing redundancies is the
high amount of correlation in neighbouring speech samples [1]. Speech coding
techniques can be categorized as waveform coding, sub-band coding and source
coding [7]. In waveform coding, the process attempts to code the speech data so as
to be able to construct a signal having a waveform similar that of the uncompressed
signal [1, 7] without considering the source of speech. Differential Pulse Code
Modulation (DPCM) and Adaptive DPCM (ADPCM) are excellent examples of
waveform coding [1, 7, 8]. These techniques encode the differences between a
speech sample and its preceding sample, thereby reducing the number of bits
required to store samples of speech. Source Coding of speech involves making a
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model of the source of speech [1] instead of storing information about the wave-
form. Linear Predictive Coding (LPC) is a low bit-rate source coding technique
which consists of analysis (coding) and synthesis (decoding) [7]. The AMR algo-
rithm makes use of LPC in compressing speech to very low bit-rates [9]. It uses
multiple modes of compression which are utilized as per instantaneous require-
ments. Speech can also be compressed using transforms [10] to produce smaller
values for samples, or utilizing the output from transform techniques to remove
sounds having inaudible frequencies. The latter is used in the MP3 algorithm [11,
12]. The performance of speech compression methods is measured by calculating
the compression percentage (to show the reduction in storage size of the data) and
peak signal-to-noise ratio or PSNR (to show the noise induced in the signal due to
compression) [1].

3 Proposed Method

The proposed method is a waveform coding scheme in the time domain that
involves a variety of compression techniques on the input speech signal. Like AMR
[9, 13], the proposed method uses the idea of dividing the speech signal into frames
(or blocks) and applying a suitable mode of compression (from 8 different modes)
for the frame depending on the redundancies present in it. For each block, a proper
8-bit header is designed that contains information about the technique used for
compression in the block (3-bit code), the number of bytes used for encoding the
length of the block (2-bit code), and additional information such as number of bits
used for encoding differences or errors, or the size of clusters, etc. (3-bit code). The
header is followed by encoding the number of samples in the block. The header is
followed by the stream obtained by compressing the block samples. During
decompression, the compressed stream is read one block at a time and decoded
according to the mode of compression used in that block. The process is based on a
number of parameters which are set automatically to optimize the compression
performance.

3.1 Algorithm Strategy

At first, the lower order byte of each sample of the input stream is removed and the
samples having very small values are forcibly made 0 to facilitate silence com-
pression. Then, this compressed stream is analysed, broken into blocks and further
compressed using one of the 8 modes, resulting in 8 possible types of blocks
produced, which are described below:
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A. Run-Length Encoding (Code: 000)
The entire block has samples of the same value. As a result, only the value of
the samples is encoded.

B. Optimized Differential Pulse Code Modulation (Code: 001)
A new block is created having the differences between every pair of adjacent
samples in the original block and the first sample value is encoded. Then, the
minimum number Nmin in the new block is encoded followed by encoding the
differences between every number of the new block and Nmin.

C. Linear Prediction (Code: 010)
The first 5 sample values of the block are encoded. For the remaining samples,
the current sample value is predicted using the weighted average of its previous
5 samples and the difference between the predicted value and actual value of
the sample is encoded.

D. Square Root Companding (Code: 011)
For all sample values in the block, the square root of each value (in the range
[0, 15]) is encoded.

E. Linear Means Clustering (Code: 100)
The block is linearly divided into clusters of pre-determined size and the
arithmetic mean of every cluster is encoded.

F. Ordinary Differential Pulse Code Modulation (Code: 101)
The value of the first sample in the block is encoded followed by encoding the
differences between every sample value (except the first sample) of the block
and its preceding sample.

G. Differential Minimization (Code: 110)
The value of the smallest sample in the block Smin is encoded followed by
encoding the differences between every sample value of the block and Smin.

H. Unchanged (Code: 111)
The block of samples is encoded as it is without further change.

3.2 Algorithm for Compression

Compression is performed using the following steps (Table 1):
Step 1. Obtain the sampling rate of the speech signal. Set the required param-

eters (Silence Boundary, Differential Encoding Boundary, Cluster Block Limit and
Cluster Size) as per the obtained sampling rate:

Step 2. Pass the original stream of 16-bit speech samples into Byte Reduction
Filter. Output of filter is a stream of 8-bit speech samples, modified as per silence
compression requirements.

Step 3. Pass the samples into RLE Filter. Perform the method described below
for every discovered block:
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3.1. If an non-RLE block of length less than 4 samples exists at the beginning
prior to a block of samples satisfying RLE requirements, the non-RLE block ele-
ments are discarded and those many samples as added to the discovered RLE block.
The RLE block is encoded using the value of samples in the block.

3.2. If a non-RLE block of length greater than 3 samples is discovered, then that
block is passed into Primary Differential Encoding Filter. Here, 2 values are cal-
culated: N1(number of bits required for differential minimization method) and N2
(number of bits required for ordinary DPCM).

3.3. If either of N1 or N2 does not exceed P2, then pass the block into Secondary
Differential Filter.

3.3.1. If N1 is less than N2, then perform differential minimization, else calculate
N3 (bits for optimized DPCM).

3.3.2. If N3 is less than N2, then perform optimized DPCM, else perform
ordinary DPCM.

3.4. If both N1 and N2 exceed P2, then pass the block into Linear Prediction
Filter.

3.4.1. If the length of the block does not exceed P3, then perform linear means
clustering method.

3.4.2. If the length of the block exceeds P3, the prediction errors of the block
samples are calculated and the minimum number of bits required to encode these
errors is calculated as N4.

3.4.3. If N4 does not exceed P2, then perform linear prediction method.
3.4.4. If N4 exceeds P2 but is less than 8, then perform square root companding.
3.4.5. If N4 exceeds 7 then encode the block samples without further com-

pression (unchanged block).

3.3 Algorithm for Decompression

The compressed stream is read and the blocks are identified using the header of
each block. Decompression is performed on every block using the following steps:

Table 1 Description of the parameters used in the proposed method

Parameter
no.

Name of
parameter

Purpose

P1 Silence boundary Samples having absolute value less than P1 are assumed
to be 0

P2 Differential
encoding
boundary

Coding of differences or errors is permitted only when the
no. of bits to encode such values is not greater than P2

P3 Cluster block
limit

Linear mean clustering is applied if size of the block is
not greater than P3 samples

P4 Cluster size Size of each cluster in linear mean clustering is not greater
than P4 samples
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Step 1. Obtain a fresh header from the compressed signal. Partition the header
into three segments to identify the method used for compression in the block (first 3
bits—Segment 1), number of bytes to store the length of the block (next 2 bits—
Segment 2) and some method specific information (remaining 3 bits—Segment 3).

Step 2. The mode of compression is identified using Segment 1. The mode
indices and codes are discussed in Sect. 3.1.

Step 3. Segment 2 of the header is converted into decimal and stored as BL. This
gives the number of bytes for storing the length of the block. The next BL bytes are
read, and converted to decimal in big endian order to get the length of the current
block L.

Step 4. If the mode index is either B, C, E, F or G, then Segment 3 of the header
is converted into decimal and stored as BD. This is the number of bits in which the
mode-specific differences or errors are encoded in the block. For other modes this
header segment is ignored.

Step 5. After analysis of the header and obtaining the length of the block, the
samples of the block are decompressed according to the mode of compression used
in that particular block. Whenever a sample is decoded, it is written into the
decompressed file by writing a byte of value 0 followed by the decoded byte. This
is because the decompressed signal has samples of length 2 bytes, accessed in little
endian format.

Mode-wise Decompression:

i. RLE:
I. Read the next byte and store it as X.
II. Repeat L times:

1. Write X.

ii. Optimized DPCM:
I. Read the next byte S0. This is the first sample of the block.
II. Read the next byte Dmin.
III. Read the next L bit segments of length BD. For each segment bi for

i = 1 to L:
1. Store Di = Dmin + decimal equivalent of bi
2. Store Si = S0 + Di

3. Write Si
4. Update S0 = Si

iii. Linear Prediction:
I. Initialize a buffer of capacity 5 by inserting the next 5 bytes read from

the compressed stream.
II. Repeat L times:

1. Find weighted average A of differences between two consecutive
elements of the buffer.
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2. Store P = E1 + (A * 5); where E1 is the first element of the buffer
and P is the predicted sample value.

3. Read the next BD bits as segment S. Convert S into decimal and
store as prediction error E.

4. Store EN = P + E
5. Write EN

6. Update buffer by removing first element, shifting the remaining
elements one place towards the front, and inserting EN at the rear.

iv. Square Root Companding:
I. Repeat L times:

1. Read the next four bits, convert into decimal and store as R.
2. Store SR = R2

3. Write SR.

v. Linear Means Clustering:
I. Store size of cluster LC = BD * 4
II. Store number of clusters NC = L/LC

III. Repeat NC times:
1. Read next byte and store it as M.
2. Repeat L times:

1) Write M.

vi. Ordinary DPCM:
I. Read the next byte S0. This is the first sample of the block.
II. Read the next L bit segments of length BD. For each segment bi for

i = 1 to L:
1. Store Di = decimal equivalent of bi
2. Store Si = S0 + Di

3. Write Si
4. Update S0 = Si

vii. Differential Minimization:
I. Read the next byte Dmin. This is the minimum sample in the block.
II. Read the next L bit segments of length BD. For each segment bi for

i = 1 to L:
1. Store Si = Dmin + decimal equivalent of bi
2. Write Si
3. Update S0 = Si
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viii. Unchanged:
I. Repeat L times:

1. Read the next byte and store it as X
2. Write X.

3.4 Demo Implementation

For demonstration purposes, we are taking a sequence of 16 bit speech samples S0
as input. These are represented in little endian format, i.e. for the first two bytes B1
and B2, the sample shown is B2B1. The original stream of bytes is:

F000 FA00 FF00 FB00 0101 3C 02 F000 FF00 4401 E205

2006 EF06 1007 F105 0006 0506 0208 FF07 F205 F005 8805 . . .

Grouping the bytes into 16 bit samples, we get the input sequence S0. Thus,

S0 : 00F0 00FA 00FF 00FB 0101 023C 00F0 00FF 0144 05E2

0620 06EF 0710 05F1 0600 0605 0802 07FF 05F2 05F0 0588 . . .

COMPRESSION:
Removing the lower order bytes from each sample of S0, we get a sequence S1 of

8 bit samples:

S1 : 00 00 00 00 01 02 00 00 01 05 06 06 07 05 06 06 08 07 05 05 05 . . .

Converting the samples from hexadecimal to decimal, we get sequence S2:

S2 : 0 0 0 0 1 2 0 0 1 5 6 6 7 5 6 6 8 7 5 5 5 . . .

We treat samples having values less than 4 as 0. So after modifying the required
samples, we get a new sequence S3:

S3 : 0 0 0 0 0 0 0 0 0 5 6 6 7 5 6 6 8 7 5 5 5 . . .

We initialize a buffer B as empty. From the starting number of S3 we add a
number to B as long as the last 3 numbers in the buffer do not form a sequence of
repetitive numbers. In this case, the insertions to the buffer B are as follows:

B ¼ ðÞ 0ð Þ 0 0ð Þ 0 0 0ð Þ 0 0 0 0ð Þ. . .. . . 0 0 0 0 0 0 0 0ð Þ 0 0 0 0 0 0 0 0 0ð Þ
0 0 0 0 0 0 0 0 0 5ð Þ 0 0 0 0 0 0 0 0 0 5 6ð Þ 0 0 0 0 0 0 0 0 0 5 6 6ð Þ

When the insertions stop, we extract the run length available from the beginning
of B as a new sequence SRLE, and keep the remaining in B.
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Thus, B = (5 6 6) and SRLE: 0 0 0 0 0 0 0 0 0 (Run Length = 9, Value = 0)
The mode of compression required is plain RLE, so the mode in binary is (000)2.

Since the blockhas 9 bytes, we need 1 byte to store the value ‘9’. The code for
length bytes in the header will be binary of 1, i.e. (01)2. The header composed is the
mode code (3 bits), followed by length code (2 bits) and 3 don’t care bits. The
composed header in binary is thus (00001000)2. The next byte is used to store the
length of sample frame, which is the binary of 9, i.e. (00001001)2. The next byte
stores the value of the run, which is 0 in decimal, (00000000)2 in binary. Thus, the
bytes encoded for this blockare: 08 09 00.

Again, insertions are made to the buffer B till a run length of length 3 is obtained
(the previous block was RLE, so now a non-RLE block may be present). Thus,
B = (5 6 6 7 5 6 6 8 7 5 5 5). The sequence of non-RLE numbers are extracted from
B as a new sequence SnRLE.

Thus, B = (5 5 5) and SnRLE: 5 6 6 7 5 6 6 8 7 (Length = 9)
Next, we calculate N1 (bits needed for differential minimization) and N2 (bits

required for DPCM).
Minimum value in SnRLE is 5. Subtracting 5 from each number, we get X1 = 0 1

1 2 0 1 1 3 2. Thus, N1 = 2 (2 bits needed to store 3).
First value in SnRLE is 5. Calculating forward differences, we get X2 = + 1 0 +1

−2 +1 0 +2 −1. Thus, N2 = 3 (3 bits to store ± 2).
As N1 is less than N2, we opt for differential minimization. Mode code is (110)2,

length code is (01)2, difference bits code is (010)2. The composed header is thus
(11001010)2.Thebyte to store the lengthof the block (9) is (00001001)2. Thenext byte
is to store the first number in the block, which is 5 in decimal, (00000101)2 in binary.

Next, each value of X1 is converted into binary (2 bits each): 00 01 01 10 00 01
01 11 10. Appending these to an empty binary buffer B2 and appending additional
0s at the rear to make the length a multiple of 8, we get B2 = (0001011
00001011110000000). The bytes obtained from it are (00010110)2, (00010111)2
and (10000000)2. Thus, the encoded bytes for this block are: CA 09 05 16 17 80..

Thus, for the first 18 samples (36 bytes), we have a compressed stream SC: 08 09
00CA 09 05 16 17 80 (9 bytes).

DECOMPRESSION:
We initialize a buffer B to the contents of the compressed stream SC and set an

output stream SDEC. Thus, B = (08 09 00 CA 09 05 16 17 80).
The first byte has to be a block header, which is (08)16 in hexadecimal,

(00001000)2 in binary. This shows the current block is a RLE block (mode 000)
and the length of the block is stored in the next 1 byte (length code 01). The next
byte read is (09)16 in hexadecimal, 9 in decimal. The next byte, having decimal
value 0, is the value of RLE. Thus, a block of 9 bytes each of value 0 is appended to
the output stream SDEC.
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Thus, SDEC: 00 00 00 00 00 00 00 00 00.
Discarding the used bytes from B, the current state of B becomes (CA 09 05 16

17 80).
The first byte has to be a block header, which is (CA)16 in hexadecimal,

(11001010)2 in binary. This shows the current block is a Differential Minimization
block (mode 110), the length of the block is stored in the next 1 byte (length code
01) and the differences are 2 bits long (code 010). The next byte read is (09)16 in
hexadecimal, 9 in decimal. The next byte, having decimal value 5, is the least
sample of the block. For 9 differences, each stored in 2 bits, we need 18 bits. These
will be available in the next 3 bytes, which are 16 17 and 80 in hexadecimal.
Converting them to binary and making a 24 bit string, we get the sequence
S1: 0001110000111110000000. Keeping the most significant 18 bits and ignoring
the rest, we get the sequence S2: 0001110000111110. From here, we get the 9
differences in binary (2 bits each), they are:

(00 01 01 10 00 01 01 11 10)2 = (0 1 1 2 0 1 1 3 2)10. Adding 5 to each, we get
(5 6 6 7 5 6 6 8 7)10. Thus, we have recovered 9 bytes for the block. These bytes are
appended to SDEC, which becomes SDEC: 00 00 00 00 00 00 00 00 00 05 06 06 07
05 06 06 08 07.

Each byte in the output stream is preceded by a 0 byte, to make each sample 16
bits long, preserving the original nature of samples.

Uncompressed sequence: F0 00 FA 00 FF 00 FB 00 01 01 3C 02 F0 00 FF 00 44
01 E2 05 20 06 EF 06 10 07 F1 05 00 06 05 06 02 08 FF 07

Compressed sequence: 08 09 00 CA 09 05 16 17 80
Decompressed sequence: 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

00 00 05 00 06 00 06 00 07 00 05 00 06 00 06 00 08 00 07
With the formulae explained in Sect. 3.5, this implementation yields compres-

sion ratio of 75% and a PSNR of 42.22 db.

3.5 Performance Measures

The following formulae have been used to obtain the compression results:

1:1:1. Compression Factor (CF):

CF ¼ Size of Output Signal
Size of Input Signal

ð1Þ
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1:1:2. Compression Ratio (CR):

CR =
Size of Input Signal � Size of Output Signal

Size of Input Signal
ð2Þ

In this paper, CR has been expressed as a percentage.

1:1:3. Mean Square Error (MSE):

MSE ¼ 1
n

Xn

i¼1

ðPi � QiÞ2 ð3Þ

where n = the number of speech samples in the input signal
Pi = ith sample in the input signal, Qi = ith sample in the output signal

1:1:4. Root Mean Square Error (RMSE):

RMSE ¼
ffiffiffiffiffiffiffiffiffiffi
MSE

p
ð4Þ

1:1:5. Peak Signal-to-Noise Ratio (PSNR):

PSNR ¼ 20 log10
maxi Pij j
RMSE

ð5Þ

where maxi|Pi| is the magnitude of the maximum possible sample value in the input
signal. PSNR is expressed in decibel (db).

4 Results

In the proposed method, the silence compression employed is based on only one
parameter, i.e. the largest sample value that should be treated as silence. This value
has been set according to the sampling rate used in the particular file to be com-
pressed. Based on experimental results, the following observation was made about
the effect of changing upper limit of silence SZ (shown on the Y-axis) on
Compression Ratio (CR) and Peak Signal-to-Noise Ratio (PSNR) (Fig. 1a).

Here, SZ refers to the value below which all sample values will be treated as 0. It
is to be noted that SZ is the magnitude of sample value. The 8 bit samples have
signed values in the range [−127, +127]. If the magnitude of a sample is under SZ,
then it is considered to be part of silence and is made a sample of value 0. As per
expectations, increasing the value of SZ increases the amount of compression. This
depends heavily on the presence of silence zones in the speech signal. However, the
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value of SZ must be such that it does not lead to unnecessary loss of signal quality.
From Fig. 1b, it can be seen that the trend for 8 kHz signals is of a zig-zag fashion
and that of other sampling rates is almost linear. We have targeted a PSNR of
around 40 db after the silence compression stage in the proposed method in order to
achieve a PSNR above 30 db after the final stage. Keeping this in mind, the value of
SZ is selected as 4 for sampling rate of 8 kHz, and 6 for higher sampling rates. For
compression, the required parameters (see Sect. 3.2) were set according to the
signal sampling rate as follows (Table 2):

The proposed method was implemented on 19 standard test files (mono, 16 bit
uncompressed PCM), having sampling rates in the range of 8–48 kHz and size in
the range 60–800 KB. These files were downloaded from an ITU website [14]. The
results for two standardized techniques, MP3 [11, 12] and AMR, for the same test
files were also recorded. With respect to the compression performance (CR, PSNR
and implementation time), it was observed that the proposed method worked best
on the test files having sampling rate 16–32 kHz as the results of the method for
such files were competent with those of MP3 and AMR. The readings obtained for
these files are shown below (Table 3 and Fig. 2):

On observing the waveforms of the original and reconstructed signals for the
three methods, we find that while MP3 produces a waveform which is almost
indistinguishable from that of the original signal, the waveforms produced by AMR
and the proposed method contain small distortions, but the overall shape of
waveform is preserved. It is therefore observed that the proposed method yields the
highest amount of compression among the three methods tested and also has sat-
isfactory PSNR values.

(a) (b) 
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Fig. 1 Graphs showing changing a Compression ratio and b PSNR with changing silence upper
limit

Table 2 Parameters set for
the compression process of
the proposed method

Sampling rate (Hz) P1 P2 P3 P4

8000 4 7 40 4

16000 6 3 40 8

32000 6 3 40 8

48000 6 3 80 8
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5 Conclusion

Speech compression has emerged as an essential component of modern communi-
cation systems involving voice, be it VoIP applications or voice calls in cellular
networks. Popular standards such as AMR are capable of compressing speech signals
considerably, but their performances can be further improved if the speech signals are
re-quantized (by byte reduction and silence compression) and broken into blocks of
variable lengths, as is demonstrated in the proposed method. The blocks may differ in
the redundancies present in their samples, and therefore only the suitable mode of
compression should be used in order to get best results. The method can be improved
by optimizing the blocks, if possible, before applying the appropriate compression
technique. On the whole, the proposedmethod is capable of identifying and removing
most of the redundancies present in the tested speech files when acting on the time
domain. This implies that if most of the redundancies present in the time domain can
be removed, and then frequency domain waveform coding is performed on the blocks
on which the proposed method gives mediocre performance, the compression can
yield outstanding results, perhaps better than those of existing standards.

Fig. 2 The waveforms of a the test file “male2.wav (German)”, and for b MP3, c AMR and d the
proposed method on it
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Model Based Algorithm Validation
Approach for Safety Critical Applications

R. Krishnaprasad, Manju Nanda, J. Jayanthi
and Shyam Sundhar Dhage

Abstract The successful operation of safety critical systems, such as aircraft,
spacecraft, underwater systems, chemical plants and nuclear plants, is largely
dependent on the validation of sensor data, which provide information for control
and performance. The sensor data validation is an essential step to improve data
reliability. Model-Based Programming (MBP) provides appropriate algorithms to
validate the sensor data. MBP provides graphical modeling, automated code gen-
eration from design models, executable specification for continuous model-based
verification and validation (V&V) for early identifying design errors. In this paper
we discuss the signal data validation using model-based approach to provide the
analysis of validation algorithm at the design stage rather than the code stage.
Analog inputs of Stall Warning System SWS/AIC computer is used as a case study
to discuss the results of the model-based algorithm analysis. The analog validation
algorithm of SWS/AIC system is analyzed for its completeness, time dependency,
and correctness as per the requirement specification and design description. The
functional and the nonfunctional requirements are analyzed. Various scenarios are
analyzed to check the robustness of the algorithm. The results are plotted for further
analysis. The approach can be validated complex algorithm as it provides better
understanding of the algorithm.

Keywords Model-based programming � Verification & validation
Complex algorithm � SWS/AIC � Verification cases and procedure
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1 Introduction

Most of the industries today are highly dependent on software for their basic and
advanced functionalities. Safe and reliable software operation is significant require-
ment for many type systems such as in aircraft and air traffic control, space applica-
tions [1]. The use of safety critical software rapidly increases for the complex safety
critical systems such as military, civilian aircraft systems, nuclear plants, and medical
devices, those system failures could result loss of system life, performance, signal data
mismatch for system requirements, and also damage to the environment [2].

Most of the complex embedded systems are analyzed for robust scenarios under
extreme failure conditions and uncertain environment. Robust scenarios are
required to operate the system for longer period of lifetime with minimal attention
[3]. Many of the embedded programming languages such as MATLAB/Simulink,
Statemate, MatrixX, or LabVIEW [4] are capable of designing, creating, validating,
simulating, and controlling the complex embedded models.

Laboratory Virtual Instrumentation Engineering Workbench (LabVIEW) [5] is
one of the MBP tool from National Instruments which allows a design engineer to
enjoy the benefits of model based programming. LABVIEW is a graphical pro-
gramming language that uses icons instead of lines of text to create applications. In
contrast to text-based programming languages, where instructions determine pro-
gram execution, LABVIEW uses dataflow programming, where the flow of data
determines execution.

In this paper we discuss model-based approach for signal data validation to
provide the analysis of validation algorithm at the design stage rather than the code
stage. The paper discusses detailed analysis, implementation and validation of
analog input data used in SARAS aircraft developed as a digital computer based
Stall Warning System and Aircraft Interface Computer (SWS/AIC) system [6]. The
SWS/AIC computer are a dual channels system, which are powered independently
from the direct current (DC). Each channel of the computer will receive ARINC
429 signals, analog signals, and discrete signals.

The work proposes the model-based workflow for validation algorithm with the
case study of analog inputs used as aircraft sensors for the SARAS aircraft.
LABVIEW tool suite is used to implement the proposed algorithm which satisfies
all the requirements of the SWS/AIC specification document. The manually gen-
erate test cases based on the hardware–software integration (HSI) verification cases
and procedures (VCP) report [7] are mapped to model–based analysis for validating
the completeness and correctness of the algorithm.

The paper is organized in various sections are: Section 2 discusses about the
related works done by the researchers that has been useful for this work, Sect. 3
discussed the case study and its analog input signal characteristics to be validated,
Sect. 4 describes the proposed validation algorithm implemented using LABVIEW
tool suite, Sect. 5 discusses the algorithms for generate the test cases from the
experimental results available on the HSI_VCP report, Sect. 6 discusses the sim-
ulation results, and Sect. 7 discusses the conclusion and future work.
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2 Related Work

Model-based programming has been implemented in the development of safety
critical embedded software systems in industry. Usha D [8] demonstrated the design
for automatic gain control (AGC) using the model-based programming approach by
means of LabVIEW tool.

Bringmann [4] discusses model-based development process from requirements
to code, ensuring the implemented systems are complete and behave as expected.
As per Bringmann model based development allows segregation of concerns;
technical aspects such as fixed-point scaling (i.e., the transformation of floating
point algorithms to fixed-point computations), calibration data management, and
the representation of signals in memory separated from the core algorithms thereby
keeping the models as lean as possible.

Duchesne [9] describes the model-based approach to validate the data of
industrial case study, which compares other data driven techniques. Jensen [10]
provides a complete model-based design by coupling the system to its environment,
physical processes, and embedded computations.

In this paper, we design and validate the SARAS aircraft sensors subsystems
with the analog input data, functionality and validation algorithm. The simulation
results provide the functionality and performance of analog input data based on the
validation algorithm.

3 Case Study

The SWS/AIC computer [6] are used as case study for validating the complex
algorithm using model-based workflow. SWS/AIC system consist of dual channels,
which are powered independently from the direct current (DC) Essential Bus. Each
channel of the computer receives ARINC 429 signals, analog signals, and discrete
signals.

Each channel of the computer receives signals from the same side angle of attack
(AOA) transducer, self/cross-side air data control unit (ADCU), self/cross-side
attitude heading reference unit (AHRU) (normal and lateral accelerations, altitude
and altitude rate information, body axis rates, airspeed and indicated dynamic
pressure); the flap, and landing gear position sensors. These inputs are processed,
monitored and sent as an output to caution warning panel (CWP), pitch trim servo
actuator, ARINC low-speed bus and shaker actuator. Each processor has the pro-
vision for input signal selection and monitoring.
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3.1 Signal Data Validation Algorithm

Validation algorithm in SWS/AIC system is from different types of signals such as
analog, discrete and ARINC inputs. Each of these signals is different from one
another. In the case of ARINC signals, every cycle is valid signal. Initial predefined
safe values are used for the first ten fast cycles in case of analog signals and for
discrete signals the initial values are used for the first twenty fast cycles. The
Analog input data validation is executed once in every 25 ms. There are three
variables used for each input signal to store the current, previous, last previous
values. The data read every 25 ms is the current value. The control and data flow
for the signal data validation shown in [Fig. 1].

The algorithm performs several functionalities such as store current value (CV),
previous value (PV), and last previous value (LPV). After storing the values,
comparison of absolute difference between LPV, PV & PV, CV, and LPV, PV, PV
& CV within tolerance for persistence time is performed. Tolerance value for

Fig. 1 Control and data flow for the signal data validation
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analog signal is 2% variation of maximum analog input. Persistence time for analog
input is ten fast cycles. If the comparison algorithm is satisfied, average of LPV, PV
& CV, LPV & PV, and PV & CV are computed.

4 Implementation

The complete model-based validation algorithm, which is used for design and
implementation of logic for model-based programming is performed using
LabVIEW tool suite. This implementation model not only fully satisfies the func-
tionalities of analog data validation followed by the SWS/AIC system requirements
and also proven more robustness compare to the any other model-based pro-
gramming platform. Here, we validate the analog data for pitch trim sensor func-
tional characteristics.

4.1 Model Based Analog Signal Validation Algorithm

Figure 2 shows block diagram representation for model based validation algorithm
of analog input data given by sensors. The algorithm acquires analog signals,
validates the data, converts validated data to engineering values such as degrees,
radians, kilograms, provides health status flag indicator by means of Boolean values
(0 or 1).

Figure 3 shows the block diagram which shows the algorithm control flow. The
block diagram shows the major functionalities such as acquire signal values, cat-
egorize signal as current, previous and last previous values for the acquired signal
values, compute absolute differences, compare differences: | difference A| and
| difference B| with respect to the given tolerance value. The comparison algorithms
generate output such as validated data, counter output, engineering values of the
validated data, and health status flag.

Acquire Sensors 
analog signals

Model based 
analog signal 

validation 
algorithm 

Flag

Engineering values

Output counter

Validated Analog Signal

Fig. 2 Block diagram representation for model based analog signal validation algorithm
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Figure 4 shows the complete block diagram panel design for the analog vali-
dation algorithm satisfies complete functional analysis of the pitch trim sensor used
in the stall warning system of SARAS aircraft and implemented using NI
LabVIEW. The overall implementation model consists of four subsystems (in
LabVIEW used as term subvi) such as analog validation algorithm implementation
subsystem for all sensors, analog voltage range limit subsystem, other two sub-
systems such as analog input range test, analog input validation test for generate test
cases based on the Hardware–Software Integration (HSI) verification cases and
procedures (VCP) report for external input/output processing of SARAS aircraft.

Validated 
Data

Output 
counter 

Flag

Converter 

|Difference A|

Acquire
analog signal 

Values 

Last Previous 
Signal Values

Previous 
Signal Values

Current 
Signal 
Values 

|Difference B|
Comparis

on 
Algorithm 

with 
respect to 
tolerance 

value 

Fig. 3 Block diagram for detailed explanation of model-based analog validation algorithm

Fig. 4 LABVIEW block diagram panel representation for overall implementation model
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Figure 5 shows subsystem implementation model, which not only satisfies all
the logical relations depending upon the analog algorithm mentioned in the pre-
vious section and also provides expected outputs such as validated analog data,
input analog waveform, validated analog waveforms, and output counter. All the
functional analysis results is clearly explained in the Sect. 6 and Table 1 indicates
the functional analysis result values.

4.2 Analog Data Conversion Algorithm

The pitch trim signal algorithm provides conversion of validated analog input data
into their engineering values such as angle (degrees), mass (kilograms), torque
(psig), and pressure (psi).

Figure 6 shows design for the validation algorithm of range limit the pitch trim
sensor validated data. Pitch trim sensor validated data is limited in the range
[min = 0 v, max = 8 v]. The range limit outputs indicate in the column of Table 1
shown in Sect. 6.

Fig. 5 LABVIEW subsystem representation for logical implementation of validation algorithm

Model Based Algorithm Validation Approach for Safety … 437



5 Analyzing Algorithm Validation by Means of Test Cases

The correct implementation of analog validation algorithm modeled using the NI
LabVIEW is analyzed at the input level and at the algorithm and output level.
Table 2 shows the test conditions at the input level. Table 2 shows the input test

Table 1 Table indicates few of the simulation result values, which satisfies all requirements of
analog data validation algorithm

Fig. 6 LABVIEW subsystem representation for conversion of validated analog data into the
engineering values
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condition and expected output for pitch trim analog input test. Table 3 shows the
input test condition and expected output for pitch trim analog input validation test.

5.1 Algorithm for Generate Test Cases of Pitch Trim Analog
Input Range Test

Table 2 indicates input test conditions and expected outputs for generate test cases
for pitch trim analog input range test available in the HSI_VCP report.

Table 2 Table indicates input test conditions and expected outputs required for analog input
range test

Test cases Input Expected output

Input name Test condition (V) Valid data (°)

1
2
3
4
5
6
7
8
9
10
11
12
13
14

Pitch Trim Position (PTP) 11.3
8.11
10.85
7.163
7.156666667
7.15
6.55
3.39
2.99
2.831
2.825
2.819
0.0
−0.1

8.0
8.0
8.0
8.0
8.0
7.964602
6.05279
−12.0
−14.0957
−14.968141
−15.0
−15.0
−15.0
−15.0

Table 3 Table indicates test purpose conditions, input test conditions, valid flag mode behaviors
and expected valid data

Test
cases

Test purpose Input Expected
output

Input name Test
condition
(V)

Valid
flag

Valid data
(°)

1 PTP input variation < 2% of the
nominal

Pitch Trim
Position
(PTP)

3 1 −14.60885

2 PTP input variation = 2% of the
nominal

3 1 −14.60885

3 PTP input variation > 2% of the
nominal for less than 250 ms

3 1 −14.60885

4 PTP input variation > 2% of the
nominal for 250 ms

3 1 −14.60885

5 PTP input variation > 2% of the
nominal for greater than 250 ms

3 0 0
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Figure 7 shows the implementation of the pitch trim analog input range test. The
model design satisfies all the input conditions for pitch trim analog input test.

5.2 Algorithm for Analysis Test Conditions of Pitch Trim
Analog Input Validation Test

Table 3 indicates input test conditions and expected outputs for generate test cases
for pitch trim analog input validation test available in the HSI_VCP report.

Figure 8 shows the complete design for the validation algorithm. Table 3 pro-
vides the test scenarios for the validation algorithm. The model-based design sat-
isfies all the test purpose conditions, input test conditions, valid flag mode
behaviors and expected valid data.

6 Simulation Results

Simulation results discusses about the overall LABVIEW front panel design and all
the expected simulation results given by each subsystems. The simulation results
such as analog input data waveform, validated analog input waveform, validated
pitch trim voltage range limit and validated pitch trim angle range limit. Table 1

Fig. 7 LabVIEW block diagram panel design for generate test cases of pitch trim analog input
range test
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indicates few of the simulation output data available from the various implemen-
tation models are designed on the LABVIEW tool suite.

Figure 9 shows the overall front panel design representation of analog data
validation algorithm. All the available data as per the requirements for analog data
validation algorithm has been tabulated in Table 3.

Figure 10a shows the analog input data waveform varies from +11.3 V to
−11.3 V. Figure 10b shows the validated analog input data waveform. The cor-
responding values of analog input data and validated analog input data are illus-
trated in Table 1 (Fig. 10).

Fig. 8 LABVIEW block diagram panel design for generate test cases of pitch trim analog input
validation test

Fig. 9 LABVIEW front panel representation for overall implementation model
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Figure 11a indicates the waveform, which limit the analog voltage input of pitch
trim sensor data in between the range of 0–8 V. Figure 11b indicates the waveform,
which limit the angle of pitch trim sensor data in between the range of −15° to +8°.
The corresponding values of voltage range limit and angle range limit of pitch trim
sensor are illustrated in Table 1.

The outcome of the model-based algorithm analysis provides an effective
approach to validated complex algorithm. The approach was capable of analyzing
the functional and performance properties of the validation algorithm which was
not possible at the hardware testing level due to the limitation of the testing
setup. The result obtained at the model level provided the confidence of the cor-
rectness and completeness of the algorithm as per the project specifications for the
functionality, performance for timing and safety properties.

7 Conclusion and Future Work

The proposed mode-based approach can be used for complementing the areas
where it becomes difficult to demonstrate the functionality and performance of
complex functionality in a system. This model-based approach proven not only
more robust to analyze the functional requirements of the system, but also generates
more number of test cases based on algorithms.

This approach can be used to analyze and understand the completeness, cor-
rectness of the complex functionality in a system and also more convenient way to
design and verify complex algorithm compared to other scripting languages may
have more than 200 lines of codes. LABVIEW enabled in modeling and analyzing

Fig. 10 a Analog input data waveform. b Analog validated input data waveform

Fig. 11 a Waveform Representation for pitch trim voltage range limit [0–8 V]. b Waveform
representation for pitch trim angle range limit [−15° to + 8°]
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the validation algorithm of the SWS/AIC software. The analysis and the under-
standing of the algorithm was not only easier but also the results could be analyzed
for improving the logic further.
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Impact of Different Ground Plane
Structures on Sierpinski Monopole
Antenna

D.M.K. Chaitanya and N.V. Koteswara Rao

Abstract The objective of this paper is to analyze the impact of rectangular and circular
ground plane structures on Sierpinski monopole gasket and their effect on resonant
frequency, radiationpatterns. Since theSierpinskigasket is a fractal structure, thenumber
of resonances depend on the number of iterations, the scaling factor and flare angle of the
antenna. The impact of size, shape of the ground plane structure on the resonant fre-
quencies, patterns have been observed. It is also observed the deviations in those
parameters for change in the positions of the ground plane to the antenna structure with
circular and square ground planes. The Sierpinskimonopole gasketwith rectangular and
circular ground plane structures was analyzed along with changes in the positions of the
ground plane using HFSS tool and the simulation analysis, measured results of the
fabricated structure of the same has been reported. It was concluded that the larger
the ground plane, there is a deviation in the resonant frequencies for the same structure,
the more the tilt in the pattern and hence suitable for ground to airborne applications.

Keywords Ground plane � Sierpinski monopole � Fractal structure
Resonant frequency � Gain � Field patterns

1 Introduction

Monopole antennas, in general are placed on a ground plane and will have a similar
performance like a dipole structure and are popular in terms of compactness. These
antennas have gained lot of attention in the wireless industry because of their Omni
directional characteristics, low profile, low cost and are suitable for commercial as
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well as military applications. The major advantage of the monopole antenna is that
the operational characteristics like gain, directivity, resonant frequencies can be
improved by modifying the ground plane either in size, shape or changing the
distance instead of replacing the complete antenna structure. The ground plane may
be rectangular, circular in shape. The current distribution through the antenna
structure determines its resonant frequency [1] and the pattern is obtained by the
case parameters like size, shape and distance. The proper feeding technique must be
incorporated to have impedance matching and the ground plane must be more than
the quarter wavelength over the feed [2]. The emerging trends in wireless systems
demands the antenna to be operated over wide band as their standards employs
different operational bands. Besides this, the major desirable attributes in the
antenna design are performance, low profile, with minimum cost, simple installa-
tion of the antenna. One of the blooming techniques is to construct the Fractal
Structures. The Sierpinski Fractal structure is named after the polish mathematician
Sierpinski in 1915 and it is developed by Puente in 1996. This paper briefs the
effects of rectangular, circular ground plane structures with varying distances from
the ground plane to the antenna on Sierpinski monopole and the analysis along with
results. The structure was simulated in High-Frequency Structure Simulator (HFSS)
tool [3] and the same has been fabricated and tested in anechoic chamber and
measured results were presented in this paper.

2 Concepts and Theory

The dimension of the monopole antenna is half of the size of dipole antenna and
their performance resembles as it is mounted over a ground plane. The operation of
the monopole antenna structure can be verified theoretically using the image theory.
The image theory states that the ground plane acts like a mirror to the antenna
structure to behave like a dipole [4, 5]. The monopole as shown in Fig. 1 will have
the single element on the ground plane and is fed with respect to ground. The
generated electromagnetic waves are reflected or absorbed from the ground plane
and they depend on the conductive, dielectric properties of the ground structure
because of the change in the impedance. The impact of this impedance in turn alters
the resonant frequencies, radiation characteristics of the antenna. The impedance
effects can be minimized by using the twice the wavelength of the antenna structure
[6]. The fields generated below the ground plane are zero, where as above the
ground plane, depends on the characteristics of the antenna structure. Hence, the
monopole operation is similar to the operation of the dipole structure by the theory
of images with radiation above the ground plane. The only difference between
dipole and monopole is that the impedance is one-half of the dipole structure with
improved gain and band width performance. As the microstrip antennas finds many
applications in wireless communications in recent applications because of their
compactness, ease of integrations and low cost [7], a printed circuit fractal antenna
can better fit into the multi band applications. The organisation of the paper is
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divided in to different sections. The Sect. 2 explains about the theoretical concepts
of monopole antenna with image theory and Sect. 3 briefs about the design of
Sierpinski monopole antenna structure. The results were discussed in the Sect. 4
and conclusions are drawn in the Sect. 5 followed by references.

From the concept of the image theory, the fields can be evaluated theoretically
sing the following formulae.

The electric field intensity:

Eh ¼ jgI0
2pr

ejbr
cosðBl coshÞ � cosðblÞ

sin h

� �
ð1Þ

where

Eh = Electric Field intensity
η = Intrinsic impedance
b = Phase constant
I0 = The maximum current
L = length of the monopole antenna
r = radius

The magnetic field intensity is given by:

Hu ¼ Eh

g
¼ jI0

2pr
ejbr

cosðBl cos hÞ � cosðblÞ
sin h

� �
ð2Þ

where

Eh = Electric Field intensity
b = Phase constant
I0 = The maximum current
l = length of the monopole antenna
r = radius

The average power density which is the pointing vector is given by

Fig. 1 The monopole antenna with perfectly conducting ground plane
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Savg ¼ 1
2
ReðEhXH

�
uÞ ¼~r

gI20
8p2r2

cosðbl cos hÞ � cosðblÞ
sin h

� �2

ð3Þ

The radiation intensity is given by

U ¼ r2XSavg ¼~r
gI20
8p2r2

cosðbl cos hÞ � cosðblÞ
sin h

� �2

ð4Þ

The directivity is given by

D ¼ 4pUðh;uÞR 2p
0

R p
0 U sin hdhdu

ð5Þ

The radiation efficiency of the antenna is given by

ge ¼
pt
pi

ð6Þ

where

pt = Total radiated power by the antenna,
pi = Total input power accepted by the antenna

3 Sierpinski MonopoleAntenna

The Sierpinski gasket is created by eliminating the central triangle from the main
triangle [8] with flare angle of 60° [9] with number of iterations. The scaling factor
of two is considered with four number of iterations to resonate the antenna at four
different frequencies. The antenna structure is mounted over a rectangular, circular
ground planes [10, 11] and the ground plane is positioned at different distances. The
Fig. 2 shows the basic Sierpinski monopole antenna. The schematic drawn in HFSS
tool for the Sierpinski monopole antenna with rectangular ground plane and with
Circular ground plane are shown in Fig. 3 and Fig. 4 respectively.

The antenna is fabricated on FR4 substrate (er = 4.4, h = 1.6 mm) and placed
over a 80 � 80 cm rectangular ground plane as seen from the structure 1 where as a
circular conducting ground plane having dia of 15.6 cm in the other structure. The
feeding mechanism is through a coaxial SMA connector suitable for this type of
configurations. The antenna is designed for 4 number of iterations with a scaling
factor of two. The corresponding antenna heights are given by 4.75 cm, 2.375 cm,
1.187 cm, and 0.59 cm and the structure resonates at four different frequencies with
multiples of two. The resonant frequency can be calculated by using the formula
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Fig. 2 Sierpinski gasket

Fig. 3 Rectangular ground plane
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fr ¼ K
c
h
cos

/
2
dn ð7Þ

where

K = Constant and is 0.152 for Sierpinski Gasket for a given substrate
a = flare angle and is 600 for equilateral triangle
d = scaling factor and is 2 and n = iteration number

The sierpinski gaskets are simulated using HFSS software are using rectangular
and circular ground planes for different distances from the ground plane to the
antenna structure. The fabricated sierpinski monopole antenna along with rectan-
gular and circular ground planes are shown in Fig. 5 and 6. The measurements were
carried out for the structure using a VNA and the results are plotted in the Table 1.
The corresponding simulated and measured results with 0.1 mm ground plane
spacing with the antenna depicts that the antenna is resonating at four different
frequencies because of its geometry.

Fig. 4 Circular ground plane

450 D.M.K. Chaitanya and N.V. Koteswara Rao



Fig. 5 Sierpinski gasket on
rectangular ground plane

Fig. 6 Sierpinski on circular
ground plane

Table 1 Resonant
frequencies for rectangular
and circular ground planes
with 0.1 mm spacing

S.No fr (GHz)
Resonant frequencies
for rectangular ground
plane

fr (GHz)
Resonant frequencies
for circular ground
plane

Simulated Measured Simulated Measured

1 0.79 1 1.89 1.88

2 5.07 5 4.01 4.0

3 7.56 7.62 7.89 7.9

4 11.34 11.5 15.3 15.3
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Fig. 7 Return loss plot for the rectangular ground plane with ground to patch distance 0.1 mm

Fig. 8 Return loss plot for the circular ground plane with ground to patch distance 0.1 mm

Fig. 9 Radiation pattern for
rectangular ground plane
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The corresponding return loss plots for the same has been depicted in Fig. 7 and
Fig. 8 respectively.

The radiation pattern measurements have been carried out in anechoic chamber
and the corresponding pattern details are depicted in Figs. 9 and 10 for rectangular
and circular ground places for 0.1 mm spacing.

The corresponding measurements for the rectangular and circular ground planes
were carried out with a ground plane distance of 0.4 mm with the antenna structure
and the resonant frequency plots can be observed from the Figs. 11 and 12
respectively.

Fig. 10 Radiation pattern for
circular ground plane

Fig. 11 Radiation pattern for rectangular ground plane with a distance of 0.4 cm from ground
plane to Sierpinski monopole
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4 Discussion of the Results

Since the fractal shapes appear at four different scaling factors, the Sierpinski
monopole resonates at four different frequency bands. It can be viewed clearly from
the return loss plots that the Sierpinski gasket demonstrates the log periodic
behavior, and the scaling factor (d) of two makes it to resonate at multiple of two. In
particular, the antenna is matched at four frequencies for rectangular ground plane
with the ground to antenna at a distance of 0.1 mm, i.e., at 11.5, 7.56, 5, 1 GHz and
for Circular ground plane the resonant frequencies are given by 15.3, 7.9, 4,
1.88 GHz with the same distance.

The measured radiation patterns of the Sierpinski monopole is presented in
Figs. 9 and 10 for rectangular, circular ground planes respectively. The patterns
corresponding to the flare angle a = 60°, it is observed that the tilted figure of eight
above the ground plane depicts the monopole action in E-Plane and Omni direc-
tional pattern in H-Plane. As the distance from the ground plane to antenna structure
is changed to 0.4 cm, there is a notable change in the resonant frequencies as
shown in Figs. 13 and 14 for rectangular, circular ground planes respectively. The
corresponding resonant frequencies for the rectangular ground plane are given by
9.5, 5.6, 3.7, 2.2 GHz and for Circular ground plane is given by 10.38, 8.3, 6.8,
3.6 GHz. The radiation patterns clearly show that there is a notable degree of
change in the gain and directivity with the size and shape of the ground plane. It is
observed that the radiation patterns are becoming more directive for the larger
ground planes and more specifically with the 0.4 mm ground plane spacing as seen
from the results. It is also observed that there is a drastic change in the performance
of the antenna with the change of ground planes with shape, size and with the
distance to the ground plane interms of return loss, radiation characteristics.

Fig. 12 Radiation patten for circular ground plane with a distance of 0.4 cm from the ground
plane to Sierpinski monopole
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5 Conclusions

The Sierpinski monopole antenna with rectangular ground plane of size 8X80 cm
and circular ground plane of dia of Ф 15.6 cm along with simulated and measured
results has been reported. The resonant frequencies differs with the shape and size
of the ground plane however they follow the basic operation of the antenna
structure. It is observed that the scaling factor of the fractal determines the structure
to be resonated at a multiples of two in the present case. There are slight mis-
matches in the resonant frequencies due to the truncation effects and followed by
the fabrication difficulties. The monopole structure has the similarity in operation of
the dipole structure is observed from the results. It is noteworthy to conclude that
the more the size of the ground plane, the more the tilt in the radiation character-
istics of the monopole structure. The bigger the ground plane with more spacing
between the ground plane to antenna makes the radiation more directional, the
structures are better suitable for the airborne applications, where as the structures
with smaller ground plane can be used for ground applications. The impact of the
distance from the antenna to the ground plane plays a role in change in the resonant
frequencies, radiation patterns as observed from the results.

Fig. 13 Return loss plot for
rectangular ground plane with
a distance of 0.4 cm from
gorund plane to Sierpinski
monopole

Fig. 14 Return loss plot for
circular ground plane with a
distance of 0.4 cm from
ground plane to Sierpinski
monopole antenna
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These structures can be further modified to achieve reconfigurability to fit for
Cognitive Radio applications simply by incorporating the switching mechanism
using RF switches in the antenna structure internally or externally which further
reduces the interference with improved gain and band width performance. These
structure find the application in wireless communications particularly for mobile
and UWB and Radar applications because of their multi band operation with
increased directivity, gain and band width because of the monopole structures.
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Smart Authentication Using Graphical
Password for Android Devices

Aaroh Gala and Somdev Mehta

Abstract Information has become the oxygen of the modern world. To keep
information protected from the so-called ‘nefarious people’ we need security. There
are multiple authentication systems for security like text-based, pin, biometrics,
graphical, etc. However, the drawbacks of these are that the user tends to keep
passwords, which are fairly easy to remember, and such passwords can thus be
easily cracked. This paper mainly focuses on the picture password authentication
system, which is an upcoming alternative authentication system. According to
research, humans tend to recollect images better than text, this system promotes the
user to select a password which is difficult to guess but at the same time, can be
easily remembered. This paper also focuses on overcoming some drawbacks of
Persuasive Cued Click Points (PCCP), along with making the system more secure.
The proposed system makes use of five images and captures one section from each
of the selected images. For successful login, the users simply have to select the
same sections on every image as decided earlier. Thus, users can be authenticated
without having to input even a single character. To avoid brute force and any other
bypass techniques, the users are allowed only three consecutive failed attempts.
Upon failing those, the user account will be locked, and can be unlocked only after
answering the registered security questions.
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1 Introduction

Authentication has been perceived as that process of a system which enables it to
substantiate a user trying to gain access to the system. This complex age of com-
puting has brought about a massive revolution in the authentication systems [1].
There are different types of authentication systems. The major three types of sys-
tems are Biometric-Based Authentication (BBA), Knowledge-Based Authentication
(KBA) and Text-Based Authentication (TBA) [1]. BBA deals with finger print,
palm print, iris recognition and voice recognition. While they are known for their
accuracy, their foundation is complex and their main drawback is that, such a
system requires extra hardware making these methods costly. Thus this is difficult
to achieve in day to day life of common people.

In early days, text-based passwords were used for authentication. Text based
passwords are nothing but a string of characters. An important usability goal for
authentication systems is to support users in selecting better passwords. Users often
create memorable passwords that are easy for attackers to guess, but strong
system-assigned passwords are difficult for users to remember [2, 3]. Largely based
on the fact of, ‘something you know’ is always going to be dangerous if the victim
is well known to the attacker.

While the predictability problem can be solved by disallowing user choice and
assigning random passwords to users, this usually leads to usability issues since
users cannot easily remember such random passwords. An authentication system
should encourage strong passwords while still maintaining memorability. So
researchers of modern days have opted for alternative methods wherein graphical
pictures are used as passwords. Graphical passwords essentially use images or
representation of images as passwords. Human brain is good in remembering
pictures than textual characters [4]. The major goal of this work is to reduce the
guessing attacks as well as to encourage users to select more random, and difficult
passwords to guess.

The main drawback of PCCP authentication is that the system selects a viewport
randomly. PCCP has a shuffle option, which shuffles the viewport randomly in case
the user wants a region as opposed to what was given. It might be possible that the
region which a user wants does not come with this random shuffle. This may lead to
creating an unintentional but strong password, which might not be easy to
remember. The transition from text based password to picture based password
aimed at making passwords strong and easy to remember, which is not completely
fulfilled by PCCP.

The paper is categorized in five sections. Section 2 gives brief outline about
various graphical authentication algorithms. Section 3 explains the proposed
scheme for smart authentication. The system implementation is explained in
Sect. 4. Section 5 concludes the paper and gives future direction.
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2 Related Work

There are three different types of graphical passwords. Click-based password
scheme, Choice-based password scheme and Draw-based password scheme.

2.1 Pass-Points

S. Wiedenbeck [5, 6] proposed pass-point graphical password scheme. Pass-Point
comes under click based graphical password scheme. In pass-points password
scheme, the user needs to click at five different spots on an image. To login, the user
needs to click on five points in a proper sequence on an image. The main disad-
vantage of pass-points password scheme is HOTSPOTS (the points which are likely
to be selected by the users on a particular image) [7]. The second disadvantage is
that user tends to use certain patterns to remember passwords easily. These dis-
advantages are overcome in the next methods.

2.2 Cued Click Points

Cued Click Points [2] comes under click-choice-based graphical password scheme.
Cued Click point was introduced to reduce the major problem faced in pattern and
HOTSPOTS in pass-point method [8]. Instead of clicking five different point on the
same image, CCP uses one-click point on five different images. The next image that
appears is based on the location of the previous click point. The best feature of the
CCP is that the authentication failure message appears only after all the click points
are clicked. This reduces attackers from guessing the password.

2.3 Persuasive Cued Click Points

Persuasive Cued Click Points comes under click-choice-based graphical password
scheme. By adding the feature of Persuasive to CPP, we increase more security as
well as promote the user to select a less predictable password, which is the main
goal of the authentication system [2]. In PCCP, there is a viewport which is ran-
domly formed on the image during signup. If the user is not satisfied, then he or she
can choose to shuffle [2]. This reduces the risk of HOTSPOTS. Thus making it
tougher for attackers to guess the password. Main disadvantage of this is that it may
create a password which is difficult to remember.
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3 Proposed System

The proposed system is an implementation of the Cued click points along with
changes to remove the drawback of the PCCP authentication system thus making it
far more secure. The following flowchart (Fig. 1) portrays the basic flow of the
proposed system.

In this system, when the user is signing up for the first time, he or she is asked to
select five images. Once the user has selected the images, he or she then needs to
decide the order of the images in which the images will appear. Once the order of
images is selected then the user is asked to select a region on each and every image.
Clicking a point on the image may not always be accurate as the user may click
little bit here and there while login. To avoid this drawback, the image is divided

Fig. 1 Flowchart of proposed system
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into 100 small regions. While signing up, the user will be able to see the boundaries
of the grid. Now, the user can tap on any region to select it.

The regions along with the images will be stored in the database in an encrypted
format. Then the user will be asked a few security questions which would be handy
while resetting the password, when he or she cannot recollect the password. These
questions along with the answers will be stored in the database.

The beauty of this authentication system is that it will only show successful login
or unsuccessful login only after all the five click points are clicked. The system will
not prompt or give an alert at any point in between if the user has selected a wrong
region. So if a user or attacker pressed on a wrong region while login, the system
will continue as if the user had pressed on the right region. It will just continue
untill all five regions are clicked. The result of login will be displayed at the end.
This would make it more difficult for the attacker to guess where he or she went
wrong, thus increasing the security and reducing the chances of unauthorized
password cracks.

4 Implementation

When the user opens the application, he/she would first see the screen shown in
Fig. 2, where the user will see an empty text field, and three buttons. In the empty
field the user needs to enter the username. The three available options are Login,
Forgot Password and Delete Profile. To use any of the three functions entering the
username is mandatory.

Fig. 2 Main screen
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If the user does not have any account or wants to create a new account, then
he/she needs to enter the new username in the text field, and then click on login.
Every time the login button is clicked, the system checks if a user with provided
username exists or not in the database stored in the root folder, which cannot be
accessed by any user. If such user exists, then login activity is initiated, else the user
will see a confirmation screen/alert box prompting the user to confirm account
creation as seen in Fig. 2.

Once the user clicks on OK button, then he/she is redirected to another page to
select the images as show in Fig. 3.

Now, the user needs to select five images. User can select the same, either from
the gallery or can click a photo from the camera. These images are stored in a folder
where all the application files are stored, having filename same as username fol-
lowed by the index of the image in the selected sequence. Thus, all the user related
images can quickly be accessed just by accessing image files having same name as
the user name followed by image index. For example, all the images related to user
xyz can be accessed by looking for image files with name xyz0, xyz1, xyz2 and so
on. This folder is stored in the root folder, so the user cannot see or access it. This
increases the security, as the user would not be able to manipulate any application
file. Before storing the images in the folder they are compressed using the com-
pression and scaling methods/functions of BitmapFactory class available in
Android SDK. The compression is done so that the space consumed by the
application, images, and application file is very low. This compression method
reduces the size of the image by 90% of the original image size. Now the most

Fig. 3 Image selection
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important task comes, which is selection of the point/grid for each and every image.
This would be the password of the user. When the user clicks next, images will
come up in the selected sequence, and a grid of size 10 � 10 will be visible on it as
shown in Fig. 4. The grid is arranged such that every cell occupies the same area of
the image irrespective of the screen size and device specifications thus maintaining
integrity. This automatic adjustment is done by taking the length and height of the
screen at the start, and then dividing it into 10 equal parts, resulting in dividing the
screen in 100 equal grids. Each cell of the grid has a unique id. The user needs to
select one of the sections/cells on each image. The image along with the grid would
look similar to as seen below (Fig. 4).

When the user selects a section on the grid, it is highlighted for the user’s
reference. Once the user selects the point, he/she will be asked for confirmation of
the point. Once the user presses OK, the section is recorded by storing its unique id.
Similarly, the user will be asked to select regions on next four images. When the
user selects all five points on each and every image, these points (ids associated
with each section) are hashed using MD5 algorithm and stored in database in the
application folder.

Then the user will be redirected to security question’s page as shown in Fig. 5.
Here the user needs to select three questions and answer them. These security
questions will be handy when the user forgets the password, or exceeds three times
continuous failed logins. The user also needs to provide an email id. An email will
be sent to the user when he/she forgets the password.

Once the user filled the security question and the email id as shown in Fig. 6,
this data is again hashed using MD5 encryption and stored in the database. Then the
user is redirected again to the main page. Then to login, the user needs to enter the

Fig. 4 Selection of sections
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username and click on login. The same sequence of images will appear one by one,
and then the user will have to click the registered points on each image.

If the user clicks on correct points then, he/she will be taken to Successful Login
page. Else he/she would be taken to Failure page. Even if the user clicks on a wrong
point, he/she won’t be taken to the Failure page until all five points are selected by
him/her.

Fig. 5 Security questions

Fig. 6 Result screen
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The user will have three attempts to login, if he/she fails for three continuous
attempts, then he/she needs to go through verification before any further attempts to
login. After three continuous failed attempts, next time user tries to login, the user
will be redirected to the verification page, where he/she needs to answer all the
security questions. Only after answering all the questions correctly, he or she can
attempt login.

If the user forgot the password, then user can select the forget password option
on the main page as shown in Fig. 2.

When the user clicks on forgot password, user will be taken to verification page.
The questions will be retrieved from the user’s database and will be shown to the

Fig. 7 Answering security questions

Fig. 8 Password recovery
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user. The user needs to answer all the security questions properly which can be seen
in Fig. 7. If the user answered all the questions properly, then an email will be send
to the registered email id given by the user at registration.

An email will be sent to the user giving the password revealing the click points
of all the images in sequence as seen in Fig. 8.

5 Comparion

Comparison between texts based password and smart authentication system
(Table 1).

6 Conclusions and Future Work

It is evident that even though smart authentication lacks in some aspects when
compared with text based passwords, the benefits it provides clearly overpower its
shortcomings. While smart authentication mechanism focuses on “easy remem-
brance”, yet it is less vulnerable to malicious breach. In other words, it keeps
authentication simple at the user’s end and at the same time it poses high security
barrier for potential intruders. Users do not have to go through the discomfort of
strengthening their passwords by adding complexity to it, making it difficult to
recollect at every login. Altogether, smart authentication sticks to basic notion of

Table 1 Comparison between text and graphical password

Basis Text based passwords Smart authentication

Remembrance Simultaneous achievement of easy
remembrance and difficult guess
ability is inconvenient

Passwords are easy to remember yet
difficult to guess

Guess ability Usually, text based passwords
contain strings that are related to
user like birthdates, phone
numbers, spouse name etc. These
can easily be predicted and random
guesses can be made

It is practically not possible for the
intruder to guess the section
selection of the user for all the
images

Brute-force If guesses fail, brute force can
penetrate through this mechanism

Brute force is avoided by allowing
user only consecutive attempts

Storage Storage space efficient Requires a little more storage as
images are to be stored for each user
profile

Time Consumes Less time Relatively more time is consumed

Security Less Secure More Secure
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security by expecting the least from the user and challenging the intruders at the
most.

The drawback of time consumption can be solved by including location based
security, where the security in trusted area will be reduced, i.e. less time will be
consumed and security in untrusted area will be high. For that, the user needs to add
trusted and untrusted regions while registration. An additional feature can be also
added, that if the users failed in three consecutive attempts then an image will be
clicked using the front camera of the device without the user knowing it. It will also
gather data like time, and the current location of the device using GPS, and mail it
to the user’s registered email id, that this person tried to access your device at this
time and at this location.
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New Security Architecture for Big Data
Hadoop

Madhvaraj M. Shetty and D.H. Manjaiah

Abstract Hadoop is a system that provides distributed job processing on large
clusters using commodity servers and distributed file system that allows storing and
managing petabytes of data which is collected from disparate data sources.
Although Hadoop is used on private clusters behind firewalls and physical security,
Hadoop is often runs in public cloud for providing shared multi-tenant service and
used to store sensitive data; as a result strong authorization and authentication is
required. Hadoop has two vulnerabilities that can dramatically impact its com-
promise resilience. That is, overloaded authentication key and the lack of
fine-grained access control at the data access level. Providing security to Hadoop is
more challenging due to all the interactions do not follow the classic client–server
pattern: the file system is partitioned and distributed over the network, requiring
authorization checks at multiple points; the system scales to thousands of servers
and tens of thousands of concurrent tasks; submitted batch job is executed at a later
time on nodes different from the node on which the client authenticated and sub-
mitted the job and jobs from different users are executed on the same node. To
address these challenges, the base Kerberos authentication protocol is used which is
supplemented by delegation, access token, and job tokens. This paper examines
current security mechanisms of Hadoop clusters using Kerberos supplemented by
other tokens, and then we analyzed the security problems and risks of
Hadoop. Further, we proposed a new authentication protocol inside Hadoop and
usage of modified tokens for improving security.
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1 Introduction

Hadoop [1, 2] is an open source, java-based framework created by Doug Cutting,
which supports distributed computing on large data sets. It was originally devel-
oped on the basis of Google’s MapReduce and Google File System. MapReduce is
a programming model for data processing and provides the most basic mechanism
for batch processing. The file System Hadoop Distributed File System (HDFS) is a
scalable, distributed, and portable file system written in Java for Hadoop framework
and most widely used as cloud storage [3]. It is the storage layer for Hadoop and
provides the ability to store large amounts of data. The main goals of Hadoop
MapReduce are to process large size data sets, cope with hardware failure and high
throughput. When it was first designed, it was never intended to be used in the ways
that it is used now. It was a straightforward tool for an organization to run
MapReduce jobs on large amounts of data. Initially it was designed without security
in mind and had no security framework. Most of the part covered in the logic on
how to deal with the complexities inherent in distributed systems, such as handling
of failures and coordination. It considers that the entire environment and cluster
were trusted. Due to this focus, the early Hadoop project established a security
stance that the entire cluster of machines and all of the users accessing it are part of
a trusted network. Even though it had some authorization controls like file access
permissions, a malicious user can easily impersonate a trusted user as the authen-
tication was on the basis of password. This gives malicious user to read or modify
the data first in the other’s cluster and second, suppress or kill the other job to
execute his job earlier than the other to complete job [4, 5]. So, there is a need for a
strong authorization mechanism to protect sensitive data and also there is a need for
a highly secure authentication system to restrict the access to confidential business
data that are processed and stored in Hadoop framework [4].

A non-secure Hadoop configuration relies on client-side libraries to send its
credentials as determined from the client-side operating system as part of the
authentication protocol, this method is sufficient for many deployments that rely on
physical security. Authorization checks through Access control List (ACL) and file
permissions are performed against the client-supplied user ID. A user can directly
communicate with a Data Node (DN) once the block location is known, this enables
the unauthorized clients to impersonate authorized users and access the cluster. So,
initially password was the only authentication mechanism used to verify the validity
of users. As the project evolved, it became apparent that minimum there should be a
mechanism for users to strongly authenticate to prove their identities at least.
A well-established protocol Kerberos [6] was introduced to Hadoop. This paper
examines the current security mechanisms of Hadoop clusters using Kerberos
supplemented by other tokens, and then we analyzed the security problems and
risks of Hadoop. Further, we proposed a new authentication protocol inside Hadoop
and usage of modified tokens for improving security.

The rest of the paper is organized as follows: Section 2 presents existing sce-
nario of security in Hadoop clusters, Sect. 3 deals with some challenges related to
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Hadoop security and Sect. 4 describes methods proposed to make Hadoop cluster
more secure, and Sect. 5 discusses about its security analysis and Sect. 6 concludes
the paper.

2 Hadoop Security Framework

This section discusses the basic security protocols which are implemented in the
current Hadoop framework. There are three primary areas which have been
implemented in terms of the security framework, the Kerberos authentication
mechanism for authenticating users to Hadoop, the token-based protocol for data
access inside Hadoop framework and other miscellaneous protocol like RPC, data
transfer protocol [6, 7]. The primary challenge in implementing security is to
prevent impersonation, where a user can misbehave and emulate another user to
have access on other’s data in the clusters and another challenge is to deal with the
trade-offs between Hadoop cluster scalability and prevention of performance
degradation.

Kerberos [8] is a network authentication protocol developed at MIT as part of
Project Athena. It uses private-key cryptography for providing authentication across
open networks. It is a third-party authentication mechanism, in which users and
services rely on a third-party Kerberos server––to authenticate each to the other. As
shown in Fig. 1, there is Kerberos authentication module which has authentication
server and the ticket granting server. After Kerberos is configured, Kerberos
authentication is used to validate the client-side credentials. The authentication flow
of Kerberos and Hadoop are shown in Fig. 1. Initially user obtains a Ticket

Fig. 1 Kerberos and Hadoop authentication flow
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Granting Ticket (TGT) from Kerberos Key Distribution Center (KDC). After the
user has TGT, the client application accesses the Hadoop Services which initiates a
request for the Service Ticket (ST) that corresponds to the Hadoop Service the user
is accessing. The ST is then sent as part of the connection to the Hadoop Service.
The corresponding Hadoop Service must then authenticate the user by decrypting
the ST using the Service Key exchanged with the KDC. If this decryption is
successful the end user is authenticated to the Hadoop Service. But here perfor-
mance is one important consideration as cluster grows the volume of interaction
between authentication server (AS) and ticket granting server (TGT) will also grow.

Once clients and services have been authenticated to each other via Kerberos, it
is important to understand that many more security controls are required beyond
this initial authentication. Because developers write applications, and applications
access HDFS and execute MapReduce jobs over data stored in HDFS on behalf of
the users executing them. AS all services must perform tasks on behalf of the client,
more security controls are needed to ensure that all of these services doing the work
on behalf of the client are authorized to perform work on behalf of the client.

So token-based authentication is used for subsequent authentication. Different
security tokens supplement the primary Kerberos authentication in
Hadoop. Currently, there are three forms of tokens [6, 7]:

• Delegation Token––It identifies a user to a particular HDFS service.
• Block Access Token––It gives a read or write permission to a particular HDFS

block.
• Job Token––It identifies a MapReduce task for its jobs.

Fig. 2 Hadoop security framework
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The overall architecture of security framework is shown in Fig. 2 [7]. The client
will load Kerberos tickets that are in the user’s ticket cache. MapReduce will also
create a token cache that will be loaded by the task. When the application creates an
RPC connection, it will use a token, if an appropriate one is available. Otherwise, it
will use the Kerberos credentials.

2.1 Delegation Token

After initial authentication to NameNode using Kerberos credentials, a user obtains
a delegation token, which can be used for subsequent authentication to NameNode
as the user [7]. The token is in fact a secret key shared between the user and
NameNode and should be protected when passed over insecure channels. Anyone
who gets it can impersonate the user on NameNode. Note that a user can only
obtain new delegation tokens by authenticating using Kerberos. When a client
obtains a delegation token from NameNode, it specifies JobTracker as the token
renewer. All the tasks of the same job use the same token. JobTracker is responsible
for keeping the token valid till the job is finished. After that, JobTracker may
optionally cancel the token.

Format of delegation token is,

TokenID = ownerID, renewerID, issueDate, maxDate, sequenceNumberf g
TokenAuthenticator = HMAC-SHA1 masterKey, TokenIDð Þ
Delegation Token = TokenID, TokenAuthenticatorf g

NameNode uses masterKey to generate and verify delegation tokens. If
currentTime > expiryDate, the token is considered expired and any client authen-
tication request using the token will be rejected. The sequenceNumber is a global
counter in the NameNode that is incremented as each delegation token is created to
ensure that each delegation token is unique. Using delegation token, client (e.g., a
Task) uses a TokenID to authenticate itself with NN.

2.2 Block Access Token

Originally in Hadoop, DataNodes did not enforce any access control on accesses to
its data blocks and all the file permissions are stored on NameNode. This is made
possible for an unauthorized client to read a data block as long as he can supply its
block ID. For this purpose, Block Access Token (BAT) is used here which
authenticates client to HDFS blocks and enables its holder to access certain HDFS
data blocks [7]. It is issued by NameNode and used on DataNode. BAT is generated
in such a way that their authenticity can be verified by DataNode. When the client
accesses the NameNode for files, authorization is checked on the NameNode and
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block access tokens are generated based on file permissions. These tokens are
returned to the client along with locations of their respective blocks. When the
client accesses DataNodes for those data blocks, block access tokens are passed to
DataNodes for verification. Block access tokens are generated using a symmetric
key scheme where the NameNode and all of the DataNodes share a secret key.
When DataNode receives a token, it uses its own copy of the secret key to
recompute the token authenticator and compares it with the one included in the
token. If they match, the token is verified as authentic.

A BAT has the following format, where keyID identifies the secret key used to
generate the token, and accessModes indicates mode of operation (READ, WRITE,
COPY, REPLACE)

TokenID = expirationDate, keyID, ownerID, blockID, accessModesf g
TokenAuthenticator = HMAC-SHA1 key, TokenIDð Þ
Block Access Token = TokenID, TokenAuthenticatorf g

A BAT is valid on all DataNodes regardless where the data block is actually
stored. The secret key used to compute token authenticator is randomly chosen by
NameNode and sent to DataNodes when they first register with NameNode and at
regular intervals on their next heartbeats. The BAT generated by NameNode is not
renewable and needs to be fetched again once the token expires.

2.3 Job Token

When the job is submitted, the JobTracker will create a secret key that is only used
by the tasks of the job when identifying themselves to the framework [7]. This
token will be stored as part of the job in the JobTracker’s system directory on
HDFS and distributed to the TaskTrackers via RPC. This token will be used for the
RPC via DIGEST-MD5 when the task communicates with the TaskTracker to
requests tasks or report status. Additionally, this token can be used by Pipes tasks,
which run as sub- processes of the MapReduce tasks.

3 Limitations

However Hadoop was originally designed to run in a well controlled private
environment. When moving Hadoop to a public cloud, there are challenges related
to its security mechanisms. There is a rising concern that Hadoop in its present form
may not be able to maintain the same security level in a public cloud as it does in a
protected environment. Internal cloud attacks can bypass security mechanisms to
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compromise the safety of data and computing in Hadoop. Currently Hadoop is
leading with a third-party authentication protocol called Kerberos. But one of the
major limitations of Kerberos is that it is not effective against password guessing
attacks. Further, Kerberos requires a trusted path to handle passwords and it does
not support multipart authentication [9].

We evaluated security mechanisms in current Hadoop as follows [10–12]:

• Authentication of users is not done by Hadoop services; Hadoop itself does not
issue user credentials or create accounts for users.

• There is no enforcement of access control by Data Nodes on accesses to its data
blocks.

• HDFS and MapReduce communication will not travel on untrusted networks.
• Name Node and all Data Nodes share the same key to generate block access

token. If the key is leaked from machines of HDFS by any attack methods, an
attacker has the capability to use the key to generate arbitrary Block Tokens as
he or she wants to, and accesses any data blocks in HDFS.

• Delegation Token used by map and reduce processes lacks fine-grained access
control. With a Delegation Token, a process has the privilege to behave as the
Hadoop user and to access all content which the Hadoop user is allowed to
access. So, it can enable the attacker to impersonate the Hadoop user and access
the Delegation Token’s owner’s data. And same delegation Token is used by all
computing processes (i.e., map processes and reduce processes). So a leaked
Delegation Token can be used steal a large amount of data from HDFS.

Some of the possible solutions for enhancement of security are [13]:

• Access control at the file system level.
• Access control checks at the beginning of read and write.
• Secure way of user authentication inside Hadoop.
• Security using role-based access control.

4 Proposed Work

4.1 Modified Tokens

We proposed new Hadoop security architecture based on providing identity to each
data nodes and processes in the cluster. This model tends to enhance the security in
Hadoop and provides authentication service to various components by using
modified tokens. The proposed approach can prevent compromised Hadoop pro-
cesses from compromising the rest part of Hadoop and provides better isolation
level among Hadoop components.
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4.1.1 Block Access Token

Name Node generates Block Access Tokens to authorize client/process to HDFS
blocks. It uses same secret key to generate all the block tokens irrespective of
number of DataNodes present. If this key is leaked, then an attacker has the
capability to generate any arbitrary Block Access Token and to access any data
blocks in HDFS. So here we use different keys for each data nodes in cluster to
generate block tokens. These keys generated using the hardware information of that
node (for example, MAC, IP, Unique ID for each data node). While cluster is
booting up and ready to start, both NN and DN exchange this information. DN
sends its MAC id to NN and NN computes unique id for each node based on the
MAC, node number and location of the node in the cluster, and assigns to each DN.
This occurs only once and this process done in secure environment. This id is
regenerated only when there is an error, exception or an unauthorized request in the
DN; it is done by DN by sending MAC with its previous key. After this process NN
sends timestamp to all the DN with command to generate device key. DN generates
the same by the below format and send acknowledgement back to NN.

Device key ¼ MAC, Unique ID, Timestampf g

When client requesting to access particular block, it uses block id in request. NN
has the information about in which data node that block present and uses that data
nodes details to generate Device key. This Key is used by NN to create block access
token. Only that particular DN has this Device key, and gets block token, uses this
token to authorize HDFS block. Further all tokens encrypted while it is transferred
over network. Since device key cannot be same for long time, it should be changed
at regular interval of time due to security reason. So NN sends command to
regenerate Device key with timestamp, DN generates and sends acknowledgement
back to NN. Also NN issues the same command for regeneration of device key in
case of any exception found by the NN.

4.1.2 Delegation Token

Hadoop (NN) produces single delegation token to each client for all services, it is
used by different process to authenticate themselves to NN. After initial authenti-
cation to NN, a client obtains a delegation token which is given to a job for
subsequent authentication to NN. All process related to that job shares a single
delegation token, but which leads to lack of fine-grained access control vulnera-
bility, so it is good to have access control information for each process and restrict
the content that process can access using this token with respect to security. This is
achieved by providing a unique id to each main process when it first authenticates
with NN, so after initial authentication, produced delegation token can be used only
by that process & its sub processes. Also user id is mapped to process id; it is useful
while applying ACL to particular process/user. So we proposed a 2-step delegation
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token, in first-step delegation token generated normally and in second step we add
individual process id, so that NN can provide fine-grained access control based on
the user/process permissions defined on ACL in NN.

Format of the process id which is generated by NN,

Process ID = user id, clients IP, timestamp, sequence number byNNf g

So delegation token generated using Token ID and Process ID with master key.
Eventually job creates number of sub processes and generates sub process id using
process id,

Sub process id = Parent process id, user id, clients IP, timestamp, sequence number by Job clientf g

This id used with token in subsequent authentication by subprocesses and NN
verifies it by extracting parent process id to get info about to which user/process it
belongs and what access is permitted. By defining access control lists in NN, we
can easily handle the tasks which are using other services of Hadoop.

4.2 Authentication Protocol

In this approach,we redesignedHadoop security framework to improve security in the
cluster. Our proposed work will work without the third-party protocol Kerberos, and
but utilizes the fundamental concept of it. Protocol is based on dual node authenti-
cation where two nodes are used to authenticate users to Hadoop as shown in Fig. 3.

Fig. 3 New authentication protocol for Hadoop security framework
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The proposed architecture uses both Name Node (NN) and Authentication Node
(AN) for user authentication. Since all the sensitive authentication data is stored in
AN, this node will be installed in secure zone, where there is higher security is
provided to that node. This architecture is different from the multi-node authenti-
cation where all the nodes are equally exposed to client. In the proposed approach,
only one node can communicate with the client and the other is hidden from the
user as shown in Fig. 3 which can improve the overall security and eliminates
single point of vulnerability. This dual node authentication protocol authenticates
user to the Hadoop if and only if both the servers are mutually involved in the
authentication mechanism. Also our proposed scheme of authentication divides
users into different categories based on their roles in Hadoop clusters and offers
effective security against attacks like replay attack, guessing attack, and
stolen-verifier attack.

New authentication protocol scenario In this framework NN has information about
the users already registered. Initially client sends username to NN, it checks whether
user is registered or not, if the user is not registered, then the registration process can
be taken at this time. If the user is registered then it sends this username with its
unique id generated for that request/user based on timestamp, sequence number,
username to AN, it will generate a token based on the information such as username,
IP, timestamp, expiry date, sequence number, session keys and that token is dual
encrypted by the NN unique id and user’s password and sends it to client via NN.
Client gets valid token to authenticate NN by decrypting token using his own
password. Each time user enters password, client sends signal to NN like
TRUE/FALSE which indicates success or failure of decryption. If there is three
FALSE signal received by NN, means user entered wrong password three times and
NN sends command to AN to cancel the token. So it will be invalid, even when client
enters correct password, next user need to get new token by entering username again.
By using this we can avoid password guessing attack, there by blocking user if he
tries to enter wrong password more than times that we defined in configuration.

After successful decryption using his password, the obtained token is still
encrypted by NN unique id is sent to NN, it decrypts with its id and verifies client
by comparing token with AN, if it matched then user will be authenticated. After
successful authentication, NN is responsible to check access control list defined
based on their roles in Access control Node. By this model, we can define and
manage the entire access control list centrally based on the user’s different roles in
the hadoop environment.

5 Security Analysis of Proposed Work

Currently Hadoop uses many kinds of secret keys and tokens to perform authen-
tication and authorization among different Hadoop components. These sensitive
keys and tokens may be used to attack Hadoop once leaked. In our proposed
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approach both the modified token provides more security avoiding Hadoop com-
ponents to be compromised. In block token generation, each Data Node is forced to
share a unique device key with the Name Node, so it can produce different token for
different blocks in HDFS, so only that block will be compromised even if it is
leaked and attackers cannot access resources beyond the compromised block. And
each process/job in Hadoop can have different access privileges in our proposed
model via modified delegation token. It enforces access privilege on Hadoop
processes when these processes access different services. A compromised job has
impact on only to the service to which it is privileged. By the using proposed
authentication protocol, we can avoid attacks such as password guessing attack,
replay attack, and stolen-verifier attack. Since there is no direct communication
between any client to AN, there is no possibility of hacking AN. And even if NN is
compromised, it will not be exposing any user credentials. Also it provides centrally
manageable access control list to handle different roles of users effectively in the
hadoop environment.

6 Conclusion

This paper proposed two new approaches to improve security of Hadoop using new
authentication protocol inside Hadoop and by using modified tokens. The proposed
authentication protocol will enhance Hadoop security as the authentication mech-
anism utilizes two nodes for authentication. Kerberos is effective for user authen-
tication. However, it is extremely difficult to deploy in Hadoop cluster. Also by
enabling Kerberos, it degrades Hadoop performance and makes Hadoop run much
slower than without Kerberos. We believe that our proposed new security model
that is integrated in Hadoop itself can make its deployment easier with less per-
formance impact. There are many areas to improve in the various security aspects of
Hadoop clusters and new technologies need to be proposed to enhance and improve
the security in terms of reliability and flexibility.
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An Overview of Bio-Inspired Computing

K. Lakshmaiah, S. Murali Krishna and B. Eswara Reddy

Abstract Computing over the years has evolved from being simple a mathematical
processing machine to more sophisticated problem-solving entity pushing limits
around reasoning and intelligence. Along the way, lots of scientists and engineers
have closely observed some of the biological processes achieving certain things in a
more efficient and simple fashion than traditional computational mechanisms. This
has led to development of various techniques and algorithms which try and mimic
these biological processes and are categorized under, bio-inspired computing. In
this paper, an overview of bio-inspired Computing is presented.

Keywords Bio-inspired computing � Neural networks � Artificial immune systems
Swarm intelligence

1 Introduction

Even though there are continuous, relentless, and breathtaking advances in com-
puter technology, we continue to be humbled and fascinated by the variety,
adaptability and sophistication of the natural world around us. From the beginning
computing was inspired by nature. Alan Turing asked if computers could be created
which could think like humans, which has now become a reality. Bio-inspired
Computing, short for biologically inspired computing, is a field of study that
loosely knits together subfields related to the topics of connectionism, social
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behavior and emergence. It relies heavily on the fields of biology, computer science
and mathematics [1].

Computers over the years has evolved from being simplex mathematical pro-
cessing machine to more sophisticated problem-solving entity, pushing limits
around reasoning and intelligence. Along the way, lots of scientists and engineers
have closely observed some of the biological processes achieving certain things in a
more efficient and simple fashion than traditional computational mechanisms. This
has led to development of various techniques and algorithms which try to mimic
these biological processes and are categorized under, Bio-Inspired Computing [2].

In fact the genius of bio-inspired computing is the fact that they achieve certain
things in a more efficient and simple fashion than many of the already existing
“traditional” computing mechanisms. This has led researchers and engineers to a
rapid exploration of bio-inspired engineering. This includes development of various
techniques and algorithms that mimic various biological processes.

In the process of exploring Bio-Inspired engineering, the various drawbacks of
classical computing has become highlighted with even greater significance. The
various areas in which the classical paradigm is failing to make a mark in (even
with lots of lots of research) are Pattern Recognition, Robustness, Dealing with
incomplete information, Adapting and learning based on Experience [2, 3].

This is where the need of the Bio-inspired engineering really rears its head and
makes its claim. By mimicking process found in life we might be able to solve some
or all of these problems, problems for which solutions cannot be found from the
classical computing and thinking.

How does one arrive at a bio-inspired solution? It involves a few steps that will
be explained in detail later. Before we go there let us understand the thinking
behind the use of the term bio- inspired.

The term bio-inspired represents a strong relationship between a particular
computing system or algorithm and a biological system which will be used to solve
a specified problem. The computing system or algorithm is built in such a way that
it follows a similar procedure or has similar capabilities to the biological system.
The categories of bio-Inspired Computing include—Computing, systems and
networking.

Bio-Inspired computing represents a class of algorithms focusing on efficient
computing, for example optimization processes and pattern recognition.
Bio-inspired systems rely on system architectures for massively distributed and
collaborative systems, for example distributed sensing and exploration.
Bio-inspired networking is a class of strategies for efficient and scalable networking
under uncertain conditions, for example delay tolerant networking [4, 5].

Now we come to the design of bio-inspired solutions. What are the steps
required to arrive at such a solution?

There are three steps (As shown in Fig. 1):

• Identification of analogies.
• Understanding.
• Model simplification.
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Even though there is a huge overlap between Artificial Intelligence (AI) and
Bio-Inspired Computing (BIC) there are certain differences between them. AI is the
building of intelligent machines which act rationally and decision making is done
using deductive logic. They are primarily used to improve our understanding of
human intelligence. BIC is building of life-like systems which are used to improve
our understanding of biology [6].

bio-Inspired Computing can be divided into two broad categories, namely
Swarm Intelligence and Natural Computing.

2 Swarm Intelligence

A living organism is a complex system which works in sync with other such living
organisms to produce desirable output with specific qualities like fault tolerance,
distributed computing, evolution and growth.

These qualities are difficult to achieve with the classical approach. Swarm
intelligence on the other hand achieves the above the goals with the desired
qualities. A bio-inspired solution that mimics the collective behavior and collective
processes of several living organisms to solve problems is the essence of Swarm
Intelligence.

This collective behavior and intelligence exhibited by animals of similar size,
similar tribe, and similar characteristics is known as swarming. For Example,
milling about the same spot or migrating in some direction. This behavior is mainly
seen in small insects and in the bird family. Plenty of swarming examples can be
found in nature. Some examples of swarming are,

• Termites swarm to build colonies
• Birds swarm to find food
• Bees swarm to reproduce.

So swarming is done in nature. But what goal do these organisms achieve, why
do they swarm? The reasons for the above organism to swarm are,

• Finding food is best achieved when done collectively—better forage
• Migration is a collective, social activity.
• Increases the strength of defense and can aid in guarding against predators.

Fig. 1 Steps in designing bio-inspired solutions
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These reasons are important because when systems are bio-inspired by swarming
the goals that these systems achieve or the characteristics that they require will be
inherently similar to these outcomes. Or the problems that these systems are trying
to solve are usually related to the problems that swarming solves. Swarming is a
powerful mechanism which can yield results which is out of reach of an individual
entity if it were performing the same activity in isolation [7].

Now let’s take one example in more detail and examine the swarming activity
demonstrated by a flock of birds. In this case three simple rules are followed:

• Collision Avoidance

– Rule 1: Avoid Collision with neighboring birds

• Velocity Matching

– Rule 2: Match the velocity of neighboring birds

• Flock Centering

– Rule 3: Stay near neighboring birds

The rules that the birds follow in a flock are very similar to the qualities desired
by an algorithm or a system. The work done by every bird is similar to the com-
putation required by a task executed by a node in a system of various nodes.
Because of the simplistic design principles involved, the swarm characteristics are
very appealing and can be used to simplify complex computing systems performing
similar tasks.

A solution based on swarming offers the following advantages or characteristics.
Simple rules for each individual: Individual participant node performs simple

compute which is necessary to meet the requirements to be in swarm to achieve the
end goal. This way the compute capabilities required are minimal or just enough to
follow rules of the group activity

• No central control: Lot of the distributed systems built in this computing era
have certain drawbacks, one of them is the master slave architecture and single
point of failure. Because there is a master node controlling most of the dis-
tributed activity, if the master were to fail the entire group would fail. The fault
tolerance mechanism built involves use of another distributed system altogether
and increases the complexity of the system. Emerging distributed architectures
have the shared nothing concept which can be thought of as an inspiration from
these swarm solutions. Swarm solutions do not have central authority which
increases the robustness of the entire solution by reducing impact of failure.

• Emergent: Emergent structures are a common strategy found in many animal
groups: colonies of ants, mounds built by termites, swarms of bees,
shoals/schools of fish, flocks of birds, and herds/packs of mammals. An example
to consider in detail is an ant colony. The queen does not give direct orders and
does not tell the ants what to do. Instead, each ant reacts to stimuli in the form of
chemical scent from larvae, other ants, intruders, food and build up of waste,
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and leaves behind a chemical trail, which, in turn, provides a stimulus to other
ants. Here each ant is an autonomous unit that reacts depending only on its local
environment and the genetically encoded rules for its variety of ant. Despite the
lack of centralized decision making, ant colonies exhibit complex behavior and
have even been able to demonstrate the ability to solve geometric problems. For
example, colonies routinely find the maximum distance from all colony
entrances to dispose of dead bodies.

Finally the definition of Swarm intelligence is: “any attempt to design algorithms
or distributed problem-solving devices inspired by the collective behavior of social
insect colonies and other animal societies” [Bonabeau, Dorigo, Theraulaz: Swarm
Intelligence].

Thus Swarm Intelligence can be used in various systems to solve different
problems across different fields. Some of the places where Swarm Intelligence has
already been used or is in use are,

• The Lord of the Rings film trilogy made use of similar technology, known as
Massive, during battle scenes

• In telecommunication networks in the form of ant based routing
• Swarm robotics is a new approach to the coordination of multirobot systems

which consist of large numbers of mostly simple physical robots. These employ
a majority of swarm intelligence solutions

Particle Swarm Optimization (PSO) is a computing method that imitates the
social behavior of humans or insects. It concentrates on optimizing the problem by
iteratively improving the candidate solution with regard to a specific quality.
Humans interact with each other continuously looking for other humans who they
can bond with. As they meet more new people their experience increases and they
are able to correctly choose whom to become friends with. It’s an iterative process.

A somewhat similar process occurs in flocks of birds. Over a number of itera-
tions, a group of variables have their values adjusted closer to the member whose
value is closest to the target at any given moment. Imagine a flock of birds circling
over an area where they can smell a hidden source of food. The one who is closest
to the food chirps the loudest and the other birds swing around in his direction. If
any of the other circling birds comes closer to the target than the first, it chirps
louder and the others veer over toward him. This tightening pattern continues until
one of the birds happens upon the food. This algorithm is simple and easy to
implement (Fig. 2). The algorithm tracks three global characteristics of variables,

• Each particle’s or agent’s(a bird in this case)
• Global best(gBest)
• Stopping Value

Each particle is represented by two values. The velocity and personal best
(pBest). Each particle (or agent) evaluates the function to maximize at each point it
visits in spaces. This is called the velocity. It indicates how much the data has
changed. pBest indicates the closest the particle has ever come to the target. Both
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these values depend on the data that the particle carries. gbest represents that
particle’s data which is closest to the target. Stopping value indicates the point at
which the algorithm should stop if no target is found (Fig. 3).

Fig. 2 Global characteristics
of variables

Fig. 3 Particle or agent
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The particle’s data could be anything.. In the above example (flock of birds), the
data would be the X, Y, Z coordinates of each bird. The individual coordinates of
each bird would try to move closer to the coordinates of the bird which is closer to
the food’s coordinates (gBest). If the data is a pattern or sequence, then individual
pieces of the data would be manipulated until the pattern matches the target pattern.

Let’s take another example of a bio-inspired solution. Ant Colony optimization
is a technique that has been inspired by the foraging behavior shown by ants.
Foraging has been seen as one of the primary reasons for exhibiting swarm behavior
in insects and birds. Ants, especially, work in a very robust and distributed fashion
where they optimize for time and energy at every step.

To begin with ants wander randomly out of their colony in search of food. Once
a food source is located, ants lay down pheromone trails on their way back to the
colony. Also Pheromone evaporates over time. It is very likely that there would be
multiple trails for ants to follow at a given point in time. The decision for choice of
trail is based on the density of pheromone deposited for a particular trail. The
density of pheromone depends on a couple of factors, namely the distance of the
food and how frequently the trail has been used. Father the food is lesser the density
of the trail. Also the more frequently traveled trails have greater density because
every time an ant travels the trail it leaves behind pheromone.

Pheromone now becomes the only means of communication for the ants. This
kind of indirect communication via local environment is called stigmergy. The
above described mechanism provides better adaptability to local conditions,
robustness, and fault tolerance by means of redundancy.

The objective of the strategy is to exploit historic and heuristic information to
construct candidate solutions and fold the information learned from constructing

Fig. 4 Demonstration of Ant
Colony Optimization
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solutions into the history. Solutions are constructed one discrete piece at a time in a
probabilistic step-wise manner. The probability of selecting a component is
determined by the heuristic contribution of the component to the overall cost of the
solution and the quality of solutions from which the component has historically
known to have been included. History is updated proportional to the quality of the
best known solution and is decreased proportional to the usage if discrete solution
components. This is a typical example which demonstrates why bio-inspired
computing has an upper hand over classical computing (Fig. 4).

3 Neural Networks

Artificial neural networks (ANN) are computational models inspired by an animal’s
central nervous systems (in particular the brain) which is capable of machine
learning as well as pattern recognition. They were originally designed to mimic the
human brain functions. Though the primary influence is the human brain, most of
the neural modeling mechanisms have sound statistical backing and represent
numerous statistical distributions and functions. Artificial neural networks are
generally presented as systems of interconnected “neurons” which can compute
values from inputs [8].

Neurons work by processing information. They receive and provide information
in the form of spikes. An artificial neuron works in a similar way wherein it receives
a set of inputs, processes them, and produces an output (Fig. 5).

McCulloch–Pitts Model of a Neuron: An artificial neural network is composed
of many artificial neurons that are linked together according to a specific network
architecture. The objective of the neural network is to transform the inputs into
meaningful outputs [9] (Fig. 6).

Artificial neural networks are essentially simple mathematical models defining a
function f. The function of f is decision-making, given the inputs and other hidden
factors the function must make a decision, which leads to the output of the network.
Sometimes models are also intimately associated with a particular learning algo-
rithm or learning rule. The neural network model is designed to improve upon its
performance by learning from previous experiences. This is similar to how humans

Fig. 5 Neuron work
processing
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learn and improve their decision-making capabilities from their past experiences
[10].

The following are few of the prominent areas of application for neural networks:

• Character Recognition
• Speech Recognition
• Speech Synthesis
• Signal Recognition and classification
• Trajectory control in Robotics
• Search and retrieval, especially in image search

4 Artificial Immune Systems

Artificial immune systems (AIS) are a class of computationally intelligent systems
inspired by the principles and processes of the vertebrate immune system. The
algorithms typically exploit the immune system’s characteristics of learning and
memory to solve a problem.

The field of AIS is concerned with abstracting the structure and function of the
immune system to computational systems, and investigating the application of these
systems towards solving computational problems from mathematics, engineering,
and information technology. AIS is a subfield of biologically inspired computing
and natural computation [11].

The human body’s immune system is a perfect example of a learning system. It
has the ability to distinguish between good cells and potentially harmful ones. AIS
are learning and problem solvers based on our own immune systems. The AIS have
been used to solve a wide variety of problems including:

• Computer Security
• Pattern Recognition

Fig. 6 Schematic and flow of
activation in neural network
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• Bridge Fault Detection
• Data Mining

In the human immune system, pathogens are the harmful cells which cause
harm, B cells (B-lymphocytes) are the detecting antibodies. T cells (T-lymphocytes)
are generated in B cells and they attack the pathogen. Memories of the previous
infection are retained. This is how vaccination systems work in humans. Once
encountered with a disease the human systems remembers it and learns how to fight
and eradicate it. Thus, the body becomes immune to it and will not be affected by it.

In the AIS, we have something which is very similar to this. We have the
immune network theory which is similar to the Network of B cells. We generalize
that an initial set of cases are used as training data, the past experiences are used to
make decisions and improve the performance. It is a self learning system [12].

4.1 Immune Network Theory

The immune Network theory had been proposed in the mid-seventies (Jerne 1974).
The hypothesis was that the immune system maintains an idiotypic network of
interconnected B cells for antigen recognition. These cells both stimulate and
suppress each other in certain ways that lead to the stabilization of the network.
Two B cells are connected if the affinities they share exceed a certain threshold, and
the strength of the connection is directly proportional to the affinity they share.

4.2 Negative Selection

The concept of Negative selection is identification and deletion of self-reacting
cells. They are typically used for classification, pattern recognition, and anomaly
detection. It is done by randomly generating detector cells, which destroys anything
that matches the self-cells and accepts it if it is not a self cell.

4.3 Clonal Selection

The clonal selection principle describes the basic features of an immune response to
an antigenic stimulus. It establishes the idea that only those cells that recognize the
antigen proliferate, thus being selected against those that do not. The main features
of the clonal selection theory are that:

• The new cells are copies of their parents (clone) subjected to a mutation
mechanism with high rates (somatic hyper mutation);
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• Elimination of newly differentiated lymphocytes carrying self-reactive receptors;
• Proliferation and differentiation on contact of mature cells with antigens.

Here, the fit cells are allowed to grow in number, the unfit cells are slowly
removed. The procedure of cloning is directly proportional to the fitness and
mutation is inversely proportional. This is done by calculating the fitness, selecting
the k best fit cells, clone them proportional to their fitness and mutate them
inversely to fitness.

4.4 Bridge Fault Detection

Bridge is analogous to the human body. The vibrations caused in the bridge are
antigens.

The self-set contains safe patterns. The detector set (B-cell) contains of unsafe
and dangerous vibrations.

5 Conclusion

We have seen the different approaches bio-inspired approaches used in computing
and the advantages of such methods over traditional computing methods. But the
applications of BIC restrict to classification and optimization problems. It may be
hard to suggest an optimal BIC technique for a given problem. The interplay
between biology and computer science will hopefully help us solve many problems.
It is hard to comprehend and understand the nature’s way of computation. More
research needs to be done to improve the BIC techniques and demonstrate real-life
applications.
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Providing Cloud Services
to an Autonomous Robotic Car
in Real-Time Traffic Environment

Prachi Sablani, Saurabh Kumar Prasad, Ashish Kumar Pandey
and Rajesh Doriya

Abstract The era of autonomous car is yet to evolve, as the job of planning
navigation path in dynamically changing environment has become a challenging
task for researchers. One of the fundamental dynamically changing parameter is
traffic. In this paper, we have proposed dynamic vehicle traffic routing algorithm to
facilitate the robotic car to find the appropriate route from a particular source
location to reach the destination. Moreover, we have demonstrated this algorithm
by applying different constraints like lookahead condition and previously acquired
values as heuristic. Illustrations of these variants of algorithm are analyzed, based
on the real data of a city. In addition to it, we have described how providing a cloud
service can enhance the computation speed of enormous and continuously changing
traffic data, thereby meeting storage requirements. OpenStack is used as a software
platform to provide this service to the large-scale local network.

Keywords Dynamic vehicle traffic routing � Cloud computing � OpenStack

1 Introduction

An autonomous robotic car is a device that has the capability to acquire information
of its environment and helps in navigation without human efforts. Robotic cars
generally operate in domains that change dynamically under unknown terrains.
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They have control systems that extract the information obtained from sensors,
which is very useful to evaluate suitable navigation paths so as to reach the desired
destination. This paper outlines a goal-oriented path searching problem where a
robotic car has to move from a particular source to desired destination. This is an
application of sensor-based path searching [1, 2].

As the robot moves it encounters with camera sensors at every node (intersection
of two paths). These sensors capture the real-time traffic information on the road
and send this information to the cloud. We have used OpenStack, an open-source
cloud computing software to provide this cloud service. The whole process is
divided into three stages-

• Collect. In this stage, as soon as the robotic car reaches a particular node, the
camera sensors at that node collects the real-time traffic information. Then the
information is forwarded to the cloud for further processing. The development
of radio standards over the past few years has enabled us to send information,
captured at data-gathering devices (sensors, cameras) to the cloud, and to send
commands back from the cloud to act on the information.

• Analyze. As soon as the cloud platform receives the real-time traffic informa-
tion, it analyzes the information by deploying dynamic vehicle traffic routing
algorithm (discussed in next section). This algorithm helps the robotic car in
deciding the appropriate path with as less traffic as possible, by taking into
account some suitable constraints.

• Act. The motion of the robotic car depends on the information it receives from
the cloud. It chooses the most significant path according to current traffic
conditions. The task of searching a path in goal-directed navigation problem is
straightforward for known terrain and enough research has already been done
[3]. However, for unknown terrains, it is still evolving. Earlier, the local plan-
ning of path was the center of concern and some theories have been proposed,
like curvature velocity approach [4], field-based technique, which is based on
the assumption that goal attracts the moving body and obstacles repel them [5],
and some other like dynamic window [6] approach. Our paper focuses on path
finding strategy which aims at finding the path with minimum traffic by con-
sidering an additional heuristic condition. This problem holds resemblance with
the graph search problem solved by incremental search or parallel search pro-
cess [7] and our algorithm is typically a modified version of A-star algorithm.
Incremental search problem basically involves path finding problem where a
convenient path has to found as the edge cost or the topology of graph changes
[8]. Some examples are [9–13]; however, they consider different assumptions.
Another one is well-known bug algorithms [14].
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2 Dynamic Vehicle Traffic Routing Problem

2.1 Definition

The dynamic vehicle traffic routing algorithm is based on the fundamental that
along with finding the fastest path to reach any particular location, it is crucial to
select the path that is easily available. The selected path may or may not be the best
path. The intensity of traffic is an important parameter to check the availability of
the path. During the rush hours of the day, traffic is usually chaotic which makes it
difficult for a vehicle to reach the desired location in a particular time interval. The
traffic patterns, on the large-scale road network, changes continuously. Thus, this
paper provides a method which evaluates the real-time traffic information at every
node so that we can select the convenient path with minimum traffic.

As dynamic vehicle traffic routing algorithm is applicable for large-scale net-
work, so to describe our algorithm, we are using a real-time map data of a city
which can be represented in the form of a graph G, and V represents the set of
vertices of the graph called nodes. Each vertex node represents the junction which
is equipped with sensors to capture the traffic information. Every edge represents
the path between two junctions. The graph is subjected to following constraints:

• The topology of graph does not change.
• The path should be available and computed in real time.
• The traveling time depends on the traffic of the road network.
• Traffic information is different at each node.

2.2 Algorithm Notation

Regarding each node, following information is given: idðvÞ denotes the id of vertex
v 2 V ; prevðvÞ denotes the previous node of v, neighborsðvÞ represents the set of
successors of v, goal distðvÞ represents the estimated distance from v to goal node
vgoal; x valueðvÞ represents the x-coordinate of v and y valueðvÞ represents the
y-coordinate of v, speedðv; v0Þ represents the maximum speed of the path con-
necting v and v0; distðv; v0Þ represents the length of the path connecting v and v0.
The algorithm determines an appropriate path from a given start node vstart 2 V to
desired goal node vgoal 2 V : Also, two types of values are maintained for each
node: g xðvÞ and h xðvÞ: g xðvÞ is the total cost required to traverse from vstart to
v and h xðvÞ is an estimated cost between v and vgoal. Sum of these two distances is
stored in third variable which represents the total cost and is denoted by f xðvÞ:
Also, new gx; new hx and new fx represent the recalculated values of g x; h x and
f x respectively. Furthermore, a priority queue is maintained namely ‘openlist’
which contains all the successors of already explored nodes and there is a closed list
which contains all the explored nodes. is openlistðvÞ stores the information whether
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the node v is in open list or not and same goes for is closedlistðvÞ: In order to
balance the magnitude of cost, we have used two constants: alpha as 10 and beta as
1. traffic range is the range of values that traffic can possess.

Following functions are used by pseudocode to describe the algorithm:
trafficðv; v0Þ which stores a random traffic value of the path between v and
v0; openlist :insertð Þ which inserts a new element in the list before the element in the
specified position, openlist :emptyð Þ which checks whether the list is empty,
openlist :eraseð Þ function removes either single or multiple elements from the list,
openlist :beginð Þ function returns an iterator pointing to the first element of the list.
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2.3 Algorithm Description

In the Algorithm 1, first the main method imports the data of the city from the
database and then calculates the path by calling the function path findðvstart; vgoalÞ:
The pathfindðvstart; vgoalÞ method initializes the required parameters by calling
initializeð Þ method. This initializeð Þ method, on the other hand, calls the
traffic genð Þ method which stores the random traffic values ranging from 0 to 1,
between every connected node, while the unconnected nodes have infinity as their
traffic value.

In the next step, starting node is inserted in the openlist and the node with the
minimum cost is extracted from the openlist. Check if this node is the goal node, if
yes then path is found, otherwise continue the search. Remove this element from the
open list and insert into the closed list. Now, to find the next suitable node perform
step 12 to step 30 for all the neighbors of this extracted node.

For any neighbor, there could be three possibilities: First, if this neighbor is
present in closed list, then simply avoid it. Second, if it is not in the open list, insert
it into the same along with g x; h x and f x values. And finally, if it is already in
the open list then recalculate the values of g x; h x and f x and update it if it is
lower than the previous ones. Updating of the speed between the current node and
its neighbor node requires the recalculation of speed as it will be constantly
changing because of changing traffic conditions. The cost is calculated by taking
into account the original cost (without any traffic), traffic conditions, and estimated
distance from the goal. Repeat this for all the neighbors and compare their costs.
The main purpose behind this comparison is to find the neighbor with the minimum
cost so that it can be chosen as the next node to be traversed. Continue this process
till the goal is reached.

2.4 Additional Constraint

In addition to the previous section in Algorithm 2, a lookahead condition
(multi-hop) is added, according to which path can be accurately found by con-
sidering the traversal cost of upcoming nodes of immediate neighbors. For example,
suppose we want to analyze the nodes up to two lookahead (two hops) then the cost
up to secondary successors of immediate neighbors is analyzed. This helps us in
finding the more efficient path, thereby avoiding the path having high traffic.

Thus, apart from the above-mentioned functions one more function
next hopðvstart; hop count; vgoalÞ is added in the algorithm. This recursive function
calculates the cost up to desired hop counts and returns the minimum cost with
respect to concerned neighbor. This cost is then added to the total cost, thus
producing better results.
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2.5 Heuristic

As a part of the heuristic, one more parameter can benefit the searching process. It is
a self-learning process where we use the information from previously traversed
paths to select the next path and then update the selected path for future reference.
For example, suppose there is a path which has been traversed frequently then it
will be having more chances of getting opted again in the near future.

Suppose, historyðv; v0Þ denotes the previously recorded information regarding
the possibility of opting node v0 after reaching node v. This value is added to the
heuristic cost, i.e., h x and is updated everytime v0 is chosen after v. Therefore,
new hx can be calculated as

new hx ¼ alpha � estimated distðni; vgoalÞþ beta � historyðmin id; niÞ

3 Use of Cloud Computing in Dynamic Vehicle Traffic
Routing Algorithm

3.1 Introduction and Necessity of Cloud

Limitations due to on board computation power, storage size, and battery backup
has brought the need to perform complex computations or store large data on a
dedicated server’s hardware, which can provide the much needed computation
power and larger memory that the robot lacks. When we consider real-time traffic
information of a large-scale network, like that of an entire city, then it becomes
difficult and tedious for a normal machine, having general configurations, to handle
such an enormous volume of data. Cloud Computing is a one such paradigm which
is designed to make use of networked computers and communication system in a
more cost efficient way.
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The National Institute of Standards and Technology (NIST) [15] defines Cloud
Computing as “a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., networks, ser-
vers, storage, applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider interaction.” There
are three types of service models for cloud––software as a service, platform as a
service and infrastructure as a service and four deployment models––public cloud,
private cloud, hybrid cloud and community cloud.

• Software as a Service (SaaS). The product in SaaS is an application offered to
users over Internet. These applications are hosted by a cloud service provider.
The customer gets the privilege of administrative access but has no control over
implementation of application.

• Platform as a Service (PaaS). A developmental platform, designed for the
programmers to create, test, and manage the applications. It provides APIs,
programming languages, and other necessary tools required to develop and
deploy application.

• Infrastructure as a Service (IaaS). The service providers outsource their
infrastructure such as servers, virtual machines, storage units, networking
components and other resources which the user with low-level infrastructure can
use them as per their needs.

The first step in building a cloud environment involves choosing a cloud
management solution. Since each solution is suited for different scenarios and has
some trade-offs, this makes it a very difficult decision. Open-source frameworks
offer advantage over enterprise clouds by offering the freedom to modify the source
code, no licensing cost, strong user and developer community, transparency, open
to extensions while reducing costs and avoiding vendor lock-in.

It is becoming more and more difficult to choose the most suitable open-source
cloud platforms due to emergence of large number of cloud solutions. [16] performs
a qualitative comparison of architecture and their implementation, [17–19] evalu-
ates the features and performance of various open-source clouds on different
evaluation criteria and helps in choosing the solution to suit specific needs.

3.2 OpenStack

In this paper, we have used OpenStack, a fully open-source cloud which provides
IaaS solution for public and private clouds. OpenStack scales both vertically and
horizontally for meeting diverse computing requirements, works with Hadoop for
big data needs, and offers high-performance computing (HPC) for intensive works.
OpenStack is built using python and available under Apache 2.0 license. Dashboard
is a web interface for allocating and releasing of resources from end users. It also
supports most of the virtualization solutions like Hyper-V, KVM, ESX, LXC,
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UML, Xen, QEMU, and XenServer. The main components of OpenStack include
Horizon (Dashboard), Nova (compute), Neutron(networking), Cinder(storage),
Glance (Image service), Swift (object storage), Heat(orchestration), and Keystone
(identity).

In this paper, in order to meet storage requirements and speed up the path
searching process, OpenStack launches a separate instance for each robotic car,
which is a virtual machine inside the cloud. This dedicated instance runs the
dynamic vehicle routing algorithm separately for each robotic car and thus har-
nessing the power of cloud to help the robot reach its destination.

3.3 Other Cloud Computing Platforms

• CloudStack. CloudStack is gaining momentum in the open-source CMS mar-
ket. It has two parts––Management server and Cloud infrastructure. The former
is responsible for management of cloud resources, assignment of guest VMs,
assignment of IP addresses, allocating storage during VM instantiation,
managing snapshots, disk images, etc. It provides a web interface for system
administrators and end users, as well as API for CloudStack API and the
Amazon EC2 interface. CloudStack also allows us to integrate with external
load balancers like Citrix NetScaler apart from using existing load balancing
algorithms.

• Eucalyptus. Eucalyptus (now acquired by HP) is an AWS compatible
open-source CMS. It supports installation of private and hybrid clouds while
Eucalyptus main target is hybrid installations and its compatibility with Amazon
Web Service AWS.

• OpenNebula. While it is being most commonly used as a private cloud, it also
supports public and hybrid clouds. OpenNebula is well suited for managing
virtualized data center and most widely used among research institutions.
OpenNebula include XEN, KVM, or VMware virtualization. It supports cloud
interfaces like VMware vCloud, Amazon Web Services and provides features
like secure multi-tenancy, user management, multiple user rolling, and quota
management.

In addition to open-source cloud computing services, five leading public cloud
providers are Amazon EC2, Windows Azure, IBM cloud, Google Cloud Platform,
and Rackspace.
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4 Experimental Results

For testing the algorithm, we have used a data from a clipped portion of open street
map of New Delhi, containing 6000 nodes. We analyzed it for following
conditions:

• Using no lookahead
• Using multiple lookaheads.
• Using multiple lookaheads and additional heuristic condition (history).

Table 1 shows the result for low configuration system, in which it is observed
that the average travel time decreases as lookahead increases and it is further
improved when additional heuristic parameter is applied. Average CPU time rep-
resents the total computation time taken by the CPU for guiding the robot from
source to destination. It is also observed that CPU time increases as the lookahead
increases to perform the additional calculations. We can observe the percent
decrease in travel time taking lookahead as 0 as our benchmark.

Table 2 shows the result for high end cloud infrastructure, according to which
algorithm’s performance is drastically improved. It takes half the time to perform
the same operations as compared to a low-end configuration system. Also, due to
large storage capacity of cloud it becomes easy to handle the enormous data.

In the below graph (Fig. 1), we have compared travel times during different
conditions like for look ahead 0, 1, 3, and 5, testing it for both history and without
history condition. It is concluded that it takes less time to travel if history conditions
are applied.

From the below graph (Fig. 2) it can be observed that the computation time of
high-end cloud infrastructure is much less than that of low configuration system.
Thus, the overall performance is improved.

Table 1 A comparison of algorithm’s performance for various conditions taking alpha as 10 and
beta as 1 between Source 80 and Destination 1000

System
configuration

Lookahead History Avg.
CPU
time (s)

Avg. travel
time (s)

% decrease in
travel time

Intel Core 2
Duo
CPU T6600
@2.20 GHz
3 GB RAM

0 NO 0.359 2695.456 –

1 NO 0.751 2497.858 7.33

3 NO 1.023 2143.342 20.48

5 NO 2.916 1662.998 38.30

1 YES 0.792 2123.364 21.22

3 YES 1.211 1737.091 35.55

5 YES 3.156 1374.513 49.00
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Table 2 A comparison of algorithm’s performance when performed on high-end configuration on
cloud, taking alpha as 10 and beta as 1 between Source 80 and Destination 1000

System configuration
(cloud)

Look
ahead

History Avg. CPU
time (s)

Avg. travel
time (s)

% decrease in
computation time

Intel core i7 CPU
3630QM
@2.4 GHz
8 GB
RAM

0 NO 0.131 2695.456 63.50

1 NO 0.299 2497.858 60.18

3 NO 0.461 2243.342 54.93

5 NO 1.495 1662.998 48.73

1 YES 0.328 2123.364 58.58

3 YES 0.618 1737.091 48.96

5 YES 1.543 2074.513 51.10

Fig. 1 Comparison of algorithm’s performance for various conditions

Fig. 2 Comparison of algorithm’s performance when performed using high end configuration on
cloud
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5 Conclusion and Future Work

To sum up, we have presented an algorithm for planning navigation in unknown
terrain. The paper depicts how the motion of robotic car can be aided by dynamic
vehicle traffic routing algorithm, which monitors the dynamically changing traffic
patterns and generates the most accurate path accordingly. Along with the traffic
condition, it has taken into account the lookahead and additional heuristic condi-
tion. The experimental results show that the application of these additional con-
ditions has significantly reduced the travel time for mobile robots. Also, the cloud
service provided by OpenStack enhances the functionality of algorithm, thereby
reducing the computation time and meeting the storage requirements.
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Part III
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Evaluation Energy Parameter Using
Jumper Firefly Algorithm in Wireless
Sensor Networks

Sandeep Bidakar, H.H. Kenchannavar and Umakant P. Kulkarni

Abstract Application such as area monitoring, forest fire detection, land slide
detection, and healthcare monitoring are used for continuous monitoring. The
nascent wireless technology is used to develop such applications is known as
Wireless Sensor Networks (WSNs). Sensor devices have limited energy and they
are battery-operated devices. Various techniques like clustering and routing are
employed to minimize the consumption of energy to maximize the lifetime of the
network. Clustering is a process which is used to group the sensors based on
properties associated with them such as energy, position, and degree of neigh-
bourhood nodes. On the other hand, routing is a process of establishing optimal
path to the intended destination. In the sensor network, each node gathers raw data
and directly diffuses it to sink. In the proposed study, the clustering algorithm
selects the cluster head node which collects the data and forwards to sink. Jumper
Firefly Algorithm (JFA) is bio-inspired, meta-heuristic optimization-based clus-
tering algorithm. The main aim of the proposed study is to exploit the features of
centralized clustering jumper firefly algorithm to optimize the energy parameter and
improve the network lifetime.
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1 Introduction

In the coming years, sensor networks have large scope of relevance and are
applicable to various fields such as noticing scientific phenomenon to use it in
agriculture monitoring, warehouse account management, health monitoring appli-
cations, etc. In order to have an adequate idea about the scientific phenomenon, it is
essential for researchers to gather numerous measurements of scientific happenings
at a particular geographic region, these measurements can be gained from distant
place through remote sensing.

There is no means for observing or noticing particular region of interest from the
distant place. The form of technology that helps to monitor the region of interest
and scientific happenings in the environment is called as Wireless Sensor networks
(WSNs) [7]. Basically WSN consists of sensor nodes and probe devices, these
probe devices are deployed throughout the network. They will examine local sci-
entific conditions, also capable of processing in-network data and include com-
putational resources. Recent advances in IC technology led to the development of
micro-electro-mechanical systems (MEMS) resulted in emergence of low-cost and
low- powered wireless sensors. Fill the text from your manuscript in different
sections.

Wireless sensor networks are similar to mobile Ad hoc Networks (MANET).
Both possess some common properties such as distributed nature, self-organized
architecture, multi-hopped, and lack of fixed infrastructure. MANET’s main feature
is its mobility but sensor networks have no mobility or sometimes have low
mobility. Basically sensor devices possess properties like less bandwidth avail-
ability, small processing power, and high amount of redundancy and power con-
strained. Bluetooth technology is the popular example for MANET whose main aim
is providing wireless connectivity among pair of nodes which also has same fea-
tures as sensors-nets. Sensor-nets are part of WSN, whose main aim is monitoring
and gathering spatial, dense, temporal and continuous data from environment and
directly diffuse them to collection station.

Bio-inspired algorithms [17] are kind of meta-heuristics which imitates the
nature, for solving optimization problems. Nature is a great source of motivation for
solving hard and complex problems in computer science. Since it possess extremely
miscellaneous, flourishing, dynamic, and fascinating phenomenon. It always dis-
covers the optimal solution to problems and maintains absolute balance with its
components. Nature-inspired algorithms coming up as new epoch (age) of com-
putation. Still being young and emerging, results are incredible, widens the scope,
and vitality of bio-inspired algorithms.
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2 Related Works

Wendi B Heinzelman et al. [1] in his study “An Application-Specific Protocol
Architecture for Wireless Micro-sensor Network” sensor networks require robust
wireless communication protocols helps to achieve low latency and energy effi-
ciency. Authors have presented Low Energy Adaptive Clustering Hierarchy
(LEACH) [1] is type of clustering technique provides good performance in terms of
energy efficiency, data aggregation, lifetime, latency and application perceiving
quality. In the study authors have followed centralized LEACH technique to form
cluster based on energy, location and neighbourhood nodes. LEACH architecture
performs local computation to reduce amount of data transmission time. Media
access control (MAC) and routing protocols enable low-energy consumption in
sensor nodes. In case of LEACH-C clusters are chosen in such way that energy
required for cluster members to send their information to cluster head (CH) should
be minimum. Base station utilizes its global knowledge regarding network to form a
better cluster which needs less amount of energy to transmit information. The
numbers of cluster heads (CHs) are predetermined and fixed in number. Optimal
number of predetermined cluster heads will be limiting factor for this work because
fixed number of cluster heads after depleting their energy completely, they may
reach to certain threshold energy level or they may die at that point network
operations ends, no more transmission is possible.

I.F. Akyilidiz, W. Su et al. [7] in the study “Wireless Sensor Networks: a
Survey” suggested, sensing ability and potential applications of sensor networks are
exploration. In wireless sensor networks, layered communication architecture is
built based on requirements of functionality and services. To optimize and exploit
features of layered architecture, algorithms and protocols are developed. In this
survey, the authors have dealt with factors like low cost, rapid deploying ability,
flexibility of sensor networks that allow creating wide range of applications in this
domain. This study motivated us to rebuild the communication architecture as per
the requirements of the proposed model and rebuilding layered communication
architecture will help us to achieve high-energy optimization and network lifetime.

S. Selvakennedy, S. Sinnappan, Yi Shang in their study [18] “A Biologically-
Inspired Clustering Protocol for Wireless Sensor Networks”, this study experi-
mentally investigates swarm intelligence technique, analysis performed to deter-
mine number of cluster heads (CHs) to achieve goal of optimal performance in
terms of energy consumption. Biologically inspired T-ANT algorithm developed. It
helps to find optimal number of cluster heads (CHs) in the network and this robust
algorithm also capable to handle unforeseen situations such as failures of nodes.
T-ANT achieves two swarm behaviours: separation and alignment. The algorithm
substantially has less state overhead in memory compared to conventional LEACH.
The study focused on selecting optimal number of cluster heads but the authors
have not mentioned regarding formation of clusters. Formation of cluster is
important in sensor network because cluster depicts several properties of nodes
such as initial energy, location, and degree of neighbourhood nodes.
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Ali-Asghar salepour, Babak Mirmobin, Siamak Mohammadi, in the study [2]
“An Energy Efficient Routing Protocol for Cluster based Wireless Sensor Networks
using Ant Colony Optimization” presented two-level routing: first level
(intra-cluster) cluster members send data to cluster heads (CH). In second level
(inter-cluster) where cluster heads use Ant Colony Optimization (ACO) to find best
path to base station. Only cluster heads (CH) can participate in inter-cluster routing
and delay incurred with network is minimized by this bio-inspired algorithm. In the
study authors presented idea of using Hybrid Energy-Efficient Distributed (HEED)
clustering technique but not implemented any clustering technique in the study.
ACO is a bio-inspired method for routing optimization. Idea behind ACO is ants by
their behavioural nature generally discover shortest path to reach to their food
source and share same route with other ants. In the study, the authors have tried
optimization of routing without clustering which can be limitation to the study
because in wireless sensor networks clustering plays vital role, without cluster
formation it is difficult to elect cluster heads. If cluster heads are selected there is
possibility that non-cluster head nodes may confuse with cluster heads they belong
to, there is chance of cluster head may receive multiple duplicate packets from
non-cluster head nodes. Overhead results at this stage because generally routing
techniques involve path maintenance cost.

Sonam Palden Barfunga, Prativa Rai in the study [6] “Energy Efficient Cluster
Based Routing Protocol for Wireless Sensor Networks,” suggested cluster-based
hierarchical protocol and cluster heads (CH) are centrally elected by base station.
Cluster head selection involves two stages: all nodes wishes to become cluster head
are listed based on parameters like relative distance of nodes from base station,
remaining energy level, probable number of neighbour sensor nodes and number of
time the node has already become the cluster head. The data transmission inside
cluster, between non-cluster head nodes to cluster heads and from cluster heads to
base station takes place in multi-hop fashion. The current transmission round ends
when the energy level of anyone cluster head reduces to half of its initial energy
level. Network remains functional until all the preselected cluster heads reach their
half of initial energy for this reason energy is associated with cluster heads are not
completely utilized. If the numbers of clusters are chosen dynamically through
clustering algorithm, that would resulted in better scalable cluster but this study lags
in providing scalability.

Adil Hashmi, Nishant Goel, Shruti Goel in the study [10] “Firefly Algorithm for
Unconstrained Optimization,” suggested the biological behaviours of fireflies
(lightening bugs), like flashing nature of fireflies. And stated three important rules
specific to Firefly algorithm: Fireflies are attracted by brighter ones regardless of
their sex. Attractiveness is proportional to brightness. Brightness decreases as
distance between nodes increases. Objective function determines the brightness of
firefly. Advantages of firefly algorithm are: it is precise, robust, and easy to
understand and supports parallel implementation. These features made algorithm
popular and motivates to use it for researches and applications of sensor networks.
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3 System Design

3.1 Network Model

In this section, the proposed network setup is assumed to have N number of sensor
hosts, capable of gathering raw data from the environment which can be deployed
over large geographic region.

For modeling such type of networks following assertions are made:

(1) All the hosts in the network have limited energy and network is stationary (no
mobility).

(2) Every node periodically sense raw data and diffuse directly to base station
through cluster head.

(3) Base station location is crucial factor in the network, base station may be inside
or outside the sensing region of the network.

(4) Each node in the network can extend their transmission range.
(5) Each node in the network can operate as cluster head node as well as

non-cluster head node.
(6) Data aggregation at the cluster heads will remove unnecessary redundant data.
(7) Data communication is performed in multi-hop fashion.

3.2 Protocol Description

The Jumper Firefly algorithm is a bio-inspired algorithm, it is developed based on
performing efficient trial and error method to find an acceptable accurate solution,
this encourages learning advances in the networking through experimentation. As
name suggests this algorithm explains and deals about the specific kind of lightning
bugs or insects which are seen typically on tropical summer nights in high tem-
perature areas. Most important feature of these fireflies is they produce light through
some biological activity and generally move toward the darker areas. We are
considering each of these bugs as sensor hosts which are having some limited
amount of energy.

Three important characteristics of Jumper Firefly Algorithm [11]

• All fireflies are of same kind (unisex) and these fireflies attracted by brighter
ones, regardless of their type.

• Attractiveness is defined as the one of the most important property, the degree of
attractiveness is directly proportional to brightness of the firefly and as distance
increases the brightness gradually decreases. If there is no more bright and
attractive firefly present in the region, fireflies move in random direction.

• The brightness or intensity of light is determined by value of the cost function.

The Jumper Firefly Algorithm can be described using three important factors:
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3.2.1 Attractiveness and Light Intensity

Light intensity is the brightness of the firefly. Attractiveness is directly proportional
to brightness. Light intensity changes according to inverse square law.

EðrÞ ¼ E0=r
2 ð1Þ

Attractiveness [10] can be given as

b ¼ b0 expð�crmÞ ð2Þ

According to inverse square law as distance between nodes increases energy
reduces. Distance between two nodes is computed with help of Pythagoras theorem
as follows:

rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxi � xjÞ2 þðyi � yÞ2
q

ð3Þ

3.2.2 Cluster Setup

In the proposed cluster algorithm, cluster formation by centrally running algorithm
base station forms the cluster. The process of cluster formation depends on the
value of objective of the cost function [16], cost function can be given as:

cost ¼ b� f1 þð1� bÞf2 ð4Þ

3.2.3 Energy Consumption

There are two energy consumption models [8] we studied, Free Space Propagation
Model and Two Ray Ground Propagation model. Energy consumption can be
computed as follows:

Energy Consumption ¼ efs � d2; if d� d0
etr � d4; if d[ d0

�

ð5Þ

As described above if the distance between nodes is less than or equals to zero
(d � d0) free space propagation method is employed for calculation of energy
consumption. If the distance between nodes is greater (d > d0) then two ray ground
propagation model is used.

3.3 Routing Protocol

Fill Ad hoc On-demand Distance Vector (AODV) routing protocol [4] is used in the
proposed study. The routing algorithm operates in two stages first (Intra-cluster
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routing) where nodes in the network diffuse there data to cluster heads. Second
(Inter-cluster routing) cluster heads aggregates the data and forward to sink or base
station. Source host sends the Route Request (RREQ) packet to intended destina-
tion by appending destination sequence number.

If direct path is available to the destination, on receiving RREQ packet, desti-
nation replies with Route Reply (RREP) packet, if the path get established and
transmission begins. In the network if path break is identified then node attached to
that path broadcasts Route Error (RERR) message to all its neighbouring nodes. For
the next round of transmission, nodes will follow alternate route to the destination.
If direct path to destination is not available RREQ will be sent to intermediate node
and next intermediate nodes forward RREQ until best optimal path to destination is
found.

3.4 Jumper Firefly Algorithm

Data: Generate S sensor hosts to contain C randomly selected Cluster Heads.
Map the randomly generated position of the sensor hosts with closest (x, y)

co-ordinates.
Total number of sensor hosts is t, MaxGen overall number of hosts in the

network.

Result: Positions of the Cluster Heads (CHs) are determined.
Generate initial set of sensor hosts;
Formulate light intensity I;
while (t < MaxGen)
if (any host is corrupt)
Put sensor host in new position stochastically;
end if
map the position of sensor host with closest (x, y)
co-ordinates;
for i = 1 to n (all n sensor hosts)
for j = 1 to n (all n sensor hosts)
if (Ij > Ii), move sensor host i towards j;
end if
Evaluate change in the position and update the host’s position values and
light intensity;
end for j;
end for i;
Rank sensor hosts, find the current best;
end while;
post process results position and intensity;
end procedure;
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3.5 Activity Diagram

See (Fig. 1)

3.6 Simulation

In this proposed study, we have simulated sensor network with help of OMNET++
[14]. It is an object oriented, modular discrete network simulator. Developed in
1998, it is still new product. It is an open-source package freely accessible. This
simulation package is built based on C++ language foundation, it offers class
library, GUI support (animation of network environment and graphical network
editing). This kind of simulator can be used for modeling queuing networks, val-
idating hardware architectures, traffic modeling, and to measure evaluation per-
formance of complex systems. The performance of the Jumper Firefly Algorithm is
simulated using OMNeT++3.2.

The simulation of network is done for 34 nodes in a 400 � 400 m network field
and the multiple sink are located at four corners of the network field. The following
Table 1 give parameters computed during the simulation run and Fig. 2 shows the
OMNeT++ simulation environment, connection establishment among nodes,
cluster heads are indicated with antenna symbol. The simulation runs for longer
time (say for 2000 s) at the end of the simulation run maximum number of nodes in
the network lose their energy and links between the nodes are withdrawn. Nodes
transmit huge number of packets and lose their energy for transmission as well as
reception of packet. Nodes gradually lose their energy during transmission and they
will reach to minimum energy (say 200 milliJoules in the present simulation sce-
nario) (Fig. 3).

They also lose connections with neighbour nodes. Void region get created in that
area, because of loss of energy. Objective of this study is to extend the transmission
range of nodes, which have sufficient energy to transmit. By extending the range
toward the void region, nodes in the void region can easily transmit their packets to
their nearest CH. Hence network lifetime increases and energy [15] associated with
each node is completely utilized for network functioning.

Several conditions to be checked if the current node is CH and receiving node is
also CH or if a current node is CH and other node is sink or if a current node is sink
and receiving node is CH or if a current node is source and receiver is CH or if a
sender node is CH and receiving node is source and distance within 300 m range. If
condition holds true then nodes can able to communicate. Else if distance between
two normal nodes is less than or equal to 100 m they can able to communicate.
Lifetime value will be computed in physical layer and stored in the text file called as
life.txt. We inspect the change in the energy level during simulation by inspecting
energy parameter as an object.
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Fig. 1 Shows the activity diagram
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Table 1 Parameters
summary

Parameters Value

Lifetime 338.028 s

PDR 92%

Throughput 1.403 Mbps

Fig. 2 Shows uniformly distributed WSN
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4 Result Analysis

In the analysis of results, we have compared number of nodes versus lifetime and
throughput.

4.1 Comparison of Number of Nodes Versus Network
Lifetime

Lifetime [11] is time period when first nodes dies from the start of the simulation.
Graph shown in Fig. 4 clearly justifies as the number of nodes increase the lifetime
also increases in proposed study. Lifetime increased by 10.04% (by taking average
of lifetime values).

Physical Layer isReachable 
Physic *s = (Physic*) simulation.module(from); 
Physic *d = (Physic*) simulation.module(to); 
int x, y; 
*parent=parentModule(); 
double dist, a; 
bool r; 
getPos(x,y); 
sqrt (xi-xj)2+(yi-yj)2;
if dist<= range 
if s->CH && d->CH || s->CH && d->sink || s->sink && 
d->CH|| s->source && d->CH|| s->CH&& d->source  
&& dist<=500; 
return true; 
r=dist<=100; 
return true; 

Fig. 3 Pseudo-code of
physical layer

Fig. 4 Shows the
comparison of number of
nodes versus network lifetime
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4.2 Comparison of Number of Nodes Versus Throughput

The proposed system gives better results compared to present system. Throughput
is measured in terms of bits per second. By observing the graph in Fig. 5, we can
draw inference, number of nodes increases and throughput increases compared to
present system. Throughput is increased by 26.29% (by calculating standard
deviation of throughput values of the proposed work).

5 Conclusion

Wireless sensor networks are best suited for large geographical region in moni-
toring applications. Continually varying data such as temperature, pressure,
humidity, health condition of patients etc., are gathered by sensor devices. There is
need to have supportive methodologies to achieve successful operation of sensor
networks. In the proposed work we have built the four-layered communication
architecture to achieve energy efficiency. The application layer provides data needs
to be transmitted to sink, routing involves establishment of routes to the destination
node, MAC layer checks for the best optimal path for the transmission and most
important physical layer achieves the objectives of the proposed work such as
reachability of nodes in the network, energy optimization. Routing plays an
important role in the sensor network, routing happens through CH. In the proposed
work by considering the energy, geographical region and degree of neighbourhood
CHs are elected. CH aggregates the data received by the cluster members and
forwards it to sink or Base Station (BS). Cluster-based routing provides best QoS.
The proposed study achieves energy optimization, by extending the transmission
range of nodes toward void region in the network. Parameters like area coverage,
lifetime, throughput, Packet Delivery Ratio (PDR) are computed. Simulation of
proposed algorithm gives better results compared to conventional LEACH
technique.

Fig. 5 Shows the
comparison of number of
nodes versus throughput
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Developing a Context-Aware Secure
Model for Sensor Network Environment

Pooja Mohan and Manpreet Singh

Abstract Personalized healthcare services have improved the quality of service.
Due to development of ICT and the advancement of medical care, the traditional
domain of health care is replaced by monitoring the patient remotely. Applications
exchange information among professional for providing care services by wearing
sensors on the body of the patient as well as embedding them in the environments.
Due to pervasive and mobile computing, these care services must be adapted
according to changing context in dynamic environment. Developing these appli-
cation require model to represent contextual information. Context ontology-based
model allow application adaptation based on changing context. In this paper, we
develop the healthcare context ontology for the effective handling of healthcare
problems during an emergency situation.

Keywords OWL � SWRL � Privacy � Context � Security

1 Introduction

Pervasive health care provides services of health care to anyone, at anytime, and
anywhere by removing restriction of time and location thereby increasing the
quality of healthcare. In the underdeveloped countries, due to limited medical staff
and the scarcity of finances, the quality of health care is demising. The only solution
to solve this problem for providing better services is through serving the patients
remotely. This requires the integration of hardware and software infrastructures for
collecting patient health information in the home environment.
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In pervasive computing, for the application to work in dynamic environment, all
the services must be capable to adapt themselves due to changing context. Context,
we refer to any information that can be used to characterize the situation of an entity,
where an entity can be a person, place, or physical or computational object [1].

Using contexts such as time, location, people, and activity, WSNs know which
information is significant to transmit. It helps to retrieve the system information
easily.

For dynamic environment, small, energy-efficient deployed sensors are used to
recognize activities of the user using various machine learning techniques.
Deploying these technologies in any applications is difficult due to heterogeneous
platforms and languages [2]. Due to heterogeneity, the integration and exchange of
information as well as their reusability is very difficult to achieve. As context can be
considered a specific kind of knowledge, it can be modeled as an ontology. Context
ontology model provides framework for representation, sharing and integration of
context knowledge for various services. In this study we propose a context ontology
model for smart healthcare where context reasoning is performed based on semantic
web technologies. Due to this feature of semantic web to link information from
heterogeneous sources allow ontology to used in various application areas such as
medicine, bioinformatics, e-commerce etc. To process the content of information
rather than just presenting information to humans an application make use of the
Web Ontology Language (OWL). Ontology allow intelligent agents to perform
reasoning on contextual information using declarative semantics as predicates
written in OWL. It can be used as a knowledge base for sharing information in
dynamic systems as well as it also supports the reusability [3, 4].

The paper is organized as follows. Section 2 presents the background of the
work. Section 3 discusses the Approach and the methodologies, and Sect. 4 pro-
vides an overview of ontology construction and its phases. In Sect. 5, we present
the overall discussion and conclusion.

2 Related Work

There are various methods for modeling context. They can be modeled by
key-value, mark-up scheme-based‚ graphical (e.g., Unified Modeling Language)‚
object-oriented‚ logic‚ and ontology-based approach [5]. Key-value models are
being used for one specific application and also lacking the formality and sharing of
knowledge across different systems. Mark-up scheme model do not represent
complex constraints and contextual relationship. Others models such as graphical,
object-oriented, and logic-based do not allow contextual reasoning as well as
sharing of knowledge among various applications. Cooltown [6] and Context
Toolkit [7], offer weak support for knowledge sharing and context reasoning.

The study in [8] focused on an ontology-based context modeling, management
and reasoning process. The model proposed in the study [9] used an ontology to
describe person, place and intension. The extensible context ontology is being used
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in pervasive computing environment by CONON [10]. There was lack of generality
and no support for context classification, dependency and quality of control
required for context reasoning.

Ontology-based model offers contextual reasoning based on the technology of
semantic web [11]. Such models are capable to express concepts as well as their
interaction in an easiest manner [12]. An ontology not only makes our model
independent of programming and application environment but also allows stan-
dardization of structural context representation. It allows to infer knowledge using
domain specific rules. An ontology is used to represent context into higher level
(generic environmental domain) and lower level(domain specific) [13].

3 The Approach and Method

Knowledge Engineering Methodology which is an iterative approach used to
identify the various classes, subclasses, and properties. There is no specific
approach for developing an ontology. It uses an iterative approach of revise and
refine to evolve an ontology.

Each ontology O contains a set of concepts (classes) C and a set of properties
P. A class is a collection of individuals and a property is a collection of relation-
ships between individuals (and data). A property that relates an individual to
another individual is called object property and a property that maps an individual
to a data literal is called data type property. The ontology model is consisting of set
of concepts, each describing a physical or conceptual object including Person,
Environment, Service, Sensors, Location, Activity. The study uses the ontological
engineering process to integrate the different concepts to build the security
framework for sensor network environment in the smart healthcare.

4 Ontology Development

We have used Protégé tool for development of our ontology. There are some steps
for developing an ontology. First of all it is important to identify the domain and
scope of an ontology. It is required to limit the scope of the model that we are going
to design. The next is to check whether we can use an ontology that is being defined
and used by some other application. After that it’s very important to develop the
Vocabulary, i.e., the list of all items as well as the properties.

After all the classes are defined in the model, the class hierarchy is defined. The
development process may be top-down, bottom-up, and hybrid. Top-down process
starts with the defining the most general concept and then to specific. In bottom-up
it moves from specific to general. Hybrid is the combination of both approaches.
The concepts, properties and restrictions, individuals of all ontologies are described
as follows.
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A. Concepts

The main class hierarchy, consisting of concepts involved in the said ontology is
shown in Table 1. Thing is abstract super class for all classes. The concepts in the
ontology with their brief description are as follows.

The main components of a Healthcare Ontology is shown in Fig. 1 graphically.
The class hierarchy consists of person, role, platform, device, activity, location,
service etc.

The class person consists of doctor, patient, nurse, administrator, manager,
caretaker, insurance agent, accountant, etc. They are classified into different sub-
classes depending upon the role assigned to them. A doctor and an accountant can
be in the role of a patient. They are assigned permission to access data as well as
devices according to roles that they have assigned.

The person class is about the description of the concepts that are participants in
the environment, is shown in Fig. 2. The subclasses are patient, doctor, visitor,
pharmacist, nurse and insurance_agent etc. according to roles in which they are in.

The subclass ageStatus at any instance falls into any of the following category—
child, adult, and old. The subclass healthStatus specifies the health condition of a
patient. It may be veryCritical, critical, underObservation, average, and normal.

In the sensor network environment, the network includes the combination of
hardware and the software. The class platform includes the collection of hardware
and the software as its subclasses. The subclass hardware is divided into subclasses
sensor, transceiver, and actuators as shown in Fig. 3.

The sensor subclass represents the number of sensors which are used to monitor
the physiological data of a patient as well as the environmental condition. The
subclasses of sensor class is heartRate, pressure, sugar and temp, which are used to

Table 1 Main concepts of context-aware healthcare ontology

Concept Description

person It includes patient, doctor, nurse, admin, manager

platform It includes the hardware and the software used in the system

attack Identifies various attacks in the system

alarmStatus Forwards notifications to concerned person

activity It lists the various activities in which a person may engaged in

location It shows the various locations where person may be located in

device It lists the devices that a person owns whether personal or of hospital

role It is the set of roles taken up by the person

senParameters It lists the parameters of sensor nodes

personalData It is the list of attributes that a person may have

service It categorizes the set of services

privacy Various privacy conditions

security Various security conditions

sensorMeasurements It lists the parameters measured by the sensor nodes
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monitor the measurement of heart rate, blood pressure, sugar level and the tem-
perature of a patient. First of all sensors are checked, whether they are ready to take
participation in the communication. It is decided on the basis of the characteristics
of the sensor network environment. If all the characteristics of nodes are in the
range then sensors are ready to take part in the communication. The class feasibleH,
feasibleP, feasibleS, and feasibleT represents all the sensor nodes which are ready
for communication. All the other nodes which are not in the range are in the class
notfeasibleH, notfeasibleP, nonfeasibleS and nonfeasibleT. The feasibleH,
feasibleP, feasibleS, and feasibleT classes are divided into secureH, secureP,
secureS, secureT and insecureH, insecureP, insecureS, and insecureT as its sub-
classes as shown in Fig. 4. The nodes which are free from attacks are secure nodes
and is represented by secureH, secureP, secureS and secureT and nodes with the
presence of attacks are insecure nodes represented by insecureH, insecureP,

Fig. 1 Components of healthcare ontology

Fig. 2 Concept person ontology

Fig. 3 Concept platform and
its subclasses
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insecureS, and insecureT etc. The insecure nodes are not allowed to participate in
the communication. The nodes which measures the patient heart rate is classified
into lowH, mediumH and highH depending upon the range in which they are in.
The nodes which measures the patient blood pressure is classified into lowBP,
normalBP, and highBP depending upon the range in which they are in. The nodes
which measures the patient blood pressure is classified into lowT, highT, and
veryHigh depending upon the range in which they are in. The nodes which mea-
sures the patient blood pressure is classified into normalSugar, preDiabetes, and
diabetes depending upon the range in which they are in.

The Class senParameters specifies the characteristics of various types of sensors.
Each type of sensor includes features related to various attack conditions in the
system as well as the communication parameters. The senParameters class is sub-
divided into subclasses pressureSensorParameters, heartrateSensorParameters,
tempSensorParameters, and bloodSugarSensorParameters as shown in Fig. 5.

The heartrateSensorParameters subclass is consisting of attacksParameters
HSensor and communicationParametersHSensor subclasses. The attacks
ParametersHSensor subclass identifies attack conditions depending upon the value of
the location of attacker, ease of identity and level of damage as shown in Fig. 6. The
value assigned to subclass Sen_locationof_attackerH are implicit, explicit, and both.

Fig. 4 Concept sensor and its subclasses

Fig. 5 Concept senParameters and subclasses
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The subclass Sen_easeofidH may contain the values easy, medium, and hard. The
subclass Sen_levelof_damageH may be assigned the values low and high.

The communicationParametersHSensor subclass identifies the feasibility of
sensors, whether they are ready to transfer their data. The various parameters are
checked like storage level, energy level, signal strength and the transmission
capacity of the sensor nodes as in Fig. 7. The value assigned to subclasses
storageH, transmissionCapacityH, signalStrengthH, and energyH are low and high.

The concept alarmStatus identifies the various types of notifications that are
being sent to different persons depending upon the health condition of the patient
as well as the condition of the sensors that are being used to transmit physio-
logical data. The various subclasses are alarmToAdmin, alarmToNurse,
alarmToCareTaker , and alarmToDoctor etc. as shown in Fig. 8. The notification is
sent to the administrator about all the sensor nodes which are not feasible or ready
for communication. If the condition of some patient is very critical then alarm is
send to the doctor, caretaker of the patient and the emergency vehicle transportation
department so that patient may be transported to the hospital as early as possible.
An alarm is being sent to the nurse treating the patient and the caretaker if the
condition of the patient is critical. For a patient who is under observation an alarm is
sent to the person who is taking care of the patient.

The concept sensorMeasurements is used to define the different range of readings
measured by various types of sensors. The subclasses under sensorMeasurements are
sugarV, heartRateV, temperature, diaPressureV, and sysPressureV etc. as shown in
Fig. 9.

Fig. 6 Concept attacksParameterHSenor and its subclasses

Fig. 7 Concept communicationParametersHSensor and its subclasses
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The concept attack represents the various types of attacks existing in the system.
There are various attacks such as internal, external, active, passive, laptop, mote-
class, stealthy, etc.

A code segment to represent the concepts implementation is shown in Fig. 10.

B. The Properties

OWL properties represent relationships. Properties link individuals from the
domain to individuals from the range. At the detailed level object properties link an
individual to an individual. Datatype properties link an individual to data values. In
other words, they describe relationships between an individual and data values.

The Object Properties
The object properties, in essence, are the relationships among concepts. Table 2

shows the core object properties. Each object property may have a corresponding
inverse property. If some property links individual ‘x’ to individual ‘y’ then its
inverse property will link individual ‘y’ to individual ‘x’.

There are two types of properties. One is defined property and the other is
inferred property. The defined property is set by the user or is obtained directly
through sensors. The inferred property is derived through the reasoning done by the
inference engine on the rules written by the user.

A code segment of implementation of object properties is shown in Fig. 11.

Fig. 8 Concept alarmStatus and its subclasses

Fig. 9 Concept sensorMeasurements and subclasses
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C. Data Properties

The data properties used in the ontology specify the range of permissible values for
the given property. The values may be in the range of integer, string, boolean, etc. It
links the concept with a value of some particular type (Table 3).

D. The Individuals

Individual instances are the most specific concepts represented in a knowledge base.
An individual gives the value of the members of the class. The description is as
follows. The individuals of heartRate sensor are hs1, hs2, hs3, hs4, hs5, hs6, etc.
shown in Fig. 12. Similarly the individual of role are doctor, nurse, visitor, patient
and insurance agent etc.

.... 
<Declaration> 
        <Class IRI="#Sen_levelof_damageH"/> 
    </Declaration> 
    <Declaration> 
        <Class IRI="#Sen_levelof_damageP"/> 
    </Declaration> 
    <Declaration> 
        <Class IRI="#Sen_levelof_damageT"/> 
    </Declaration> 
    <Declaration> 
        <Class IRI="#Sen_locationof_attacker"/> 
    </Declaration> 
    <Declaration> 
        <Class IRI="#Sen_locationof_attackerH"/> 
    </Declaration> 
    <Declaration> 
        <Class IRI="#Sen_locationof_attackerP"/> 
    </Declaration> 
..... 

Fig. 10 Implementation of concept

Table 2 Object properties of person ontology

Property Description

Locatedin This is about the linking of concept person with a concept named location
where a person is located currently

hasRole It is the linking of a concept person to the role that he can take

hasTrustlevel It is how much trust a person can have towards using any resource

engagedin It is the depiction of activities in which a concept person is involved in

hasAddress It specifies the address from where the person belongs to
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A possible implementation for individuals is given in Fig. 13.
We then identified 170 classes during the conceptualization process. Our system

employs an OWL-DL ontology to represent the various types of classes and their
relationships. Figure 14 shows parts of our ontology, which is engineered using the
ontology editor Protégé (version 5) software package.

.....<ObjectPropertyDomain> 
        <ObjectProperty IRI="#hasPresenceofAttacker"/> 
        <Class abbreviatedIRI="untitled-ontology-300:feasibleS"/> 
    </ObjectPropertyDomain> 
    <ObjectPropertyDomain> 
        <ObjectProperty IRI="#hasPresenceofAttackerH"/> 
        <Class IRI="#feasibleH"/> 
    </ObjectPropertyDomain> 
    <ObjectPropertyDomain> 
        <ObjectProperty IRI="#hasPresenceofAttackerP"/> 
        <Class IRI="#feasibleP"/> 
    </ObjectPropertyDomain> 
....... 

Fig. 11 Implementation of object properties

Table 3 Data properties of a concept person

Data property Description

hasAccessMedicaldata It shows whether a concept person is given access to read medical
data of a patient or not

hasUserName It specifies the concept person with a name as string

hasPassword It specifies the concept person with password as string

Fig. 12 Individuals of concept heartRate Sensor
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.....
<Class IRI="#energyT"/>

</ObjectPropertyRange>
<ObjectPropertyRange>

<ObjectProperty IRI="#hasFullAccessDevice"/>
<Class IRI="#device"/>

</ObjectPropertyRange>
<ObjectPropertyRange>

<ObjectProperty IRI="#hasLimitedAccessDevice"/>
<Class IRI="#device"/>

</ObjectPropertyRange>
<ObjectPropertyRange>

<ObjectProperty IRI="#hasName"/>
<Class IRI="#name"/>

</ObjectPropertyRange>
<ObjectPropertyRange>

<ObjectProperty IRI="#hasPresenceofAttacker"/>
<Class IRI="#Sen_locationof_attacker"/>

</ObjectPropertyRange>
....

Fig. 13 Code segment of individual

Fig. 14 Class hierarchy
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E. Rules

We have created various policies using Semantic Web Rule Language (SWRL).
An SWRL rule consists of an antecedent and a consequent. Conditions in the
consequent hold whenever the conditions in the antecedent are true. The interface
for defining rules to infer new knowledge is shown in Fig. 15.

We have implemented a prototype for testing by defining various rules to infer
whether a patient health condition is critical, veryCritical etc. and then setting
various alarm controls. We used the HermiT reasoning engine to infer high-level
situations.

Fig. 15 SWRL interface for inference

Fig. 16 Inferred concept through policies
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Some higher level rules are written to infer contextual information such as what
arrangements should be done in case of an emergency. The various security and
privacy policies are also specified. The disclosure of patients’ data is done
according to roles. The permission to access a specific device is according to some
predefined rules. Similarly all types of attack conditions in the sensor nodes are
specified. All the nodes which are insecure are identified and the alarms are being
sent to the system administrator for appropriate actions. The interface for inferring
the knowledge as a result of applying various policies is shown in Fig. 16.

5 Conclusion

This study represents the context ontology for the health care. To provide better
healthcare services to a patient in the secure manner without wasting time is the
main focus of this paper.

We have built an ontology and a set of rules on the basis of a scenario in which a
patient is critical and requires an immediate treatment. The graphical representation
of the class hierarchy along with its properties, individuals as well as security and
privacy policies is represented by the model. A prototype is simulated to test the
environment. The future scope of the study plans to propose an architecture for a
trust-based policies in the healthcare environment.
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Inter Cluster Balanced LEACH Algorithm
for Energy Efficient Wireless Sensor
Network

Sahul Goyal and Bindiya Jain

Abstract In today’s world, wireless sensor network has been main area of research
for different stakeholders. In the past, many routing techniques have been proposed
to increase the active period of the Wireless Sensor Networks and cluster-based
routing technique has been widely used to attain objective. In the current study, an
attempt has been made to contribute in the field of WSN by implementing new
Balanced Cluster LEACH (IBLEACH Protocol). The study includes the division of
the clustering process into two phases, i.e., intra cluster and inter cluster, which will
further help to increase the energy efficiency of the system. The results reveal that
the use of IBLEACH protocol makes the network more energy efficient.

Keywords Wireless sensor network � Clusters � Smart clustering technique
SCT � Intra cluster phase � Inter cluster phase

1 Introduction

Wireless sensor networks (WSN) comprise of several sensor nodes deployed ran-
domly in a field having limited memory, processing capacity and power mounted
on one board which cannot be recharged or replaced as shown in Fig. 1. Therefore,
to extend the network lifetime is the major challenge in sensor networks. Recently
many researchers have implemented many routing techniques with one common
challenge, i.e., save the energy to enhance the life of the network.
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In WSN, one of the major challenges is to save the energy or to enhance the
efficiency. To achieve this, paradigm is shifted from a single-level hierarchy to
multi-level hierarchy and clustering is the best way to implement multi-level
hierarchy in the network. A clustering technique forms 2-level hierarchy. In level 1,
some member nodes close to each other form a group called clusters. In cluster, all
the member nodes sense the data and forward to the one particular node called
Cluster Head (CH). In level 2, cluster heads aggregates the data forward to the Base
Station (BS). BS can be located within the field or at another place; [1]. The base
station can be a sink node or a personal computer equipped with better power
supply which is used for data storage. The major concern of clustering technique is
a selection of cluster head. Clustering is an NP-hard problem to minimize the total
energy dissipation in a network. For the N number of sensor nodes in WSN, there
are 2n−1 different combinations to elect the sensor node as CH or non-CH in each
solution for the WSN [2].

In a wireless sensor network, there are many routing protocols based upon the
principle of SI which is governed by the behavior of a flock of birds called particle
swarm intelligence (PSO) that helps to select Cluster Heads (CHs). PSO developed
by Kennedy and Eberhert (1995) are population-based search algorithm helps to
solve real- world optimization problems by simplifying the assumptions. In WSNs,
generally PSO optimizes the number of CHs based on number of nodes. In WSN,
Groups of random particles initialize PSO, which explore optimal solution by
updating generations. Every node is being updated with the maximum values
calculated by mathematical formula called as the fitness value of node, best solution
of node is known as pbest and best value in the whole swarm population referred as
gbest. This gbest value of particles use to predict the number of clusters in the
network and fitness value of particles are used to find CHs among clusters.

Fig. 1 Cluster based wireless sensor network
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Low energy adaptive clustering hierarchy (LEACH) based on clustering tech-
nique is the most accepted algorithm in WSN. In LEACH, it performs the task in
two phases called Advertisement Phase Cluster and Setup Phase. Advertisement
phase of WSN uses Eq. 1 to find the cluster head from the Cluster and in setup
phase every node decides his cluster head.

TðnÞ ¼
P

1�P� rmod1
Pð Þ

0

(
If n €G otherwise ð1Þ

CHs use energy very quickly and depends upon the distance from BS while
associated nodes in cluster put away their energy slowly. So, LEACH assumes
uniform energy consumption for CHs [3–5]. Most of research work in LEACH is
how to elect Cluster Heads (CHs) to balance the energy consumption of the wireless
sensor network. IBLEACH balances the energy consumption by consistently
finding the optimum node for CH in cluster with the various parameters of the
nodes and neighbor CHs during the advertisement phase of the round.

The rest of paper organized as follows: Sect. 2 covers the brief reviews of
previous work to enhance the efficiency of LEACH protocol Sect. 3 covers the
problem formulation and we introduce the approach to proposed problem. The
simulation results of proposed protocol presented in Sect. 4 and in Sect. 5 we
conclude our work.

2 Related Work

Routing in WSNs are different from other communication and wireless ad hoc
networks [6] due to several characteristics that distinguish them like low power,
limited memory, etc. In WSNs low-power signal processing architectures, energy
efficient wireless routing protocols are areas of broad research in recent years. [7]
LEACH is one of the first hierarchical routing approaches in wireless sensor net-
works that improve lifetime and energy efficiency of networks. Key features of
LEACH are: (1) random rotation of the CH (2) local compression (3) localized
coordination and inspiration for many clusters based routing protocols.
In PEGASIS [8] protocol sensor nodes forms chain to pass information to neighbor.
PEGASIS use a token system to pass the data to BS. Token passing through all the
nodes collect data and designated node transmits to the BS. The disadvantage of
PEGASIS is that there is necessity of knowledge about the complete path of the
network. In Hybrid Energy Efficient Distributed (HEED) clustering approach
cluster head selection depends upon residual energy and degree of the node.
Achieves uniform distribution of cluster head [9].

Multihop-LEACH protocol CH uses other nodes called Cluster Nodes (CNs) as
a communication station to transmit data to BS [10]. M-LEACH protocol change
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communication mode from a single hop to multi-hop between CHs and BS. The
main disadvantage of M-LEACH is CHs as relay nodes consume more energy.

LEACH-DE is an improved version of LEACH protocol that is based upon
Differential Evolution (DE) routing algorithm. It changes the criteria to select the
CHs in WSN and divides setup phase into two sub phases, i.e. cluster-head and
formation of cluster phase to reduce the communication distance or Convergence.
LEACH-C [11, 12] (LEACH centralized) protocol another version of LEACH
protocol uses centralized algorithm which is executed at the Base Station in place of
distributed algorithm. Base Station selects CHs and their associated nodes. The
biggest disadvantage of LEACH-C is the dependence of energy consumption
depends on the location of Base Station (BS).

Centralized-PSO a variant of PSO algorithm, In Centralized-PSO nodes having
energy above average energy are elected as the cluster heads [13]. In another variant
of the PSO minimum spanning tree-PSO, Minimum Spanning Tree-PSO creates
minimum spanning tree of nodes to elect CHs and associated nodes. Election of
CHs are based on the energy available and Euclidean distance to its neighbor nodes.
Selection of optimized routes between the nodes and its Cluster Heads on the basis
of energy consumption [14]. A distributed PSO algorithm for wireless sensor
networks considers hidden nodes and asymmetric links. It minimizes the number of
hidden nodes and asymmetric links by increasing the transmit power of these nodes,
thus increase the lifespan of the sensor network [15]. PSO-SSM (PSO with
supervisor student mode) is energy aware clustering in WSNs. PSO-SSM is
applicable only in those WSNs where each node has fixed omnidirectional trans-
mission range, the sensor field should be mapped into a 2-Dimensional space. After
deployment positions of the nodes are known to the base station [16].

Hybrid GA-PSO clustering algorithm using the principles of Genetic Algorithm
(GA) and PSO to improve the lifetime of WSN. Hybrid GA-PSO use GA to choose
the CHs and PSO to select the member nodes [17]. ELEACH [18] protocol the
authors propose that residual energy is the main pattern while forming the CHs in
Wireless Sensor Network. In LEACH-TLCH (LEACH Protocol with Two Levels
Cluster Head) requirement of associated CH depends upon the distance and residual
energy if energy of CH or Distance of CH is less than average energy and distance
then cluster needs associated node. [19] MODLEACH [20] enhancement in
LEACH sets up two threshold energy levels to improve the lifetime of WSN. Once,
node Declared as CH will remain CH until its energy level reaches the threshold
level. Difference between other LEACH protocols, and proposed Inter Cluster
Balanced LEACH (IBLEACH) [21] are (1) The WSNs average energy they cal-
culate is the average energy of all the alive nodes, but in Proposed IBLEACH
average energy calculates only within the cluster, to increase the lifetime of the
network. (2) Balanced clustering has done by taking threshold distance between
two CHs. (3) Changing the CHs after every round result into increase the energy
consumption, but in proposed IBLEACH CHs changes after a certain threshold.
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3 System Model and Problem Description

A wireless sensor network consists of n sensor nodes along with one sink node with
unique ids spread randomly over an area. In LEACH protocol sensor nodes grouped
into clusters and sink node located at optimal location (0.5 � Xm, 0.5 � Ym) which
collects all data from sensor nodes. Each round of LEACH protocol divides further
into two phases shown in Fig. 2.

In set up phase, selection of Cluster Head depends upon desired percentage (p)
(node has not become a cluster head from p rounds) nodes with the desired per-
centage (p) greater than the threshold limit selected as CH. Selected CHs broadcast
massage in setup phase as an invitation to join them and associated nodes joins the
cluster head having minimum distance.

In steady phase, each round divides into slots of equal time durations where in
each time slot CH receives data from associated nodes and sends to sink node of
Wireless sensor network.

Radio Model:
Radio model shows energy consumed by LEACH to transfer L-bits from cluster
node to sink node (Fig. 3).

The total energy consumed by Cluster Node (ECN) is

ECN ¼ ETx þECHsel

ECHselðL; dÞ ¼ EelecLþ eLdnð ÞþRais � Eelec þPs � Eelec

ETxðL; dÞ ¼ EelecLþ eLdn ðif D[ d then n ¼ 4 otherwise n ¼ 2Þ

The total energy consumed by Cluster Head (ECH) is

ECH ¼ ECHsel þECHAD þECHcom þECHf

ECHselðdÞ ¼ Eelec þ edn

ECHAD ¼ p � n � Eelec

ECHcomðL; dÞ ¼ Nf � Eelec
� �þ EelecLþ eLdntosink

� � ðif D[ d then n ¼ 4 otherwise n ¼ 2Þ:

Energy gaps in different variants of LEACH protocol change cluster head after
each round. This leads to wastage of energy after every subsequent round during the
advertisement phase. Cluster heads must have some threshold distance between
each other.

Fig. 2 Round of LEACH
operation
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4 Proposed Algorithm

The biggest disadvantage of LEACH protocol is number of cluster heads and
position of cluster head is not optimal and it changes cluster head after every round.
CHs should change randomly and is a basic property of LEACH, but it is unnec-
essary to change cluster head after every round and nonuniform distribution of
cluster heads. Figure 4 shows that there is no cluster head near node N1 and N2, so it
consumes more energy to transfer data to base station.

The Major drawback of implementing PSO in Wireless sensor network is
non-localization of nodes. PSO treats all nodes of WSN as a whole, but LEACH
divides all nodes into distinct groups called as clusters. CHs distant from base
station tends to lose more energy than near CHs. So, in proposed solution, it also
considers all the parameters to find the CH change in energy after every round. The
algorithm proposed all the nodes have a face value calculates from the equation
which is based upon parameters like distance, residual energy, total energy

Radio Model: 

Transmit 
Electronics

Eelec L

Tx Amplifier

ETx(L,D) 

Receiver 
Electronics

Fig. 3 Radio model

Fig. 4 LEACH protocol
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remaining in network etc. The node with highest face value assigns as a first CH.
Later all CHs are chosen based upon criteria, i.e. distance should be greater than the
threshold distance and face value should be higher than remaining nodes this cycle
goes on till the network is alive. Advantage of proposed algorithm is that all CHs
has minimum threshold distance from each other and these are uniform in nature to
remove residual nodes from the network as shown in Fig. 5.

Proposed algorithm for new routing protocol

Algorithm 1: To find the number of cluster Heads Required in WSN. 

1. Calculate the number of alive nodes in Network.   

2. For every alive node in WSNs Repeat steps3 & 4.  

3. If the number of clusters are equal to zero: 

 I.a  find the node with maximum face value and assign that as Cluster Head.  

4. If  Distance of node is greater than or equal to threshold Distance and energy of nodes is greater 

than the threshold energy level, assign that node as a Cluster heads and execute steps 5 & 6.
5. Compare Cluster head with all the neighboring nodes. 

6. If associated value of node is greater than associated value of Cluster head and distance is less 

then threshold limit then change the Cluster head with given node.  

Algorithm 2 : To find the optimal node for Cluster Head in Cluster 

1. Calculate the average energy of neighbor for alive nodes in network. 

2. If energy of Cluster heads is less then certain limit calculate with average energy parameter. 

execute steps 3 & 4. 

3. Compare Cluster head with all the neighbor nodes. 

4. If associated value of node is greater than associated value of Cluster head and distance is 

less then threshold limit then change the Cluster head with given node.   

Equidistant CHs 

Fig. 5 Cluster pattern of IBLEACH protocol
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In PSO main criteria of selection is based upon how it calculates the face value
of nodes in earlier it is assumed that all the parameter effects linearly on the face
value of the nodes but in practically it gives best result when these effects expo-
nentially on facevalue of nodes in our proposed formula of facevalue it effects the
number of alive nodes in the neighborhood, distance from base station of node and
number of rounds that node become doesn’t act as cluster head and remaining
energy of node effecting exponentially on the facevalue these parameters are
effecting facevalue by following way.

S ðiÞ:fvalue ¼ ðN þðDmax � SðiÞ:dþ SðiÞ:PÞ^ðSðiÞ:E�EavgÞ

where:

S(i).fvalue: face value of node
N: Number of Alive nodes in neighbor/number of alive nodes
DMAX: Maximum distance between base station to node
S(i).d: Distance between node and base station
S(i).P: number of rounds that node become non cluster head
S(i).E: remaining energy of node
Eavg: average energy of neighbor nodes

Results and Analysis:
Simulation of IBLEACH was performed in MATLAB(r2009a) with parameters:

Parameters Value

Area
Number of nodes
Energy
Node distribution
Base station location

400 � 400
100 Nodes
1 J
Random distribution
200 � 200

Simulation results show that IBLEACH perform much better than MODLEACH
in terms of throughput and network lifetime.

Figure 6 shows that IBLEACH perform better from MODLEACH and basic
LEACH protocols by balancing the cluster using various parameters like distance,
energy, alive neighbor nodes. As shown in Table 1, IBLEACH is ahead from
MODLEACH and LEACH in terms of network lifetime. Its 1st node dies at 129th
round, but in other variants it dies at 46th and 66th respectively. Similarly, in
proposed algorithm 90th nodes dies at 1417th round, whereas in LEACH and
MODLEACH last node dies at 1017 & 987.

Throughput is another important metric to judge the efficiency of WSN.
Throughput means to know how much information will be generated by the
Wireless Sensor Network. As shown in fig. 7 If a base station receives more packets
from cluster heads that means more efficient protocol. Table 2 shows that in
IBLEACH protocol BS receives 10,909 packets from CHs as compare to
MODLEACH packets to BS are 6959. In basic LEACH packets to BS decreased to
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5234. It is observed that IBLEACH protocol performs much better than
MODLEACH and basic LEACH protocol.

Number of CHs: Fig. 8 shows the number of cluster heads during each round of
wireless sensor networks number cluster heads also indicates nodes alive in the
network. Other LEACH protocols spent most of his lifetime with one or two CHs
means less number of nodes and less information about the field, but IBLEACH
spent most of his lifetime with more than 10 CHs means more information. this
pattern also shown by average energy of IBLEACH protocol.

The average energy of alive nodes indicates remaining energy in alive nodes
Fig. 9 indicates that the average energy of nodes in IBLEACH is far more than
other protocols and it remains alive for more time than other protocols.

Fig. 6 Number of nodes alive

Table 1 Number of nodes
alive

No. of dead nodes 1st
node

50 90 100

Rounds
(IBLEACH)

129 942 1417 Up to
2000

Rounds (MOD
LEACH)

46 400 987 1116

Rounds LEACH 66 620 1017 1976
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Fig. 7 Packets to BS

Table 2 Packets to base
station

No. of rounds 500 1000 1500 Final

Packet to BS
IBLEACH

4340 8230 10,388 10,909

Packet to BS MOD
LEACH

4290 6613 6959 6959

Packet to BS LEACH 3646 4867 5152 5234

0
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Fig. 8 Number of CHs
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5 Conclusion

In this paper, we have proposed a routing protocol to improve LEACH by intro-
ducing IBLEACH based upon PSO. In the IBLEACH number of CHs depends
upon the global environment and selection of CHs based on the local environment.
IBLEACH balanced the energy consumption for WSNs by distributing the cluster
evenly through the whole area, thus increasing the lifetime of the entire network.
Our simulation results show that IBLEACH outperforms LEACH and
MODLEACH and its improvements in terms of the network lifetime, energy
consumption and throughput.
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EPCA: Energy Preservation using
Clustering Approximation in Sensor
Network

A.P. Jyothi and Sakthivel Usha

Abstract At present, the existing clustering algorithm suffers from computation-
ally expensive process resulting in less assurity of operational longevity with
energy efficiency of sensor nodes in an adverse condition. The present paper
introduces a novel technique called as EPCA i.e. Energy Preservation using
Clustering Approximation in wireless sensor network. The technique provides two
levels clustering optimization by providing multiple attributes for precise selection
of clusterhead. EPCA provides less complex operation with faster response and
better sustainance towards longer simulation rounds. The clustering approximation
technique implemented shows superior energy preservation as compared to existing
standard energy efficient protocols in wireless sensor network.

Keywords Network lifetime � Battery � Clustering � Optimization
Wireless sensor network � Optimization

1 Introduction

A wireless sensor network is globally used for collecting information from human
inaccessible geographical location. Although, the concept of wireless sensor net-
work has shown multi-dimensional application in theory but it really doesn’t even
exists in commercial markets. It is interesting as there are massive research papers
on wireless sensor network since last two decades, but it has never met the utility of
common people very largely. The prime reason behind this is a sensor node still
suffers from energy problems that are the root cause of majority of other problems
e.g. routing [1, 2], bandwidth [3], security [4]. From the trends of existing research,
one thing is very much clear that clustering is one of the most suitable factors that
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positively or negatively affects the network lifetime of wireless sensor network. At
present, there are various energy efficient routing as well as clustering techniques
introduced by various researchers till date [5]. However, all teh clustering technique
seriously lags inclusion of cost effective optimization (although there are various
studies focusing on iterative and computationally expensive optimization theory [6,
7] in wireless sensor network). Hence, this paper discusses about a unique opti-
mization technique called as clustering approximation that contributes to enhancing
the network lifetime by providing multiple attributes for selecting clusterhead.
Section 2 discusses about the prior research work carried out in the area of energy
efficient clustering in wireless sensor network followed by Sect. 3 that briefs about
the problems identification. The proposed contribution is discussed in Sect. 4 fol-
lowed by algorithm implementation in Sect. 5. The result analysis is done in Sect. 6
followed by summary of the paper in Sect. 7 as conclusion.

2 Related Work

This section briefs about the studies being carried out towards addressing energy
problems in wireless sensor network. Our prior study has reviewed existing tech-
niques for addressing power issues [8] while this section updates the contribution of
some recent research work.

Most recently, usage of Voronoi diagram for energy efficiency was witnessed in
the work of Gautam et al. [9]. The network lifetime was found to significantly
improve after applying ant framework in this study. Different from conventional
clustering techniques in sensor network, Yu et al. [10] presented an uneven clus-
tering for energy preservation on clusters with unequal number of nodes. Clustering
technique with usage of Hausdorff distance-based grouping was introduced by Zhu
et al. [11]. Unfortunately, the outcomes of such works are never found to be
benchmarked. Udompongsuk et al. [12] have presented a study that performs
selection of clusterhead based on moving average, a statistical-based technique. The
outcome of the study was found to suffer from scalability issue and its tradeoff with
energy efficiency. Pei et al. [13] have presented a study using conventional LEACH
algorithm investigated over cognitive radio in wireless sensor network. The tech-
nique finds less usability over time-based applications in wireless sensor network.
Various optimization technique based on swarm intelligence were also found to
have better impact on minimizing energy depletion e.g. dolphin swarm optimiza-
tion, elephant swarm optimization [14], bacteria foraging algorithm [15], BAT
algorithm [16]. All the above mentioned studies are focused on homogenous net-
works dedicated to address energy problems. Studies towards clustering issues
pertaining to heterogeneous network were carried by Meenakshi [17] and Patil [18].
Although, all the above mentioned techniques gives a better guidelines for future
research, but all of them are potentially associated with issues. Brief discussion of
such issues in made in next section.
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3 Problem Identification

The past section has discussed about different energy effective procedure to enhance
the system lifetime and a percentage of the standard clustering techniques, which
has received a wide acknowledgment in past. In any case, the greatest problem with
every system is pretty much the same. Various studies are found to consider the
position of the base station at the centroid of simulation area, which prompts higher
degree of routing overhead. The second issue in existing studies is selection criteria
of clusterhead on the basis on residual energy. However, few studies have truly
adopted energy utilizing bio-inspired procedures, yet complexities of such algo-
rithms concerning handling time and memory utilization is missing from the latest
research contribution. The third issue in that the recent studies are found with less
novel features. Larger part of an existing solution is done on just single level
optimization approach, whereas, there is a reasonable probability of performing
optimization utilizing different levels considering different parameters included in
data aggregation process of remote sensor network. The fourth problem explored in
the existing studies is consideration of uncertain knowledge about the communi-
cation behaviour of the sensors. Thus, the issue articulation of the proposed study
can be characterized as – “It is a computationally difficult to build up a multi-level
clustering for upgrading the system lifetime in wireless sensor applications”. The
next section presents a novel method that addresses the issues identified (Fig. 1).

Radio-Energy Model

Many Value 
Logic

Logical Rule

Probability (Multi-valued Logic)

SLCA

EnergyNeighborhood density

Location
CH-S distance

CH-CH distance

MLCA

Clustering

Clustering Approximation

Fig. 1 Architecture of
proposed schema of EPCA
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4 Proposed System

The prime purpose of the proposed system is to develop a novel clustering tech-
nique which is not only simple but yet robust in its design principle in terms of
scalability and energy efficiency for wireless sensor network. Figure 2 shows
architecture of Energy Preservation with Clustering Approximation (EPCA). The
design of proposed system starts by implementing first order radio energy model,
which states definite values of energy parameters e.g. energy required for trans-
mittance, receiving, amplification, data aggregation etc. The core intention of the
proposed system is to implement a multiple valued logic that has better governance
over the decision making for selection of clustering. Hence, the proposed system
performs clustering using dual approximation techniques called as SLCA or Single
Level Clustering Approximation and MLCA or Multiple Level Clustering
Approximation. The SLCA process considers neighborhood density, energy and
location of the sensors for choosing it as candidate sensors. However, confirmation
of candidate sensors for being eligible to be actual clusterhead is carried out by
MLCA that performs additional computation of distance between two clusterheads
and distance between clusterhead and sink. Hence, it can be seen that proposed
EPCA provides 5 new attributes for performing selection of the clusterhead in the
wireless sensor network, which is one the novel and cost effective approach in the
optimization principle.

An essential reason for implementing many-valued logic in design of EPCA is to
perform proper management of uncertainties pertaining to energy optimization.

Fig. 2 Impact of adjacent sensors on weight of SLCA
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A simple logical rule is developed using linguistics e.g. low, high, medium, very
high, very medium etc., which has the better control over inference system towards
actual selection of clusterhead. The EPCA technique takes the input of battery and
neighborhood density. The technique also considers input parameter for probability
that a sensor can become a cluster leader during consecutive cycle of data aggre-
gation. As EPCA algorithm is more focused on clustering process, so it will also
emphasize on the selection process of the core object, which is cluster leader. The
system makes use of indicator function for designating high linguistics. The study
performs the optimization of the energy using dual level of clustering. The first
clustering level applies EPCA on battery power and neighborhood density, while
the second clustering level subjects the first clustering level to position,
clusterhead-sink node distance, and distance between two clusterheads. The
development of the algorithm of the proposed system is done in analytical approach
to ensure better evidential ground.

5 Algorithm Design

The proposed system is developed over Matlab considering the random distribution
of sensors in the simulation area. The proposed system also allows the sink node to
be location independent, which means it can be kept at any position within the
range of simulation area. The system also considers a specific threshold for adjacent
nodes along with 5% probability of clusterhead selection. These assumptions are
intentionally done in order to perform comparative analysis with LEACH.
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Algorithm Energy Preservation with Clustering Approximation (EPCA)
Input:  η (Network), n (node), C (c| c is closest node to n, which is leader node), 
Th (threshold), i (total number of cluster), j (frequency of becoming leader), α 
(centroidal localization), β (fusion node-sink node distance), and γ (inter fusion 
node distance)
Output:  Selection of cluster leader
Start

1. Initialize probability (n) FLAME (battery, neigh_dens)
2. If n ≠ leader
3.    Than j 0 
4. If (j = |size(|η/i|) 
5.      isleader (n) false
6.     Th 1 
7. Else Th |j/size(η )|
8. End if
9. if (arb(0,1)>Th) //arbitrary function
10.    leader(n) n 
11.     probability (n) FLAME (α, β, γ)
12.     transmit ( probability (n), C) to candidate
13. For each cϵC
14.    if (probability(n)<probability(C))
15.        leader (n) c;
16.        isleader(n) false
17.        transmit (AbortCH_elect_msg, C)
18.    Else isleader(n) True
19.        j j+1
20.    End if
21.    End if
22. If (isleader(n)=true)
23.     transmit(leader_msg, C)
24.  Else
25.     forward joining request to nearest leader.
End
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The proposed algorithm is designed considering the significant charecteristics of
EPCA approach in order to overwrite the clustering technique proposed in LEACH
algorithm. The prime goal of the algorithm is to enhance the network lifetime using
dual level of optimization. The next section discusses about the outcomes and
performance analysis of the proposed study with respect to conventional LEACH
algorithm.

6 Result Analysis

This section highlights the significant findings of the proposed EPCA. From
application viewpoint, the result analysis is done by implementing algorithm con-
sidering Size of packet header to be 20 bytes, simulation time as 1000 s, size of
transmitted packet to be 15 bytes, size of data packet to be 1000 bytes, and
transmission radius of 20 m. The network model of algorithm implementation
considers evaluating with 50–500 numbers of sensors with initialized energy of
0.5 J. The outcome of the study is compared with conventional LEACH algorithm
and hence similar simulation parameter is retained for comparative analysis.

Figure 2 highlights the impact of adjacent nodes on weight of Single Level
Clustering Approximation (SLCA). The term weight will mean a matrix consisting
of elements of SLCA i.e. position, residual energy, and adjacent nodes. Hence,
increasing value of weight will also mean higher probability of node to be chosen as
cluster head based on these three elements. This technique is very different from
existing technique where clusterhead is selected mainly from residual energy. This
outcome also a state that the proposed system has higher longevity and is also
scalable as increasing number of sensors positively assists in weight factor of
SLCA. However, better trend is increasing weight is evident only till 90% of energy
consumption, after that it shows linear properties, which means static value of
weights as nodes starts dying after consuming more than 90% of energy.

Figure 3 showcases the impact of different energy factors on the weight of
Multi-Level Clustering Approximation (MLCA). The outcome shows higher the
residual energy more is the weight of MLCA with increasing number of adjacent
sensors availability. The proposed system shows higher scalability feature by
showing that increasing inclusion of sensors tends to increase the weight of MLCA
that results in appropriate selection of a clusterhead. In this analysis, it is also found
that residual energy is not the only factor to control the selection process as seen in
many existing clustering techniques. In face a moderate (0.05 J) of residual energy
is more than enough to ensure better longevity of the sensors for long terms in
wireless sensor network.

Figure 4 shows the influence of two different distance factor on the weight of
MLCA essentially to show the impact of coverage on weight over increasing
simulation rounds. Increasing distance among the sensors will also mean lowering
of coverage and connectivity over longer simulation rounds. The outcome shows
that increasing distance can ensure optimal weight value for MLCA. The trend of
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Fig. 3 Impact of residual energy on weight of MLCA

Fig. 4 Impact of distance on weight of SLCA
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curve is downwards as in increasing round, node death occurs resulting in spon-
taneously increase in distance among the nodes, which finally lowers the weight of
MLCA. Another significant outcome is that the degradation is very rigorous
towards 6,000th simulation rounds onwards showing better longevity of the net-
work lifetime in wireless sensor network.

Figure 5 exhibits outcomes of proposed system with respect to network lifetime.
Interestingly, the discussion of network lifetime is done with respect to increasing
clusterhead and sink distance. The outcome shows that LEACH cannot sustain long
enough simulation rounds. However, EPCA has been found with better retention of
alive nodes. The processing time of the proposed system for 1,000 simulation
rounds is 2.44 s while that of conventional LEACH algorithm is found with 9.55 s.
Therefore, there is a significant reduction of computational time for the proposed
system. Owing to the dual level of optimization due to novel clustering algorithm of
EPCA, the proposed system performs selection of leader using multiple attribute
instead of residual energy factor (like LEACH). Another significant contribution is
LEACH performs communication considering sink at the center of the simulation,
whereas the proposed system doesn’t have any dependency on the location of the
sink. At any position of the sink, the proposed systems is capable for performing
selection of the cluster leader and perform data aggregation. Moreover, the sup-
portability of multi-level routing is quite high in proposed system, which is not
present in LEACH. Hence, a simple modification of LEACH features can highly
increase the network lifetime. Moreover, EPCA algorithm is incorporated with
LEACH to overcome the clustering defects of LEACH. Hence, a selection criterion
of cluster leader is changed to suitably enable the process of energy-efficient
clustering. This process significantly optimizes energy and network lifetime.

Fig. 5 Network lifetime of proposed system and LEACH
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7 Conclusion

Energy depletion during communication of wireless sensor network is still a
challenging problem to solve. After reviewing the existing system, it was found that
clustering is one of the best alternative solutions to address such issue. However,
existing techniques of clustering requires more improvement in its design principle.
This paper has discussed about a single and multi level clustering approximation
techniques which not only enhances the clustering scheme but also positively
impacts on the maximum retention of residual energy of sensor nodes. The prime
innovativeness of the study is its simple optimization technique which differs from
existing clustering approaches with respect to lower iterative rounds, new condi-
tions of selection of clusterhead, ensuring participation of all nodes during data
aggregation process, etc. The study introduces a dual optimization level where
selection of cluster leader is carried out considering neighborhood density, cen-
troidal localization, fusion node-sink node distance, and inter fusion node distance.
The outcome of the study was found to be highly energy efficient in contrast to
conventional LEACH algorithm. The processing time performance is also quite fair
enough to think about its application in resource hungry applications of sensor
network. The outcome of the study shows its direct applicability on any sensors
with 48 kb of physical memory.
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Federating Disjoint Segments in Wireless
Sensor Networks Using Jumping Particle
Swarm Optimization

Ramya Sharma and Virender Ranga

Abstract Wireless Sensor Networks are created by placement of sensor nodes,
which are small, cheap devices placed for sensing the environment and performing
simple calculations. As the transmission range and battery lifetime of these devices
is very low, extra relay nodes are placed in the network to maintain long distance
connectivity. Due to external interferences and harsh environmental conditions, the
network may become disconnected. Restoring lost connectivity is crucial for further
operation of the network. This problem is shown to be an NP-hard, thus we pursue
meta-heuristics to solve relay node placement problem. In this paper, we propose a
meta-heuristic technique, Network Restoration through Jumping Particle Swarm
Optimization (NR-JPSO), which can be used efficiently for restoring the lost
connectivity. However, Particle Swarm Optimization (PSO) considers many solu-
tions for a particular problem (called particles) and modifies their position to give an
optimal solution. Our suggested approach first finds the representative node for
each disconnected segment, then creates Steiner points for reconnection. These
Steiner points are further used to create random spanning trees, which are used as
particles in NR-JPSO to provide an optimal interconnected network.

Keywords Relay node placement � Steiner points � Spanning trees � JPSO

1 Introduction

In the previous years, the applications of wireless sensor networks (WSNs) have
faced an uprising in their numbers [1]. For applications like space exploration,
forest fire detection, combat field reconnaissance, and machine health monitoring,
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in order to observe a covered area and keeping certain activities in check, a number
of sensor nodes are placed in the network. By positioning sensors to control
unattended surroundings, the danger to human life may be avoided and the envi-
ronment will continue to be monitored. These applications use sensor nodes
(SNs) which have small battery life, with limited processing and communication
capabilities. After deployment, the sensor nodes set up a network with the objective
of data sharing and synchronizing the actions performed. To facilitate such col-
laboration, the said nodes must be accessible to each other. Long distance com-
munication for sensor nodes will be costly and would exhaust them very quickly (as
energy transmission is proportional to the distance between the two nodes). Thus,
relay nodes (RNs) are introduced, which are used to transmit the sensed data from
sensor nodes to a base station (BS). This problem of introducing minimum relay
nodes in the setting so that the entire network is interconnected is a NP-hard
problem and is called relay node placement (RNP) problem. This RNP problem
takes two separate architectures into account, one tier WSN and two tier WSN. In
one tiered WSN, both sensor nodes and relay nodes contribute in the routing. While
in two tiered WSN, only relay nodes are used in routing procedure. The limitation
of a vast network is that the wireless devices may fail, leaving the WSN discon-
nected. Due to harsh and unpredictable environmental conditions like landsides,
floods or forest fires, the network faces disconnection, due to breaking of the
network into smaller intraconnected segments. To restore the connectivity, a set of
relay nodes can be positioned along the minimum cost path. The connectivity
between every minimal cost path can be represented as a minimal cost tree.

A Steiner Minimum Tree (SMT) is a tree formed by interconnecting a given set
of vertices with the help of some extra points (Steiner points) to gain low cost
connectivity. In triangle geometry, the Steiner point is a specific point associated
with a plane triangle. This point has the shortest distance from all the triangle
vertices. Thus, Steiner points are used for connectivity of a graph. Creating a SMT
is a NP-complete problem, thus we pursue meta-heuristics to tackle this problem.
Jumping Particle Swarm Optimization (JPSO) is a discrete variation of Particle
Swarm Optimization. We propose JPSO, Network Restoration through Jumping
Particle Swarm Optimization (NR-JPSO), to solve the SMT problem to regain lost
connectivity in the network. The structure of the paper is divided into five parts
beginning with the introduction section. Related work is described in Sect. 2.
Section 3 shows our contribution in this paper. Simulation results are shown in
Sect. 4 and paper is concluded in Sect. 5.

2 Related Work

In the approach suggested by Senel et al. [2], the authors considered the problem of
relay node placement which uses Spider web deployment strategy, placing relay
nodes in the inward direction so that the network has better connectivity and
coverage. Major shortcoming of this method is the slight increment in relay node
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count. The proposed approach of Lee et al. [3] for network fragmentation is an
Optimized Relay node placement algorithm with help of a minimum Steiner tree on
the Convex hull (ORC). ORC attempts to recognize Steiner points (SPs) which are
used to populate relays such that the disconnected segments will be linked with
very less number of relays. ORC positions RNs inwardly from the border of the
area identified by the convex hull. The authors propose a distributed Cell-based
Optimized Relay node Placement (CORP) in approach by Lee [4], whic h practise
greedy heuristics and chooses to decrease the number of relays necessary for setting
up a connected inter-segment topology. CORP models the area as a grid of
equal-sized cells and identify the best neighbouring cell of a segment Segi which
lay on the shortest path that joins Segi to the other segments, functioning in rounds.
This method attempts to minimize the relay node count.

3 Proposed Solution

Our proposed solution is divided into various phases as described below:

(a) Phase I-Detection of the network fragmentation
The network detects the disconnection when multiple relay nodes do not receive the
transmitted data or beacon messages. These relay nodes send the beacon messages
to all the other neighbouring nodes, thus discovering disconnection, if present. The
relay nodes which have disconnected neighbours act as the boundary nodes in the
segment. After discovering the disconnection, the reconnecting procedure is started,
as shown in Phase II.

(b) Phase II- Reconnection
This phase has four sub-phase as described below:

• Selecting a Representative node for each segment

For reconnection, every segment must be represented by some node which
further processes the reconnection phase. This node is called the representative
node of a segment. Thus, for an ith segment Segi, the representative node rep_rnij is
selected from a set of boundary_rnij, where i stands for ith segment and j stands for
jth boundary node (a node which has experienced disconnection of its links with
other nodes).

For selecting the representative node, first we find out the centre of mass of each
segment. Then, for every segment we find that boundary relay node which is closest
to all the segments’ centre of mass, i.e. which has the valueP

k 6¼j dist ðboundary rnij; comkÞ minimum for that segment, where dist() calculates
distance between two nodes.

After finding out the representative nodes (stored in rep_rnij for ith segment), we
proceed to find out the Steiner points for further calculation.
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• Finding out the Steiner points

In triangle geometry, a Steiner point (SP) is described as an extra point intro-
duced, which when connected to the tree vertices of the triangle incurs minimum
cost, i.e. the distance between the SP and the vertices is minimum. Thus, for the
reconnection of the segments, we use Steiner points.

In our algorithm, Steiner Point of a triangle is calculated to be the circumcenter
of the triangle if the triangle is right angled or acute angled triangle (i.e., the
circumcenter lies within the triangle or on the boundary of the triangle). Whereas,
when the triangle is obtuse angled, the Steiner point is calculated as the Centre of
Mass of the triangle. We randomly select three representative nodes from the
network and find the Steiner point of the said triangle. We observe
number of segments � 1ð Þ Steiner points(Spoint) in our algorithm. As these
Steiner points are potential relay nodes location, they are stored for later use. The
circumcenter of a triangle is calculated in Eq. 1.

x ¼ ððmpAB �midAB:xÞ �midAB:yÞ � ððmpAC �midAC:xÞ �midAC:yÞÞ
ðmpAB � mpACÞ ð1Þ

where

mpAB is the slope of AB
mpAC is the slope of AC
midAB:x is the x coordinate of mid-point of line AB
midAB:y is the y coordinate of mid-point of line AB
midAC:x is the x coordinate of mid-point of line AC
midAC:y is the y coordinate of mid-point of line AC

• Constructing a fully Connected Graph and finding out the spanning trees

To ensure connectivity in the network, we construct a fully connected graph,
consisting both representative relay nodes as well as Steiner nodes. Out of this fully
connected graph, a set of n random spanning trees is generated. We can choose
n accordingly, as it represents the swarm size. Here, n is considered to be 100.

Our aim is to generate a Steiner minimum Tree. Thus, we use a modified version
of Particle Swarm Optimization to find the best spanning tree.

• Implementing the Jumping Particle Swarm Optimization algorithms

Originally, the PSO algorithm was introduced for continuous optimization
problems. To deal with combinatorial optimization problems, a variation of PSO
called Discrete Particle Swarm Optimization (DPSO) was proposed in [5], in which
particles explore a multi-dimensional discrete exploration space. After introduction
of DPSO, many alternatives of this algorithm have been suggested. A certain DPSO
approach called Jumping Particle Swarm Optimization (JPSO) algorithm has lately
been presented by Moreno-Perez et al. [6] to solve combinatorial optimization
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problems. In JPSO algorithm, as proposed by Qu et al. [7], instead of defining the
velocity of every swarm particle to change its position in the search, the particle
moves (jumps) from position to position (which are solutions) in discrete search
space. If a particle has good fitness in certain area, it attracts the other particles to
explore the area. This particle is called an attractor.

In our proposed algorithm, we have selected three kinds of attractors:

l_best, which is the best position of the current particle till now,
g_best, which is the best position among all particles till now, and
c_best, which is the best position among all particles in this iteration.

vi;jþ 1 ¼ c0vi;j þ c1r1 l best�xi;j
� �þ c2r2 g best�xi;j

� �þ c3r3ðc best�xi;jÞ ð2Þ

Equation (2) presents the original PSO equation, which can be divided into two
parts, self-improvement, which means exploration of current position, and the
second part which encourages the particle to explore the space with the help of
attractors. Thus, a particle follows the attractors for improvement.

Every attractor has some likelihood cx, which is the probability of selecting a
particular attractor or self-improvement of the particle. To explore the space, a
random number r, which has the range [0,1] is generated. This r along with like-
lihood cx determines the particle move.

• If r 2 0; c0½ Þ the particle implements self-improvement.
• If r 2 ½c0; c0 þ c1Þ the particle explores locally, i.e. l_best attractor is chosen for

improvement.
• If r 2 ½c0 þ c1; c0 þ c1 þ c2Þ the particle explores globally, i.e. g_best attractor is

chosen for improvement.
• If r 2 ½c0 þ c1 þ c2; c0 þ c1 þ c2 þ c3 ¼ 1� the particle explores current particles,

i.e. c_best attractor is chosen for improvement.

Selecting one of these four moves, the particle jumps across the search space for
optimal solution. The space exploration of NR-JPSO is explained in the previous
segment. In the self-improvement jump, the particle selects a Steiner node from the
tree which has degree 1 or 2, and removes it. In case the degree is 1, the node is just
consuming space as is a burden on the tree. If the degree is 2, then the respective
connecting two nodes are joined together and Steiner node is removed (on the basis
of the Euclidean distance). In the attractor oriented jump, the minimum cost path
from attractor is selected and replaced in the current particle. If the path already
exists then no changes are done. If a representative node lies in between the path
then the path up to representative node is conserved. After the updation of the
current particle, l_best and g_best are checked and updated. The entire procedure is
shown in Fig. 1. Finally, the NR-JPSO after meeting the stopping criterion gives
g_best as the final output, as shown in the Fig. 2.
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Fig. 1 Flow chart of NR-JPSO
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4 Results Discussion

The comparison of the cost is done between MST created over representative nodes
of each segment and the Global Best Steiner tree generated by NR-JPSO. To show
this, we have assumed 6 segments and their respective representative nodes.
A Minimum Spanning Tree is generated (as shown in Fig. 3) using Prim’s
algorithm.

After the introduction of Steiner nodes, for NR-JPSO, random spanning trees are
produced for the swarm particles, one such tree shown in Fig. 4. Also, a Minimum
spanning tree is created, using Prim’s algorithm, to compare the random spanning
tree and Minimum Steiner Tree (shown in Fig. 5). Finally, the Minimum Steiner
Tree in Fig. 6 shows that the extra nodes are removed after processing.

We have taken the results with varying number of segments and having different
topologies. The output of NR-JPSO is compared with the corresponding Minimum
Spanning Tree, which is obtained through Prim’s algorithm. The cost factor is
defined by the Euclidian distance between the nodes. The size of the swarm is 100
and the number of iterations is also 100. The comparable results are shown in

Input: A par cle swarm of PART number of randomly generated spanning trees span[PART], total number of nodes n
Output: An op mal spanning tree 
Ini alize all the a ractors l_best[PART], g_bestand c_best 
while(the stopping criteria is not met) 

for( each spanning tree span[i]) 
  generate a random number r between [0,1]  /*r is a random number which is used for defining the 
       likelihood of a given par cle to improve itself*/ 

if(r >=0 and r <= 0.24)   //self improvement 
self_improvement(span[i]); 

else if(r >= 0.25 and r <= 0.49)  //improvement with the help of local best a ractor 
path_replacement(span[i], lbest[i]) 

else if(r >= 0.50 and r <= 0.74)  //improvement with the help of global best a ractor 
 path_replacement(span[i], gbest) 
else if(r >= 0.75 and r <= 0.99)  //improvement with the help of current best a ractor 

c_best = find_current_best(span) 
   path_replacement(span[i], c_best) 
  if(cost(l_best[i]) > cost(span[i])) 
   l_best[i] = span[i] 

if(cost(g_best[i]) > cost(span[i])) 
   g_best[i] = span[i] 

end for 
end while 
returng_best 

self_improvement(current_par cle) a procedure that takes the spanning tree as an input and removes a redundant Steiner 
node from the tree 
path_replacement(current_par cle, a ractor) a procedure that take the current spanning tree and an a ractor as the input, 
finds out the minimum cost path in the a ractor tree and replaces that path in the current tree 
cost(par cle) a procedure which takes a spanning tree as an input and returns its cost

Fig. 2 Network restoration through jumping particle swarm optimization
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Fig. 7. The results show that the NR-JPSO algorithm even after introducing extra
nodes, produces lesser cost.

The Steiner Minimum tree generated is then populated by the relay nodes, by
placing relay nodes after distance |R| is covered, where |R| is the transmission range
of a relay node.

Fig. 3 MST generated by 6
segmented networks (0–5 are
representative nodes of
respective segments)

Fig. 4 a A random spanning tree generated after introducing 5 Steiner nodes (Zoomed Out) [6–10
are Steiner nodes], b A random spanning tree generated after introducing 5 Steiner nodes (Zoomed
In) [6–10 are Steiner nodes]
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Fig. 5 aMinimum spanning tree generated after introducing 5 Steiner nodes (Zoomed Out) [6–10
are Steiner nodes], b Minimum spanning tree generated after introducing 5 Steiner nodes (Zoomed
In) [6–10 are Steiner nodes]

Fig. 6 a Global best generated after NRJPSO is implementation (Zoomed Out) [Nodes 7 and 10
are extra, hence are removed from the tree]. b Global best generated after NRJPSO is
implementation. (Zoomed In) [Nodes 7 and 10 are extra, hence are removed from the tree]

0

500

1000

1500

2000

2500

6 7 8 10 12 14 16 18 20

Number of segments

Cost MST vs Cost NRJPSO

Cost MST Cost NRJPSO

Fig. 7 Cost versus #
segments

Federating Disjoint Segments in Wireless Sensor … 567



5 Conclusion and Future Scope

In this paper, we present a technique, Network Restoration through Jumping
Particle Swarm Optimization (NR-JPSO). This methodology makes use of Steiner
nodes and Steiner Minimum trees and solves a NP-hard problem in polynomial
time. It uses a discrete variant of Particle Swarm Optimization, Jumping Particle
Swarm Optimization to generate a swarm and produce the best output, i.e. least cost
Steiner Minimum Tree, by removing the surplus Steiner nodes and improving the
particle’s fitness function (cost).

As the results show, the cost of tree generated NR-JPSO is comparatively less
than that of MST. The biggest advantage of using NR-JPSO is that it is topology
independent, while the previous work in this area may fail after following heuristic
techniques, NR-JPSO will provide a better result irrespective of the placement of
segments.

Future Scope in this area can be improvement of the time complexity for
NR-JPSO. Also, this work can be further extended for placing relay nodes or sensor
nodes while establishing a new Wireless Sensor Network.
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Enhancing Security of Stature System
by Using Sybil Detection

Neha Chauhan, Ankita Thadani and Jalpa Baria

Abstract Stature is the basically the term used for the reputation of the person on
the network. People create fake identities and Sybil accounts are persistent in
today’s online world. We propose an algorithm based on the user trust to detect
Sybil nodes in the Peer nodes, it is a distributed approach. We first introduce a basic
user trust verification matrix which recompense for the weaknesses of the basic
scheme. Finally, we have carried out simulations to explore the feasibility.

Keywords Reputation System � Stature System � Trust � Weighting Approach
Security � Cryptography

1 Introduction

Peer-to-peer network permits the peers to collaborate users for service with no need
for any centralized infrastructure. The lack of central authority over other entities on
the network prone to Sybil attack [1]. A particular user can register under different
random numbers, and sidestep any check which endeavors to assure the quality of
the data through the plurality of contributors. The initial scheme for the Sybil is
Advogato [2], intended to diminish exploitation in online services, it uses graphical
approach of Distributed Hash Tables [3] to bound the probability for the routing
interruption in those systems.
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Every entity can join the network and on registering a unique identity is issued by
the system or by a TTP (trusted third-party). Considering the case for, Facebook [4]
users can join further 9 million websites and online services by just validating that
new resisted websites with their existing accounts. Each entity is anticipated to have
only solitary identity and is generally anticipated to exploit this identity while inter-
mingling with other users in the system. But considering the Sybil attack the invader
counterfeit several identities, where each identity created by the entity can be coined as
Sybil, which is joined by the attacker to aim for various adversarial objectives.

These annotations inspire for exploration of a way to detect Sybil accounts. The
invader is creating supplementary “individual” Sybil accounts, fooling intellectual
entity. Suspicious user can submit an application perception to distinguish even
minute discrepancy. the majority online communities have method.

2 Definitions

Peer trust is exacting altitude of the individual in a context likelihood by having it an entity
evaluate various entities will act upon a exacting way in that context, in cooperation
previous to keep an eye on the way in a perspective relates to ones own action [5].

Considering the trust in an unknown entity by the trust recommendation and
propagation Guha et al. [6] identified propagations as following:

Direct Propagation As the names suggest the direct trust. Consider I trusts j,
j trusts k, then we can conclude that i trusts k.

i = j, j = k, i = k

Co-Citation i1 trusts j1 and j2, and i2 trusts j2. Under co-citation, it is concluded that
i2 also trusts j1.

Transpose Trust Implies that I trusts j then there j can develop some level of trust
towards i.We can infer i trusts j, then transpose trust implies that j should also trust i.

Trust Coupling i and j both trust k, then trust coupling leads us to infer that i and
j should trust each other since they both trust k.

Let q be an agent be a querying agent to receive the trust recommendation from
an agent as lat where a is the source agent and t a target agent about whom the trust
is being transposition. Considering after this recommendation consequence of the
trust, agent q

i. 
i               j   then      j                      i 

i                  k  then  i                        j 
j 

i1                   j1               then  we can infer i2                j1 
 i2                  j2  
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P ðperform ðq; t; wÞ ¼ trueÞ ¼ lat:

Then this act of q establishing trust in t as a consequence of a trust recom-
mendation from a is said to be a simple trust propagation from a to q about t.

The newly established trust value P (perform (q, t, w) = true) is said to be
simple, propagated trust from a to q about t.

3 Background

Here is the concise general idea of present community network-based Sybil
detection systems.

3.1 SybilGuard

It is decentralized organization for controlling the sybil attacks which get benefit of
IP harvest and sybil attacks restricted by quantity and dimension of cluster [7].

Figure 1 gives the explanation of working of the Sybil guard algorithm.
Limitations: The main highlight of this algorithm is on the property of the

entities in the network. (i) rapid incorporation, and (ii) malevolent users might
produce numerous nodes and a small number of attack boundaries.

3.2 SybilLimit

SybilLimit espouses an analogous organization as SybilGuard. SybilGuard protocol
permits to admit a large number of sybil nodes and it presuppose that public net-
works are fast mixing, that has by no means be unambiguous in actual situation [8].

There are two protocols, first is safe random itinerary procedure and a verifi-
cation protocol, executes in the back end and preserves information which will be
used by second protocol.

Fig. 1 Sybil guard working
[1]
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Grouping has:

(i) leveraging numerous instance of the random route to execute numerous small
random routes,

(ii) utilize junction on edges instead of nodes.

3.3 SybilInfer

SybilInfer is an algorithm for categorization of nodes of honest entities. It is secure,
Decentralized approach first such scheme is Advogato, which diminish exploitation
in on-line services, followed by a proposal Distributed Hash Tables to for possible
routing disruption it uses information available to the defender and is applied to
peer-to-peer or distributed system [9].

3.4 GateKeeper

Gate keeper as the name suggests keep the eye on the gate in the decentralized way
and makes an assumption that the network is randomly expanding day by day. So in
real-life situations this algorithm suffers [10, 11].

3.5 SumUp

It is a voting service contains the covered rating values and they are connected to ith
links where everyone can vote but the vote of the rating provider will only counted if
and only if if there exists the trusted path between the owner and rating provider [12].

3.6 MobID

It is decentralized resistance for transportable devices hence it is called as MobID.
Reduces the number of interactions with sybil attackers [13].

The collaborative devices get problem to:

1. run localization algorithms increasing the accuracy of location-based services
2. cache Web content to avoid economic costs

MobID guarantees that an honest individual accepts, and is accepted by, most
other honest people with high probability (Table 1).
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4 Proof of Proposed Work

4.1 Base Work

Homomorphic system with the primitive root imposing discrete logarithmic prob-
lem [15].

Table 1 Comparison of the literature survey

N Systems Advantages Disadvantages For

1 The beta
reputation
system [14]

C Flexible and simple to
implement

Immune to the
entities which
change their
identity. Support
binary value

e-commerce
websites

2 Gossip trust
[15]

D Has speed looking scheme Bloom filter makes
it complicated

Decentralized
peer networks
with rank

3 DebitCredit
system [16]

D Short term misuse of
reputation

Does not provides
the security the
system without
receipt

Reward
system

4 Coercion-free
stature system
[17]

C Though centralized but still
third party not required

No collusion occurs Token related
central
system,
Transaction
system

5 Enhancing
privacy
preservation
homomorphic
system [18]

D It provide more security Works only for the
trusted agent

P2p network,
ranking
systems

6 Sybil defenses
[19]

D Find out sybil defense
mechanism

Two different kinds
of algorithm

Social
network,
Distributed
network

7 SybilDefender:
[20]

C Defense from the Sybil is
done locally communities
around a trusted node

For perform the
algorithm here first
identify the trusted
node

Social
network,
Distributed
network

8 VoteTrust: [21] D Communication of user is
on accepting associations,
globally vote sum up for
Sybil prediction

Vote trust using
two techniques for
Sybil detection

Weighting
approach,
Fully
distributed
p2p network
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Mathematically based cryptosystem
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Fig. 2 Flow of working of proposed Sybil detection algorithm

Table 2 Presents the trust matrix for 10 user here number of users can be increased

U/T 1 2 3 4 5 6 7 8 9 10

1 ■ ■
2 ■ ■ ■
3 ■ ■ ■ ■ ■
4 ■ ■ ■
5 ■ ■ ■
6 ■ ■ ■ ■
7 ■ ■ ■
8 ■ ■ ■ ■
9 ■ ■ ■ ■
10 ■ ■ ■
Overall trust level
(Percentage)

10 10 10 30 30 50 10 80 40 70

Enhancing Security of Stature System by Using Sybil Detection 577



4.2 Proposed Work

Here, we sketch the algorithm for Sybil detection for the security purpose. Today in
real world many malicious user or fake identity available so they are given vote or
rating to other people so sometimes it may be possible for honest user that does not
get priority than other users. So we perform this algorithm (Fig. 2, Table. 2).

Initially we assume that,

N=total node or user into network
S=seed user it means A user who has get highest rating or above 10
W=Weight
R=Rating by the user for an article A
U=user
I(u)=initial voting capacity of user

2. PROCEDURE: Sybil Detection

S                select or identify Seed user,

If  Uᵞ€S then,
I(u)                 ; 

else
I(u)                  o;

end if

3. Weighted rating , ratting=R,
If  R < 20% than
R*0  //  Consider as Sybil User
Else if  21%<R<60%
R*1;

          Else if  21%<R<79% 
R*2;
Else  R>80%
R*3;
End if

Now, if U€S than,
Weighted addition homomorphic algorithm;

Else 
User has lower rating & we can discard that user;

End if

1. M=voting capacity

578 N. Chauhan et al.



If user 8 rates A as
R = 2
Trust matrix score = 3
2*3 = 6 hence rating got the weight, users in bolds are sybils

5 Experimental Evaluation

The dataset [21] holds “49,290 users with total number of rating as 139,738
487,181 trust statements. Having id i.e. anonymity. The dataset consists of 2 files.

Ratings data ratings_data.txt.bz2 (2.5 Megabytes): it contains the ratings given
by users to items.

Every line has the following format:

user_id item_id rating_value
1 1000 4
“user 1 has rated item 1000 as 4”

For experiment Java language is used with php my admin at back en we set
probable Sybil to be 0, as it will be worst case and we changed their ratios set of
sybils as 10, 20, 30 and 40 respectively, out of 100 participants. Figure 3 shows the
output as the lower is the Sybil community the higher will be the weighted rating as
per the trust matrix formed above and Fig. 4 is the storage space for both base and
proposed

Fig. 3 Comparison of
detection by Sybil ratio
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6 Conclusion

We conclude that proposed modification is better as

1. New Matrix is secure and transfer trust decentralized way.
2. New Matrix is used for limiting k party cryptosystem
3. New Matrix due to filtering has lower storage space

Hence we can say that stature system can be enhancing by using the proposed
algorithm. Further work can be extended by graph matrix and tags for the sybils for
more security.
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Word Sense Disambiguation for Indian
Languages

Mitul Sheth, Shivang Popat and Tarjni Vyas

Abstract Word sense disambiguation is a part of Natural Language Processing
(NLP) and technique to computationally find the correct sense of the ambiguous
words using the context in which they occur. It is used in many applications like
machine translation, information retrieval, information extraction, etc. There are
many approaches for WSD like supervised, unsupervised, etc. In this thesis all the
approaches are discussed and Graph-Based Unsupervised approach is applied with
global measures for Indian Language using Hindi WordNet. The motive is to find
more accuracy and easy adaptability of WSD for an Indian language.

Keywords Word sense disambiguation � Natural language processing
Graph-based approach � Unsupervised learning

1 Introduction

1.1 Natural Language Processing

Natural language process is a big step forward towards field of artificial intelligence
and machine learning. Because of NLP, the goal of more user-friendly machines
and computers can be achieved since people can talk to their machines in a free
manner [1]. Natural language processing is the ability to process human language.
Humans communicate in the most natural ways through the language and since
storage transformation and analysis of documents which are written in natural
language are done by machines lately, NLP is necessary [2, 3].
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1.2 Wordnet

Wordnet is a lexical database. Princeton university has created WordNet and cur-
rently version 3.0 is available. It contains 155,000 words with approximate 117,000
synsets, e.g., automobile with its synsets are: {car, auto, automobile, machine,
motorcar} [1]

WordNet has multiple synonyms of words so they can be used to remove
ambiguity in words. Verbs, nouns, adjectives all are in WordNet.

WordNet is a lexical resource which contains verbs, adverbs, adjectives into sets
which are called synsets. These synsets are also interlinked to form a network which
can be seen by a browser. Wordnets for different languages are freely and publicly
available. WordNet is very much useful in WSD.

1.3 Introduction of WSD

Word Sense Disambiguation is used to identify correct meaning of word. It is the
main problem in NLP and it has may application like information retrieval,
information extraction, machine learning. WSD is a method to find the proper sense
of the given word. Example, word bank has many meaning in English. These kinds
of words with multiple senses are called polysemous words. WSD is the process of
finding out the exact sense of Polysemous word [1, 4].

1.4 Need of Research

WSD finds its many application in different areas:

• Information Extraction (IE): In particular information extraction is interested to
find between specific instances of concepts, e.g., M. Smith likes fishing. But he
does not like biking.

• Machine Translation (MT): Using word sense disambiguation roper translation
of the word can be done which can be useful in machine translation.

• Word Processing: Spelling of word can be corrected using word sense disam-
biguation and also special characters can be added properly.

2 Literature Survey

In human language, ambiguity in word sense is prime concern. To remove this
ambiguity many researchers have chosen many different paths and proposed many
solutions for different languages.
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2.1 Approaches to WSD

There are many approaches in Word Sense Disambiguation. Mainly those
approaches depend on the WordNet means data set which is available or not. Based
on this mainly data set available or not. They are mainly Supervised and
Unsupervised Disambiguation approach. Some other Disambiguation approaches
also there but mainly are those [5–7].

2.1.1 Knowledge Base Approach

In this technique mostly dictionary like WordNet or thesaurus is used in back end.
The main difference between wordnet and thesaurus is: thesaurus contains only
synsets which defines only one type of relation where WordNet contains more than
8 relationships among words [8, 9].

2.1.2 Supervised Approach

Supervised approach uses classification methods to disambiguate the sense classi-
fier is focused on polysemous word and uses the different classification methods to
disambiguate the particular word. For training of the classifier training data is used
in which a set of examples with target word are manually tagged with senses. These
senses are from the sense inventory of the WordNet or machine readable dictionary.

2.1.3 Unsupervised Approach

Unsupervised approach uses untagged corpus and does not need training data. It
mainly includes two methods which are [10]:

Similarity-Based Methods

Similarity-based methods use the comparison between different senses of
ambiguous word and context words. The most similar sense is the winning sense.
Different methods use different definitions of senses as well as uses from sentence
to whole corpus as context words. But experimental results shows that Graph-Based
approaches are more accurate then similarity-based methods [11, 12].
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Graph-Based Methods

There is another unsupervised approach is based on graph. In this approach, after
processing the sentence find the polysemous words and then creating virtual graph
on vector. These nodes are given labeled which are provide us to compute the
similarity. Then based on measures the similarity value are computed and based on
that sense label will be given to words [13].

2.2 Working of Graph-Based Algorithm

In this algorithm there are mainly three steps:

• Graph is developing with nodes which indicate senses and joint means edges as
relations between those nodes.

• Between two nodes, weights are given using global measures of algorithm.
• Select senses which have the highest weights are assigned to that respective

words.

Above three steps can be understood using the below example: She drank some
milk.

In above sentence there are two polysemous words drinks and milk. As our
algorithm finds graph using WordNet. For the word “drink” the graph shown in the
fig. For word “milk” the graph will be created same manner. According to the step
one then graph will be created step by step. In WordNet for words ‘drink’ and
‘milk’ there are five and four senses accordingly (Fig. 1).

After this, we need to find measures. For that there are mainly two connectivity
measures which are:

2.2.1 Global Measures

Compactness

Due to high compactness vertex can easily reach to other vertex. The equation to
measure Compactness is: [8]

CO ðGÞ ¼ Max�P
u2V

P
v2V d ðu; vÞ

Max�Min
ð1Þ

CO Gð Þ ¼ 5� 5� 4ð Þ � 28
5� 5� 4ð Þ � ð5� 4Þ ¼ 0:90
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Entropy

Entropy is used to find the information stored in random variable. In graph theory,
more entropy means more nodes are valuable while low entropy indicates vice a
versa. Entropy equation is [8]:

H ðGÞ ¼ �
X

v2V p ðvÞ log p ðvÞð Þ
� �

ð2Þ

where the vertex probability p(v) is determined by [8]:

deg ðvÞ
2� Ej j

� �
v�V

ð3Þ

For above Graph the Entropy value is

P ðvÞ ¼ 3
12

;
2
12

;
4
12

;
1
12

;
2
12

� �

H ðGÞ ¼ 0:94

Fig. 1 Last Step Graph construction process for the sentence: “She drank some milk.”
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Edge Density

Edge density is a global measure. It combines both.edges in normal graph and
edges in fully connected (complete) graph. The equation is [8]:

ED ðGÞ ¼ E Gð Þj j
Vj j
2

� � ð4Þ

For the first graph it is

ED ðGÞ ¼ 6
5
2

� � ¼ 0:60

After computing the score search which sense is for the given sentence and it is
the final step of the algorithm. According to sense the document will be retrieve
from the number of document (Fig. 2).

Fig. 2 Result after processing [8]
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2.2.2 Local Measures

Degree Centrality

Degree centrality is based upon degree of vertex. High degree vertex is central and
zero degree vertex is disconnected. Degree centrality is the relation between vertex
degree and maximum degree [8].

CDðVÞ ¼ deg ðvÞ
vj j � 1

ð5Þ

In the above figure For the graph 1 value is

CD drink1v
� 	 ¼ 3

14

Key Player Problem (KPP)

In KPP, if vertex is close to others then it is considered important. The KPP is
defined as [8]:

KPPðvÞ ¼
P

u 2 V : u 6¼ v 1
d ðu;vÞ

vj j � 1
ð6Þ

After measuring the based on the score find which sense is for the given sentence
and this is the last step of the algorithm. According to sense the document will be
retrieve from the number of document (Table 1).

Table 1 The best scores for
the senses of drink (v) and
milk (n) for each connectivity
measure are shown in bold
face [8]

Nodes Degree Kpp

drinkv
1 0.21 = ✓ 0.45 = ✓

drinkv
2 0.14 0.37

drinkv
3 0.0 0.07

drinkv
4 0.0 0.07

drinkv
5 0.14 0.37

milkn
1 0.7 = ✓ 0.36 = ✓

milkn
2 0.7 = ✓ 0.27

milkn
3 0.0 0.07

milkn
4 0.0 0.07
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3 Implementation

3.1 Implementation Unsupervised Graph-Based Approach
in Hindi Language

This is the implementation of the Unsupervised Graph-based approach on Hindi
WordNet. The implementation is done for the same example “she drank the milk”
in Hindi. There are two polysemous words in the sentence milk and drink.

First the senses of both the words have been found. Then, we have created tree
for each sense of the word to its root word and compared these senses of one
polysemous word with the other polysemous word. After that, we created the LCS
tree by comparing different senses of word with other and then using that LCS tree
we have created the graph which can be used to apply local or global measures for
finding out the accurate sense of the polysemous word. In graph, nodes are senses
and edges are semantic relation between them.

Graph for Hindi words with nodes as senses and edges as semantic relation
between them.Words aremilk and drinkwith drink has 2 senses andmilk has 3 senses.

Fig. 3 Graph for Hindi words
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Also, drink sense#2 is not connected to any other node because of empty LCS tree.
Edge Density is applied as a Global measure and following are the result.

Degree Centrality is applied as a local measure and following are the result.

4 Performance Analysis

In this research, performance may depend on the Hindi words. For some words
program can find different sense and using measures sense can be found using
above formula. For some words all the value are same and as well as LCS tree so it
is very hard to find the which sense will be applied, in this paper we have only user
one method for each measure.

Here are the examples on which we have applied global measure (Table 4).
Here are the examples on which we have applied local measure (Table 5).

Table 2 The best scores for
the senses of drink (v) and
milk (n) for each connectivity
measure are shown in correct
face

No. of edges V Senses Results

8 5 Sense 0 = 0.8 ✓

8 5 Sense 1 = 0.8 ✓

11 6 Sense 2 = 0.7 ✕

Table 3 The best scores for
the senses of drink (v) and
milk (n) for each connectivity
measure are shown in correct
face

Nodes Degree

milkn
2 0.5 = ✓

milkn
1 0.37

milkn
0 0.37

drinkv
4 0.5 = ✓

drinkv
5 0.0

Table 4 Correct results for
global measure (Example
sentences: १ सूर्य कई सितारों में
से एक हे | २ पाठशाला की इमारत
अच्छी हे |)

सूर्य सितारा Score Correct sense

Sense0 Sense0 0.67 ✓

Sense0 Sense1 0.67 ✕

Sense0 Sense2 0.6 ✕

पाठशाला इमारत score –

Sense0 Sense0 0.6666667 ✓

Sense0 Sense1 0.52380955 ✕

Sense1 Sense0 0.47619048 ✕

Sense1 Sense1 0.5 ✕
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5 Conclusion

Knowledge base approaches generally go for thesaurus based algorithm which
require ontological information for sense extraction. This information adds addi-
tional cost to computation as the information is provided manually.

Supervised algorithm requires training set which implies increase in efforts. It is
the most cumbersome job to tag words with the sense previously and than create a
model which classify the words. Manual tagging always relies on human efficiency
which is obviously less than automated machines.

Unsupervised algorithms do not require any training set, however, it will be
generated from context word but each new polysemous training is required.
Another limitation is poor accuracy and the techniques which have higher accuracy
are very complex to implement. However, it takes a huge amount of efforts to get
implemented unsupervised graph-based approach in Hindi language.

As mentioned earlier that its a new approach for Indian languages so Higher
accuracy and adaptability can be applied in Graph-based unsupervised approach.
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Discovery of Fuzzy Hierarchical
Classification Rules (FHCRs):
A Genetic Algorithm Approach

Renu Bala and Saroj Ratnoo

Abstract Conventional Fuzzy Classification Rules (FCRs) are most often discov-
ered in the form offlat ‘If-Then’ rules. These flat rules increase the size of Fuzzy Rule
Based Systems (FRBSs). Moreover, a large number of rules are not considered
comprehensible. Most of the real world knowledge can be organized into hierarchical
fashion for deciphering knowledge at multiple levels of details. However, the flat
representation of rules ignores hierarchical relationships that may exist among the
classes of a dataset. This paper proposes a Genetic Algorithm approach to discover
Fuzzy Hierarchical Classification Rules (FHCRs). The rules discovered in this form
can predict the knowledge at various level of abstraction. As a part of the GA design,
a suitable encoding scheme to capture the hierarchical structure of knowledge being
mined, a fitness function to measure goodness of the hierarchies and genetic oper-
ators to evolve the solutions have been suggested. The proposed approach is illus-
trated on a ‘Land transport’ dataset specifically designed for the purpose.

Keywords Fuzzy hierarchical classification rules � FHCRs � Fuzzy classification
rules � FCRs � Fuzzy hierarchical production rules � FHPRs � Hierarchies
Degree of subsumption � Coefficient of similarity

1 Introduction

The problem of discovering flat classification rules has been extensively studied in
the area of data mining and machine learning [2]. In the past few decades, dis-
covering hierarchical classification rules has become a priority for researchers in the
field of rule mining [2–10]. A knowledge base organized in hierarchical form is not
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only comprehensible; it can make prediction at multiple levels of abstractions i.e. it
can handle variable precision logic with respect to specificity. One of the efficient
and easy to understand rule structure, to support the discovery of hierarchical
classification rules, is Hierarchical Production Rule Systems (HPRSs) [1, 6, 4].
Hierarchical multi-label classification is another complex challenging task that
requires discovery of rules in hierarchical form. In hierarchical multi-label classi-
fication problem, an instance can be assigned to more than one classes out of
hundreds or thousands of the classes [13]. Popular examples of the hierarchical
multi-label classification problems discussed in literature are the task of text clas-
sification [2, 3, 13] and protein function prediction [13, 5].

In real world problem domain, a machine has to reason using insufficient, vague
and uncertain premises. Fuzzy Classification Rules (FCRs) are recognized as
competent systems for handling noisy, imprecise and incomplete information. The
FCRs of the form ‘If < X is A > Then < Y is B>’ are integral part of Fuzzy Rule
Base Systems (FRBSs). The automated discovery of Fuzzy rules from databases is
an active area of research. However, discovery of Fuzzy rules in flat form increases
the size of the Rule base at a rate which puts impractical overheads on the inference
drawing mechanism for control applications. The size of FRBSs can be effectively
reduced by discovering rules in hierarchical form [5].

This paper proposes discovery of Fuzzy Hierarchical Classification Rules
(FHCRs)- a fuzzy counterpart of Hierarchical Production Rules (HPRs)- using GA.
We have suggested degree of Subsumption and coefficient of similarity as quan-
titative measures for evaluating the goodness of FHCRs. The rest of the paper is
organized as follows. Section 2 introduces the essential background details.
Section 3 presents the design of GA in detail. It explains the encoding scheme,
fitness function, the operators used in GA design. Section 4 presents the experi-
mental setup and results. Section 5 gives the conclusions and future directions of
this research.

2 Background Details

2.1 Fuzzy Hierarchical Classification Rules

FHCRs are the extension of Fuzzy Classification Rules (FCRs) to accommodate
hierarchies. A FHCR is represented as

• If P is X Then Ck

• Generality [Cg]
• Specificity [Cs1, Cs2]

Here Ck represents the rule class, Cg is the general class and Cs1, Cs2 are the
specific classes. The general class represents the most general concept and specific
class shows the most specific concepts. Since each rule in the hierarchy inherits all
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the properties of its parent FHCR, it is not required to list all such properties
repetitively. To make decision about the general and specific classes, degree of
Subsumption and coefficient of similarity- two quantitative measures- are used. If
Class Ck subsumes Cs then Ck is more general class than Cs, i.e., Cs is the specific
class of Ck. The next section describes these two measures in detail.

2.2 Degree of Subsumption

To compute degree of Subsumption between two given classes Ck and Cs, we need
to identify their defining properties. The defining properties for a class Ck are the
distinct linguistic labels (i.e., small, medium, high) for the attributes of a given
dataset (U) which have recall more than a user-defined threshold value ht (0.7 in this
paper) in class Ck [1, 6]. The values for recall, denoted by x and y, for the ith
property in the class Ck and jth property in the class Cs are computed respectively as
below:

xi ¼ jðlðPiÞa ^ CkÞj
jCkj : ð1Þ

yj ¼ jðlðPjÞa ^ CsÞj
jCsj : ð2Þ

The symbol a in Eq. 1 and 2 represents alpha-cut operation on fuzzy mem-
bership degrees. We have kept the value of alpha equals to 0.55. The sets of
defining properties S(Ck) and S(Cs) for the classes Ck and Cs are computed as
below:

SðCkÞ ¼ 8Pi 2 U; yi [ ht: ð3Þ

SðCsÞ ¼ 8Pj 2 U; yj [ ht: ð4Þ

The Subsumption between ith and jth properties of defining sets S(Ck) and S(Cs)
is evaluated as below:

subsume ðSðCkðiÞÞ; SðCsðjÞÞ ¼ 1 if ðx� yÞ and ði ¼ jÞ: ð5Þ

subsume ðSðCkðiÞÞ; SðCsðjÞÞ ¼ y if ðx[ yÞ and ði ¼ jÞ: ð6Þ

subsume ðSðCkðiÞÞ; SðCsðjÞÞ ¼ 0 if ði 6¼ jÞ: ð7Þ

The overall Subsumption between the two classes is given by
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deg subðCk;CsÞ ¼
XjSðCkÞj

i¼1

XjSðCsÞj

j¼1

subsume ðSðCkðiÞÞ; SðCsðjÞÞÞ
jSðCkÞj : ð8Þ

The degree of subsumption decides the hierarchy of classes. For example, the
subsumption (Two-wheeler, Scooter) > Subsumption (Scooter, Two-wheeler),
implies that the ‘Two-wheeler’ class subsumes the ‘Scooter’ class, i.e., The ‘Two-
Wheeler’ class becomes the general class of the ‘Scooter’ class.

2.3 Coefficient of Similarity

A coefficient of similarity (S) of attributes between two classes Ck and Cs is defined
on the basis of a 2 � 2 contingency table (Table 1)

v2 ¼ N ps� qrð Þ2
M

: ð9Þ

N ¼ pþ qþ rþ s ð10Þ

M ¼ ðpþ qÞ ðrþ sÞ ðpþ rÞ ðqþ sÞ: ð11Þ

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2

N k � 1ð Þ

s

ð12Þ

In the above Equations, N is the total number of properties present; k is the
degree of freedom. The value of S shall always be between 0 and 1. Higher the
value of S, more is similarity between the classes involved [10, 6]. The coefficient
of similarity is helpful in deciding the hierarchy between the classes when a general
class subsumes two classes with same degree of Subsumption. For example let us
assume Ccar subsume two classes CBig-car and CSedan with same degree of
Subsumption. In such situation either CBig-car or CSedan can be put as specific class
of Ccar. However, computation of similarity enables the system to put CBig-car as the
specific class of Ccar and CSedan as the specific class of CBig-car.

Table 1 Contingency table S Ckð Þ
(Two-wheeler)
#

S Csð Þ (Scooter)
!
Observed Not observed

Observed p q

Not observed r s
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3 Genetic Algorithm Approach

3.1 Individual Representation

A hierarchical individual is represented as set of four different blocks. The first
block specifies premise part of the rule. The second block designates the decision
part of the rule. The third block specifies the generality part and the final block
shows the specificity part of the individual. Here is a constraint on individuals that
the rule class, the general class and the specific classes need to be all distinct.
Figure 1 shows the encoding of two individual chromosomes and their mapping to
the corresponding rules. The encoding scheme maps the chromosomes to rules in
CNF form where there is a conjunction between different attributes. We have
adopted the Michigan approach where each chromosome in the population repre-
sents a single rule. We have applied a pure binary string for encoding the premise
part of a chromosome. A block of n bits signifies n consecutive linguistic fuzzy
variables- ‘small’, ‘small-medium’, ‘medium’, ‘medium-large’ and ‘large’. Within a
block, a ‘1’ bit represents the presence of a linguistic term whereas a ‘0’ bit marks
the absence of any value. A block with all bits set to 1 or 0 is treated as a ‘don’t
care’ state which indicates nonexistence of an attribute from a rule. The consequent
part contains the class label of the rule and generality part contains the label for the
general class of the rule. The next block consists of three bits—each for one of
the specific classes—which specify that there are at most three specific classes of
the rule class.

3.2 Initial Population

We got the set of FCRs by employing the algorithm proposed in [2] for the
discovery of Fuzzy Censored Classification Rules [FCCRs]. The Censors which are

Genotype (Chromosomes)

Weight Mileage Width Length Boot 
Space

Fuel 
Capacity Class Generality Specificity

100 111 100 100 1000 1000 1 0 3    4    0

Weight Mileage Width Length Boot 
Space

Fuel 
Capacity Class Generality Specificity

010 100 010 000 1111 000 2 0 5    6    0
Phenotype (Rules)

If (Weight is low ) ∧ (width is low) ∧ (Length is low) ∧ (Boot-space is low) ∧ (Fuel-
capacity is low) →Two-wheeler  Generality[]  Specificity[Scooter, Bike]
If (Weight is medium) ∧ (Mileage is low) ∧ (width is medium) →Car Generality[]  
Specificity [Small-car, Big-car]

Fig. 1 Encoding scheme and its mapping to rule
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exceptions to the rules have been dropped because these are not the part of the rule
structure FHCRs. Initial population of FHCRs is constructed from these
Pre-discovered set of FCRs.

The initial population of the FHCRs is generated by taking rules from the FCRs
and generating classes randomly in their generality and specificity parts. The
number of possible combinations will increase with the increase in the number of
classes present in a dataset.

3.3 Fitness Evaluation

Fitness function gives the quantitative measure to test the quality of FHCRs in the
population. In the proposed approach two quantitative measures degree of
Subsumption and similarity coefficient, described in Sect. 2, are considered to
evaluate the fitness of an individual. Fitness function is given below.

If [Generality =empty and Specificity= empty) then

Fitness=precision � recall

Else

Fitness1= precision� recall

Fitness2=Subsumption[Cg,Ck)�Similarity[Cg,Ck)

Fitness3=
P3

s¼1
Subsumption[Ck,Cs)�Similarity[Ck, Cs)

Fitness=Fitness1+Fitness2+Fitness3

The subsumption and similarity matrices are computed in advance for the set of
FCRs in the initial population (Sect. 2, 3) to save the overhead of computation of
degree of subsumption and coefficient of similarity again and again for each FHCR
generated during evolution process.

3.4 Genetic Operators

A roulette wheel is used as the selection operator. The rules are selected from the
same species i.e., the FHCRs of the same rule. For crossover operator, the classes
either in generality part or specificity part of the FHCRs are swapped. The mutation
operator generates a new individual by mutating its generality and specificity
blocks.
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4 Experimental Setup and Results

The proposed approach is illustrated on a dataset ‘Land transport’ specifically
designed for this purpose. The dataset contains 6 continuous attributes (Weight,
Mileage, Width, Length, Boot-space and Fuel-capacity) and five linguistic terms
(Low, Low-medium, Medium, Medium-high, High) used for fuzzified attributes.
There are 9 distinct classes in this dataset.

We have generated the initial population of FHCRs from the set of FCRs dis-
covered by using the algorithm proposed in [2]. The population size has been kept
eight times the numbers of Pre-discovered FCRs. There are eight random FHCRs
generated for each of the rule species. The Subsumption and similarity matrices
have been computed from these FCRs by using Eqs. 8 and 12. The fitness of
individuals in the population has been calculated from the subsumption and simi-
larity matrices. The Crossover and mutation operators have been applied only to the
generality and specificity parts of the initial FHCRs. The selection and crossover
operators are applied intra-species because cross breeding would result into indi-
viduals of lower fitness. The mutation probability is kept as 0.1 and the crossover
probability is set to 0.6. We have run the GA for 500 generations. The additional
stopping criteria adopted was no change in the fitness of individuals for last 10
generations. The FHCRs discovered for the ‘Land transport’ dataset along with
their fitness is shown in Table 2.

Figure 2 shows the algorithm design of the proposed approach.
Further, the conceptual hierarchies have been generated by merging the related

FHCRs in post-processing step. The description of post-processing steps is given
below:

1. If smaller FHCRs are part of a bigger hierarchy then the bigger FHCR is
retained and smaller ones are dropped. For example the FHCR for the
‘Two-wheeler’ class already contains the FHCRs of the ‘Scooter’ and ‘Bike’
classes.

2. If the two FHCRs have a common general class but different specific classes
then these two FHCRs are merged into a single hierarchy. For example, FHCRs
for the classes ‘Small car’ and ‘Big car’ both have the ‘Car’ as their general
class; these two FHCRs are merged to produce a three level hierarchy. Rest of
the FHCRs gets subsumed in this hierarchy.

3. Two different hierarchies will be merged only if the threshold criteria for degree
of Subsumption and coefficient of similarity are satisfied. These threshold values
are kept to be 0.6 for our experimentation. The two hierarchies left, one for the
‘Two-wheeler’ class and the other for the ‘Car’ class, cannot be merged because
these do not satisfy the threshold criteria for degree of Subsumption and coef-
ficient of similarity. However, a user-defined class ‘Land transport’ can be
added on the top level by human intervention and introspection to merge the
hierarchies.
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5 Conclusions and Scope for Future Research

We have proposed a genetic algorithm approach to discover Fuzzy Hierarchical
Classification Rules [FHCRs]. FHCRs provide a mechanism to deal with taxo-
nomical structure inherent in real world knowledge. This approach is illustrated on
a dataset named as ‘Land-transport’ specially designed for this approach. This
approach discovers rules in hierarchical format reflecting the relationship among the
classes of the underlying dataset instead of simple flat rules. The rules discovered in
such form can exhibit variable precision logic with respect to specificity. It can
predict classes at multiple levels of Granularities.

Table 2 FHCRs discovered for Land transport

FHCRs Fitness1 Fitness2 Fitness3 Total
Fitness

If [Weight is low) ^ [Width is low) ^ [Length is low)
^ [Boot_space is low) ^ [Fuel_capacity is
low) ! Two-wheeler Generality[] Specificity
[Scooter, Bike]

0.325 0 1.763 2.088

If [Weight is medium) ^ [Mileage is low) ^ [Width
is medium) ! Car Generality[] Specificity
[Small-car, Big-car]

0.184 0 1.763 1.948

If [Weight is low) ^ [Mileage is medium) ^ [Width
is low) ^ [Length is low) ^ [Boot_space is low) ^
[Fuel_capacity is low) ! Scooter Generality
[Two-wheeler] Specificity[]

0.505 0.734 0 1.239

If [Weight is low) ^ [Mileage is high)^ [Width is
low) ^ [Length is low) ^ [Boot_space is low) ^
[Fuel_capacity is low) ! Bike Generality
[Two-wheeler] Specificity[]

0.396 0.734 0 1.131

If [Weight is medium) ^ [Mileage is low) ^ [Width
is medium) ^ [Length is medium) ! Small-car
Generality[Car] Specificity[Hatchback]

0.321 0.63 0.848 1.799

If [Weight is medium) ^ [Mileage is low) ^ [Width
is medium) ^ [Length is high) ! Big-car Generality
[Car] Specificity[Sedan, SUV]

0.284 0.63 1.683 2.598

If [Weight is medium) ^ [Mileage is low) ^ [Width
is medium) ^ [Length is medium) ^ [Fuel_capacity
is low-medium) ! Hatchback Generality[Small-car]
Specificity[]

0.115 0.692 0 0.808

If [Weight is medium) ^ [Mileage is low) ^ [Width
is medium) ^ [Length is high) ^ [Boot_space is
medium-high) ! Sedan Generality[Big-car]
Specificity[]

0.418 0.653 0 1.072

If [Weight is medium) ^ [Mileage is low) ^ [Width
is medium) ^ [Length is high) ^ [boot_space is
Low-medium) ! SUV Generality[Big-car]
Specificity[]

0.160 0.672 0 0.832
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Further, [3] have also introduced the concept of Hierarchical Censored
Production Rules [HCPRs] [3]. This is an interesting and concise rule structure that
supports discovery of hierarchies along with exceptions at various levels. A HCPR
is capable of exhibiting variable precision logic with respect to specificity as well as
certainty of belief in a conclusion [10]. HCPRs have numerous applications in those
rare situations where decision must be taken in real time environment and excep-
tional circumstances. The discovery of Fuzzy Hierarchical Classification Rules with
exceptions-a fuzzy counterpart of the HCPRs- using GA is underway
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Classification of Fashionwear Using Deep
Learning

Akshayvarun Subramanya, Prajwal Srinivas, V.M. Pramod
and S.S. Shylaja

Abstract We propose a method of classifying fashionwear based on apparels and
their patterns using deep learning. This helps in providing high-level features for
clothing and can be used for matching user preferences. We obtained an accuracy of
73% using a Random Forest Classifier 87% and 87.5% for Pattern and Apparel
Classification respectively using Convolutional Neural Networks, which is an
improvement over previously computed results. We make the dataset created for
this task publicly available. Our application will help in characterization of fashion
wear and will improve accuracy when searching for specific clothing.

Keywords Pattern Classification � Deep Learning � Fashion Wear
Apparel Classification � Convolutional Neural Network

1 Introduction

Fashion has always been a part of everyone’s life over the years. Irrespective of
who we are and what we do, how we present ourselves matters. It is important that
we understand the concept of trends and help people access specific clothes of their
choice.

In this paper, we aim to address the matter of search for fashion wear. Although
image searches yield good results for such applications, we aim to provide
high-level abstraction to users for helping people find the clothing of their liking
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and also provide accurate results for all the above problems using Machine
Learning and specifically Deep Learning methods. We first explored the possibility
of using a Random Forest classifier for this application. Although the results were
good, we wanted to improve upon that. The rise of Deep Learning methods and the
improved performance that it gave over other methods for computer vision tasks
motivated us to look in that direction. Convolutional Neural Networks have been
shown to perform really well for image related applications. As proved by [1],
Convolutional Neural Networks provide very good results for image classification
problems.

This paper aims to provide an overview of the methods that are currently in
practice and how we have tried to improve and use them for our application.

The datasets and the network architecture that we are trying are available to the
public and we encourage people to try out the image query to realize the perfor-
mance of our methods. Section 2 discusses related works that have taken place
relevant to the proposed method. Section 3 provides a brief overview of the
Random Forest Classifier and Convolutional Neural Networks. Section 4 explains
the experimental results and the practical difficulties that we faced. Section 5
provides conclusion and the future work that we aim to carry out and improve upon
performance of the system.

2 Related Works

The problem of classifying clothing attributes has seen growing interest in the
recent years. One of the main reasons of classifying clothes is that the detection and
description of images or videos can be achieved [2] use Random Forests and
Transfer Forests to obtain 38.28% and 41% accuracy respectively [3] use a mod-
ified CaffeNet model built on top of the default AlexNet architecture using the
Imagenet pre-trained weights. They achieve an overall accuracy of 50.2% for
clothing attribute type classification. Some related works use CNNs to learn a
similarity measure between query and shop items [4] by treating the street-to- shop
match as a binary classification problem and compare the classification results with
human evaluated results for the same. The fashion apparel detection proposed by
[5] use geometric priors obtained by R-CNN and location priors obtained by pose
of person and location of the fashion items, which are combined with
appearance-based-posterior given by SVM to obtain the final posterior. In this
paper, we give a combined approach to classify an image based on the pattern, type
of the clothing. We use existing work on multiclass apparel classification [2, 3] as
baselines and collect a new dataset each for clothing Apparel Classification and
clothing pattern classification.
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3 Apparel and Pattern Classification of Fashionwear

3.1 Random Forest

Random forests are built by combining the predictions of a multitude of decision
trees, each of which is trained in isolation. Unlike in boosting where the base
models are trained and combined using a sophisticated weighting scheme, typically
the trees are trained independently and the predictions of the trees are combined
through averaging. The building blocks of the random forests, the decision trees [6]
are constructed by selecting the candidate splits based on information gain com-
puted at each node. Since the problem is multiclass classification we use Random
Forests. Random Forests work well with high dimensional input and have been
known to improve prediction accuracy as well as decrease overfitting.

3.2 Convolutional Neural Networks

Convolutional Neural Networks are biologically inspired variants of Multilayer
Perceptrons. Inspired by the animal visual cortex system, this has been proved to be
one of the most accurate visual processing systems. A Convolutional Neural
Network (CNN) is comprised of one or more convolutional layers (often with a
subsampling step) and then followed by one or more fully connected layers as in a
standard multilayer neural network. But the presence of the convolutional and the
sampling layer differentiates between the traditional neural network and the con-
volutional neural networks. It has been found that these two aspects have very nice
properties such as translational invariance and these networks although very deep in
their network architectures are easier to train when compared to standard neural
networks with same number of layers. A feedforward neural network consisting of
L layers can be represented as

f ðxÞ ¼ fLð. . .ðf2ðf1ðx;w1Þw2Þ. . .Þ;wLÞ ð1Þ

where wi corresponds to weights at ith layer and fi is the ith layer
For our application, we use the NVIDIA Digits platform to help us in training

and testing our algorithms. Readers are suggested to go through the website of
NVIDIA Digits to familiarize themselves and try to understand how to use the
same.

AlexNet Architecture: The AlexNet architecture (shown in Fig. 1) was one of the
first Deep Learning Network that was used for Image Classification [1]. The net-
work consists of alternating Convolution Layers and Max Pooling Layers. The
network is 7 Layers deep. The ordering is conv-maxpool-conv-maxpool-conv-conv-
conv-maxpool-fc-fc-softmax where conv corresponds to Convolutional Layer,
maxpool corresponds to Max Pooling Layer and fc corresponds to Fully Connected
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Layers as seen in traditional Neural Networks. Softmax corresponds to final layer
which provides a distribution of outputs across the 1000 classes. The advantage of
using this model is that we do not require handcrafted features‚ as it will try to learn
better features or high dimensional representations of the data which has been
shown to be much richer and more informative when compared to previously used
features. The architecture can be understood that the initial layers understand simple
features such as edges and as the layers become deeper and deeper, more abstract
features such as faces, objects etc. are understood. Here ReLU is used for non-
linearity of activations and Stochastic Gradient Descent (SGD) with 30 epochs for
training the network.

w :¼ w� grJðwÞ ð2Þ

In the equation above, w is the weight matrix of the neural net, and a gradient
update is performed using the learning param- eter η. The Images are of dimension
256 � 256 and we used a 75:25 train-test split for evaluating our algorithm
(Table 1).

Fig. 1 AlexNet architecture

Table 1 Details of pattern v1
dataset

Class name Data size

Animal print 211

Checked 1155

Floral 270

Polka 340

Printed 6329

Ripped 317

Solid 12380

Striped 971

Washed 200

Text 458

Sum 22631
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4 Experiments

4.1 Pattern Classification

Pattern Classification involves the detection of specific regions of clothing which
have a uniform pattern such as striped shirts or checked shirts, non-uniform patterns
such as printed shirts or floral dresses. We collected a dataset containing 22329
fashionwear images spread over 10 classes namely, solid, checked, floral, polka,
printed, animal-print, striped, ripped, text and washed as shown in Table 1. We then
create two datasets from the collected input dataset, (a) pattern rf, for the Random
Forest classifier, obtained by reducing the size of the input images to a 50 � 50
patch containing only the area of interest(apparel part of the input image) since
HOG feature descriptor gives a high dimensional feature vector and it is invariant to
geometric and photometric transformations [7] and (b) pattern v1 for CNN,
obtained by cropping the input images to include only the area of interest.1 The first
model RF pattern was generated from building a Random Forest Classifier on the
pattern rf dataset. Table 2 shows the classification report, the classes solid, printed
and checked have the highest f1-score. This is due to the large number images in
these classes compared to the other classes which have relatively few images. We
obtained an overall accuracy of 73%. The next model alexnet pattern was generated
using Convolutional Neural Network and trained on pattern v1 dataset. We used
AlexNet layer configurations. We obtained an accuracy of 87% with alexnet pattern
as shown in Fig. 2b.

4.2 Apparel Classification

Apparel Classification involved classification of Dresses into different classes such
as Blazers, Dresses, Jeans, Jump Suits, Kurtis, Palazzo Trousers, Sarees, Sherwani,
Shirts, Suits, Tops, Trousers and T-shirts. We created a dataset which contained
12759 images distributed across different classes approximately uniformly as
shown in Table 3. We use NVIDIA Digits to help us in this task and it provides a
user-friendly GUI to perform classification tasks (Table 3).

Each model has its own network architecture and can be used for specific tasks.
For this problem, we choose AlexNet which has been known to provide good
results for Image Classification problems. Using this architecture we obtain an
average accuracy of about 87.5% for the apparel classification task, over 30 epochs
and use an exponentially decreasing learning rate starting from 0.01.

The graphs related to this task are found in Table 4.

1The dataset is available at — https://goo.gl/AAdEFM.
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Table 2 Results of random
forest classifier

Class Precision Recall F1-score Support

Animal print 0.00 0.00 0.00 39

Checked 0.71 0.11 0.20 305

Floral 0.00 0.00 0.00 47

Polka 0.50 0.02 0.05 42

Printed 0.68 0.67 0.67 1611

Ripped 0.00 0.00 0.00 8

Solid 0.78 0.94 0.85 3073

Striped 0.89 0.22 0.35 232

Text 0.00 0.00 0.00 12

Washed 0.00 0.00 0.00 44

Avg/total 0.73 0.75 0.71 5413

(a) (b)

Fig. 2 Results using CNN for a Apparel Classification, b Pattern Classification

Table 3 Details of category
v5 dataset

Class name Data size

Blazers 1793

Dresses 1013

Jeans 1313

Jumpsuits 947

Kurtis 1065

Palazzo trousers 582

Sarees 1124

Sherwani 402

Shirts 1218

Suits 390

Tops 1050

Trousers 1037

T-shirts 825

Sum 12759
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5 Conclusions and Future Work

We presented a novel application of Deep Learning methods. Our results were
computed over manually created datasets which have been made available to the
public. The results obtained are an improvement compared to previous works, we
further aim to obtain more real world data and try to increase performance.The
authors gratefully acknowledge support from PES University towards funding our
research.
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Classification of Fashionwear Using Deep Learning 611



An Efficient Algorithm for Frequent
Trajectory Itemset

P. Geetha and E. Ramaraj

Abstract Large size database utilization and huge data stream generation in var-
ious applications (network traffic analysis, opinion mining, etc.) requires frequent
pattern mining. The diversity existence in the database consumes more memory,
time required for storage and huge rules to extract the frequent patterns. With the
evolution of frequent mining algorithms, the spatial trajectory location prediction is
an attractive research area in the data mining field. This paper focus on the real-time
frequent item set mining based on Vague Space Partition (VSP) algorithms under
the tree-based structures. This paper discusses the Tree-based Space Partition of
Trajectory Pattern Mining (TSPTPM) algorithm to reduce the rule, time, and
memory consumption and to extract the frequent patterns from the real-time
datasets. Initially, the clustering algorithm groups the transactions based on the user
choice and sequentially construct the Heap Tree with the maximum transaction ID
as the root node. Then, the odd and even number of transactions is placed as the
child nodes of the root node. The proposed work utilizes the VSP algorithms to
convert the flexible spatial patterns into sequences that reduce the time consump-
tion. The optimal pattern extraction and the effective partition by heap tree structure
with VSP offer the considerable reduction of rules in mining. The proposed
TSPTPM validates its performance on mining time for various datasets namely,
chess, mushroom, connect and accident with various numbers of cluster items. The
comparative analysis proves that the proposed TSPTPM algorithm reduces the
runtime, memory consumption and the number of rules compared to the traditional
frequent mining algorithms.
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1 Introduction

Recent developments in several fields such as science, technology and business rise
the production and storage of huge data. Thus, an intelligent analysis is the major
requirement to extract the relevant data forms the large size database. Frequent
Itemset Mining (FIM) is an important part of the data analysis and it extracts the
patterns that are frequently occurred. The representation of database is split up into
two categories namely, horizontal and vertical. The form of representation is same
as the original information in the database refers horizontal. alternatively, the model
utilizes the transaction identifier to convert the row-wise representation into the
column-wise representation called vertical form. The fast frequent mining algo-
rithms prefer the vertical database format instead of horizontal due to less time
consumption. The increase in transaction size causes more memory occupation and
hence there is need of secondary memory creation that also leads to more
time-consuming.

The analysis and the evaluation of datasets depend on the generalization and the
association rules. The traditional association rule mining methods incorporate rules
to extract the frequent patterns from the real-time datasets. Some approaches have
the less number of rules and their usefulness is less. Hence, there is a need for
effective mining algorithm to improve the usefulness with less number of rules. The
increase in size of applications may cause the uncertainty in data handling. The
Possible World Semantics (PWS)-based discriminative instances handling with
tuples efficiently handles the uncertainty in two ways such as attribute and tuples.
The confidence level of tuples-based mining results is based on the probability
measures that initiate the Probabilistic Frequent Item set creation (PFI).
Alternatively, the rapid changes in object locations affect the performance of
attribute-based mining. Hence, the inclusion of spatial and temporal attributes
increases the frequent pattern prediction.

The study of diverse pattern extraction algorithms extend the mining task into
frequent graph mining. But, the combinatorial representation problem is the major
concern in graph mining methods, particularly in activity monitoring applications.
The automatic analysis of large field with the multiple cameras, transmitters and
receivers was the major problem in activity monitoring applications. The
assumption of item sets as the variable makes the frequent mining as better. One of
the association rule mining algorithms such as Apriori suffers from various issues
such as irrelevant item generation, unusual event handling, and more number of
iterations. The inclusion of utility rise up the higher utility pattern algorithms and
their implementation was difficult due to the existence of differences in transactions.
The unavailability of systematic problem in high-utility mining causes the major
problem. The Hidden Markov Model (HMM) utilization for high-utility pattern
mining leads to difficulties during the cross-validation. Due to the unavailability of
feature selection in the HMM, the frequent features are not extracted. Hence, the
tree-based structures are evolved to extend the applicability of frequent mining
algorithms. One of the tree-based approaches called Linear-Prefix Tree (LP-tree)
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based on linear growth algorithm that perform the mining tasks quickly with the
multi-pass information. Alternatively, the maximum utility growth Algorithm-based
tree structure assures the candidates pruning with single-pass. But the execution
time, memory occupation and the rule consumption are the major problems in
high-utility mining tasks. Hence, there is a need of efficient algorithm to provide the
trade-off between the reduction and mining performance.

The contributions of proposed TSPTPM algorithm are listed as follows:

• The construction of heap on the basis of constant time supports the
frequent-pattern mining on sublinear time basis.

• Polynomial runtime reduction minimizes the overall execution time by a heap
structure that improves the efficiency of the system.

• The application of Vague Space Partition (VSP) algorithm raises the density of
sequences which reduces the scanning time considerably.

The paper organized as follows: The detailed description about the related works
for the frequent mining, extraction of frequent trajectory patterns in Sect. 2. The
implementation process of tree based space partition of trajectory pattern mining is
discussed in Sect. 3. The performance analysis for frequent trajectory pattern
extraction is presented in Sect. 4. Finally, the conclusions about the application of
proposed tree based bit mask search algorithm presented in Sect. 5.

2 Related Work

This section illustrates the various issues in the traditional frequent mining and item
set mining algorithms. Calders et al. discussed the frequent item set mining [1] by
maintaining the compact summary of extracted patterns. The non-trivial compact
summary maintenance on real-time synthetic datasets extended the applicability.
The typical variations of database (horizontal and vertical) involved the conversion
and that leads to excess memory and time consumption. Vo et al. introduced the
Dynamic Bit Vector (DBV) mining [2] for memory and time consumption reduc-
tion. The utilization of fixed size of bit vectors corresponds to the number of
transactions increased the memory consumption for large size transactional data-
base. Vo et al. utilized the lookup table approach [3] with the subsumption concept
that measured the support and confidence to reduce the memory. Support and
confidence measures incorporate various rules for calculation. Vo et al. utilized the
combination of traditional association rules, non-redundant rules and minimal
non-redundant rules called Most Generalization Rules (MGAR) [4] that offered
trade-off between the time consumption and mining performance. The arrival of
DBV extended the mining tasks into the image classification process. Fernando
et al. constructed the Frequent Local Histogram (FLH) [5] by selection of visual
primitives. With the utilization of visual cues and the global information utilization
built the bag-full FLH image representations.
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The emerging database-related applications such as sensor monitoring, activity
monitoring, etc. leads to the uncertain database creation. Wang et al. handled the
uncertain database with Possible World Semantics (PWS) [6]. The approximation
based on Poisson binomial distribution function discovered the frequent item sets.
Lee et al. discussed the Graph-Based Mining algorithm [7] for spatio-temporal
database. The mapping graph with the created trajectory information list and the
DFS traversal mined the frequent trajectory patterns. The adjacency property uti-
lization in list creation effectively reduced the search space. But, the GBM were
unsuitable in some applications like social network analysis, biochemical infor-
matics due to the computational bottleneck problem. Cheng et al. utilized the
Apriori, mining growth algorithms for reduction of exponential size and the graph
patterns applicability [8]. The inclusion of multiple cameras in activity monitoring
made the analysis process as the difficult one. Liu et al. discussed how the number
of transmitters and receivers are reduced by using the RF tag arrays [9]. The circuit
design in the RF System On chip (SOC) architecture increases the test data size.
Basu et al. developed the bit mask selection and the dictionary selection technique
[10] for the testing time and the memory consumption reduction. The number of
resources and the arbitrary length input sequences are the major problem in string
search algorithms.

Venkatesan and Ramaraj introduced the searching technique [11] to reduce the
size of the scanning dataset. The novel dataset introduction and the scanning offered
the less time consumption. More number of iterations, irrelevant pattern generation
and the unusual events handling are the major problems observed in rule mining
algorithms. Abaya introduced the set and set frequency to eliminate the
non-significant keys which are the major cause for problems in rule mining algo-
rithms [12]. The unaware of differences in transactions leads to huge size rules.
Boaddh et al. introduced the scanning technique to estimate the differences and
thereby the time consumption were reduced [13]. The non-determination of full
generality caused the problem in frequent mining. Cameron et al. discussed the
bitwise data parallelism on the structuration of SIMD and GPU architectures [14].
By using these architectures, the additional resources are scaled down. The number
of entities inclusion degraded the mining performance in space and time con-
sumption. Geetha and RamaRaj proposed the Up + Growth algorithm [15] to prune
the contender entities for huge utility mining entities. Traditional algorithms do not
concentrate on the compression process. But, the authors concentrate on the rise of
density of bit streams that provided the acceptable compression.

USpan [16] and Sequential Pattern Tree (SPT) [17] construction that extended
the applicability to sign language recognition. Each transaction item have the
specific significance. But, the traditional algorithms mined without considering this
issue. Vo et al. proposed the fast Frequent Weighed Item set mining (FWI) with
Diffset strategy and Tree-based theorems [18]. An inefficient maintenance of
numerous pointers caused the frequent mining performance degradation. Pyun et al.
proposed the Linear-Prefix Tree (LP-tree) [19] based on LP-growth algorithm that
utilized the minimum information for mining process and provide the linear cor-
respondence access between the nodes. The large number of candidate generation
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affected the high-utility mining performance adversely. Yun et al. proposed the
MU-Growth tree structure [20] for capturing the information in single-pass with
more execution steps. But, the execution time, memory consumption were more in
the traditional approaches. Hence, frequent mining performance improved by using
the proposed method of Tree based Space Partition of Trajectory Pattern Mining
(TSPTPM).

3 Tree Based Space Partition of Trajectory Pattern
Mining

This section illustrates the implementation of proposed Tree based Space Partition
of Trajectory Pattern Mining (TSPTPM) search algorithm in sequential processes.

1. Clustering
2. Heap Tree formation
3. Tree based search
4. Vague Space Partition

The flow diagram of proposed method is shown in Fig. 1. Initially, the dataset is
passed through the clustering process. The formation of clusters is based on the user
choice. For example, the user choice is 1000, then the transactions in accident
dataset group the 1000 transactions in a single cluster. Similarly, 30 clusters of each
1000 entries are formed. The remaining entries are included in another cluster.
Then, the heap tree is formed from the clustered transactions. In that, the transaction
with maximum ID considered as root node, then, the nodes correspond to even
number of transactions regarded as left nodes and the nodes with odd number of
transactions as right nodes to the root node. The tree based transaction data base is
applied to the Vague Space Partition (VSP) algorithm which performs scanning
process. The time interval between start and end point is calculated. The VSP based
prefix span is used in this paper to extract the frequent mining of given dataset
reduces the computational time effectively.

3.1 Datasets

An open-source data mining library termed as SPMF offers various item sets, utility
item sets for frequent mining. There are six datasets are collected from the http://
fimi.cs.helsinki.fi/data/ such as chess, mushroom, connect and accident. The
transactions and the number of distinct items for various datasets listed in Table 1.

For example, the sample transaction data is listed in Table 2. The Table 2
indicates the number of transactions and associated items. Here, there are 5 number
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of transactions are taken for analysis. A number of transactions have both 1 and 2
are 2. Then a number of transactions have 1 are 4. Therefore, the support and the
confidence are calculated by

Fig. 1 Flow diagram of proposed TSPTPM algorithm

Table 1 Dataset description

Dataset name Number of transactions Number of distinct items

Chess 4100 86

Mushroom 8345 134

Connect 65,557 170

Accidents 345,184 478

Table 2 Transaction data Transactions Items

T1 1,2,4

T2 1,3,4,5

T3 2,4

T4 1

T5 1,2,3,4
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The attractiveness between the transactions is evaluated by two measures
namely, support and confidence.

• Support
The probability of particular transaction with respect to all required items define
the support. Let us consider the two items X and Y. The support declares the
probability of occurrence of X and Y in the same transaction. It is defined as

S ¼ Number of transactions withX and Y
Total number of transactions

¼ 2
5
¼ 0:4 ¼ 40%: ð1Þ

• Confidence
The degree of certainty for a given rule refers confidence. The c% transactions
containing both X and Y specified by the rule X ) Y . The confidence c is
represented as

c ¼ Number of transactions having bothX and Y
Number of transactions containing X

¼ 2
4
¼ 0:5 ¼ 50% ð2Þ

From these calculations, it is observed that 40% of transactions contained X and
Y and the 50% transactions containing X also contained in Y. The support is con-
sidered as threshold values for successive processes in this paper.

The proposed algorithm comprises following steps:
Step 1: Initialize the transactions from the datasets Trð Þ
Step 2: Form the clusters Cn½ � ¼ clustering Trnð Þ
Step 3: Construct the tree THð Þ ¼ Heap treeðCiÞ
Step 4: Apply the space partition approach to the formed tree pattF ¼ space

partitionðTHÞ.
Step 5: Output the frequent data mining pattF

3.2 Clustering

The first and foremost process in proposed TSPTPM algorithm is clustering. In this
process, the transactions from the datasets are extracted and grouped together as a
cluster of each transaction with the ID is formed. The incremental clustering
algorithm to form the cluster is as follows:
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Initially, the transactions from the datasets are extracted and stored in Trnð Þ. The
initialization phase includes the cluster centroid, counter declaration. For each value
of transactions, the new value of cluster on the basis of comparison between the
centroid and the threshold value. The ID is assigned to newly added transactions to
the clusters. After all transactions are grouped in the cluster with ID, heap tree
formation takes place.

3.3 Heap Tree Formation

A specialized tree refers heap tree based algorithm finds the patterns with maximum
ID. A comparison based sorting algorithm divided the transaction set into two
regions sorting and unsorted region. The iterative procedure of shrinking makes the
unsorted region into sorted region with highest ID consider as root node. The heap
tree construction algorithm receives the cluster of transactions as an input. Then, for
each transaction in a cluster, it extracts the ID of transaction. The transaction array,
transaction with maximum ID and the no. of transactions are considered for tree
construction algorithm refers to down(). The tree construction process is repeated
until all the clusters are used. In to down() algorithm, the transaction with maximum
ID is set it as root node. Then, the odd value of ID count is placed right to root node
and the even value of ID count is at the left node to root node. The insertion of new
transaction to the heap tree consists of the following processes:

• Check whether the new transaction is the last part of a cluster.
• Newly added transaction considers as the child node to the root node only if the

condition is satisfied.
• Check the child node whether it is greater than or less than the root node.
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• The child node will become the root node if it is greater than root node.
Otherwise, it remains as it is.

• Finally, the heap tree is formed for all the transactions in the clusters.

The heap tree formation using an algorithm is explicitly implemented in
MATLAB environment shown in Fig. 2. From the Fig. 2, it is observed that the
node 11,689 consider as a root node. The first level of child is attached to left and

Fig. 2 Mining time analysis

An Efficient Algorithm for Frequent Trajectory Itemset 621



right leaf nodes of root node 11,689. Then, the sequential formation, such a way
that the nodes with an even number of transactions attached left of the root node
and with odd values attached to the right to the root node. Finally, the constructed
tree by using the heap tree algorithm is passed to the Space Partition algorithm.

3.4 Tree-Based Space Partition Search

The tree formation provided the necessary separation of item sets with maximum
ID, even and odd. The tree structure contains n number of item sets. For each item
set, frequent pattern extraction is provided by using the algorithm as follows:

The item sets in the tree and transaction ID are given as the input to the algo-
rithm. For each item sets vague space partition of id and position is calculated. The
position value is updated by the logarithm of ‘n’ number of transactions.

3.5 Space Partition

Space Partition (SP) represents the frequent items provided the required compres-
sion and compaction of data. The item sets in each transaction referred as a frequent
state if support value greater than the user-defined threshold value. The input tree
which represents the item sets in transactions transformed to the numerical data in
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the SP process. The transaction file represented by SP algorithm converted to array
for future processing.

The transactions from the tree converted to the item set format. The item set
format is masked by heap tree based form. The nearest neighbor from the space
partition for each item set and the pre-order transaction for searching one item
performed. The comparison between the obtained results with the item sets in a
membership threshold value of the mining patterns. Otherwise, the comparison
between the transactions continued and the support level is calculated.

The proposed VSP based on the prefix span algorithm is proposed contain
scanning process. The length of VSD obtained from VSP is calculated. Then, check
whether the length is equal or greater than zero. If it is equal to zero, the information
pair that contains transaction ID, the time interval and support value are calculated.
For length greater than zero, the new information pairs are calculated for each
transaction. The time interval between the selected and neighborhood transaction
are estimated. The support corresponding to time is also calculated. The value of the
projected database updated with the new calculated support. The prediction of time
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interval between each transaction provides the status of frequent occurrence. The
obtained information pair denoted the necessary frequent patterns.

4 Results

The Tree-based Space Partition of Trajectory Pattern Mining (TSPTPM) proposed
in this paper used to obtain the frequent patterns in real-time datasets available in
Frequent Mining Item (FMI) set. The mining time analysis of proposed algorithm
with various number of items is presented. The implementation of TSPTPM
algorithm is carried out in Intel (R) Pentium (R) CPU G 630 (2.70 GHz) with 2 GB
RAM memory with Windows 7. The algorithms are coded in MATLAB R2009b.
The real-time databases from http://fimi.ua.ac.be/data/ are used for implementation.
The proposed algorithm is compared with the traditional algorithms such as index
bit table and DBV-FI from [2], CHARM [3], Bit Stream Mask (BSM) search
algorithm [13] in terms of run time and memory consumption with various mini-
mum support values. Moreover, the analysis of rules reduction also presented as a
comparison between Minimal Non-redundancy Associated Rule generation
(MNAR), Most Generalization of Association Rules (MGAR) [20] with the pro-
posed TSPTPM method. The implementation of TSPTPM algorithm is carried out
in Intel (R) Pentium (R) CPU G 630 (2.70 GHz) with 2 GB RAM memory with
Windows 7. The algorithms are coded in MATLAB R2009b. The real-time acci-
dent database from http://fimi.ua.ac.be/data/ are used for implementation with
features described in Table 1. The evaluation of time and memory consumption are
performed for various support values (minSup).

4.1 Mining Time Analysis

The analysis of mining time of proposed TSPTPM and the existing Apriori algo-
rithms with the different cluster items are listed in Table 3. The comparison of
mining time of the proposed TSPTPM algorithm with the traditional algorithms
Index Bit Table (IBT) DBV [2] CHARM [3], with the different support values are
graphically illustrated in Fig. 2.

From the Fig. 4, it is observed that for a support of 80% the deviation of mining
time for TSPTPM withIBT, CHARM and DBV, BSM are 4.4, 2.25, 1.47 and 0.92
secs respectively. Similarly, for other support values (70, 60 and 50), the TSPTPM
approach efficiently reduced the time consumption compared to traditional
algorithms
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4.2 Memory Consumption

The comparison of memory consumption of proposed TSPTPM algorithm with the
traditional algorithms, Index Bit Table (IBT) DBV [2], CHARM [3], with the
different support values listed in Fig. 3. It is observed that the raise of bit vector
density by the bit stream mask search representation algorithm effectively reduces
the memory consumption.

From the Fig. 3, it is observed that for a support of 80% the deviation of memory
consumption for TSPTPM with IBT, CHARM, DBV and BSM are 12.8, 200.54,
6.04 and 5.71 MB respectively. Similarly, for other support values (70, 60 and 50),
the TSPTPM approach efficiently reduced the memory consumption compared to
traditional algorithms.

4.3 Rule Generation Analysis

The comparison of number of rules generation of proposed TSPTPM algorithm
with the traditional algorithms MNAR, MGAR [4] with the different support values
listed in Table 3. The table shows the rule generation for traditional and proposed
TSPTPM algorithm. It is observed that the utilization of heap tree prior to bit stream
mask search provides the reduction in number of rules. The performance analysis
also presented in Fig. 4. From the Fig. 4, it is observed that for a support of 80%
the deviation of rule generation for TSPTPM with MNAR, MGAR are 49.67% and
7.11% respectively. Similarly, for other support values (70, 60 and 50), the
TSPTPM approach efficiently reduced the number of rules compared to traditional
algorithms.

Table 3 Mining Time Analysis

Cluster
items

Mining Time Analysis

Chess Mushroom Connect Accident

Apriori TSPTPM Apriori TSPTPM Apriori TSPTPM Apriori TSPTPM

600 1.4096 0.8933 0.9513 0.6997 2.5896 0.9258 2.4506 1.3088

1200 1.4485 0.6551 0.9821 0.787 2.5576 0.985 1.3406 0.9978

1800 1.1149 0.6869 0.9426 0.7856 2.5671 1.1233 1.3598 1.1679

2400 0.9976 0.6546 0.9567 0.8567 2.5789 1.3249 1.3686 1.1341

3000 0.7976 0.6886 0.9673 0.8943 0.9456 0.8982 1.3347 1.119

3600 0.7456 0.6562 0.9736 0.8678 0.9787 0.8946 1.4198 0.986
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5 Conclusion

This paper focused on the real-time frequent item set mining based on Vague Space
Partition (VSP) algorithms under the tree-based structures. This paper discussed the
Tree-based Space Partition on Trajectory Pattern Mining (TSPTPM) algorithm for
the reduction in rule, time, and memory consumption and frequent pattern
extraction from the real-time datasets. The clustering grouped the transactions and
the tree structure selected the root node with maximum ID. Then, the odd and even
number of transactions is placed as the child nodes to the root node. The VSP
algorithms utilization converted the flexible spatial patterns in sequences provides
less time consumption. The optimal pattern extraction and the effective partition by
heap tree structure with VSP offered rules reduction for mining. The mining time
analysis of various datasets, namely chess, mushroom, connect and accident with
various numbers of items in the cluster are presented. For the support value of 80%,
the proposed TSPTPM algorithm reduces the mining time by 17% (support value
80%) compared to BSM. Similarly, the memory consumption of TSPTPM is

Fig. 4 Rule generation analysis

Fig. 3 Memory consumption analysis

626 P. Geetha and E. Ramaraj



reduced to 12.96% over the existing BSM. The incorporation of heap tree with the
VSP algorithm in TSPTPM reduces the rule consumption by 7.11% compared to
the existing MGAR method.
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Intelligent Transparent Email Security
as Security-as-a-Service from Cloud

Deepak H. Sharma, C.A. Dhote and Manish M. Potey

Abstract In Security-as-a-service model the emphasis is on security being provided
as a cloud service; i.e. security delivered through the cloud in place of any
on-premise security implementations. In this paper we discuss Intelligent
Transparent Email Security-as-a-service (IntEmailSec-aas) provided as a cloud
service. The IntEmailSec-aas for email security mainly involves cleaning viruses,
spam mails, phishing mails, and other types of malicious software included in email
before it reaches a user’s organization network. The incoming email stream is
cleaned and then delivered to the organization. The outgoing email is also scanned
according to defined policies and then allowed on public network. The provision for
sending encrypted attachment has also been made. The encryption is done in an
intelligent manner based on users’ security need. The service also allows storage of
emails in a central repository to be used for eDiscovery based on various parameters.
The advantages of this approach are complete security management through use of
multiple engines from various vendors, improved performance for client devices and
no maintenance of hardware/software on the client organizations’ premises. Since
the IntEmailSec-aas is provided as cloud service, the management is easy and effi-
cient through Web-based console anywhere, anytime. The access to users is pro-
vided simply through web browser. The IntEmailSec-aaS implemented as a cloud
service can benefit the user with all the advantages offered by Security-as-a-service
(SECaaS). A proof-of-concept (POC) of IntEmailSec-aaS is implemented and
evaluated. This POC is implemented in public cloud environment. The freshness in
the approach is that this POC is integrated with other Security-as-a-service options to
provide a portal through which various security services can be provided.
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1 Introduction

Cloud computing is a new and fast evolving model, with new improvements and
capabilities being done regularly by research community around the world. Cloud
computing has its roots in large-scale distributed computing technology. It is in fact
an extension of grid computing, distributed computing, and parallel computing [1].
Nicholas Carr has equated the rise of cloud computing in the information age to
electrification in the industrial age. Carr has argued that in the emerging future
different organizations will simply plug into cloud (computing grid) for the com-
puting resources they need [2].

Security-as-a-service [3] model emphasizes on security being delivered as a
cloud service; i.e. security provided through the cloud in place of on-premise
security implementations. The security-as-a-service model can also add to the
functionality of existing on-premise implementations by working with them in
hybrid manner. Email Security-as-a-service primarily involves cleaning viruses,
spam mails, phishing mails, and other malicious software included in email before
it reaches the user’s organization network. The incoming email stream is trans-
parently cleaned and then delivered to the client’s organization. The provision for
sending encrypted attachment has also been done in an intelligent manner based on
users’ need.

The advantages of this approach are complete email security management
through use of multiple engines from various vendors, improved performance for
client devices and no maintenance of hardware and software. The management is
also easy and efficient through Web-based console anywhere, anytime. It is also
often used with outgoing email for data leakage prevention. It protects confidential
information in email, defends against leaks of this secret information and can ensure
compliance with common international and industry data protection regulations. It
can also provide Security-as-a-service for email backup and archiving. This service
simplifies searching of data emails and it also eases the archive management and
administration with a cost-effective solution that doesn’t require any additional
hardware or software.

This service allows for storage of organization’s emails and attachments in a
centralized repository. This centralized repository allows effective management by
indexing and search on a number of different parameters, including date, recipient,
sender, subject and content known as eDiscovery. Thus the organizations can
protect their mission-critical email infrastructure. The threats can be from outside
including spam, phishing, malicious software, unpredictable email volumes and
other forms of objectionable or dangerous content before it hits the enterprise
gateway. The Email SecaaS services are used to reduce email threats arising from
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viruses, phishing attacks, spam, denial of service and other operational disruptions.
It allows users to send encrypted attachment using algorithms of users’ choice. The
algorithm can be chosen intelligently depending on multiple levels as per low, high
or custom level.

Email Security controls [4, 5] generally focus on:

• Malware protection in incoming and outgoing mails
• Filtering of spam
• Content filtering
• Archiving of emails
• Encryption
• Reporting

In this paper an Email Security as a service (EmailSec-aaS) framework is described
and POC implementation is discussed. In particular this IntEmailSec-aaS is an
on-demand portable, and available pay-per-use cost model. The paper addresses
various issues regarding security delivered as cloud service. This paper discusses
various issues related to email security in following sections. Section 2 introduces the
concept of IntEmailSec-aaS and discusses related work. Section 3 describes scope, its
main components and a proof-of-concept (POC) prototype implementation of
IntEmailSec-aaS in public cloud. Section 4 evaluates the prototype IntEmailSec-aaS.
Finally, Sect. 5 concludes the paper and discusses future work.

2 Email Security Related Work

According to paper [4], the Email security services can be one of two service
models: fully outsourced model and enterprise augmentation model. In the first
service model the entire mailbox and user interface is outsourced to a cloud security
provider. In the second service model the security process is added to an existing
enterprise email implementation. In a fully outsourced model, it is responsibility of
security service provider to handle all threats in the email as a channel (spam,
phishing, malware propagation, etc.) The security service provider also provides a
user interface for email and assists an organization’s end users also. In the enterprise
security extension model, an existing on-premise email deployment is improved by
providing additional cloud-based security services and functionalities.

Email SecaaS [4] addresses many requirements for information security. These
requirements include:

• sending and receiving email as per standard protocols
• to prevent malware infections via email
• Removing of unwanted spam messages
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• Authentication of email users
• Security of clients and secure email access by remote devices
• Data Loss Prevention tools integration
• Storage of email records
• Encryption of emails with secure key management
• Management of emails and logging service

A related work has been done by authors of paper [6]; the paper discusses
intelligent cloud based email encryption and Decryption System, the authors have
proposed a framework for improving security of cloud-based email messages. The
goal is to encrypt email mail messages from users’ mailbox before they are actually
sent. Their encryption algorithm helps in protecting users against email intercep-
tion, phishing attacks, relaying of previous messages, spoofing, eavesdropping and
provides high level of privacy. Their intelligent cloud based machine encryption
and decryption system uses machine compressed data, combined
machine-generated keys that use algorithms that are aligned with user email address
and login details. It combines machine-generated keys encryption with public key
encryption. So, each message is encrypted using machine encryption algorithm that
requires combined machine-generated keys.

In a similar manner the authors in paper [7] have described a Secure Email
Attachment as a Service (SeaS) with an aim to provide scalable and secure storage
solutions for email attachments. Their model combines the traditional security of
corporate email servers while offloading the email attachments storage and man-
agement to the cloud in a secure manner. A Secure Virtual Diffused File System
(SVDFS), an IDA-based secure file system is used to secure the data in the cloud.
Client-Server architecture is described to guarantee confidentiality, integrity and
availability of data in cloud.

In paper on Implementation of Secure Email Server in Cloud Environment [8],
the authors have focused on the problem of email contents disclosure, and discussed
a secure mail server implemented into cloud as IaaS (Infrastructure as a Service).
Their model provides Security by tuning Transport Layer Security (TLS), and
SMTP-AUTH which use Simple Authentication and Security Layer (SASL) as a
security mechanism and platform. They have focused on implementation and
configuration of a secure email server in Linux platform (Ubuntu OS) to used
Local-based Email Transfer Agent.

Another relevant work has also been done in Identification of Spam Email Based
on Information from Email Header [9], they have focused on several features in the
email header. These features have been used to identify and classify spam messages
efficiently. The fields considered by the authors from the email header are Received
field, From field, and Number of Receivers can be used to identify probable spam
message in efficient manner.
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3 Int-Emailsec-AAS POC Implementation

The architecture of an Email Security-as-a-service mainly involves cleaning viru-
ses, spam, phishing emails, and other malware included in email before it reaches
users’ organization’s network. The incoming email stream is cleaned and then
delivered to the organization as shown in Fig. 1.

A proof-of-concept prototype of IntEmailSec-aaS is implemented in public
cloud. The IntEmailSec-aaS framework can be applied in all types of cloud
implementations. All Email IntSecaaS components are constructed and build in the
form of virtual machines in the public cloud. The on-demand elasticity, portability,
use of security mechanisms from various vendors are some of the characteristics of
IntEmailSec-aas. All these features can be applied by starting the VM instances
dynamically on the go.

The focus here is on Email Security to be delivered as a cloud service; i.e.
security provided through the cloud. The POC system architecture is shown in
Fig. 1, the main components of the system are IntEmailSec-aaS core—the core
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Fig. 1 Implementation of POC EmailSec-aas
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IntEmailSec-aaS functions have been implemented in this module, IntEmailSec-aaS
manager—managerial functions like policy administration, and Intelligence have
been implemented in this module. On the one side of IntEmailSec-aas is public
internet from where email comes to the organization and on the other side of
IntEmailSec-aaS is the Client Organization. As demonstrated in the figure when
email reaches IntEmailSec-aas it is in doubtful state. The IntEmailSec-aas core
module cleanses it by applying all policies and then delivers it client organization.
A client organization may have different types of users’ viz. at branch offices,
desktops, laptops and mobile phones etc. The emails leaving from organization
network can also be scrutinized by applying appropriate policies before going on
public internet.

The IntEmailSec-aas core module has other functionalities like email archiving,
content filtering, Data Loss Prevention, reporting, encryption as per the policies
defined. A storage unit as central repository is connected to IntEmailSec-aas for
archiving and eDiscovery of emails stored.

The users can exercise the service by simply using a web browser. There is also
a client side application that allows the client to encrypt the files before they are
attaching them to their emails. This helps achieve protection of Data-in-Transit. The
IntEmailSec-aas Core provides options to users to choose between multiple
encryption levels. In the prototype implementation symmetric encryption algo-
rithms are used. The key for encryption/decryption is generated from user’s pass-
phrase by using inbuilt API of PHP. The key management and distribution issues in
symmetric key cryptography have been minimized by using the passphrase for
generation of key. The encryption/decryption is done at file level.

The implementation has been done in form of a web server running under
windows OS Virtual machine in a public cloud setup. The IntEmailSec-aas Core
and IntEmailSec-aas Manager have been implemented in separate Virtual machines.
In this way the entire Email Security functionality can be managed. It is provided as
a cloud service to the client through browser and different types of devices
(Desktops and Mobiles devices etc.) can also access it. The snapshots of the POC
implementation are shown in Fig. 2.

4 Email-SECaaS Evaluation

Several experiments were conducted to evaluate the effectiveness of our
proof-of-concept prototype of IntEmailSec-aaS in public cloud. The evaluation has
been done on the basis of discussion given in our paper [10, 11] and a white paper
[12]. The following criteria have been considered for the evaluation purpose:

• Reliability: the service will be provided in form of multiple web servers running
in the cloud environment. The redundancy of servers will lead to high reliability
and high availability to the clients. The POC was tested in form of two web
servers to provide uninterrupted IntEmailSec-aaS services to the clients.

634 D.H. Sharma et al.



• Effectiveness: to make the service more effective, the core module handles
multiple functionalities like Anti-malware, spam filtering, content filtering,
Archiving, Encryption and eDiscovery. The clients can use any device and
access the service through browser.

• Performance: the performance was tested by comparing the average time taken
for Email security as cloud service w. r. t. standard legacy Email security

Fig. 2 Snapshot of EmailSec-aas POC
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mechanism for a normal web server. The overall overhead also depends on the
traffic in public cloud, but it does not increase by more than 20–25%, which is
fairly good given the advantages it offers over legacy systems.

• Flexibility: the solution can work with existing legacy systems as well. Since the
POC implementation is in the form of PHP programs it can easily work with
legacy Encryption systems. It can provide more flexibility to customers to
choose varying functionalities of security as per their need.

• Control: the client uses a web browser to access the service and it can be
accessed from various devices viz. desktops and handheld mobile devices.
A central portal is provided through which all the policies can be easily
administered.

• Privacy and Security: the IntEmailSec-aas filters all doubtful inbound email
traffic before entering clients’ organization and all outbound doubtful email
traffic before going on public internet. This filtering is done based on the policies
defined. This ensures the privacy and security of Users’ data.

• Cost of ownership: the cost of ownership is borne by the cloud security service
provider. The client does not invest in anything in on-premise solution. The
client will have to pay only on the basis of pay-per-use model. Since
IntEmailSec-aaS is available as cloud service it is only charged to customer in
form of Operational Expenses (OPEX) model.

5 Conclusion and Future Work

In this paper, we introduced IntEmail SecaaS, in the form of a framework that
enables the cloud service provider to provide email security as a cloud service in
public cloud. The freshness in the approach is that the POC is integrated with other
Security-as-a-service options to provide a portal through which various security
services can be provided. The primary functionalities implemented in POC are
spam filtering, and attachment Encryption. IntEmail SecaaS is compatible with
prominent cloud features including portability, elasticity, and pay-per-use service.
The approach was implemented as a collection of VMs in public cloud to comply
with the cloud model. The users exercise the use of service by simply using
browser; it provides access for various devices from desktops to mobile clients.
This solution can work with existing on-premise platform based implementations in
a hybrid manner to enhance their security capabilities. The advantages of this
approach are complete security management through use of multiple engines from
various vendors, better performance for client devices and no maintenance of
hardware and software. The management is easy and efficient through Web-based
console anywhere, anytime.
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The future work will involve enhancing the functionality of POC by adding
more security features. The system availability, reliability and performance can be
enhanced by creating replicas of core VM to distribute the traffic load and to
prevent single point of failure.
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Abstract From recent trends, Unmanned Aerial Vehicles have been pitched into
the world of aerial surveillance; especially where humans could not step forward
due to security and safety issues. The design of such vehicles must possess rugged
and robust hardware specifications. There has been a heap of generic work done on
the hardware selection criteria which is scattered over different sources and not
organized in a standard chain model. The main contribution and novelty of the
present work is to rescreen the truncated flow into an algorithm in a linear and
conditional model; to efficiently decide on the hardware components such as
Propellers, BLDC Brush Less DC Motors (BLDC) motors and electronics related to
Drive assembly of any Unmanned Aerial Vehicle (UAV) with multi-rotors. The
results at each stage of the presented model have been verified for the best fit with
the practical scenarios with error approximations. The metrics used for the work
comprises of Static thrust Static thrust (Initial acceleration), RPM and Power ratings
of drive assembly.
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1 Introduction

Ever since the dawn of technology is in the proliferation stage, all semiconductor
incorporated devices have been designed smart enough to take independent decisions
based on real-time circumstances, meanwhile sacrificing their functional capabilities
to reduce human efforts and risks for a given application. UAVs have become a
common area of interest for diversified engineering and non-engineering platforms
due to their rugged performance and due to their less dependency on human control by
understanding circumstances playing around them which not only reduces human
efforts at the implementation stage but also helps in reducing the amount of risk to be
handled in situation such as enemy surveillance [13], disaster management [5], power
distribution sectors and spying of minerals and ores [13, 2], etc. A statistical data
analysis has detected their growth as an exponentially increasing characteristic with
huge number of UAVs hanged up in the space for the connected world [14]. Presently
wide range of path-finding, surveying, and intelligent monitoring algorithms have
been implemented with these vehicles in almost every engineering discipline.

This paper has been organized into six sections. The first section deals with
introduction of UAVs, second section discusses parameters used for the algorithm
and third section deals with mathematical modelling of an UAV with multi-rotors.
A detailed algorithm has been pitched in the fourth section and their corresponding
results and characteristic comparisons have been discussed in fifth section. The last
section concatenates the presented algorithm with present world circumstances and
thus justifying as a Conclusion.

2 Comparison Parameters

Electronic Speed Controller (ESC) [3] is a combinational electrical circuit
embedded with logical switches to convert direct supply (received from battery) to
implicit 3 phase supply [16, 6] to keep the motor running continuously.

Static Thrust Calculator (STRC) [15] is a sophisticated online tool which takes
inputs as propeller diameter, propeller pitch and number of revolutions per minute
of propeller and generates information regarding the static thrust and power rating
of BLDCBrush Less DC Motors (BLDC) [20] motors.

Optimum Propeller Calculator (OPC) [10] is an online calculator taking inputs as
rated and maximum RPM [16] of a BLDC motor and generates useful information
about the different combinations of propellers that can be used.

Flight Time Calculator (FTC) is an optimistic online calculator used to check the
best fitness of the result with theoretically calculated flight time.

E-Calc [4] is an online platform to check the compatibility and reliability between
selected individual hardware systems.
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3 Mathematical Modelling

The following mathematical modelling of an UAV with multi-rotors bridges the
relation between propeller specifications, RPM, magnitude of static and dynamic
thrusts [20] at variable airspeed.

From Newton’s second law of motion we know that “Force equals to rate of
change of momentum” i.e.,

P ¼ d
dt
ðmuÞ ð1Þ

where, P is the Thrust force in newton.
As we are concentrating on static thrust force, the air accelerated molecule’s rate

known as mass flow rate [20] ( _m). The amount of mass offered by air molecules
change with respect to time is assumed to be constant. The velocity is taken as
difference between the velocity of air molecules (uac) which started out stationary
and the velocity of accelerated air molecules (ue) due to propelling action. The
Eq. 1 becomes,

P ¼ _m � Du

P ¼ _mðue � uacÞ ð2Þ

Mass flow rate of given propeller which is forming a circular disc with diameter
‘y’ (in inches) and swept area A in the air with an air density q is given by,

_m ¼ qAue

_m ¼ qpy2ue
4

ð3Þ

Substituting Eq. 3 in Eq. 2 we get,

P ¼ qpy2

4
ðu2e � ueuacÞ ð4Þ

From Eq. 4, ue is assumed as nearly equal to the pitch velocity of propeller and
neglecting second part of difference term for time being, the simplified equation is
obtained as follows.

P ¼ 1:225
p 0:0254 � yð Þ2

4
N � 0:0254 � T � 1min

60 s

� �2

ð5Þ

where, N is number of revolutions swept by the prop and T is the pitch of the
propeller in inches. To make the Eq. 5 to work for practical conditions, two
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numerical coefficients [20], calculations related to dynamic thrust force and
parameters related to the physical dimensioning of a propeller [20] are added. One
of numerical coefficient corresponds to numerical constant and the other to power
constant.

The final simplified equation thrust force is given by,

P ¼ 1:67 � 4:392399 � 10�8 � N � d3:5ffiffiffi
T

p � 4:23333 � 10�4 � NT � u0ð Þ
h i

ð6Þ

where, d is the diameter of the propeller in inches and u0 is the aerial speed.
From Eq. 6 it can be observed that a relation between magnitude of

Static/Dynamic thrust and propeller specification has been generated for required
number of revolutions. Also, a factor of 1.67 is multiplied with P, so as to map the
theoretical value on to the empirical value which considers air flow profile on
helical twist geometry [14] of the propeller and assumptions related to compen-
sation between velocity difference [14] at both ends of the propeller over a period of
time and hence above equation [Eq. 6] gives an increased accuracy and the result
that can be confidently implemented for further calculations.

4 Noval Algorithm

In the present section, a general and unique algorithm has been proposed. For better
understanding of algorithm at every stage, the algorithm has been explained in
detail by taking an example of an UAV having a propeller as 6” � 4” with 6 rotors
and results pertaining to the same has been discussed at same stage and the algo-
rithm is not strictly restricted to the assumed inputs.

4.1 Choosing Propeller Specifications

The important parameters which define any aerial vehicle’s performance in
accordance with hovering are the forces acting on it. As these forces are created by
the spin offered by a propeller; they play a vital role in initially starting any aerial
vehicle. The important parameters which have to be taken care are propeller
diameter [20, 14] and propeller pitch [20, 14].

• A high pitch of propeller corresponds to high initial acceleration as it moves
more in free space on a 360° revolution in the forward direction and leads to less
aircraft speed.

• On the other hand, a prop with less pitch corresponds to less initial acceleration
and high aircraft speed.

• By looking at the trade-off between static and dynamic thrusts, a proper pitch
has to selected by considering available market resources.
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• In general, a propeller with high pitch should be chosen so as to put the vehicle
faster and quicker in air; which otherwise consumes more power from battery
leading to lesser speeds and increased flight time.

• The diameter of propeller should be selected based on the physical dimension of
the copter, availability and propeller stalling. Apart from these constraints there
are not much limitations on selecting diameter.

4.2 Determining Total Effective Thrust

The spinning action of the propeller accelerates mass flow rate of air molecules and
creates a difference between velocities of the same. As the accelerating action
creates mass difference in the air molecules, a lifting force [6] is generated which
can put the vehicle onto air which is generally measured as mass and collectively
known as Thrust. The mathematical equation accounting for this particular factor
has been multiplied by numerical constant so as to ensure higher endurance of
vehicle and is given by the following relationship.

F ¼ W
n
� 2 ð7Þ

where, W is weight of UAV including payload and n is no. of rotors

4.2.1 Hand-Calculation

Considering total payload to be carried by the UAV as 1.25 kg and assuming n as 6
(given) and substituting the inputs in Eq. 7 we get,

F ¼ 1:25 � 2
6

¼ 0:4167kg

F ¼ 0:4167 � 9:81

F ¼ 4:0878N ð8Þ

4.3 Determining Propulsion Speed in RPM

This step revolves around calculating a minimum number of revolutions required
by drive assembly to hover the vehicle in air. By validating and substituting static
thrust force from Eq. 7, the number of revolutions required for the vehicle to take
off the land at zero aerial speed is determined.
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RPM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pðin newtonsÞ � 1:67 � ffiffiffiffi

T
p

18:596976 � 10�12 � T � d3:5

s
ð9Þ

4.3.1 Hand-Calculation

Substituting propeller pitch (T) as 4ʺ and propeller diameter (N) as 6ʺ and P from
Eq. 8 in Eq. 9 we get,

RPM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4:0878 � 1:67 � ffiffiffi
4

p

18:596976 � 10�12 � 4 � 63:5

s

RPM ffi 18; 625 rev=min ð10Þ

4.4 Plotting Thrust Versus Aerial Speed

A plot of static and dynamic thrust values is generated for different values of aerial
speeds by using conventional tools such as excel spreadsheet [14] using the relation
as mentioned in Eq. 6

From the Fig. 1, x- intercept is depicting the benchmark point as 70 mph which
indicates the speed at maximum thrust [20] for hovering with good stability and the
y-intercept points to a magnitude of static thrust value, i.e., 0.6958 kg. The gradual
decrease represents a linear drop in static thrust with respect to increasing aerial
speed as the ue will be more at flight time when compared to uac

Fig. 1 Thrust versus
Airspeed characteristics of a
6ʺ � 4ʺ propeller spinning at
18,623RPM
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4.5 Validating Static Thrust Using STRC

This part of algorithm deals with validating the magnitude of static thrust result
from the STRC and verifying the same value with magnitude of spreadsheet [14]; to
check the error deviation when compared to the result of online calculator for
effectively continuing further steps. The error deviation must fall within 20% for
better synchronization of results from discrete platforms.

From Fig. 2, it can be noticed that the static thrust value is 0.56 kg and the
spreadsheet calculated value is 0.6958 kg.

%Error ¼ 0:6958� 0:56
0:6958

� 100

The above numerical produces an error deviation of 19.51% which is falling
within the expected range.

4.6 Determining Power Rating of Drive Assembly

This stage involves estimation of the mechanical power required per motor to lift
the assumed amount of thrust by using STRC as shown below.

The highlighted context from Fig. 3, corresponds to a mechanical power that has
to be multiplied by a factor of 1.55 as shown in Eq. 11 to derive desired mechanical
power from the motor.

Elec:Power ¼ 1:55�Mech:powerðinWÞ ð11Þ

The numerical coefficient 1.55 has been estimated by performing numerical
methods of analysis.

Fig. 2 Verification for magnitude of Static thrust determined from Fig. 1 using STRC
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4.6.1 Hand-Calculation

Electrical Power ¼ 1:55� 0:166

Electrical Power ffi 260W

By looking at the electrical wattage and rated RPM a suitable motor is selected
from the available market sources.

4.7 Compatibility Check for Selected Propeller
Specifications

At this standing it is crucial and better to have a respectable corrrelation between the
calculated data to approve that temporarily locked parameter at different stages will
correspond to build an outstanding subsystem by using OPC [10].

From Fig. 4, a surmise can be confirmed that calculated systems could be sys-
temized as a coherent subsystem dragging all calculated parameters under single
platform.

4.8 Determining Li-Polymer Battery Specifications

This section deals with determining mAh rating [3] and battery voltage. For con-
fident estimation of battery specs, a significant flight time has to be assumed and to
substitute in the following mathematical relation.

mAh ¼ t � f X � nð Þþ Yg � 1000
60

ð12Þ

Fig. 3 Evaluation of Mechanical power required for a rotor running at 18,623RPM using STRC
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where, t is Flight time in minutes, X is Average current drawn by a single motor in
A and Y is Effective total current drawn by other subsystems except motor assembly
in A

The Eq. 12 ends up generating required magnitude of battery capacity [3] and
suitable battery voltage has to be chosen depending on the datasheet of motor from
Sect. 4.6.

4.8.1 Hand Calculation

From selected motor datasheet, X = 10A @ 10 V and consider Y as 2A. It has
decided on required endurance as 8 min and hence battery capacity is decided by
using Eq. 12

mAh ¼ 8 � f 10 � 6ð Þþ 2g � 1000
60

The above equation returns a magnitude approximately equal to 8000 mAh and
voltage must be greater than 10 V.

Fig. 4 Cross-verifying specifications of calculated parameters of drive assembly

Fig. 5 Verifying Flight time
calculated from Eq. 12
using FTC
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Figure 5 confirms that selected power bank will deliver the required flight time
as assumed at the starting of this section.

4.9 Estimating “I” Rating of ESC

Calculating the current rating of an ESC is very important as it bridges the power
flow between battery and motor drive assembly. As the name indicates, the function
of controller is to amplify the current [16, 3] and convert direct source to pulsating
alternating current [16, 6] at regular intervals. The rated current of ESC is given by,

Amperage of ESC =
Motor wattage
Battery volts

ð13Þ

4.9.1 Hand-Calculation

Selected Brush Less DC Motors (BLDC) motor’s datasheet comprehends its wat-
tage as 260 W and battery voltage is identified as say 11.1 V i.e., more than 10 V

Amperage of ESC ¼ 260
11:1

¼ 23:42A

The above result can be approximated and continuous current rating of
Electronic Speed Controller (ESC) can be taken as 30A.

Fig. 6 Flowchart model for Hardware selection of an UAV with multi-rotor
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Fig. 7 Depicts the relation between electrical & leakage power, motor operating & over-limit
temp., efficiency of vehicle, number of revolutions with reference to current

Figure 6 represents pictorial presentation of generic algorithm which is divided
into conditional blocks to ensure linear flow without any inconvenience. All the
blocks are already discussed in the algorithm sect. 4.1–4.9

5 Results

Till last section, every hardware component has been selected and verified as indi-
viduals according to algorithm discussed in Sect. 4. Since the work is concentrated on
the process of building an optimistic algorithm for hardware of a multi-rotor UAV, it’s
time to combine every individual hardware component and to check its performance
and stability characteristics as a system. A set of cumbersome mathematical equations
which can correlate performance of every selected hardware component with each
other will be required to accomplish the same. In the present work a common licensed
software tool known as e-Calc Multirotor [4] has been used to verify the character-
istics of the entire vehicle and also to gather information about precautionary mea-
sures which has to be taken for the optimistic flight (Fig. 7).

6 Conclusion

This paper explains the need and importance of selection of hardware for
UAV’sUnmanned Aerial Vehicle (UAV). In the present scenario, first priority has
been given to implement the UAVs with various algorithms for diverse applications.
Indeed, it is also important to give a second thought towards those first actions so as to
achieve optimum results for designed algorithms. The present work has been con-
centrated in depth on the second thought by generating a linear chain model type
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algorithm to include supportive hardware to an aerial vehicle with multi-rotors for the
best performance of the vehicle. The presented work has been differentiated from
existing methods by working out a hand calculation method and different online tools
so as to verify the calculated results for designing a multi-rotor aerial vehicle with its
best hardware components. The future scope present work can be extended by using
numerical iterative methods to replace hand calculations and more rugged and robust
curve fitting algorithms to get best plots for the entire system.
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Efficient Binarization Technique
for Handwritten Archive of South
Dravidian Tulu Script

P.J. Antony, C.K. Savitha and U.J. Ujwal

Abstract The segmentation of text from degraded document images is a chal-
lenging task comes under an image processing area with application of handwritten
character recognition. Tulu is one of five major Dravidian language with many
historical documents available in handwritten form. This paper presents an over-
view of Tulu script and adaptive image contrast based binarization technique for
extracting text from a degraded background of Tulu paper document images. In this
paper, we improve the quality of the text in the degraded document image using
OTSU with several edge detection algorithms (i.e. canny, Sobel, and total variation)
techniques applied to the degraded document image and Adaptive threshold with
several edge detection algorithms (i.e. canny, Sobel, and total variation) techniques
applied to the degraded document image. Finally, the qualities of these output
images evaluated by PSNR and MSE. The best combination of threshold and edge
detection techniques is selected by testing several degraded documents.

Keywords Degraded document � Tulu script � Binarization

1 Introduction

A general framework for offline handwritten character recognition system involves
Preprocessing, Feature extraction, Classification, Recognition stages. The prepro-
cessing stage involves image processing steps of RGB to Gray scale conversion,
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Binarization, Segmentation of lines, words, characters. Binarization is the process
of converting grayscale image to a binary image, which is mainly used to extract
text from degraded backgrounds of Ancient manuscript images.

Tulu is India’s well-developed Dravidian language with script of its own. There
were numerous documents written in Tulu script, dates back to the fifteenth century.
These manuscripts may be used to record Mantras, culture, astrology, astronomy
and medical information. Protection and preservation of such valuable materials
achieved with digitization of documents by scanning or by taking photos. Digitized
documents may be of poor contrast due to noise, damages, spreading ink from
backside of paper [1]. Figure 1 shows deteriorations such as uneven background
appeared in the Tulu handwritten document image.

Efficient binarization technique is an essential step to extract knowledge from
handwritten historical documents and to improve overall performance of the sys-
tem. Image binarization is the process of converting image into black and white
pixels by choosing an appropriate threshold value. Selecting a single threshold,
which is compatible with entire image is a difficult task. So there is a need of
adaptive binarization to choose an optimal threshold for each area of the image. The
proposed method uses an adaptive estimation of parameters for different stages of
binarization, hence robust for different category of degraded Tulu documents.

The rest of the paper organized as follows. Section 2 presents a literature survey
on different approaches used for preprocessing of ancient manuscripts. Section 3
presents proposed methodology for binarizing Tulu Historical documents.
Section 4 gives Experimental results. Last section gives the conclusion.

Fig. 1 Image of Tulu handwritten Paper document (Collected from National Trust for
Computation and Archival of Oriental Media, Udupi)
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2 Literature Survey

Many binarization techniques primarily designed for modern documents which
include Otsu’s thresholding techniques [2]. Article [3] explains Otsu’s thresholding
techniques for palm leaf manuscripts. Such global thresholding is not sufficient for
segraded documents without bimodal patterns. An entropy-based binarization
technique for noise elimination of document image written on both sides are
explained in paper [4]. Hybrid method for foreground/background separation is
explained in paper [5].

Review article [6] explains three methods of binarization as thresholding
methods, hybrid methods and non threshold method with hybridization as the best
choice. To eliminate the problem of single global or local thresholding, adaptive
thresholding is proposed in the article [7] where the local threshold is performed for
individual pixel. In the same way decompose algorithm is proposed in the paper [8].
In this technique entire region is decomposed into subregions and the for each sub
region thresholding is performed automatically to extract text from degraded doc-
ument. Paper [9] explains optimal threshold from gray level histogram based on
discriminant analysis as solution to multithresholding problems. From the literature,
it has been observed that it is difficult to select a single algorithm suitable for all
types of degraded document [10] and it is mainly compared based on the type and
nature of document images. So there is a need of algorithm to automatically select
combination of algorithm to achieve binarization results.

3 Proposed Framework

Digitizing the documents can be done by scanning the input corpus of Tulu doc-
uments into any image file format. Such scanned document images may contain
noise, degradations, variations. Proposed framework uses Adaptive contrast map
and automatically choose a combination of threshold technique with an edge
detectionapproach to extract text from a degraded background as shown in Fig. 2.

3.1 Adaptive Contrast Map

First, colored Tulu document is converted into Grayscale using RGB to Gray
conversion [3] method using Eq. (1)

Y ¼ 0:3Rþ 0:59Gþ 0:11B ð1Þ
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where R indicates Red, G indicates Green and B indicates Blue. To extract text
stroke edges from less variation background, Gradient of image [1] is obtained
using Eq. (2)

C i; jð Þ ¼ ðImax i; jð Þ � Imin i; jð ÞÞ ð2Þ

where C (i, j) denotes the contrast of an image pixel (i, j), Imax (i, j) and Imin (i, j)
denote the maximum and minimum intensities within a local neighborhood win-
dows of (i, j), respectively. If the local contrast C(i, j) is smaller than a threshold, the
pixel is set as background directly. Otherwise, it will be classified into text or
background by comparing with the mean of Imax(i, j) and Imin (i, j).

Degraded Document 
Image 

Binarization Techniques Edge Detection Techniques 

Combinations to Segment Text From Background 

Adaptive 
Contrast Map 

Otsu's 
Threshold 

Adaptive    
Threshold 

Canny 

Sobel 

Total Variation(TV) 

Otsu's+Sobel Otsu's+Canny Otsu's+TV 

Adapt+Canny Adapt+Sobel 
Adapt+TV 

Best Combination Based on PSNR,MSE Measurement 

Fig. 2 Fremework for segmentation of text from degraded Background
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As the degradation of background increases, the contrast of image is needed to
detect the only stroke edge pixels [1] of the Tulu document text properly which is
obtained using Eq. (3).

C i; jð Þ ¼ Imax i; jð Þ � Imin i; jð Þ
Imax i; jð Þþ Imin i; jð Þþ €

ð3Þ

where 2 is a positive, but infinitely small number that is added in case the local
maximum is equal to 0.

To handle bright text properly, adaptive image contrast is used where local
image contrast is combined with the local image gradient of the input image as
given in the Eq. (4). It also detects many non stroke edges of background of
degraded document, where degradation may be due to bleed through, lighting,
ageing etc.

Caði; jÞ ¼ aCði; jÞþ ð1� aÞðImaxði; jÞ � Iminði; jÞÞ ð4Þ

where C (i, j) denotes the local contrast in Eq. (2) and (Imax (i, j) − Imin (i, j))
refers to the local image gradient that is normalized to [0, 1]. a is the weight
between local contrast and local gradient that is controlled based on the document
image statistical information.

3.2 Binary Map

Next, detection of the text stroke edge pixel candidate is achieved by using binary
mapping techniques such as Otsu’s global thresholding method and Adaptive
threshold method. Otsu’s thresholding technique separates the pixels into two
clusters and then it finds the means of each cluster and square of the difference
between means. It computes the histogram and each intensity level’s probability, by
setting up initial qi(0) and li(0).Then computes r2b(t) by updating qi and li, which
the point at which desired threshold corresponds to the maximum.

The adaptive threshold technique is another binarization technique which
obtained by using formula

O(i; jÞ ¼ 0; if g(i; jÞ XS2\t i; jð Þ
255; Otherwise

This technique is useful because comparing a pixel to the average of neighboring
pixels will keep hard contrast lines and ignore soft gradient changes. The advantage
of this technique is that only a single pass through the image is required.
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3.3 Edge Detection

To detect the edges of the image, edge detection techniques such as Canny, Sobel,
Total variation methods are used. Canny’s edge detector uses two adaptive
thresholds and it marks edges close to real edge locations. It is tolerant to shade
artifacts.

In the same way edge detection is also achieved with Sobel operator which uses
3 � 3 convolution kernel. The kernels respond to vertical and horizontal edges.

The discrete Total Variation (TV) model is a very successful method for image
restoration because of its ability to preserve edges in the image due to the piecewise
constant regularization property of the TV norm.

The discrete gradient operator is defined by

r : Rn2 ! Rn2

with

ððrfÞj;k ¼ ðrf Þxj;k; ðrf Þyj;k
� �

rfð Þxj;k¼ ff jþ 1;k � f j;k if j\n
0 if j ¼ n

rfð Þxj;k¼ ff jþ 1;k � f j;k if j\n
0 if j ¼ n

for j, k = 1,…n, Here fj,k refers to the (jn + k)th entry of the vector f (it is the (j, k)th
pixel location of an n � n image). The discrete total variation of f is defined by

TV fð Þ :¼
X

1� j; k� n

pðrf Þx 2j:k þðrf Þy 2j:k

These edge detection techniques are used to extract a large amount of non-stroke
edges.

3.4 Segmentation

The improvement in the binary map can be achieved through the combination of
thresholding with the edges which is detected by edge detection methods. The
combination of Otsu’s thresholding with Canny, Sobel, Total variation as well as a
combination of Adaptive threshold with Canny, Sobel, Total variation (TV) is used
to extract text from degraded background images. Accurate text stroke edge pixels
extraction is possible with these combinations. The preprocessing steps of text
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extraction from degraded background using combination of Otsu’s threshold and
canny edge detection is shown in Fig. 3.

The segmentation process involves the local threshold estimation and postpro-
cessing stages to improve the binarization results. In this step, after detection of high
contrast stroke edge pixels, threshold estimation performed locally. We calculate the
most frequent distance between two adjacent edge pixels in horizontal direction and
use it as the estimated stroke width. The edge pixel candidates are selected by row by
row horizontal scanning of the edge image. The histogram is constructed that the
frequency of the distance between two adjacent candidate pixels as shown the Fig. 4.
The stroke edge width can then be approximately estimated by using the most
frequently occurring distances of the adjacent edge Pixels.

Algorithm1: For detection of width of edge
INPUT:Tulu degraded document image Iimg and
Two fold (Binarised) Text stroke edge detected image Eimg
Steps:

1. Obtain width w and height h of Iimg
2. for each row j = 1 to h in Eimg
3. While scaning,If pixel is belongs to background, label it as 0

Adjacent pixel is edge, labeled as 1
4. Select pixels with high intensity by removing lower intensity pixels in the same

row
5. Select pair of adjacent pixels and calculate distance between them.
6. end for

OUTPUT: Select most frequently occuring distance as edge width by com-
puting histogram of calculated distance

Postprocessing
The binarization result is further improved by postprocessing. Here precise selec-
tion of the edge pixel set is obtained by the filtering of isolated foreground pixels

Fig. 3 Text extraction from degraded background using Otsu thresholding with Canny edge
detection
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from foreground pixels that do not connect with other foreground pixels. The
neighborhood pixel pair belongs to the different classes if that lie on symmetric
sides of a text stroke edge pixel (i.e., either the document background or the
foreground text). One pixel of the pixel pair is therefore labeled with the other
category if both of the two pixels belong to the same class. Finally, several logical
operators are used to filter out some single-pixel artifacts along the text stroke
boundaries.

4 Experiments and Results

For the experiments we have used a dataset of 48 images of Tulu manuscript named
Sundara Khanda episode of Ramayana, which is collected from the National Trust
for Computation and Archival of Oriental Media, Udupi. The algorithm is imple-
mented using MATLAB Version R2014. For the evaluation we used measures of
PSNR and MSE. How close an image to another is measure using PSNR. It is
computed using the formula

PSNR ¼ 10log
C2

MSE

� �

Fig. 4 Histogram of distance between adjacent edge pixel
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where MSE ¼
PM

i¼1

PN

j¼1
Iðx;yÞ�I'ðx;yÞð Þ2
MN

And C is the difference between foreground and background. The higher PSNR
value indicates most similar images. MSE is mean square error between two
images. The lesser value of MSE indicates more similar pictures. Therefore, pro-
posed method selects best combination based on higher PSNR, Low MSE. Along
with considering time to complete the process. Figures 5, 6, 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17, 18, 19, 20, 21 and 22 shows binarization results by using thresh-
olding, edge detection as well as a combination of both. PSNR, MSE and elapsed
time to complete the process is shown in the Table 1.

Fig. 5 Degraded input image

Fig. 6 Adaptive contrast of
an image
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Fig. 7 Otsu’s Threshold
image

Fig. 8 Adaptive Threshold
image

Fig. 9 Canny Edge detection
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Fig. 10 Sobel edge detection

Fig. 11 Otsu combined with
Canny

Fig. 12 Otsu combined with
Sobel
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Fig. 13 Adapt combined
with Canny

Fig. 14 Adapt combined
with Sobel

Fig. 15 Otsu combined with
TV
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Fig. 16 Adapt combined
with TV

Fig. 17 Otsu with Canny

Fig. 18 Otsu with Sobel
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Fig. 19 Otsu with TV

Fig. 20 Adapt with Canny

Fig. 21 Adapt with Sobel
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Restored Images
From the Table 1 it has been observed that for the document page in Fig. 1, the
Adapt_ Sobel combination is best with PSNR is 63,360,103 dB, MSE is 0.0300
and Elapsed time is 22.1646 s. In the same way experiment is repeated with dif-
ferent pages of Tulu manuscript and good binarization result with high PSNR,
lowest MSE obtained by testing different combination of thresholding and edge
detection techniques.

5 Conclusion

Tulu is one of five noteworthy Dravidian dialect with numerous historical docu-
ments available in handwritten form. The system proposed in this paper can be used
for efficient extraction of text from such highly degraded Tulu documents. The
quality of degraded document is improved by adaptive contrast map with automatic
selection of a better combination of thresholding with edge detection technique.
Experiments demonstrate that the proposed technique outflanks most reported
archive binarization strategies in term of the PSNR, MSE with reasonable Elapsed
time. The system can be extended to segment lines, characters in order to detect and
recognize handwritten characters in Tulu language in future.

Fig. 22 Adapt with TV

Table 1 Binarization results of six combinations of thresholding techniques on TULU manuscript

Otsu_Canny Otsu_Sobel Otsu_TV Adapt_Canny Adapt_Sobel Adapt_TV

PSNR 58.3974 58.3601 58.3124 61.2893 63.3601 61.2890

MSE 0.0940 0.0949 0.0969 0.0483 0.0300 0.0483

TIME 22.3081 22.8697 537.7510 23.6030 22.1646 539.0459
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Application of Image Processing
for Detection and Recognition
of Objects in Traffic Video

B. Ashwini, B.N. Yuvaraju, B. Deepashree and P.S. Venugopala

Abstract Intelligent transportation systems (ITS) are advanced application that aims
to provide variety of services with respect to transport and its management issues. It
enables the users tomake safer and better use of transport network. These applications
provide various information and help in coordinating the traffic flow. Image pro-
cessing has played a major role in ITS. The edge detection technique has a very
significant role in Computer Vision. Edge detection helps in filtering out unwanted
information and preserves only the important properties of the image. A comparison
of various Image Edge Detection techniques is done using MATLAB 2012R and the
analysis is recorded. The paper focuses on edge detection techniques such as Sobel,
Canny, Prewitt, and the impact of noise on it. The Experimental results find the edges
of original image, notice the quality of image with the help of PSNR, RMSE, and
Correlation Coefficient. This paper also focuses on optical flow method and gaussian
mixture model method used to detect moving objects and an analysis is done.

Keywords Edge detection � Noise � PSNR � SNR � Correlation coefficient
Optical flow � Gaussian mixture model
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1 Introduction

Edge detection is the method used to identify and detect sharp changes or inter-
ruption in the image. These interruptions are sudden variations in the intensity of
the pixel which distinguish boundaries of objects in frame. Detection of edges is
tough in images having noise as the noise and the edges contain high frequency.
Reduction in noise may result in out of focus and distorted edges.

Optical flow method is used to detect motion in video surveillance. It has got two
methods Lucas–Karne and Horn–Schunck method.

The Gaussian probability density function has a single extension called the
Gaussian mixture model. The Gaussian mixture model consists of a combination of
Gaussian probability density function, which include its mean, standard deviation,
and weight. The background image is the Gaussian probability density function of
the mean pixel value in this paper gaussian mixture models to detect foreground in
a video. In this paper three edge detection methods, optical flow, and gaussian
mixture model methods are used and a comparative study has been done to know
which method has a better result on various images and videos.

2 Literature Review

In the paper [1] authors focus a comparative study of edge detection techniques
such as Sobel, Robert, Prewitt and impact of noise on it. Paper [2] says Edge
detection has a key role in image processing and computer vision. It is front line of
image processing for object detection. Comparative analyses of different edge
detection methods are presented. The results say that the canny edge detection
operator gives better performance value. Paper [3] presents a detailed study of mage
segmentation based on edge detection methods which tells about techniques of
“Gradient-based and Laplacian-based Edge Detection.” The paper [4] gives details
about the basic concepts of various filters and apply these filters on the image taken.
[5] says combining of an image with a 2-D filter which is sensitive to large gra-
dients is one of the traditional method of edge detection. [6] implementation of the
three edge detection techniques on images with salt and pepper noise is done and
they are analyzed based on the PSNR, RMSE, and CoC evaluation parameters.

The proposed approach exploits gray color information for both background
subtractions to improve object segmentation. This paper [7], shows a new edge
detection operator, which is Log_Sobel. It suits online detection. [8] proposed
system aims to build an automatic traffic monitoring system which can replace or
reduce manual traffic monitoring. In [9] classification and counting of vehicles
based on different video–image processing techniques like object detection, edge
detection, frame differentiation, and the Kalman filter were proposed.

In this paper, “Optical Flow Based Moving Object Detection and Tracking for
Traffic Surveillance” [10] stationary cameras are used for detecting moving objects
in videos. Computer vision and image processing techniques are used to develop the
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system based on optical flow estimation. Noise are removed by using median filters,
thresholding operations remove unwanted objects. Also blob analysis sets the object
type restrictions. Detection and tracking of moving objects is done successfully.

In this paper, [11] the system uses Gaussian Mixture Model (GMM) and Optical
Flow methods for object tracking. The average, standard deviation, and weight are
the three different approaches considered by GMM. Quick calculations can be done
in optical flow. Lack of complete object tracking is a setback of this method.
The GMM approach gives full results of the operation but long computing time
with more noise are its drawbacks. Thus combination of these two methods and
image filtering results in the successful tracking of objects.

“Traffic Image Processing System” [12] paper says, increase in waiting time
during heavy traffic has a cascading effect on fuel consumption and environment.
The author make use of web cameras mounted on street lights to capture still
images of the traffic which then undergo a series of steps related to Image
Processing and Image Analysis. Finally, calculate the traffic volume and operate the
traffic light’s timer accordingly. The system helps in minimization of several factors
like waiting time, fuel consumption, and congestion.

“Automatic Vehicle Detection and Counting Algorithm” [13] this study proposes
an algorithm to detect and count vehicles passing a certain point for video-based
monitoring of traffic flow. The unique feature of this algorithm is to calculate an
approximate value of speed while counting vehicles using GMM background mod-
eling, object histogram, and pyramidal Lucas–Kanade method. In addition, another
feature of this algorithm is to use the pre-processing video that is converted into
distance coordinate system in consideration of radar sensor and data coordination.

In the paper “Computer Vision Based Vehicles Detection and Counting for Four
Way Traffic” [14] the author tells thatMoving vehicles detection evaluating the motion
of vehicles from the given video. Optical flowmethod, frame differencing method, and
background subtraction are the different methods for motion detection. From these the
most commonly used method is background subtraction. Counting is done using
Gaussianmixturemodel (GMM)andBLOBanalysis is doneonce the object is detected.

“Moving Object Detection Using Matlab” [15, 16] implements foreground
detection-based moving object detection and vehicle tracking algorithm. An AVI
file is read and it’s R, G, and B color components are extracted from it. Moving
objects are detected using various operations. Thresholds at various phases are
decides the possibility of identifying the moving object with respect to its size.
Moving objects also tracked using MATLAB platform. The paper focuses on focus
is given on (unmanned aerial vehicle) UAV.

3 Edge Detection Techniques

(i) Sobel Edge Detection—In digital images, the approximate partial derivation
in gradient is computed by the Sobel operator. In terms of computations, the
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edge is based on the edge convolving with the integer, small valued filter,
and separable in vertical and horizontal directions. Mathematically, the
approximations of the derivative can be calculated by using two 3 * 3 ker-
nels which are combined with the original image. One kernel is simply stated
on position and the other rotated by 90°.
For the input image the kernels can be applied separately one by one, for
giving separate values of the gradient component in various orientations
(defined as Gx and Gy). It can be joined together to get the estimation of
orientation of the gradient. The absolute value of magnitude of the gradient
and the magnitude of gradient is given by:

ModG ¼ Gx2 þ Gy2
� �1=2 ð1Þ

Typically, an estimated magnitude of image is computed using:

ModG ¼ ModGx þ ModGy ð2Þ

Equations 1 and 2 gives the angle of orientation of edge with the object
relative to the pixel grid producing values to the spatial gradient.

q ¼ arc tan Gy=Gx
� �

(ii) Prewitt Edge Detection—The maximum responses which are directly from
the kernel are obtained by the use of Prewitt Edge Detector. The prewitt edge
operator or detectors are used for the measurement of two components, i. e.,
horizontal edge components and vertical edge components. These two
components (vertical and horizontal) use different kernels.

(iii) Canny Edge Detection—It is considered as standard edge detection tech-
niques. Newer algorithms adopt canny edge detection method. The noise can
be reduced and suppression can be minimum in this detection method.

A. Optical Flow
Optical flow is used in our system to provide statistical traffic flow information.
Optical flow plays an essential and critical role which affects the final perfor-
mance of the system. Thus, application-specific assumptions must be consid-
ered to choose an algorithm for optical flow estimation. The displacement
between two image frames is calculated by taking two frames at times t and
t + dt at every position. These methods are based on local Taylor Series
approximation.
There are two methods used:

1. Lucas–Kanade: It is a widely used differential method for optical flow
estimation. The flow is assumed to be in a local neighborhood of the pixel
the flow is assumed to be constant. The least squares criterion is used to
solve the optical flow equation. The Lucas–Kanade method is also less
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sensitive to image noise. It does not provide flow information in the interior
of uniform regions of the image.

2. Horn–Schunck: The aperture problem is solved by a global constraint
provided by the Horn–Schunck method. The Horn–Schunck algorithm
minimizes distortions in flow thereby showing more smoothness in the
image.

B. Gaussian mixture method
Gaussian Mixture Model (GMM) is probability density function represented as
a weighted sum of its function. GMM is often used in image processing as it
can approximate smooth shape of the distribution. Mean, standard deviation,
and weight are the components of the Gaussian probability density function.
The background image is the mean pixel value of the Gaussian probability
density function.

4 Parameters for Evaluation

(i) Mean Square Error—It is the difference between the estimated value and the
actual value. The mean square error is the squared error averaged over the
M � N array.
MSE = 1/MN RR (f1 (i, j) − f2 (i, j))2
i = 1 j = 1
where f1 is output image and f2 is input image. Its value must be less.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffi
MSE

p

(ii) Peak Signal to Noise Ratio—It is the ratio of the maximum possible powers
of signal to that of the power of noise. It can also be represented as a log
function of maximum value of image and mean square error.
PSNR = 10 LOG (2552/MSE), here MSE is the mean square error.
The PSNR value should be high.

(iii) Correlation Coefficient—It is the measure between the predicted values and the
actual values calculated earlier. The value of correlation coefficient lies between
0 and 1. The value of the correlation coefficient is 0 when there is no match
between the values. It increases in its value as the relationship strength between
the predicted values and actual values increases. A perfect match of the values
will have coefficient of 1.0. Maximum value of correlation better it is.
Correlation(r) = NRXY − (RX)(RY)/sqrt([NRX2 − (RX)2] [NRY2 − (RY)2])
Here N = number of pixel of the image
X = input image, Y = output
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5 Algorithms

A. To Compare Edge Detection Method
Two types of images are considered. They are car image and camera man image.
The steps are as follows:

1. Read the image.
2. Convert the image to double.
3. Apply edge detection methods to the filtered image.
4. Evaluate the PSNR, RME, and CoC parameters.
5. Compare the results.

B. Tracking Vehicles Using Optical Flow
This model tracks vehicles in a video by detecting motion using optical flow.
The vehicles are segmented from the background by thresholding the motion
vector magnitudes. Then, blob analysis is used to identify the vehicles.
Steps:
Initialization:

1. Create system objects outside of the main video processing loop.
2. Optical flow object is created for calculating direction and speed of the

detected objects in motion.
3. Two objects are created for analyzing optical flow vectors.
4. Filter object are created for removing speckle noise introduced during

segmentation.
5. Morphological closing object is created to fill holes in blobs.
6. Initialize a system object for blob analysis to segment cars in the video.
7. Morphological erosion objects are created for eliminating unwanted objects.
8. Objects created for drawing the bounding boxes and motion vectors.
9. The object created in the previous step will display the number of tracked

vehicles. System objects are created to display the input video, video dis-
playing the motion vectors, the video with the thresholded data and the final
result.

C. Tracking Vehicles in Video

1. The processing loop is created to track the vehicles in video.
2. The output video shows the cars which were tracked by drawing boxes.

Tracking Vehicles Using Gaussian Mixture Model
This model illustrates the use of Gaussian mixture models to detect foreground
in a video. Once the foreground is detected, the binary foreground images are
processed using blob analysis. Finally, bounding boxes are drawn around the
detected vehicles.
Steps:
Initialization:

672 B. Ashwini et al.



1. System object is created to read video from avi or mp4 file. In this project an
mp4 video is used.

2. Color space converter System object is created to convert the image from
RGB to intensity format.

3. System object is created to detect foreground using Gaussian mixture model.
4. A blob analysis System object is created to segment vehicles in the video.
5. System object for drawing the bounding boxes around detected vehicles is

created.
6. A System object is created and configured to write the number of vehicles

being tracked.
7. System objects are created to display the results.

Stream Processing Loop

1. A processing loop is created to track the vehicles in the input video.
2. System objects, previously initialized are used by this loop. This loop

terminates when the end of input file detected by the VideoFileReader

6 Results and Analysis

Edge detection in car
Figure 1 shows the four sub-images where the input image is the black and white

or a gray image. The remaining sub-images show the edge detected images, i.e.,
canny, sobel, and prewitt.

Sobel edge method with high PSNR, low RMSE, and high
CoC value shows better performance results (Graph 1).

Edge detection in car 

Fig. 1 Car image
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Similarly edge detection were carried on three more images. The result obtained
was similar to the car image given in this paper

Optical flow method
Sample1

Fig. 2 Optical flow method

Table 1 Calculated values
for car image (Fig. 1)

Method PSNR RMSE CoC

Canny 34.4664 23.4339 −0.0521

Sobel 38.0310 10.3120 0.0485

Prewitt 38.0135 10.3545 0.0456
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Fig. 3 Gaussian mixture method

Graph 1 Depiction of
Table 1

Application of Image Processing … 675



Figure 2 shows the optical flow method applied on the sample video: Fig. 2a
shows original video, Fig. 2b shows thresholded frame where the frame is con-
verted o gray image and background subtraction is done, Fig. 2c motion vector
detected in the frame and the resultant video, and Fig. 2d shows the result frame
where bounded box is drawn on the moving objects present in the RIO.

Gaussian mixture method
Sample1
Figure 3 shows Gaussian mixture method applied on the video: Fig. 3a shows

original video, Fig. 3b shows foreground detected from the frame, and Fig. 3c
shows the result frame where bounded box is drawn on the moving objects present
in the RIO.

Both optical flow and Gaussian mixture method was applied on three more
sample video to get the appropriate results.

Comparative analysis between optical flow method and Gaussian mixture model
method

Sample
video

Optical flow Accuracy
(%)

Gaussian mixture Accuracy
(%)

Manual
counting

Algorithm
count

Manual
counting

Algorithm
count

1 10 10 100 10 10 100

2 4 7 58 4 8 50

3 14 12 85 14 10 71.4

By the comparison we can conclude that optical flow method has better per-
formance and accuracy than the Gaussian mixture method.

7 Conclusion and Future Work

Intelligent transport system (ITS) along with the help of different wired and wireless
technology has provided innovative services and applications related to different
modes transportation and traffic. ITS provides the users with more information; help
them make a smarter and better choice of the transport networks. Vehicle tracking is
done effectively in the present project. Two methods, optical flow and Gaussian
mixture methods are used to identify the vehicles in the video. For further
expansion of the project vehicle classification need to be done using Matlab.
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Neuro-Genetic Hybrid Approach
to Predict siRNA Efficacy in Plant Viruses

Ranjan Sarmah, Shahin Ara Begum and Mahendra K. Modi

Abstract RNAi represents an extraordinarily powerful method to silence the gene
expression using synthetic plasmid or viral encoded small interfering RNAs
(siRNAs). So, finding an effective siRNA against a specific mRNA from the branch
of predicted sequences is found to be an intriguing challenge among the researchers
till date. Although various siRNA datasets with their gene silencing efficacy are
available in the mammalian cell, but the same is scanty in plant genomes. The
present study involves the development of a hybrid neuro-genetic approach, i.e.,
optimization of Back Propagation Neural Network (BPNN) model combining with
Genetic Algorithm (GA) to predict siRNA silencing efficacy targeting against
various plant viruses. BPNN model has been developed based on three different
features, namely nucleotide position preferred, nucleotide position avoided, and
thermodynamic characteristics. Identical methodology have been employed with a
published dataset of 240 HIV siRNA sequences with silencing efficacy to compare
the efficiency of the proposed model. BPNN performance is further optimized by
employing GA for weight initialization. GA-BPNN has shown more promising
results compared to BPNN in terms of accuracy and potential approaches.

Keywords Plant viruses � siRNA � Efficacy � GA-BPNN

1 Introduction

Given their emerging and re-emerging nature, viruses like grassy stunt virus, Oryza
sative endorna virus, Arobdiossis thaliana, Saccharomyces cerivisiae, etc., pose a
global plant health concern. In the absence of therapeutics against majority of
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viruses there is a pressing need of developing antiviral agents which are more
effective [1]. Targeting plant viruses, RNAi has surfaced as a prospective thera-
peutic tool. RNAi is a process through which a specific sequence of messenger
RNA is degraded [2]. This process involves the use of ribonucleus enzyme as a
dicer, which slices the long dsRNA precursors into shorter (19–23) units. Notably,
in RNAi pathway siRNA plays a significant role. In order to determine the chro-
matin structure of a genome in RNAi-related pathways siRNA also acts as an
antiviral mechanism.

The siRNA is usually characterized by a short RNA sequence with nineteen
nucleotides and a 3ʹ 2 − n T overhang. Based on certain siRNA functional features,
many siRNAs can be selected, synthesized, and used to knock down the targeted
gene expression. Therefore a methodology which may increase the probability of
choosing an efficient siRNA can, to a larger extent slash down the cost of exper-
imentation and time required for validation.

In order to predict effective siRNAs, innumerable siRNA designing rules as well
as prediction algorithm have been proposed [3, 4]. Based on different parameters
like presence and/or absence of specific nucleotides at different positions, stable
thermodynamic parameters, etc., by different workers, namely Reynolds et al. 2004,
Ui-Tei et al. 2004, Amarzguioui et al. 2004, Klingelheafer et al. 2009, Liu et al.
2012, Wang et al. 2010, Shabalina et al. 2006 [4–10]; have reported their
siRNA design guidelines. So, it is vital to select better functional features for
designing of effective siRNA since every siRNA design guideline against a given
mRNA are not effectual in the same way.

To select effective siRNA with a higher knock down efficacy of target genes
from a larger set of siRNA database, different machine learning algorithms has been
attempted. To predict effective siRNA and their silencing efficacy various machine
learning techniques like Back Propagation Neural Network (BPNN), General
Regression Neural Network (GRNN), and Support Vector Machine (SVM) have
been used and the performance shown by these methods have proved to be better
than general siRNA design rules [11–15].

The predictive capabilities of neural network models have been effectively
proven by different authors [16–22]. Heusken has reported about the screening
method of functional siRNAs with the use of Artificial Neural Network [23].
A combination of features employing different machine learning techniques like
ANN, SVM, KNN, and REP tree have been used by many researchers in order to
predict siRNA efficacy [15, 24–26]. A work on Artificial Neural Network appli-
cation based on thermodynamics and composition features has been carried out by
Shabilina where the results found were compared with biopredsi [10].

The present study seeks to assess the performance of the GA-based BPNN, i.e.,
GA-BPNN compared to BPNN. In this study, different position specific and ther-
modynamic features have been used. The parameters selected from these features
are the input parameter to the BPNN model. Further, to optimize the Neural
Network structure, the number of nodes in the hidden layer is determined by using
Moody criteria [27]. Genetic Algorithm has been used for weight initialization and
to optimize the performance of BPNN model. To assess the performance of
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GA-BPNN in comparison to BPNN, a published dataset of 240 HIV siRNA data
are considered.

2 Materials and Methods

2.1 Preparation of Dataset

The training dataset is a collection of 305 siRNA sequences that includes 44 nos.
from Rice grassy stunt virus [28], 30 nos. from Oryza sativa endorna virus [28],
191 nos. from Arabdiosis thaliana [29], 40 nos. Saccharomyces cerivisiae [28]. The
numerical (quantitative) efficacy of the considered 305 siRNA sequences has been
calculated by considering inhibitory-Score algorithm of i-Score [30] and
s-Biopredsi.

Furthermore, a known dataset of HIVsirDB consisting of 240 siRNA sequences
with efficacy was extracted [31] for cross validation of the model performance.

2.2 siRNA Features Selection

Three different siRNA sequence features such as nucleotide position specific fea-
tures (preferred and avoided) and thermodynamic properties have been considered
in the selected dataset. A total of 14 numbers of parameters for nucleotide position
preferred and 15 numbers of parameters for nucleotide position avoided have been
considered in the studied dataset as shown in Table 1. Previous workers have
recognized that the thermodynamic stability plays a significant role in the effective
designing of siRNA [10, 15]. A total of 11 numbers of parameters are considered
for thermodynamic features (Table 1). All the selected parameters have been
considered as input to the BPNN network and the efficacies are considered as the
target to the network.

2.3 Normalization of Dataset

Before network training, the siRNA data have been normalized between zero to one
by using Eq. (1):

Y ¼ X �minpð Þ= maxp�minpð Þ ð1Þ
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where, X is the value of the respective data, Y is the normalized value, maxp is the
maximum value of the sample data, and minp represents the minimum value of
sample data. Then the dataset is randomly divided into 80% and 20% of total data
for training and a testing, respectively.

2.4 Network Architectures and Learning Methods

In the present study, BPNN model has been implemented with a single hidden layer
as shown in Fig. 1.

2.5 Weights and Other Parameters

For optimization of the networks, different parameters like number of neurons in the
hidden layer and epochs, momentum constant (MC), learning rate (LR) are

Table 1 Position dependent nucleotide preferences, avoidances, and thermodynamic
characteristics

Nucleotide and their respective
positions

Thermodynamic features

Preferred Avoidance

U at position 1 C at position 1 ΔG of sense-antisense of siRNA duplexes (T1)

C at position 19 A at position 19 Intra molecular structure stability of siRNA antisense
strand (T2)

U at position 13 G at position 1 Dinucleotide DG values at the 5ʹ ends (T3)

U at position 2 G at position 2 Dinucleotide DG values at the 3ʹ ends (T4)

A at position 7 G at position 7 Internal Stability for antisense positions 1 (T5)
Internal Stability for antisense positions 2 (T6)
Internal Stability for antisense positions 6 (T7)
Internal Stability for antisense positions 13 (T8)
Internal Stability for antisense positions 14 (T9)
Internal Stability for antisense positions 18 (T10)

U at position 7 G at position 13

A at position 1 G at position 6

A at position 10 C at position 7

U at position 14 A at position 17

C at position 17 A at position 5

A at position 14 G at position 14

U at position 3 C at position 14

C at position 18 A at position 11

U at position 5 G at position 16

U at position 19 Difference of ΔG between position 1 and position 18 (T11)
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initialized and modified with learning algorithm. The number of parameters in the
input layer for nucleotide position preferred, nucleotide positions avoided and
thermodynamic features are 14, 15, and 11, respectively. There is a single output
layer relating to the silencing efficacy of siRNA sequences. The training process has
been carried out for several number of times to obtain an optimized network by
varying the number of nodes in the hidden layer, momentum values, learning rate,
and number of iterations.

2.6 Identification of Model Performance

The optimum network model have been recognized on the basis of performance
obtained by root mean square error (RSME) shown in Eq. (2) and correlation
coefficient (CC) shown in Eq. (3) between target and predicted values.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1
ðoi � tiÞ2

r
ð2Þ

CC ¼
Pn

i¼1ðoi � �oÞðti ��tÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðoi � �oÞ2Pn

i¼1 ðti ��tÞ2
q ð3Þ

where, oi represents the network output and ti represents the target output for the ith
input pattern. On the other hand, �o represents the average of network outputs, �t is
the average of target outputs, and n represents the total number of events.

3 Back Propagation Neural Network (BPNN)

Back propagation neural network offers most excessively used neural network
learning algorithm called the Back propagation (BP) algorithm. Back propagation
prevails over the constraints of single-layer networks and made an awesome

Fig. 1 a Nucleotide position avoided. b Nucleotide position preferred. c Thermodynamic features
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breakthrough from the single-layer perceptron network with a sophisticated
learning rule. BPNN is also considered as the most suitable learning method for
multilayer networks.

The BP algorithm trains a multi-layered feed-forward neural network for a set of
input samples with familiar classifications. For each input given to the network, the
network verifies the output response corresponds to its input sample and finally
calculates the error value by comparing the known and desired output. On the basis
of error, the weights are then adjusted. Here, in this study, Widrow-Hoff delta
learning rule is used for back propagation algorithm where the weight adjustment
is done through mean square error (mse) of the output obtained against the sample
input. The set of these samples is repeatedly provided to the network till mini-
mization of error.

For each unit in hidden layer, the calculation of weighted net output corresponds
to the input unit is given by Eq. (4):

netj ¼
Xn
i¼1

xiwij þw0 ¼
Xn
i¼0

xiWij; ð4Þ

where, netj represents the jth hidden layer value and xi represents the ith unit value
in input layer. Wij represents the connection weight between these two units. W0

represents the bias.
The diagrammatic representation BPNN model is shown in Fig. 1.
The values of the independent parameters C1, A19, G1, G2, … for nucleotide

position avoided, U1, C19, U13… for nucleotide position preferred, and T1, T2,
T3… for thermodynamic features are fed into the network through input layer
nodes. Levenberg-Marquardt-Optimization algorithm is used to train the network
and produces an expected result (o1) in the output layer. The number of nodes in the
hidden layer is determined by using Moody criteria as shown in the Eq. (5):

n ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ni þ n0

p þ a ð5Þ

where, ni represents the input layer nodes; n0 represents the output layer nodes;
and ‘a’ is a constant between 1 to 10.

In Fig. 1, w11, w12…, are the weights between hidden and input layer; w1, w2…
are the weights between hidden and output layer. Nguyen-Widrow [32] method is
used to generate the initial weights.

The network includes different activation functions viz., log-sigmoid,
tan-sigmoid and linear (given by Eqs. 6, 7 and 8 respectively) in the hidden and
output layer with different values of numbers of neurons, epochs, LR and MC as
shown in Table 2.
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f ðxÞ ¼ 1
ð1þ expð�axÞÞ ; ðlog� sigmoidÞ ð6Þ

f ðxÞ ¼ ð1� expð�axÞÞ
ð1þ expð�axÞÞ ; hyperbolic tangent sigmoid ðtan� sigmoidÞð Þ ð7Þ

f ðxÞ ¼ x; ðlinearÞ ð8Þ

where, a represents the slope parameter of the sigmoid function.
The output (yj) of the jth hidden node is given by Eq. (9):

yj ¼ f
Xn
i¼1

wjixi

 !
ð9Þ

where, xi represnts the input values; n represents the number of input nodes; wji

represents the weight between ith input and jth hidden node and f is the activation
function associated with jth hidden node.

The network output is obtained by the Eq. (10)

o1 ¼
Xh
j¼1

wjyj

 !
ð10Þ

where, wj represents the weight between the jth hidden node and output unit and
h represents the number of hidden nodes.

Some of the BPNN training and testing cases for siRNA efficacy prediction of
plant dataset and HIV dataset with three different features are shortlisted in
Tables 3 and 4. The short list is done from 540 tested cases of BPNN in both the
cases. The best case among the three features of the BPNN model performance is
graphically represented in Fig. 2a, b for plant siRNA and HIV dataset, respectively.

Table 2 Network parameters

Activation function No. of hidden
neuron

Learning
rate

Momentum Epochs

Hidden
layer

Output layer

Log-sigmoid Log-sigmoid 5–14 0.1–0.9 0.1–0.9 1000–
5000Tan-sigmoid Linear
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4 Weight Optimization Using Genetic Algorithm (GA)

The model performance of BPNN can further be optimized by initialization of
weight using Genetic Algorithm. GA is a computerized search technique and is
used extensively among optimization algorithms based on natural genetics and
selection mechanics [33, 34]. GAs begins with a random population of promising
results to a problem referred to as chromosomes. A fitness function can be used to
evaluate chromosome representation. Here, in this study, the fitness function is the
average deviation calculated between target and predicted values of siRNA efficacy.
After calculating the fitness values, new chromosomes are obtained by choosing
two chromosomes and then apply crossover and mutation operations. This process
would continue unless a predefined termination criterion is satisfied.

GA-BPNN weight optimization process mainly has three stages. In the initial
stage, connection weights of each neuron have been represented as gene segments.
Fitness evaluation of these connection weight has been obtained in the second stage
by constructing the corresponding neural network. The inverse of the error function
is considered as the fitness function shown in Eq. (11)

Fig. 2 a BPNN model performance for training and testing of siRNA efficacy prediction for plant
dataset. b BPNN model performance for training and testing of siRNA efficacy prediction for HIV
dataset
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E ¼ 1
2

XN
p¼1

ðtp � ypÞ2 ð11Þ

where, tp represents the target, yp represents the network output for pth training
pattern, and N represents the total number of training patterns.

The last stage involves the application of selection, crossover and mutation
process and this process would be repeated until the error is lesser than a predefined
value.

On the other hand GA-BPNN learning process has two phases. In the first phase,
GA is employed in the BPNN network to search for sub-optimal connection
weights. And finally the adjustments of weights are performed by using back
propagation algorithm (BP).

Some of the best results of training and testing of the network are reported in
Tables 5 and 6 for Plant and HIV dataset, respectively.

From Table 5 and 6, it is found that the hybrid GA-BPNN model shows better
results than BPNN model. The best case among the three features of the GA-BPNN
model performance is graphically represented Fig. 3 a, b for Plant siRNA dataset

Fig. 3 a BPNN training-testing results of siRNA efficacy prediction for plant dataset.
b GA-BPNN training-testing results of siRNA efficacy prediction for plant dataset
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and HIV dataset, respectively. The initial population size was 25 and BPNN
was run by single iteration for every individual chromosome (i.e., weights). In the
reported table, the number of iterations is represented by epoch.

5 Conclusion

The present investigation has been initially involved in the implementation of
BPNN model to predict the efficacy of 305 plant siRNA sequences. To cross
validate the proposed model performance, a HIV dataset of 240 siRNA sequences
with silencing efficacy has been taken into consideration. Three different features
viz. nucleotide position avoided, nucleotide position preferred, and thermodynamics
are considered for the proposed study and 15, 14, and 11 numbers of parameters,
respectively are selected as the input parameter to the model. BPNN model per-
formance has further been optimized in combination with the GA that performed
the weight optimization of network connection. In both the dataset under consid-
eration for siRNA efficacy prediction, the hybrid neuro-genetic model, i.e.,
GA-BPNN have provided better results as compared to BPNN model.

Further experimentation may be carried out with features selection which may
help to reduce computational time while improving classification accuracy.
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Discovering Latent Social Networks
Through Detection of Explicit and Implicit
Taste from Online Reviews

Bhaskarjyoti Das and V.R. Prathima

Abstract Usage of community-related information can vastly improve effective-
ness of customer-focussed applications such as recommendation systems. A key
ingredient of community is homophily, i.e., the tendency of individuals to connect
with similar individuals. A customer’s taste defines such homophily. So any
community built based on taste makes lot of sense. It is a challenge that only some
part of taste may get explicitly declared by the customer while he leaves behind a
taste footprint implicitly in online reviews. Typically community building mecha-
nisms in online review portals are not based on taste and are only dependent on
customers’ declaration of fan followership or friendship. Communities built this
way tend to cover only a small part of the customer population. In this paper, we
present an alternative approach by putting the onus on the portal, i.e., an unsu-
pervised framework to detect latent customer network and communities by dis-
covering explicit and implicit tastes.

Keywords Key phrase � Annotation � Online reviews � Social network
Community � Taste

1 Introduction

We can build a social network of the customers participating in an online review
portal by representing them as nodes and by representing the observed connections
or similarities a sedges between nodes. In these portals, the customers are encour-
aged to declare other customers as friends or declare themselves as “fan” of other
reviewers. These declared relationships can define edges in the social network.
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The current mechanisms for edge formation are driven by the customers but this
approach so far has met with limited success. Traditionally, online review portals are
rich in review content but not very famous for vibrant customer communities as in
Facebook. Usually, communities built by such mechanism cover a small part of the
total customer population and so applications like recommendation systems, mar-
keting, etc., can only make a very limited utilization of social network structures.
Our proposal is not to keep community building a customer driven process but to
take a proactive approach to detect latent communities through detection of taste by
using online review data.

2 Our Approach for Detecting Social Network

In this paper, we are proposing the concept of taste as the building block for
homophily that is instrumental in community building. We propose to utilize the
user generated content in the online review portals to uniquely identify the cus-
tomers. The possible upside of this approach is enormous as customer identification
is a formidable challenge for any business. But capturing customer’s taste from
unstructured content such as text review is a challenging problem. However, if this
can be done, meaningful communities based on similarities of taste can be detected
and put to good use by applications such as recommendation systems. For example,
accurate understanding of a customer’s taste can bring in the key element of
serenditipity in a recommendation system.

In an online review forum, a customer willingly expresses his opinion mostly for
things that he truly cares about. This is how a customer leaves a footprint of his
taste in online text reviews. This part of his taste is implicit while the explicit part of
it consists of preferences made evident by his choice of a category of business
offering certain features. We need both to understand the customer’s taste and can
represent both as vectors. In our proposed framework, the taste vector for a cus-
tomer is combination or concatenation of these two vectors. While the explicit taste
vector can be easily formed from the customer preference data available in online
review portals, creation of implicit taste vector is more involved. Our framework
uses a two steps process to form the implicit taste vector. The first step attempts to
summarize text reviews into key topics. We have evaluated and prototyped existing
approaches before formulating ours which is discussed in details in a subsequent
section. The second step consists of representing semantic content of identified key
topics by suitable annotations or tags. Medelyan et al. [1], proved that automatically
extracted keywords perform equally well compared to human annotated tags. In our
adopted approach, forming the implicit taste vector is both a key topic extraction
and text annotation problem.

After deriving the explicit and implicit taste vectors using our proposed frame-
work, we examine, in a step by step manner, the advantages that we can gain in
building a social network model for the customers. The adjacency matrix in a social
network can be derived out of the similarity matrix if we assume that the calculated
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similarity between customers will lead to edge formation between customer nodes.
We have looked at four options, i.e., the customer’s self-declared relationships (such
as friends), similarity based on multiple customers’ shared relationship with the same
businesses (for example, many customers ate in the same restaurant), a more detailed
similarity based on attribute analysis of all the businesses visited by a customer (for
example, known categories or attributes of all the restaurants a customer went to) and
derived similarity based on implicit taste vector derived from online text reviews.
The first option is the current mechanism of community detection in online review
portals. The second and third options are the implementation of explicit taste while
the last option deals with implicit taste vector derived from text reviews. The new
edges and additional modularity that these incremental steps bring in can prove that
taking this taste-based approach will uncover many new edges and consequently new
communities that were unseen so far.

For the reasons discussed later in this paper, both automatic key topic extraction
and automatic tag recommendation do not have any ready to implement and
remarkably accurate solution. The existing researches work well with the research
dataset for a particular domain but may not work well for every other domain. It is
also hard to find a dataset from a similar domain to benchmark against. So, in our
research, we have taken a light-weight approach based on prototyping with a
rich real life dataset. We have selected restaurant business from Yelp Challenge
Dataset as it fits the criteria well. We have taken the full review dataset for a
particular restaurant to develop our taste framework and taken the full review
dataset for restaurant business of a particular city (Edinburgh) in our final step of
evaluating the four incremental strategies of building richer social network.

The rest of the paper is organized as follows. Firstly, we summarized the various
researches and our strategy for key topic extraction from unstructured text.
Secondly, we described our strategy for getting a suitable annotation to represent
these key phrases so that an implicit taste vector can be formed. Thirdly, we
presented our definition of explicit and implicit taste vectors, provided an example,
and summarized our framework. Finally, we summarized our implementation and
shared the analysis, i.e., the impact on community detection by examining the
adjacency matrices formed by the four incremental approaches as indicated above.
In the conclusion, we state our findings and indicate the next stage of our research.

3 Extracting Key Topics from Online Text Reviews

3.1 Evaluating Existing Strategies for Key Topic Extraction

The common approach irrespective of the domains involves finding the words or
phrases representing different topics and sorting them using some logic to find the
most important ones. The importance of topical phrases is determined by the dis-
criminating power of the phrase instead of frequency alone. Additional challenges
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are the semantic aspect of the text and the inherently unstructured nature of online
reviews.

Irrespective of the domain, extraction of key topics typically has two steps, i.e.,
finding the candidate key words or phrases and making a selection based on a
criterion. The first step is usually a heuristics-based either on linguistic such as a
combination of part of speech tags or on statistical analysis such as n-grams
analysis. Necessary pre-processing consists of removal of stop words, unnecessary
punctuation, control character, web URLs and HTML fragments. Syntactic meta-
data such as part of speech (POS) tag, can be an effective heuristic. We have various
strategies (statistical, supervised, and unsupervised) for selection of key topics from
the candidate set. In a statistical approach, appropriate term weighting system is
needed while using frequency measure to choose top n candidates. TF IDF (term
frequency, inverse document frequency)-based top n keywords has been popular
but the generated list always is not extremely meaningful. Another approach has
been to use an external resource such as Wikipedia to ascertain the importance of
the candidate phrase. In non-negative matrix factorization (NMF), we can use
dimensionality reduction techniques after TF-IDF-based processing. The statistical
approaches produce somewhat acceptable results but they all suffer from the same
shortcoming that it is hard to proxy the semantic aspect of the text by statistical
means.

The key challenge in supervised approach is lack of availability of training data.
The goal in this is to train a classifier on documents annotated with key phrases to
determine whether a candidate phrase is a key topic or not [2]. However, we have
decided not to focus on supervised approach in our investigation as in web-based
customer review, getting an annotated domain specific training set is quite difficult
and so this approach, though attractive, may not be practical.

For online review, unsupervised approach is more suitable as this does not
require training data. This approach can be mainly classified into various dimen-
sionality reduction techniques and graph theoretical approaches. In a graph theo-
retical approach, first, a cluster of documents is viewed as a network of information
units and subsequently either clustering is attempted or a graph theoretical analysis
is done. The success of clustering approach depends on the quality of clusters and
unfortunately that is usually hard to achieve. The basic graph theoretical approach
consists of representing text as a bag of words and then making a graph out of this
by building a similarity matrix. The approaches vary in terms of how the candidate
words or phrases are chosen in the first place, what similarity metric is used and on
what basis the nodes in this graph will be ranked to find the top n key phrases. The
candidate words can be n-grams, sentences as bag of words or specific parts of
speech that are likely to form key phrases. The similarity metric can be cosine
similarity when the nodes are sentences or co-occurrence when the nodes are words.
We can model the importance of an information unit in terms of centrality in this
graph and an optimum threshold can be chosen to extract the top n nodes.
Alternatively, the concept of “prestige” is a more apt way to extract the influential
key words. In Textrank, a text summarization algorithm, Mihalcea and Tarau [3]
applied PageRank [4] on the graph of sentences after the sentences were
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represented as bag of words. In a dimensionality reduction approach, Blei et al. [5]
proposed Latent Dirichlet allocation (LDA) which visualizes each document as a
probabilistic distribution of topic and each topic as a probabilistic distribution of
words. Finding key topics is the reverse of this, i.e., from words to topics. However,
in LDA, there is a need of a fair amount of trial and error to come with topics
containing words conveying consistent theme.

3.2 Our Approach for Key Topic Extraction

In our work, we made some extensions to the previously mentioned graph theo-
retical approaches (Fig. 1). Firstly, we have refined generation of the candidate key
phrases by using sentiment/opinion analysis techniques. Based on the insight that
subjective sentences contain more key phrases, we shrank the target review corpus
retaining only subjective sentences containing polarized opinions about an object or
its features. We did this by doing a sentence specific subjectivity analysis using a
classifier (Naïve Bayes) trained on a standard dataset (IMDB movie review). In our
sample restaurant dataset, we found 1777 subjective sentences and pruned 530
objective sentences. Secondly, we have extended the basic concept of Textrank for
key topic extraction. We started with extracting key words defined by POS patterns

Fig. 1 Algorithm for enhanced Textrank
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(adjective-noun pairs). We then applied Page Rank on this, sorted the keywords on
Page Rank and chose to retain only certain top portion (say 70%) of this list. We
then combined key words into key phrases by checking adjacency in the original
text. Thirdly, we have further refined the approach by incorporating semantic
distance in Textrank. We replaced the co-occurrence-based similarity metric in
Textrank by the concept of semantic distance using WordNet and as a second
alternative, we derived the similarity metric from a Word2Vec [6] model built based
on the distributional properties of words in our corpus. In both cases, after replacing
the similarity metric, we have applied PageRank on the graph as before. The
enhanced Textrank brought in remarkable improvement to the result compared to
pure TF-IDF-based strategy. The semantic similarity based on WordNet is quite
meaningful but sadly its efficacy is limited by its vocabulary.

4 Finding Annotations to Represent Key Topics

An annotation is applied to a web document for various purposes, i.e., classifying a
document to a category or sub-category, identifying sentiment polarity, identifying
the skill level required from the reader, identifying the overall concept, or just a
representative summary. In online review domain, coming up with annotation that
represents a customer’s taste is more of a summarization than categorization
problem. Much of the existing research on automatic tag recommendation has
heavy reliance on domain specific ontology. In the ontology hierarchy, parent child
hierarchy is used to recommend a tag that represents a parent and to eliminate
duplication, the common parent of two competing child tags is chosen from the
ontology tree. While this ontology-based generalization approach works well for
annotating a document, it does not work well when annotation is used to represent a
taste. Hence we framed the problem of coming up with a suitable annotation as a
second level of text mining problem where we need to reduce the dimensionality of
the many key phrases we come up with in the first stage of the framework. Having
already done a fair amount of mining to find meaningful keywords, our next task is
to do a second level of mining to reduce duplications while retaining fair amount of
details. Essentially, each selected key phrase is a small document in a document set
that we have to further analyze. We have tried out three approaches. Firstly, we
have done TF-IDF-based top 20 keyword extraction. Secondly, we have used
non-negative matrix factorization (dimensionality reduction technique) to extract
top 20 dimensions and top three keywords in each; we then extracted the top 20
words from the basket of words representing these dimensions. Finally, we have
done K means clustering with the basket of words representing the extracted key
phrases and picked up the central word for each of these 20 clusters, eliminating
any duplicate. For us, the clustering strategy yielded good results.
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5 Forming Taste Vectors and Summarizing
the Framework

We have modeled explicit taste as a bag of words (Fig. 2) where each word is an
explicitly known attribute of the business. In the restaurant dataset we worked with,
these tags are available as category and attribute tags of the business. The category
signifies the type of restaurant whereas the attribute tags are various facilities
offered. When a customer visits many restaurants with these attribute/category tags,
it shows an explicit pattern of his preferences. The explicit taste of a customer can
be derived by aggregating his numerous review records.

For describing the implicit taste, we follow a similar bag of words strategy. Here
the words are annotations derived by mining the review texts as described in the
previous sections. For finding the implicit taste of a customer, we examine all the
reviews by the specific customer. At the end, we come up with an implicit taste
vector like a bag of words model for a document. This will vary from customer to
customer. For example, for a customer in Texas who loves to frequent restaurants
for grilled steak, will likely have “steak” and “grill” in his taste vector compared to
another customer who is a Japanese food enthusiast having “sushi” in his implicit
taste vector. The taste vector in our framework can be composed by appending
implicit taste to the explicit taste.

The diagram above (Fig. 3) summarizes the proposed framework. To begin
with, we have used classification-based sentiment analysis technique to filter out the
text that is clearly subjective. After that, we have used unsupervised approach
(graph theoretical method) to find the key topics. We have extended the Textrank

Fig. 2 Taste vector representation
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algorithm for key phrases (instead of sentences) and replaced the co-occurrence-
based similarity metric with metric-based on semantic similarity. For automatic
annotation, we treated this as a summarization problem instead of ontology- based
categorization. We have addressed the use of techniques such as K means clustering
on bag of words formed from selected key phrases.

6 Implementation and Analysis of the Result

In our implementation, first we analyzed the full Yelp Data Set so that we can make
an appropriate small subset for us to work on. We concluded that Restaurant
business has the maximum amount of businesses, reviews, and participating users
and derived statistics for different cities along with the corresponding number of
business, users, as well as text reviews. For the final stage of analysis, given the
hardware constraint, we extracted the merged dataset for restaurant business in
Edinburgh considering only businesses having more than 50 reviews and users
having more than five reviews. At this stage, the Edinburgh dataset had 6470 users,
47 businesses, and 2353 reviews. Out of these users, only 1077 users participated in
Edinburgh reviews. The user number is high as the friend relations expressed by
many of these 1077 users span all over USA. The dataset is not balanced in the
sense that the default friend network looks quite rich considering a small city like

Fig. 3 Proposed framework to detect explicit and implicit taste
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Edinburgh. However, this perception gets corrected if we look at the overall friend
relation participation across all of Yelp and that is very small.

In parallel, we made prototypes of various key phrase extraction schemes to
experience the results first hand and formulate our strategy. We then followed up
with an implementation of the taste framework that addresses both key phrase
extraction and determination of tags to determine all customers’ explicit and
implicit taste vectors for Edinburgh.

In the final stage, we have used various open source libraries (Gephi, Networkx,
SNAP) to do the social network analysis after forming the adjacency matrix in each
case for Edinburgh dataset (Table 1). The option 1 depicts that declared friend
network. Option 2 corresponds to similarity based on common businesses visited.
Option 3 represents another dimension of this similarity by considering the category
tags of these businesses. We have not yet considered the business attributes in our
prototype but doing that will add a predictable column. Option 1 & 2 represent the
explicit taste vector. Option 3 is an implementation of implicit taste vector. We see
that adding these options drastically improved modularity of the social network and
consequently number of detected social communities. We have chosen Louvain
method for this detection and any other community detection method is expected to
prove the same. Average clustering coefficients have continuously increased as
options got added. We see that there is an increase of the total number of edges and
average degree. We have to keep in mind that the figures for these values in the
default option are looking healthy primarily because of the dataset we have chosen.

Table 1 Analysis of impact of taste vectors on a small dataset

Default:
Friend
network

Similarity
add on
Option 1

Similarity
add on
Option 2

Similarity
add on
Option 3

Average
degree

Both in and out
degree are
considered

17.684 8.065 189.956 8

Total no of
edges

Total number of
edges in the
network

14,416 52,191 5,80,503 136

Maximum
degree

Maximum degree in
the degree
distribution

2910 915 1078 17

Average
clustering
coefficient

Mean value of
individual
coefficients

0.063 0.840 1.0 0.944

Modularity Louvain method [7] 0.543 0.554 0.046 0.116

No of
communities

44 5410 2 3
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7 Conclusion

In this paper, we have put the onus of detecting richer social network and com-
munities on the online review portal instead of the existing practice of relying on
the customers. Our hypothesis is: by analyzing the customer’s taste footprint in the
review portal’s data, we can detect a far more extensive social network and com-
munities which remain latent and are never accessed. By doing so the existing
landscape of customer focused applications will vastly improve. In our imple-
mentation, we have built a framework to form the customer’s taste vector and we
proved our hypothesis by examining the additional richness of the social network
that can be contributed by these detected taste vectors. Our research effort has been
exploratory and the results are empirical due to lack of baseline dataset in such
domains. As continuation of our research, we want to formalize our effort by
measuring the effectiveness of our framework through building a recommendation
system leveraging taste-based community and comparing with some traditional
recommendation baseline. We also plan to investigate further on the concept of
implicit taste and build more applications using machine learning techniques.
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Digitally Integrated Store
Commerce System

Aritra Roy, Sauvik Bal and Sagarika Ghosh

Abstract This paper aims to identify certain advantages and pitfalls of the con-
ventional store shopping and online shopping (e-commerce), and form a new hybrid
system of commerce, incorporating the advantages of both parent systems and
fixing their short comes. Customers can enjoy the advantages of both type of
shopping with additional features like Pick-And-Leave (PAL). All the stores around
the world can be provided with a single platform to integrate their business with the
internet and take it to the global scale ensuring authenticity of products and cost
efficient marketing. This system will provide a high level of data integration from
the market for better analysis.

Keywords Physical store � Online store � E-billing � Data analysis
Individual preference � RFID tags � RFID reader � Wireless ZigBee module
Secure intelligent cart

1 Introduction

The birth of a need has always ensured the birth of new technology. And the
modern human civilization has seen the advent of many cutting edge technologies
being developed conquering the needs of the modern human being and modernizing
the society. One routine activity which a human being spends considerable amount
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of the time and energy is Shopping. The introduction of e-commerce and the
modernization of stores with product sensing and e-Billing using RFID and ZigBee
have brought drastic development in shopping experience by minimizing the time
and effort of customers and maximizing the options for choice of products [1]. The
proposed system will fuse the features of shopping in absentia (e-commerce) and
shopping in person to provide with an integrated shopping environment for the
customers and the business owners. The proposed system comprises of physical
stores, an online store that will synchronize the data from all physical stores, an
automated store management system (ASMS) for the physical stores, a mobile
application for the customers, a data analysis system integrated with the online
store, an intelligent cart (I-Cart) and a cart store for the carts which shall be
integrated with the mobile application. The automated physical store will bear the
advantages of the conventional store shopping and the online store will bear the
advantages of online shopping. The mobile app will be the connecting link between
the physical and digital features of the system. The intelligent cart will have an
RFID module integration to sense the products and facilitate automatic billing. All
data in the processes will be encrypted. The website and the mobile app will
provide a global platform for the stores enabling them to reach a larger number of
customers and enhance their business. All the transaction data from the stores will
be integrated in the online system and statistical analysis of this data will give a
more accurate picture of the market and also behavior of the market based on
regional, economical, seasonal and other constraints. Individual preference of a
customer can also be tended to using the statistical data from the data analysis
system.

2 Literature Survey

With the advent of online shopping [2], the store commerce around the world has
faced many challenges. People prefer to shop online rather than facing the over-
crowded and tiresome shopping from stores. Overcrowded billing counters in the
malls and the tiresome work of going store to store to select a product discourage
customers. There has been a considerable research on a secure smart shopping cart
for easy billing and product identification. The use of RFID tags for product
identification and billing makes shopping at stores much easy and swift [3, 4]. The
security of the data is also ensured by the intelligent cart through high level
encryption. But few of the aspects remain unattended in the present scenario of
shopping in person like there is still no integration of the stores with the internet,
individual preference of customers cannot be maintained and all the vital data about
behavior of the market from the stores go unnoticed due to lack of integration and
data management system.
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3 Proposed System

A. Block Diagram of the System

Start Ini alise the 
system

Login to website or 
mobile app

Select ProductOnline Transac onDoorstep delivery

Stop Online system Visit Store Specify the Region

Stores in the region 
having the Product 

are displayed

Product Booking in 
any of the Stores

Select Time Frame 
for Booking

Pay Booking 
Amount

Visit Store to pay 
pending amount 

and collect product.

Stop the Booking 
System

Visit Store
Hit "Get Cart" 

Bu on in Mobile 
App

Collect I-Cart from 
Cart Store

Proceed To Product 
Sec on
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Cart

Real Time Dynamic 
Bill Generated and 
updated on Mobile 

App

Add/Remove 
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B. Algorithm of the System

1. Start
2. Customer logs into his/her account through website or mobile app.
3. Customer selects product(s).
4. Customer chooses any one from online transaction or visit stores.
5. If online transaction is opted, the transaction is completed online according

to existing procedures and product(s) will be delivered at doorstep.
6. Stop the online system.
7. If customer opts to visit stores, he/she specifies the region to look for stores.
8. All the stores in the specified region having the product(s) are displayed

along with the price they offer, address of the store, special deals on the
product(s), user rating of the store and ranking of the store according to the
user rating of the store corresponding to the concerned product(s).

9. Customer chooses whether to book the product(s) in a store by advance
payment or not.

10. If product booking is chosen, customer chooses a time frame varying from
12–48 h and accordingly a certain percentage of the price (percentage
depends on the store) is paid by online transaction and the product(s)
remains unavailable for sale for the next 12–48 h depending on the time
frame selected.

11. Customer visits store.
12. If product(s) is (are) booked, customer pays the amount pending (if any)

and takes product(s).
13. Stop booking process.
14. If product(s) is (are) not booked, customer goes to the Cart Store.
15. Customer enters registered customer id or username in the Cart Store

interface or clicks the “Get Cart” button on the mobile interface.
16. An I-Cart linked with the customer id pops out of the cart store.
17. Customer takes the cart and goes for shopping the product(s) in the

products section of the store.
18. Customer adds first product to the cart.
19. Cart sends product id to the reception application in the store.
20. A real time dynamic bill (RTDB) is generated for the customer.
21. Bill is updated and displayed in the mobile application and web interface,

or is set as text in the customers mobile.
22. Customer adds or removes products from the cart.
23. Cart sends corresponding id of product leaving or entering the cart to the

reception application.
24. Reception application updates bill and notifies the customer through mobile

application or text messages and also syncs the data with the web
application

25. Customer ends shopping by coming out of the product section and hitting
the “End Shopping” button.
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26. Reception application finalizes the RTDB and updates the same in the
mobile application or texts the customer on the number registered.

27. Customer pays the bill in cash, cheque (depending on the store), card,
online through mobile application or bill is auto deducted if pick ad leave
service is availed.

28. Invoice is sent to the registered mail id and is updated on the mobile
application and web server.

29. Items are packed and handed over to the customer.
30. Stop the system.

C. Elements of the System

Physical Stores: Physical Stores are independent business units integrated with
the system. They can have sub-units functioning under them as independent
business owners. They store products and carry out business according to their
business policies. Though they are independent business units, yet the physical
stores are a part of the system and thus have to conform to the common
standard of the system. Physical Store refers to malls, marts, stores, shopping
complex, etc. The Automated Store Management System (ASMS) in the
physical stores handles all the transactions local to the store only.

Online Store: Online Store is the vital element in the system. It synchronizes all
other elements in the system and maintains all data. It interacts with both the
Physical Store and the Mobile App. The Online Store Server stores data from
all Physical Stores and Mobile Apps. It hosts the Web Interface for the users. It
maintains user accounts of customers where all the details of the customer and
his/her transactions are maintained, and Personalized Shopping Experience is
provided. The Online Store System handles all the Global Transactions. It
provides the foundational structure for the complete system. It comes integrated
with many features like Navigation to locate nearby stores, rating of stores,
filters, etc.

Mobile App: The Mobile App provides, mobile and user friendly user interface
to the users. It serves as a connecting link between physical and digital features
while shopping. It interacts with both Physical Store and the Online Store,
depending on the type of interaction.

Automated Store Management System: It comprises of an Intelligent Cart
(I-Cart), a Reception Application and Server. It is responsible for the complete
functioning and management of the Physical Store.

I-Cart: It is a simple shopping cart equipped with a sensor which senses dif-
ferent products when added to cart [5]. Whenever a product is added to an
activated I-Cart, it senses the product and transmits the product code to
Reception App.
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Reception App: It is responsible for the complete auto-management of the
Physical Stores. Its scope is limited to the Store in which it is installed. It
maintains constant relation with the I-Cart and Customers’ Mobile Apps in the
store to facilitate auto-billing and store data. It also handles all the security
features of the store. E. g. security camera, check-in and check-out details, etc.
It is linked to and also maintained by the Online Store. All data from the
reception server is shared with the Online Store by the Reception App auto-
matically and both remain in sync.

Reception Server: It stores all data generated by the Reception App. It main-
tains the Inventory data. It maintains data from security feeds. It stores cus-
tomer info relating to the store.

Data Analysis System: This system is integrated with the Online Store. It
implements various data analysis methods on the data stored in the Online Store
Server to produce various statistical data. It gives instrumental information
about market trends, product feedback, regional level market developments,
store market sale developments, demand of products according to age, eco-
nomical categories, etc. of the customers. It gives data on individual preferences
of a customer to provide personalized shopping experience to customers and to
keep them updated about the market according to their personal preferences.
The PAL Feature: The feature allows a customer to shop in a store without ever
having to face the billing desk. On activating the PAL Feature, customer can
visit a store, shop and leave without any physical billing. To avail this feature,
customer must save his/her debit/credit card with the Online Store System. PAL
transactions are handled directly by the Online Store System. When the cus-
tomer ends shopping and submits cart, the bill is generated and deducted from
the customer’s card on confirming an OTP from the app and invoice is sent to
the customer’s app and e-mail.

D. Advantages of the Proposed System

• Stores get a global platform for doing business with a larger range of
customers.

• Shopping from stores become as easy as online shopping.
• Product selection is easy and can also be verified in person.
• Easy billing and swift purchase of products.
• Secured transactions provide hassle-free experience.
• Use of mobile app ensures portability of system.
• Integration of data from various stores ensures more accurate statistical data.
• Market analysis becomes easier.

E. Future Scope

• The system can be made compatible with the people not using smartphones
by providing an alternative to mobile app.

• A packaging unit can be developed for even swifter checkout.
• System can be made compatible for very small scale stores.
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4 Conclusion

By means of this paper, we intend to simplify the shopping experience in stores as
well as integrate it with the internet for a wider range of business for local stores.
Easy billing and tending to the individual preference of the customers through
proper data analysis is also an important aim fulfilled by the proposed system. Few
of the aspects like compatibility for people without smartphones can be resolved to
make the system more robust in the future.
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Abstract Wireless Mesh Networks (WMNs) are a special case of mobile ad hoc
networks. With the proliferation in wireless technologies and explosive advance-
ments in internet, WMNs have emerged as an outstanding wireless technology in
providing efficient broadband services over a larger geographical area. WMNs are
self-healing, self-configured, self-optimized and self-managed, and highly fault
tolerant which makes them distinct from other wireless technologies. Routing is an
act of discovering a path through which a packet can traverse. Thus an effective
routing provides the best and a lossless data path for a successful communication.
Routing protocols with metrics are used to evaluate the best path. WMNs have
abundant number of routing protocols and metrics to route the traffic from source to
destination. However, most of them take into account at most one metric such as
interference, packet loss, load, etc. Load balancing in routing is an important net-
work solution that lessens the burden on a node by distributing the traffic among
other nodes of the same network. This improves node utilization and reduces packet
drop ratio which in turn maximizes the throughput and increases the network
capacity. This paper presents a summary of the load balancing routing protocols
and metrics, their functionality, features, comparison, and their theoretical details.

Keywords WMNs � Traffic-load � Interference � Metric � Protocol

D.S. Keerthi (&)
Department of E & C Engineering, MCE, Hassan 573202, India
e-mail: dsk@mcehassan.ac.in; keerthikumards@gmail.com

T.G. Basavaraju
Department of Computer Science & Engineering, Government SKSJTI, K R Circle,
Bengaluru 560001, India

© Springer Nature Singapore Pte Ltd. 2018
N.R. Shetty et al. (eds.), Emerging Research in Computing, Information,
Communication and Applications, https://doi.org/10.1007/978-981-10-4741-1_61

713



1 Introduction

Wireless networks have undergone a vibrant revolution in recent days. These
wireless networks use radio signal frequency at the physical layer to establish
wireless connection among the network nodes. They connect the devices like
laptops, computers and cell phones to the internet or any other business network
applications. This wireless network technology has replaced the traditional wired
networking that mainly relies on the cables to connect network devices. Unlike
wired technology, wireless networks provide mobility, more bandwidth and do not
use cable wires for connection. They are mainly intended to be used as access
networks for an internet or PSTN. However, they are expensive and suffer from
security and QoS issues.

With the advancements in wireless networks, Wireless Mesh Networks [1] have
dominated the wireless networking in the present decade which have realized the
concept of network connectivity anytime and anywhere with much lesser com-
plexity and low cost. They have completely simplified the network deployment and
are highly tolerant against network failures and possess the potential for wide
broadband connectivity. Even though WMNs face some technical challenges like
load balancing, optimal routing, network configuration and mobility management,
they provide a cost effective, flexible and reliable solution for extending services in
broadband communication.

The rest of the paper is organized as follows. Section 2 gives an overview of
wireless mesh network which includes architecture and the concept of routing in
wireless mesh networks. Section 3 emphasizes on some of the load balancing
routing protocols and routing metrics. Tables 1 and 2 give the comparison of
various routing protocols and routing metrics.

2 Wireless Mesh Networks

Wireless Mesh Network architecture [2] consists of mesh routers, mesh nodes, and
gateways (Fig. 1). In WMNs each node can operate both as a router and gateway.
Mesh routers have additional routing functions to facilitate mesh networking and
they are the backbone of WMN. Mesh routers have very rare mobility and operate
just like stationary routers. A mesh router is usually equipped with multiple wireless
interfaces built on either the same or different wireless access technology to
improve the flexibility of mesh networking. It has the capability to achieve good
coverage even for a much lower transmission power through multi-hop commu-
nication. They route the network traffic to and from the gateways but do not
terminate or initiate the traffic. Mesh clients are either mobile or stationary and can
form self-organized ad hoc networks. They access services by sending requests to
wireless backbone network. In contrary to mesh routers, mesh clients usually have a
single wireless interface. Mesh clients are the end user devices like desktop
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PC/Laptop, IP phone, PDA, Pocket PC, RFID reader. Gateways are mesh routers
with wired or wireless interfaces. The gateways are equipped with multiple inter-
faces to connect both wired and wireless networks, hence they are expensive. The
network performance is influenced by the placement of the gateways in that
network.

2.1 Routing in WMNs

2.1.1 Routing Protocols

In order to improve the network performance of the WMNs [1], they must be
accompanied with a routing protocol, which plays an important role in choosing the
best routes, avoiding congested links with high interferences and supporting
application parameters (i.e., bandwidth, delay, and packet losses). Since wireless
mesh networks are a type of packet switching networks, the routing protocol directs
the packets from their source to their final destination through intermediate nodes.
Over 70 routing protocols exist for these types of networks [2, 3]. Each protocol
adopts a routing strategy. Based on these routing strategies, the mesh routing
protocols are characterized into Proactive routing, Reactive routing and Hybrid
routing protocols.

Fig. 1 Wireless mesh architecture
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2.1.2 Routing Metrics

A routing metric is a cost computed by routing algorithm to select an appropriate
path for forwarding the traffic. The metric assigned to each path is available in the
routing table and is computed using several techniques based on the selected
routing algorithm in use. Several parameters used for computing a routing metrics
are Hop count, End to End Delay, Jitter, Path reliability, Path speed, load,
Bandwidth, Latency, Maximum transmission unit, Channel Diversity, Interference,
and so on. Some of the basic routing metrics in wireless mesh networks are: Hop
Count, Expected Transmission Count (ETX), Expected Transmission Time (ETT),
Weighted Cumulative Expected Transmission Time (WCETT), Metric of interfer-
ence, and channel switching (MIC).

3 Load Balancing in Wireless Mesh Networks

The distribution of workload across the network for adequate usage of network
resources is called load balancing. Load balancing eliminates bandwidth bottle-
necks and minimizes inefficiencies by directing traffic over the least expensive link
or across multiple connections. Load balancing aims to maximize the throughput,
optimize resource use, minimize delay constraints, and avoid overload on a single
node.

Load balancing can be performed in two ways:

(i) Path-based load balancing.
(ii) Gateway-based load balancing.

In path-based load balancing, network performance is enhanced by sharing
traffic among different paths toward the gateway. In gateway-based load balancing,
traffic is shared among available gateway that is traffic is rerouted from congested
gateway toward under-utilized gateways to eliminate the bottleneck problem.
Sections 3.1 and 3.2 discusses in detail about load balancing schemes for WMNs.

3.1 Load Balancing Routing Protocols

(i) Multi Radio-Link Quality Source Routing (MR-LQSR)
MR-LQSR [4] is a source routed link state protocol that operates over
multiple channel and multiple interfaces using WCETT routing metric.
Basically, LQSR is derived from dynamic source routing (DSR) with route
discovery, route maintenance and a mechanism for metric maintenance. The
link quality is calculated by assigning equal weights to all possible links that
is channel assignment; bandwidth and loss are broadcast to all nodes in the
network to find the best path to the destination. The advantage of this
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protocol is that, it achieves tradeoff between delay and throughput because
it considers channels with good quality and effectively balances the load as
it uses multiple channels for routing the packets. Another advantage of this
protocol is that it provides loop free service because it uses source routing.

(ii) Multi-Radio-OLSR Protocol (MR-OLSR)
MR-OLSR [5] is an extension of LQSR protocol provides enhanced
throughput and supports load balancing in multi-radio WMN environment.
It improves channel throughput by forwarding the data traffic through dif-
ferent paths to prevent congestion. The path quality is calculated based on
the Improved Weighted Cumulative Estimated Transfer Time (IWCETT)
metric. The IWCETT is an improvement of WCETT metric that eliminates
interflow interference. It uses IFQ (Interference queue) indicator, i.e., length
of a data queue on the selected channel for a node.
IWCETT is defined as

IWCETT ¼ 1� að Þ
Xn

x¼1
LLx þ a max

1� x� k
Zj ð1Þ

where,

LLx = Link Load
A = Vulnerable value
Zj ¼

P
Hop is on channel j LLx 1� j� k = Cumulative transmission time for

multi-hop channel j

LLx ¼ LL j
P�Q ¼ 1� lð ÞETTJ

P�Q þ lCI jx�y ð2Þ

µ = Tradeoff between intra-flow and inter-flow interference
CI jP�Q

= Congestion Indicator between nodes P and Q

CI jP�Q ¼ IFQ j
p

Q

where, If Qj
p = data queue at the node P on channel j.

The load balancing in MR-OLSR can be achieved by channel
allocation/assignment and path schedule/selection mechanism.

(iii) Interference-Aware Load Balanced Routing (IALBR) Protocol
IALBR Protocol [6] is an improvement of AODV protocol with an
objective to provide Load balancing by capturing interference among the
neighborhood nodes with consideration that the probability of channel busy
is the load of a node. The route selection criterion of this protocol is based
on the traffic load of the intermediate nodes. This protocol is implemented
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by a cross-layer design, i.e., between Route layer and MAC layer. The route
table in IALBR has same difference in route entry with that of AODV
routing protocol. IALBR stores load values in both route table and in the
RREQ packets to facilitate traffic load calculation by the destination node.
The destination node will select the least traffic load for a congestion free
transmission of packets.

(iv) Load-Aware Routing (LAR) Protocol for multi-radio WMNs
LAR protocol [7] uses load balancing mechanism and load aware channel
selection strategy for route discovery process, which helps to find the best
path with minimum traffic load from source to destination and reduce
Inter/Intra-flow interference in multi-radio environment.
Load calculation: let G = (V, E) for multi-radio network. The regional traffic
load at node ‘a’ on the channel ‘c’ is given by

TCðaÞ ¼
X
K2NC

QC
K ð3Þ

Nc = Group of neighbor nodes of ‘a’
QC

K = Average queue length at channel ‘c’ of node K

The load of the link is given by

LLðlcÞ ¼ TcðaÞþTcðbÞ ð4Þ

If P = lc11 . . .. . .. . .. . .. . .l
c2
2

� �
be a path between source and destination.

Then the total load of the path is the cumulative load of the links on the path

TLðpÞ ¼
X2
n¼1

LL lcnn
� � ð5Þ

In channel assignment mechanism, the receiver identifies the recommended
channel for the reverse path between source and destination.

(v) Load-Balancing Gateway Discovery Routing Protocol (LBGD-AODV)
LBGD-AODV [8] is an improvement of AODV routing protocol with the
objective to provide load balancing among mesh routers and gateways. It
supports multiple internet gateways where normal AODV supports only one
gateway. This protocol performs load balancing and route discovery in a
single process. The existence of new gateway in the network is advertised
by the protocol by broadcasting hello control message “gate-
way_hello_interval” to the network for every interval. This makes mesh
nodes and mesh routers to gather information regarding complete network
topology such that, effective load balancing can be achieved between mesh
router and mesh gateways. This improves the network throughout.
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(vi) Network Allocation Vector (NAV)-based Aware Routing Protocol
NAV-based Aware Routing [9] protocol is an improvement of
Directional-AODV (D-AODV) protocol. This protocol uses Network
Allocation Vector (NAV) routing metric which is a virtual carrier sensing
mechanism to find whether the medium is busy or idle, that is it finds the
minimum congested route to perform efficient load balancing. The route
discovery is same as that of D-AODV but it uses NAV indicator in RREQ
packet to find the congested path. In this mechanism, each node calculates
its own NAV_SUM for a give interval ‘s’ during which the node is idle or
free. Busy portion of the node is calculated by NAV SUMi i.e.,

NAV SUMj ¼ bNAV SUMi�1 þ 1� að ÞNAV SUMi ð6Þ

where,

a = weight factor varies between 0 and 1
i = ith update period

The path session between node/router to the gateway is as follows. A source
node broadcasts RREQ packet with NAV SUMj to the network, the
intermediate node compares the NAV SUMj of the received RREQ packet
with its own NAV SUMj value. If it is smaller than its own value
NAV SUMj then it updates its NAV SUMj and rebroadcast to its neigh-
bor’s. Once the gateway receives RREQ packet, it turns on the timer for an
interval to receive some more RREQ packets with the least value of
NAV SUMj. If any RREQ packet having value of NAV SUMj that is less
than previous RREQ packet, then gateway will select the new route
otherwise uses the route specified in previous RREQ packet.

(vii) Distributed load balancing protocol (DLB) for gateway load balancing
The objective of DLB protocol [10] is to forward or distribute the data
traffic between gateways, i.e., reroute data traffic from highly or heavily
loaded gateway to the underutilized gateway. Another major difference
from the existing protocol is that it also considers contention and interfer-
ence which in turn increases the network capacity and throughput. For the
change in network topology this protocol converges quickly since gateways
are connected through wired medium and its execution time is low. The
drawback of the protocol is that it follows the shortest path routing or
Nearer Gateway (NGW) approaches when the number of sinks increases. If
all the domains are highly congested or least congested, it follows the
shortest path (hop count) or NGW approach for gateway selection.

(viii) Mesh on Demand Distance Vector based on Weighted Link State Protocol
(MODVWLS)
MODVWLS protocol [11, 12] is an improvement of AODV protocol. This
protocol uses a combination of link state routing and distance vector routing
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for route discovery. It considers the combination of three performance
metrics namely throughput, queue size of the buffer and bandwidth as
weighted link state information. In addition to link state information, it also
considers the hop count between source and destination when multi-paths
exist in the network. It selects the optimum path having minimum weight
and hops. Thus it avoids congested path or node and improves the load
balancing effectively. For route discovery it uses RREQ message.

3.2 Load Balancing Routing Metrics

(i) Load Aware Expected Transmission Time (LAETT)
LAETT [13] is an extension of ETT metric with the objective of facilitating
the bandwidth requirement for the flow and to facilitate the buffer for the
upcoming request in order to distribute the load across the network

ETTxy ¼ ETXxy � s
Bxy

ð7Þ

ETTxy = Expected transmission count on link (x,y)
S = Length of the packet
Bxy = Bit rate/transmission rate

Bxy ¼ Bx

kxy

Bx = Transmission rate of node x
kxy = Link quality factor
kxy = 1 for a link of good quality

For Load balancing consideration, the remaining capacity (RCx) of each node
is

RCx ¼ Bx �
XN
K¼1

fxk � kxy ð8Þ

fxk = Transmission rate of the present/current flow Nx that traverse node ‘x’.
The cost of a flow on the rest of the BW is calculated by factor ‘xk’
An optimum transmission consumes minimum resources.
LAETTxy is defined by
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LAETTxy ¼ ETTxy � S
RCx þRCk

2kyk

ð9Þ

The above equation consists of two parts: the second part captures the
available bandwidth at either node. If two paths have equal ETX weight then
LAETT metric considers the path having available bandwidth.
Advantage of LAETT metric is that it uses load aware isotonic routing
considering link quality/available bandwidth on each node. The disadvantage
is, it does not take an account of interference.

(ii) Weighted Cumulative Expected Transmission Time Load Balancing
(WCETT-LB)
WCETT-LB [14] is an extension of WCETT with the mesh routers by using
congestion aware routing and traffic splitting mechanism. The congestion
aware routing works as follows:
The traffic concentration at each node is examined by the average queue
length in a particular path with the threshold value considered at each node.
If it is higher than the threshold value then the path is considered to be a
congested one. The traffic load on all the paths can be evaluated by calcu-
lating actual time required for transmission which is the ratio of average
queue length over the transmission rate (bi).
Let Ni be the traffic concentration at ith node chosen as next hop to
transmit/forward packets by several nodes, then congestion at that node
increases. This can be represented as follows

X
node i2p

minðETTÞNi ð10Þ

where, min (ETT) = Smaller ETT in the network. If it is higher, then there is
more congestion at the node.
The WCETT-LB can be formulated as follows

WCETT� LB pð Þ ¼ WCETT pð Þþ L pð Þ ð11Þ

where, L pð Þ ¼ P
nodei2 p

QLi
bi
þmin ETTð ÞNi

The traffic splitting works as follows:
Let d be the threshold value for path switching. When an updated
WCETT-LB is received by a router from its neighbor and it is found con-
gested, then router distributes/balances the load by finding the best path. This
is based on following criteria/notation.

i.e., if (WCETT-LBcurrent − WCETT-LBbest) � d

Then the router will move to the best path otherwise remains on the current
path.
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(iii) Interference Load Aware Routing Metric (ILA)
ILA [15] metric aims at finding paths with reduced level of interference,
higher data rate, minimum packet loss ratio and less congestion for routing
the traffic and load balancing, thereby delivering high throughput.
The ILA routing metric is a combination of two components: Metric of traffic
Interference and channel switching cost (CSC).

(a) Metric of Traffic interference (MTI)
This metric considers interflow interference, i.e., the interference that
occurs when the two neighboring nodes on the same channel compete
with each other for the channel bandwidth.
The level of interference is dependent on the load generated by the
interfacing nodes.
The MTI metric can be defined as

MTIx Cð Þ ¼ ETTxy Cð Þ � AILxy Cð Þ ;Nz Cð Þ 6¼ 0
ETTxy Cð Þ ;Nl Cð Þ ¼ 0

�
ð12Þ

where, AILxy is the average interfering load by the neighboring nodes
when the transmission is between nodes x and y over channel C and is
given by

AILxyðCÞ ¼
P

Nl ILxyðCÞ
NzðCÞ ð13Þ

where, Nz(C) = Nx(C)UNy(C).
ILxy(C) is the interfering load by the neighbor and Nz(C) is the group of
interfering neighbors of node x and node y.
ETTxy denotes the packet drop ratio and the difference in transmission
rate of links.

(b) Channel Switching Cost (CSC)
The CSC metric captures intra-flow interference which occurs between
the nodes in the same flow. The CSC metric is defined as

CSCx ¼ W1 CH ðprevðxÞÞ 6¼ CH ðxÞ 0�W1 �W2

W2 CH ðprevðxÞÞ ¼ CH ðxÞ
�

ð14Þ

where,

x = node equipped with multiple radios
CH(x) = channel that node x uses to transmit to its next hop
CH (prev (x)) = channel used by the previous hop of node x
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W1 and W2 are the weights such that 0 � W1 � W2

Therefore ILA can be given as

ILAðpÞ ¼ a�
X

link x2p
MTIx þ

X
node x2p

CSCx ð15Þ

where, ‘p’ is the path and a is the scaling factor.
Thus CSC increases the throughput and MTI decreases the packet delay
due to the neighboring nodes.

(iv) Load Aware Routing Metric (LARM)
The objective of LARM metric is to perform load balancing and is incor-
porated in LBM protocol. LARM [16] considers the difference in trans-
mission rate, packet loss ratio, traffic load, and both inter-flow/intra-flow
interference in multi-radio mesh environment to find an optimal path.
Considering a multi-radio network, let G = (V, E) be the multi graph where
V represents graphs of mesh routers and E represents multi groups of edges.
The packet delay is caused by the interference and traffic load at the current
node.
Consider a channel ‘C’ and two nodes x and y competing for the channel C to
route the traffic.

Q lcð Þ ¼
X

k2Nc xð ÞUNcðyÞ
Qi

k ð16Þ

where, lc is the link between the neighboring nodes x and y interfering on the
channel C, Nc(x) and Nc(y) are the set of nodes x and y.
The link load lc is given by

LL lcð Þ ¼ ETT lcð Þ � Q lcð Þ ð17Þ

where, ETT (lc) expected transmission time of the time on channel ‘C’.
LARM is given by

LARM ¼ 1� bð Þ �
Xm

r¼1
CL rð Þþ b�max CL rð Þf g 1� r�m ð18Þ

where, b is a tunable parameter that has range between 0 � b � 1 and ‘m’
is the total number of channels available at the routing path.
CL(r) is the channel load of channel ‘r’ on the path.
P = {l1

c1, l2
c2…ln

cn} between source and destination.
(v) Airtime Congestion aware (ACA) Metric

ACA Metric [17] is a combination of Airtime link cost metric and Round
Trip Time (RTT) that operates in multi-radio WMNs with the objective to
provide congestion free and quality path. This metric balances the load
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uniformly at routers. The channel utilization factor between nodes is calcu-
lated by airtime link cost metric which helps to identify link quality.
The airtime link cost at particular link l is given by

AL1 ¼ xalc þ yp þ
Bt

r

� �
� 1
1� ef

ð19Þ

where xalc, yp and Bt are constants

R = packet/data rate
ef = frame error rate
Bt = frame size

The objective of RTT is to bypass highly congested link.
The ACA metric for path ‘P’ is defined as

ACA Pð Þ ¼ 1� bð Þ
X

link l2p
ALc þ b

X
link l2p

ALc RTTl ð20Þ

where, b = tunable parameter = 0.3
It also considers probability of frame loss along link. Higher ACA value
degrades the network performance.

(vi) Expected Transmission Time—Load Balancing (ETT-LB)
ETT-LB [18] is the extension of ETT metric with the objective of providing
Load balancing. In addition to ETT, this metric also considers the utilization
of the link of each node on the path. The average link traffic at a node defines
the expected delay time (EDT).

Time required for continuous load traffic transmission

¼ Fraction of link traffic
Transmission rate

Figure 2 shows a continuous data being transmitted from S to D through an
intermediate node F, a node ‘N’ sends an additional data to node D through

N

S

F D
Fig. 2 Load centralization at
node F
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F. Thus the load is centralized at intermediate Node F. This can be decen-
tralized by the ETT-LB metric as follows

ETT-LB að Þ ¼ 1� að Þ
X

link l2P
ETTl þ a

X
link l2P

EDTl ð21Þ

EDTl ¼ Data l
Bandwidth

where, a is a tunable factor varies between 0 � a � 1.
(vii) Estimated Transmission Delay (ETD)

ETD [19] considers the packet loss ratio and transmission delay along a path,
which is given by

ETD pð Þ ¼ TDðpÞ
1� PLðpÞ ð22Þ

where, TD (p) = Packet transmission delay for path ‘p’
PL (p) = Packet loss ratio a path P and is given by

PL pð Þ ¼ 1� plink l2p 1� PFlð Þ � 1� PRlð Þ ð23Þ

where, PFl and PRl = Probability of the packet loss of link l in both forward
and reverse directions, respectively.
Thus IDA is defined by

IDA pð Þ ¼ a� ETD pð Þþ b� CLI pð ÞþCSLC pð Þ ð24Þ

where, a and b = tunable factors.

4 Conclusion

This paper presents a detailed study on Wireless Mesh Networks (WMNs), clas-
sification of architecture, features and its applications. Depending on the network
capacity and throughput, different architecture is adopted. Wireless mesh networks
find extensive applications as they are less expensive, simple to deploy, minimum
installation time, and they can be easily integrated with other wireless technologies.
Routing is the key feature in Wireless Mesh Networks. An efficient routing can be
achieved with the help of Routing Protocols and Routing Metrics. This paper also
discussed some of the existing routing protocols and routing metrics and has pre-
sented their theoretical and mathematical details. Load balancing gives solution to
distribute the incoming traffic load among different nodes. Load balancing is
accomplished either through gateways or routing paths. This paper gives a review
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on some of the load balancing routing protocols and metrics. The paper also shows
a comparison table of routing protocols and routing metrics. Thus an efficient load
balancing and minimized interference can be achieved by selecting an appropriate
routing protocol and routing metric depending upon the network conditions and
requirements.
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A Novel Encryption Scheme for Small
Enterprises

Mohit Wadhwani, Ankita Thadani and S.P. Medhane

Abstract A cryptographic algorithm is very important in securing the confidential
data while transmitting over the network. Modern cryptography is suggesting a
variety of encryption schemes for protecting & securing the data. This paper
focuses on developing a new method to generate the key & algorithm by using
cryptographic techniques which will all together make an encryption scheme which
is secure for generating the key. The proposed scheme does not require any spe-
cialized hardware or software, so basically it is low-cost & flexible for peer to peer
networks & entity communication, which is based on the matrix. Finally, the paper
concludes that simulation results are important for the feasibility of the algorithm.

Keywords Secure communication � Sheltered message passing communication
Low budget algorithm

1 Introduction

Security of the data to be transferred is the crucial between the sender and receiver
while communication. Information security is all times have set a fundamental part
in each area associated with the communication of any confidential data. As the
time is changing there is continuous requirement for a robust and powerful complex
encryption technique. Presently, the superfluity for enciphering any plain text
information subsists as well as encompasses accomplishment of the information
protection to an immense level.
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To maintain the equilibrium among the flexibility and robustness has always
been a significant constraint of sustaining the altitude of security & encryption.
Securing the data [1] is the need for encryption. Generally the algorithm used to
encrypt the data deals and aims at preserving the privacy of the data concealment &
discretion of the data. Still while choosing any enciphering technique to be applied
to the data the factors needs to be considered are how it performs, robustness,
rapidity, dimension protection, and complexity are the important aspects which
need to be considered. For enciphering any data there is a need for the key which
can be generally classified as the “private key (symmetric)” [2] and “public key
(asymmetric)” [3]. symmetric as the name suggest is the algorithm where both the
parties exchanging the information shares the same key where as asymmetric key
there are different keys by the two parties. If any intruder any how can capture the
information being send, this could lead to catastrophic bang for the organization’s
chaos.

Consequently, proficient scheme [4] which is emplaning the characteristic of
marmalade the “Confidentiality, Integrity and Authenticity” [5] are of more
importance.

2 Background

Below, Table 1 consists of the various protocols used for key generation with the
advantages and the disadvantage of each and also for the network it is suitable for.

3 Proof of Work

The new idea incorporates of the three steps which is form plain text key 1 is
generated key 2 is generated from key 1 below is the mathematical proof of the
system depicting the working of algorithm.

3.1 Encryption

1. Key 2 creation From Key 1:

(a) select K1 = key 1
convert K1 to B(K1) which is binary

(b) matrix A = binary counterpart by writing alongside the rows.
(c) Transpose A to AT

(d) B(AT) = binary of AT

The resultant binary number to hexadecimal.
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HEX B AT� �� � ¼ key 2

Key 2 is in the hexadecimal form
(e) K1 to decimal number HEX(add decimal number)
(f) Result = HEX(PT)−HEX(add decimal number)
(g) S(txt) = Swap result digit among themselves
(h) binary(S(txt)).
(i) output = Inverse(2’s complement(binaryS(txt)))

Table 1 Comparison of various key generating schemes

System/protocol Pros Cons Suitable for

3.1 Chaotic cryptography
using external key [1]

Precise
discussion of
trust

Development of the
formalization for trustis
not yet complete
changing identities

Situational
trust

3.2 Random key material
distribution [2]

Nonce for
session id

Deficient in of
authentication

Peer to peer
network

3.3 Chebyshev polynomials
[4]

Secure and
robust

Complex and inefficient
explanation

Multimedia
network

3.4 Jacobian elliptic
Chebyshev rational maps
[5]

Re-keying
messages is
irrelevant to
current group
size

For large groups only Large group
network

3.5 Spanning treeKey
management (STKM)
[7]

Low complexity
communication

Complex
No collusion resistance

Wireless
network

3.6 Exclusion basis system
(EBS) [8]

“binary tree”
stores the keys

Storage overhead
Some of the users know
the k number of keys

Wireless
network

3.7 An efficient certificate
less encryption for
secure data sharing [9]

Encrypted data
uploaded on
cloud
sensitive data

Communication overhead Cloud

3.8 Non-invertible matrices
on Hill cipher [10]

No inclusion of
the third party
Robust

Mathematical complexity
linear nature

Peer to peer
network

3.9 Invertible, involuntary
and permutation matrix
generation Hill cipher
[11]

Overcome the
weakness of the
Hill cipher

Rank of the matrix
difficult to derive

Peer to peer
network

3.10 Advanced substitution
technique and symmetric
key generating algorithm
[12]

Adapted to
modern
processors

Symmetric and parallel
structure

Suited to
Smart cards
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2. Generation of key 3:

(a) hex(output)
(b) key 3 = first and the last part hex(output) � 2

3. Cipher Text Formulation

(a) split (hex code) as follows.
(b) output 1 = The first block is Private Key shared with the receiver.
(c) output 2 = The second block is key with cipher text

3.2 Decryption

We get Cipher text as input.

Step 1 Partial cipher text extraction

(a) Output 2 received = The block is Transport Cipher Key.
(b) Output 1 received = The block is Private key shared.
(c) Join (output 1, output 2) convert to hex which is Key 3.

Step 2 Partial extraction of key 3

(d) We remove transport cipher key and append former 2 and the final 2 hex codes
of cipher text.

(e) We divide this new value from Key 3 to get Key 2.
(f) Convert Key 2 into its binary equivalent.
(g) We do the Inversion of this binary equivalent.
(h) We do 2’s complement of above Inversion.

Step 3 Plaintext Extraction

(i) Convert the binary equivalent code into Hex code.
(j) We swap the digits of above Hex code.
(k) We add Hexadecimal equivalent to above Hex code.
(l) Convert above Hex code into original Plaintext (Fig. 1).
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3.3 Mathematical Proof of the Proposed Work

Plaintext: H E L L O
Key 1 = “SK”
Hexadecimal equivalent: 53 4B
Binary (SK) = “0101 0011 010 01 011”

Matrix A ¼ 0 1 0 1
0 0 1 1
0 1 0 0
1 0 1 1

Fig. 1 Working of the encryption system
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Transpose AT ¼ 0 0 0 1
1 0 1 0
0 1 0 1
1 1 0 1

Row form

0001 1010 0101 1101

Hexadecimal form

Key 2 1A 5D

Step 2: After Key generation

Plaintext: H E L L O
Hexadecimal Form: 48 45 4C 4C 4F

Key 1 S K

Decimal Equivalent: 31223

3þ 1þ 2þ 2þ 3 ¼ 11

Hexadecimal of 11 ¼ 0B

Hex code after swapping digits of each code:

73 43 14 14 44

Binary equivalent of each hexadecimal value

01110011 01000011 00010100 00010100 01000100

2’s complement

1's complement: 10001100 10111100 11101011 11101011 10111011
2's complement: 10011101 11001101 11111100 11111100 11001100

Hexadecimal code after substracting 11
48           45           4C            4C               4F 

- 11   - 11     - 11             -11              - 11
37           34           41            41               44 
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Inversion

01100011 00110010 00000011 00000011 00110011

Hex Code: 62 32 03 03 33

Step 3: Key3 generation

Key 2 ¼ 1A5D

The first and last part of Hex code sequence are

62 32 03 33
62 33

Key 2 1 A 5 D
Decimal 1 10 5 13
Ascii 62 32 03 33

Key 3 63 42 08 46

Pre-shared private key: 63 42
Transport cipher key: 08 46

Cipher Text: 08 46 62 32 03 03 33

Decryption
To convert the cipher text into original plain text,

3.4 Decryption

We get cipher text as input.

private key shared: 63 42

The received cipher text:

Cipher Text: 08 46 62 32 03 03 33
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1. Extracting key 3 from cipher text:

Key: 08 46

63 and 42 are previously shared the first two cipher text join them

key 3 ¼ 63 42 08 46

2. Extracting Key2:
Cipher text after removing first 2 values:

62 32 03 33

key 3 � Cipher text after removing first 2 values = key 2
(63 42 08 46) � (62 32 03 33) = 1 10 05 13
Therefore, Key 2 = 1 A 5 D

3. Key 1 Extraction:

Converting key 2 into binary value ¼ 0001 1010 0101 1101

Writing it in the matrix form

Matrix B ¼ 0 0 0 1
1 0 1 0
0 1 0 1
1 1 0 1

Row form: 0001 1010 0101 1101

Transpose Matrix T ¼ 0 1 0 1
0 0 1 1
0 1 0 0
1 0 1 1

Binary equivalent ¼ 0101 0011 0100 1011

Hexadecimal equivalent: 53 4B

ASCII of above binary number ¼ SK

Key 1 ¼ SK

Decimal (SK) = 21 3 23(3 is for space)
Sum of digits of above equivalent = 11
Hex equivalent of above sum = 0b
Adding 0b with each of the hex code in the sequence:
54 48 49 53 20 49 53 20 43 4f 4e 46 49 44 45 4e 54 49 41 4c
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Hexadecimal code: 73 43 14 14 44

Swapping digits of each code: 37 34 41 41 44

Adding hexadecimal equivalent adding 0B

37 34 41 41 44
þ 11 þ 11 þ 11 þ 11 þ 11
48 45 4C 4C 4F

Plaintext: H E L L O

4 Experimental Evaluations

For experiment Java language Fig. 2 shows the output of the proposed approach
which has the key size and the size of the memory in kb.

As proposed work has key generation thrice so the security and complexity will
increase.

5 Conclusion

In this paper, a new advanced secure cryptographic approach has been projected
which is resultant form the fundamental cryptographic algorithms and procedures
are introduced and a new key generating process is presented,
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1. The key generation imposes randomized encryption
2. Key 3 are generated from the plain text which leads to the most complex form of

the base algorithm.
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Performance Analysis of Efficient
Position-Based Opportunistic Routing
for MANET

N.S. Kavitha, P. Malathi, Jim Mathew Philip and S. Pravinth Raja

Abstract Mobile Ad hoc Network (MANET) is the kind of ad hoc networks that
dynamically form a temporary network by connecting the mobile nodes without any
support of central administration and wires. This work coins the difficulties of
delivering the data packets to the MANET circumstance in a reliable fashion and in
good timely manner, which reside to be a highly dynamic in nature. In MANET,
there are several routing algorithms, which consume topology information to make
routing decisions at each node. Practical routing protocols must handle intermittent
connectivity and the absence of end-to-end connections. An Efficient Position-Based
Opportunistic Routing (EPOR) protocol is proposed and it will be able to take the
advantage of stateless property, which uses two terms (1) geographic routing
(2) broadcast nature of wireless medium. When the packet transmission starts,
neighbor nodes have chance to overhear the transmission of messages, and it will act
as a forwarding candidate. Thus, the node which was overheard the transmission
information will forward the packets by enhancing the informations. The apt for-
warder will identify the falsely relay node within a limited amount of time. The
proposed algorithm removes the drawbacks of the existing GPSR and AOMDV. The
additional latency occurred by the local route recovery has maximum being reduced
and the duplicate relaying due to packet reroute can also be decreased. The proposed
scheme of Virtual Destination-based Void Handling (VDVH) combined with EPOR
protocol in a communication hole. The EPOR result demonstrates that can able to
succeed the greater performance even under high mobility of nodes with consider-
able overhead and the new VDVH scheme also works well. This paper focuses on
various performance evaluation metrics such as latency, throughput for the EPOR
routing protocols and experimentally compared the performance of three routing
protocols using NS-2 simulator.
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Keywords Medium access layer � Mobile ad hoc network � Efficient
position-based opportunistic routing � Position-based routing

1 Introduction

Mobile Ad hoc Network (MANET) deals with number of mobile nodes that are free
to move randomly. This is not in the case of the existing Internet, where the router
topology is fundamentally static in nature (barring router failures or network con-
figuration). In a MANET, the nodes are mobiles and inter-node connectivity may
changes frequently due to dynamic configuration of network topology. In this track,
we focus our attention on current protocols that affords the connectivity of route in
MANET, such as Routing protocols [1]. The challenging problem of MANET
especially the routing approaches where designed efficiently and reliably by uti-
lizing the limited resources. An intellectual routing approach is recommended that
proficiently uses the limited resources. Meanwhile the configuration of routing
needed to adapt to the dynamic changes of network conditions such as network
size, network partitioning, and traffic density [2].

The former interest of wireless networking is infrastructure network (wired
networks). In wired networks, two main algorithms are used and they referred as
link state and distance vector algorithms. In link-state routing algorithm, each of the
Mobile Node (MN) or terminal periodically updates the network status by using a
flooding strategy [3]. The update does by the process of broadcasting the costs- of-
link-state routing of its neighboring nodes to other MNs. When each of the MNs
receives an update packet, thus they update the entire network view and their
link-state information. The Shortest path algorithm of link state provides the next
hop node with the minimal distance from the source node to reach the desired
destination. In distance vector routing, each node updates the network status by a
periodical propagation of signals among the nodes for attaining the distance to
every node [1, 4]. The conventional link-state routing and distance vector routing
algorithm not supported in large MANETs. Due to periodic or frequent changes of
network route updates in large network that may consume adequate resources such
as bandwidth, power consumption that leads to frequent recharge of mobile ter-
minals battery and increases the channel contention.

Conventional topology-based Mobile Ad hoc Network routing protocols is
reasonably prone to node mobility. The crucial reason for occurrences of vulner-
ability is due to the pre determination of routes before data transmission [5, 6].
Owing to the frequent and rapid change of topology leads to hard maintainability of
paths during transmission. Eventually, the discovery and recovery of routes con-
sumes more time that reduces the mobile nodes energy. In this case, if the path
breaks then the data packets will lose or delayed for long time until the reconfig-
uration or reconstruction of the route has handled that causes interruption during the
transmission of data packets.
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Geographic routing (GR) utilizes the location information to the purpose of
forwarding data packets, which will utilize the hop-by-hop routing fashion [6]. To
select the next hop forwarder, the Greedy forwarding takes the largest positive
progress toward the destination. In order to trigger the route around communication
voids, void handling mechanism is used. The key aspect of GR ensures the scal-
ability and high efficiency thus the maintenance regarding the end-to-end routes is
not required. However, GR is sensitive to the factual error of location information
[7]. In greedy forwarding, an operation to select the next hop is quite distinct. Here
the neighbor, who is located away from the sender or source that takes up the
position as the next hop. If the node moves away from the coverage area of sender,
it will leads to the transmission failure. A famous Geographic Routing
(GR) protocol is GPSR. In this feedback of MAC-layer failure, offer the chance to
reroute the packet. When node mobility increases, the performance evaluation is
incapable under the simulation. Due to the nature of wireless medium broadcasting,
the transmission of a single packet leads to numerous reception. If this type of
transmission used as backup, then the strength of the routing protocol considered as
enhanced.

In opportunistic routing, the concept of multi-cast routing has already demon-
strated. However, most probably link-state topology DB is used to select and
ensures higher preferences for the forwarding candidates or relay nodes. The
periodic network-wide measurement is required to acquire the loss rates of inter
node and it is impossible because of the dynamic nature of MNs [7]. So far, in these
protocols, the batching tends to delay the data packets and not preferred for delay
sensitive applications [8, 9]. Presently, the location aided opportunistic routing
guided to forward the packets directly by using location information but it’s
designed as of other static mesh networks and aimed to provide the efficient
throughput. However, opportunistic forwarding fails to investigate the robustness of
the network for transmission of data packets [6, 10]. The proposed novel Efficient
Position-based Opportunistic Routing (EPOR) protocol deals the forwarding can-
didates by using the MAC interception for caching the packet that has been received
[7]. If the best forwarder not forwards the packet in an allocated time slot, a then
suboptimal candidate will successfully collects/receives and forward the packets
without any interruption to the data transmission. Thus, EPOR also ensures the
robustness by exploiting per packet basics through multi-path accessing.

2 Routing Algorithm

1. Greedy Perimeter Source Routing (GPSR)
MAC-layer failure feedback: As used in DSR [3], we the data packet exceeds
the limitation of retransmission tries then DSR receives the notification from the
802.11 MAC layer. It excludes the congestive collapse that indicates the
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recipient out of the frequency range [6, 10]. If the retry goes beyond the limit,
then it attains the failure of transmission. By using, the MAC- layer failure
feedback may convey the failure state as earlier as possible to the GPSR,
otherwise it carries the task through the neighbor’s expiration timeout interval
(4:5B).
Interface queue traversal: Regarding the MAC- layer feedback, the implemen-
tation expresses the strong result. While an IEEE 802.11 interface continuously
retransmits the data packets at the packets head of its queue. The head-of-line
block normally waits to receive the link-level acknowledgement from the
recipient. This head-of-line block used to reduce the offered transmits cycle of
an interface [8]. In this situation, notification regards the retransmit retry makes
queue of the packet to traverse for the interface and clears out all the failed
transmission recipients addresses [11]. Then it passes all these packets to the
routing protocol for retransmission or re-forwarding to another next hop.
While receiving greedy mode data packet for forwarding, a node looks its
neighbor table for capturing the geographically located closest neighbor to the
desired packet’s destination. If the neighbor is closer to the destination, then the
greedy mode packet forwards the packet to the closest node. Suppose, no
neighbor is closer, then the node marks the packet under the perimeter mode [9].
However, most probably link-state topology DB is used to select and ensures
higher preferences for the forwarding candidates or relay nodes. The periodic
network-wide measurement is required to acquire the loss rates of inter node [9].
It is impossible because of the dynamic nature of MNs. So far, in these pro-
tocols, the batching tends to delay the data packets and not preferred for delay
sensitive applications.

2. Ad Hoc on Demand Multicast Distance Vector Routing (AOMDV)
AOMDV’s many characteristics were shares with AODV. The technique based
on the distance vector routing algorithm, uses an approach as hop-by-hop
routing. Furthermore, AOMDV finds the retransmission routes using a route
discovery procedure [12]. The difference between AOMDV and AODV is
estimates by the discovering the number of routes that establishes in each of the
nodes route discovery to attain the desired destination.
In terms of AOMDV, it broadcast the Route Request (RREQ) from source to
destination. It establishes the multiple reverse paths both at destination node as
well as at intermediate nodes. The reverse path configuration from source to
destination and intermediate node to destination makes multiple forward paths.
The intermediate nodes reverse the path with an alternative path and it is useful
in reducing the frequency of the route discovery. The depth of the AOMDV
protocol ensures the discovery of multiple paths that are disjoint and loop free
[13] and uses a flood-based route discovery, to finds the paths efficiently.
However, it does not involve the special control to the packets [10]. In fact,
AOMDV and AODV cause the overhead due to the extra RREPs and RERRs
for discovery of multipath that harms to maintain in routing control packets (i.e.,
RREQs, RREPs, and RERRs).
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3. Efficient Position-Based Opportunistic Routing
An Efficient Position-based Opportunistic Routing (EPOR) mechanism which
can be organized without any of the complex [14] modification to MAC pro-
tocol and meanwhile achieves the multiple candidate reception without dropping
the additional benefits of collision avoidance [6, 10] that was provided by IEEE
802.11. The scheme of Virtual Destination-based Void Handling (VDVH)
exhibits the advantages of greedy forwarding and opportunistic routing can
achieve the transmission while handling communication voids.
In this paper, EPOR focuses both overhead as well as usage of bandwidth due to
the duplicate relay candidates for transmission also look the utilization of buffer
usage. Through performance analysis, EPOR achieves gain ratio by little
overhead cost due to the proper selection of forwarding candidates among the
area and limitation schemes [9, 14].
A node needs to satisfy the following conditions to locate in the forwarding
region/area:

1. Should achieve the positive progress to reach the destination [7]
2. The distance between the source and next hop relay node should not go

beyond the half of the transmission range (R) (i.e., R/2).

Therefore, all forwarding candidates can hear each other. The key point of
EPOR states that, if an intermediate node receives the same ID (i.e., same source
address and sequence number) [15], then it will drop that packet from the best
forwarder packet list.

4. Opportunistic Forwarding
The design of EPOR depends upon opportunistic forwarding and geographic
routing. The MNs aware their own location and their neighboring positions
directly. The MNs neighborhood location informations are register in the
routing table of each of the MN. Exchange of information uses one–hop beacon
in the packets header [16]. To achieve the desired destination position the
location registration and look up services maps the nodes addresses to locate the
desired destination nodes position as in [6, 10]. In this scenario, location ser-
vices schemes are more reliable and efficient. For example, when the destination
replies to the requested source, destination transmits the reply by acquiring the
long-range radio with low bit rate. It can implement by periodic beacon. When a
source needs to transmit a packet, first, it should collect the destination location
and its address attached with the packet header. Due to the movement of des-
tination node, the true destination diverge the multi hop path and packet may
drop even if the packet delivers to the neighborhood destination. To handle such
issues, optimal check introduced for the destination node. At each stage of
hopping, the nodes that forward the data packet will check its neighbor list to
check whether the destination node presents within its own transmission range.
If so, the packet will transmit directly to the destination node, likewise location
prediction scheme for destination as mentioned in [4].
In opportunistic forwarding, in order to require packet from various candidates,
either it must adapt to any one of the following, an integration of routing or an
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IP broadcast and MAC protocol. Foremost, it prone to MAC collision due to the
absence of collision avoidance that supports to broadcast the packets in IEEE
802.11. Later it need a complex coordinates and it is quite difficult to implement.
In EPOR, the similar scheme which was uses in MAC multicast mode explained
in [15]. Here the packet transfer in unicast mode in IP layer (the best
forwarder/relay node which makes the leading positive progress for attaining the
destination and it is set as next hop) and receives the multiple candidates
reception using MAC interception. The significance of RTS/ACK/DATA/CTS
reduces the collision. Due to the medium reservation, all other nodes within the
ranges of sender’s node may overhear (eavesdrop) on the successful transmis-
sion of the packet as a higher probability in ratio.

3 Simulation Results

The performance of EPOR has evaluated and compared with AOMDV and GPSR
in NS-2 simulation. It simulates under a variety of network topologies. The GPSR is
a representative geographic routing protocol and AOMDV is a famous multi-path
routing protocol. The parameters utilized in the NS-2 simulation listed in Table 1.
The model uses the random waypoint for node’s mobility without pause. The speed
of the network mobility degree may vary from minimum to maximum. The mini-
mum speed of the node is set to 1 m/s. The following metrics used for comparison
of performance:

• Packet delivery ratio: The ratio of the number of data packets received at the
destination(s) to the number of data packets sent by the source(s).

• End-to-end delay: The average and median end-to-end delay evaluated together
with the cumulative distribution function of the delay.

• Path length: The average end-to-end path length meant (number of hops) for
successful packet delivery.

• Packet forwarding times per hop (FTH): The average number of time, a packet
has forward from the perspective routing layer to deliver a packet over each hop.

Table 1 Simulation
parameters

Parameters Values

MAC protocol IEEE 802.11

Propagation model Two-ray ground

Transmission range 250 m

Mobility model Random Way Point (RWP)

Traffic type Constant Bit Rate (CBR)

Packet size 512 MB

Number of nodes 100

Simulation time 200 ls
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• Packet forwarding times per packet (FTP): The average number of times a
packet has forward from the perspective routing layer to deliver a packet from
the source to the destination.

A. Simulation Parameters

As by Fig. 1, we can observe that in the face of communication hole, GPSR’s void
handling mechanism fails to work well [17] (Figs. 2, 3 and 4).

Even when the maximum node speed is 5 m/s, only 90% of the data packets get
delivered which is relatively poor compared to the other protocols [18]. As for
EPOR, the improvement is not so significant since in the current implementation,
VDVH is unable to deal with all cases of communication voids.

However, when the node mobility is high (e.g., when the maximum node speed
is larger than 25 m/s), EPOR still performs better.

With respect to the path length, the end-to-end hops of GPSR are the largest due
to the usage of perimeter mode, while EPOR still achieves the shortest path length
[19].

0

0.5

1

1.5

2

2.5

5 10 15 20 25 30

GPSR

EPOR

AOMDV

Fig. 1 Packet delivery ratio
for communication hole

0

0.2

0.4

0.6

0.8

1

1.2

1.4

5 10 15 20 25 30

GPSR

AOMDV

EPOR

Fig. 2 Average end-to-end
delay for communication hole

Performance Analysis of Efficient Position-Based … 747



As for the result of FTH and FTP (Figs. 5 and 6), EPOR outperforms the other
two as usual while GPSR performs worst indicating the perimeter mode of GPSR is
incapable of working well in mobile environment (Figs. 7 and 8)
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4 Conclusion and Future Work

In MANET, we face the problems of frequent changes in network topology that
leads to break the link would either lose the packets. Thus a novel routing protocol
EPOR which takes the advantage of geographic routing and broadcast nature of
wireless medium and ensures the better performance in case of link break. Through
simulation, EPOR confirm the effectiveness and efficiency under high PDR.
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By involving the forwarding candidates in EPOR, the property of backup is useful
in the case of broken route and it will recover in timely manner. An overhead also
addressed by opportunistic routing. This method can combined with a new proposal
of multiple sources with a single destination in a parallel processing method [10],
which will make the PDR to be increase in an energy efficient way by combined
with load balancing.
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