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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to
global positioning system (GPS) and compatible with other global satellite navi-
gation systems (GNSS) worldwide. The BDS will provide highly reliable and
precise positioning, navigation and timing (PNT) services as well as short-message
communication for all users under all-weather, all-time and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering and boost the development of the satellite
navigation industry in China and in the world.

The 8th China Satellite Navigation Conference (CSNC 2017) is held during May
23-25, 2017, Shanghai, China. The theme of CSNC2017 is Positioning,
Connecting All, including technical seminars, academic exchanges, forums, exhi-
bitions and lectures. The main topics are as follows:

Conference Topics

S01  Satellite Navigation Technology

S02  Navigation and Location Service

S03  Satellite Navigation Signals and Signal Processing

S04  Satellite Orbit and Satellite Clock Error

S05  Precise Positioning Technology

S06  Atomic Clock and Time-frequency Technology

S07  Satellite Navigation Augmentation Technology

S08 Test and Assessment Technology

S09  User Terminal Technology

S10  Multi-source Fusion Navigation Technology

S11  PNT New Concept, New Methods and New Technology
S12  Policies and Regulations, Standards and Intellectual Properties



vi Preface

The proceedings (Lecture Notes in Electrical Engineering) have 188 papers in
twelve topics of the conference, which were selected through a strict peer-review
process from 599 papers presented at CSNC2017. In addition, another 272 papers
were selected as the electronic proceedings of CSNC2017, which are also indexed
by “China Proceedings of Conferences Full-text Database (CPCD)” of CNKI and
Wan Fang Data.

We thank the contribution of each author and extend our gratitude to 249
referees and 48 session chairmen who are listed as members of editorial board. The
assistance of CNSC2017 organizing committees and the Springer editorial office is
highly appreciated.

Beijing, China Jiadong Sun
Wuhan, China Jingnan Liu
Beijing, China Yuanxi Yang
Beijing, China Shiwei Fan

Shanghai, China Wenxian Yu
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Part I
Satellite Orbit and Satellite Clock Error



Orbit Determination Based on Particle
Filtering Algorithm

Daming Bai

Abstract Since the distribution of state variables of satellite orbit estimation is
non-Gaussian, the particle filtering algorithm is put forward. Through the presen-
tation of the particle filtering algorithm and the mechanism of satellite orbit esti-
mation, the orbit determination model based on the particle filtering algorithm is
established. The results of simulation show that the particle filtering algorithm can
effectively solve the problem that the distribution of state variables of satellite orbit
estimation is non-Gaussian.

Keywords Particle filter - Orbit determination - Non-Gaussian - Estimation value

1 Introduction

The method of autonomous orbit determination using magnetic measurement
information generally uses the extended Kalman filter (Extended Kalman, Filter,
EKF), in addition to the unscented Kalman filter (Unscented Kalman Filter, UKF)
to confirm satellite position and velocity, and they are based on the assumption that
the distribution of state variables is similar to the Gauss distribution, and estimate
the mean and covariance of state variables [1]. When the distributions of the state
variables were not Gauss distribution, the performance of the filter algorithm will be
reduced, even if the initial position and velocity distribution are Gauss distribution,
but the process noise and the measurement noise are white Gauss noise. At this
time, because of the nonlinearity in the model, the actual distribution of position

D. Bai (X))
Xi’an Satellite Control Center, Xi’an 710043, China
e-mail: 464864443 @qq.com
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4 D. Bai

and velocity is not Gauss distribution. In order to solve the nonlinear model and the
estimation of the initial deviation to the negative effects caused by the filtering, this
paper uses particle filtering algorithm for satellite orbit, and its effectiveness is
proved by mathematical simulation.

2 Particle Filter Algorithm and Orbit Estimation

The particle filter is used for target tracking, and its principle is that the particle filter
(Particle Filter PF) is a kind of approximate Bayesian filtering algorithm [1, 4]
based on Monte Carlo simulation; its core idea is to use some discrete random
sampling points (particle) probability density function to approximate the system
random variable, instead of integral to the sample mean to obtain estimation of the
state minimum variance. A mathematical description for the stationary random
process, assuming that £ — 1 moment system of the posterior probability density for
P(X—1]zx—1) random samples selected n according to certain principles, k time
measurement information, through state prediction and time update process, n
particle of the posterior probability density can be approximated as p(xi|zx). As the
number of particles increases, the probability density function of the particle is
gradually approaching the probability density function of the state. Particle filter
can be applied to any nonlinear stochastic system. With the improvement of
computer performance, the method has been paid more and more attention to [4].

The basic problem of the orbit determination is as follows: The dynamic process
of a differential equation is not exactly known, and the optimal estimation of the
motion state of the satellite in a certain sense is solved using the observation value
with error and the not accurate initial state. When the system can be described as a
linear model, and the system and the measurement error are white noise, the
unbiased optimal estimation in statistical sense can be obtained by Kalman filtering
[5]. However, in practical applications, the target motion model and the measure-
ment model are mostly nonlinear; the noise is non-Gauss; and the traditional
Kalman filter application has been limited. Relative orbit determination problem is
usually based on the Hill equation using extended Kalman filtering algorithm to
estimate the state of the target aircraft. Because of the need to linearize the state
equation and the Hill equation which is only applicable to the relative distance
filtering calculation, when the relative distance or large initial errors are easy to
cause filter divergence and its application scope has been greatly constrained,
therefore, the application to the relative distance between the target orbit determi-
nation method will be an important direction for future research.

With the development of space technology, the requirement of spacecraft orbit
precision becomes higher and higher. The data processing methods of satellite orbit
determination can be divided into two categories: (1) batch processing. Using all
data to get track and related parameter of the epoch is a method of post-processing,
needs to store a large number of observation value, and demands high processing
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ability of computer. (2) Sequential recursive method. When the observation value is
reached, the corresponding processing is performed, and the next moment is no
longer observed by the previous moment. The particle filter algorithm is a
sequential recursive method; the data processing only uses the current value of
observation data and the previous data storage, and requires lower capacity of the
computer. The particle filter algorithm for solving nonlinear and non-Gauss prob-
lems has obvious theoretical advantages, such as the algorithm can be used to set
orbit spacecraft, which is bound to improve the accuracy of orbit determination.
However, no one shows any interest in the research model, algorithm, and appli-
cation of the precise orbit of the spacecraft.

3 Satellite Orbit Determination Model Based
on Particle Filter

3.1 Satellite Orbit Influence Factor Analysis

The satellite is subjected to various forces in the course of the movement around the
earth; these forces can be divided into two categories: one is conservative forces;
the other is the divergent force [6]. Conservative forces include earth gravity, day,
month, the gravity of the planet to the satellite, and the gravitational field changes
caused by the earth tide phenomenon. For conservative force systems, it can be
described by the “bit function”. The divergence force includes the atmospheric
resistance, the earth infrared radiation, and the power of satellite attitude control.
The divergence force does not have the position function, so the expression is
directly used. The expressions of the above forces are very complex. Besides the
two-body problem, it is difficult to obtain the analytical solution of the motion
equation of the satellite, which is usually based on the approximate analytical
solution.

On orbit determination, dynamic model is not very accurate. The main point is as
follows: Under certain accuracy, dynamic model omits some perturbed factors,
even without omission, it also made some simplifications and approximations. In
the considered perturbation factors, the model parameters are approximate. The
initial state of general satellite 7y and vy could not be precisely known; only the
reference value r{ and v needs to continue to refine the satellite observation ref-
erence value in order to obtain the initial motion state ry and vy of satellite.
Measurement data itself are not very accurate; the equipment itself and a variety of
factors affect measurement data with random error and system error. Therefore, the
orbit estimation problem is a dynamic process which is not known exactly for the
differential equation, and the best estimate of the satellite motion state is obtained
using the observational data with random errors and the inaccurate initial state.
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3.2 Establishing the State Equation and Observation
Equation of Satellite Motion

The particle filter algorithm is used to calculate the satellite motion. The state of the
next moment is calculated according to the current state of the moment. In addition,
it is necessary to obtain the real observations by an observation equation

(1) Equation of state

Aircraft dynamics equation can be expressed as

X = vy

y=vy

=V

X = _Xz+;,42+zz \/x2 _‘_Xy2+12 +fTax “V‘fi)x (1)
A Vo :yzﬂz +fray + foy

= _Xz_;,_;z_,_zz \/X2+Zyz+zz +fraz + e

In the formula, x, y, and z are the position vector components as the target in
inertial system; vy, vy, and v, are the velocity vector component of target in inertial
coordinate system; u is the earth gravity parameters; fox, fpy, and f,, are the per-
turbation accelerations, and said fr for thrust acceleration; ay, ay, and a, for thrust
acceleration vector components. Considering the impact of the J2 perturbation
potential function for earth oblateness,

Uy, :%Rﬁhé(%inzf— ). ((2))

In the formula, R, is for the equatorial radius; sin ¢ = %; J2 for the two-order
harmonic coefficient; and ¢ for the spherical coordinate system defined position
angle. J2 perturbation in Cartesian coordinates for the component, respectively:

8UJ2 6U]2 8UJ2

ﬁZ.X = _Wmf]Z.y = _8—y7ﬁ27z - _a—Z

The target state model can be divided into two types: non-maneuvering and
maneuvering model. The difference is the influence of thrust acceleration.

(2) Observation equation analysis

Generally, the discrete time system filter is a mature linear estimation theory in
mathematical theory and mathematical methods [5]. However, the orbit determi-
nation is exactly the state equation and observation equations are nonlinear, which
is the main content of this paper.
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The relationship between the measured observations and the state vector of the
satellite is obtained by the tracking and measuring system, and the satellite
observations are oblique distance, slant distance change rate, azimuth, and elevation
angle. The determination of satellite orbit is the observation value obtained by
real-time measurement, and the satellite position is estimated sequentially. The
particle filter algorithm used in this paper is to solve the optimal estimation of
satellite position. n-dimensional linear dynamic systems and m-dimensional linear
observation system equations are described as follows:

Xie = frop—1 X1+ Wiy 3)
Zy = Hi Xy + Vi

In the formula, X is for the n-dimensional state vector system in the moment %,
k=1,2,...; frs_1, called the state transition matrix; the reaction system sampling
time state from k — 1 to k is the sampling time state transform; W; — 1 is for the
random disturbances acting on the system at the time k, called the model for noise;
7y is for the m-dimensional observation vector; Hy, is for the observation the m x n
order of the matrix, for the conversion from the state X; to the measurements Z;; V;
is for the m-dimensional measurement noise.

In the horizontal coordinate system of the TT&C station, the measured is slant
distance R, slant distance change rate R, azimuth angle A, and elevation angle E.
The rectangular coordinate in the horizontal coordinate system of the TT&C station
is (x,y,z,%,¥,2), in that way:

R=/x*+y*+7
xx+yy+zz
\/x2—|-y2+22
arctane) x>0 %, 4)

arctan G) +7m x<0

A=

E = arcsin (E)
R

3.3 Build the Particle Filter Algorithm

Through the tracking and measuring system, the relationship between the measured
observations and the state vector of the satellite is nonlinear, and the satellite
observations are oblique distance, slant distance change rate, azimuth, and elevation
angle. Satellite orbit determination means sequential estimation of the location of
the satellite based on the observed value of a real-time measurement; the particle
filter algorithm used in this paper is to solve the problem of the best estimation of
satellite position.
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Bias filtering provides a way to describe the tracking problem. The tracking
problem can be considered as at the present time ¢, the state of the target is X;. Given
all observation states Z'{Z,, . . ., Z,; }, the posterior probability distribution p(x,|z") of
the target state is obtained. In the tracking process, the target is often divided into
multiple regions (assuming for n) tracking, and this will describe the state of the
target for a joint state X, £ {Xi/};_,, and at the moment 7, the target tracking of the
posterior probability distribution formula is as follows:

P(X;|Z") = cP(Z|X,) / P(X,|X,—1)P(X,—1|Z" ") dX, . (5)

In the formula, P(Z|X;) is for the probability of the observed value Z at the
given moment 7 state X;; P(X;|X,_) for the motion model represents the probability
that the state X;_; of the previous moment ¢ — 1 is predicted to the current moment ¢
target state X;.

In the actual calculation, obtaining the integral formula (5) is difficult, so this
paper uses the sequential importance resampling (SIR) particle filter [7], to get the
integral value by sampling. It is assumed that the moment # — 1 of the posterior

probability distribution P(X,;|Z'~!) can be approximated as number for
N

N-weighted particle, i.e., P(X,_1|Z""!) ~ {Xt(i)l, nt(i)l} ,n,@l is the weight of the
r=1

first r particle, and the integral value of the formula (5) can be approximated by the

following Monte Carlo method:

P(X|Z) ~ cP(2/X,) nf?lp(x,|x,@1). (6)
Then, the particle filter can be regarded as an important sampling
X~ aX) 2> nfi)lP(X,|X,(f)l) of the proposed distribution g(X;), and posterior

N
probability distribution formula for P(X,|Z") ~ {X,(S),n,(s)}‘il, here nES) =

P(Z,\X,‘”).

4 Algorithm Simulation and Analysis

4.1 Simulation Experiment of Satellite Orbit Determination
Based on Particle Filter Model

It is necessary to construct a posteriori probability density function in the particle
filter model, in principle it can be completed through two steps by prediction and
updating. However, due to the complexity of the probability density function
integration, it cannot be achieved in practice. To this end, the following three
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methods are adopted: sequential importance sampling method, the preferred
importance density function method, and resampling method.

This paper adopts the third method, resampling method. For the resampling
method, it adopted three kinds of modeling method, namely the residue sampling
method, the minimum variance sampling method, and sampling polymorphism.

Initialization: r = 1... N (N is the number of particles). Random samples are
extracted according to prior probability density p(Xp), which obey the normal

distribution; Set the initial weights value of 7’ = 1/N.

4.2 Calculation and Analysis of Simulation Data

A precise orbit calculation program is used to consider the multiple perturbations,
and only the gravitational field (4 order) and the solar gravity are taken into account
in the orbit determination.

For near earth satellite, range increases random difference and systematic dif-
ference of each 20 m; angle measurement increases angular random error and
systematic error of the 70"; and velocity measurement increases speed random
error; and systematic error is 0.1 m/s, using 2 m data arc. Simulation results of near
earth satellite are shown in Table 1 (contains GPS orbit results).

For launch of the synchronous satellite, range increases random difference and
systematic difference of each 20 m, and angle measurement increases angular
random error and systematic error of the 180"; speed random error and systematic
error is 1.0 m/s, 80 s arc length. Simulation results of synchronous satellite
launching section are shown in Table 2 (contains GPS orbit results).

Table 1 Perigee satellite simulation and GPS result

Orbit determination | a/(km) e il(°) Q/(°) wl(®) M/A°)
method

Theoretical value 7102.193 |0.00103166 |98.49868 | 60.00098 |67.34898 |79.90475
Particle filter 7101.877 |0.00099869 |98.52088 |59.98408 |65.52956 |81.72396
tracking

Particle filter GPS 7102.171 |0.00103098 |98.49870 | 60.00095 |67.17730 | 80.07644

Table 2 Synchronous satellite launch phase simulation and GPS result

Orbit determination | a/(km) e il(°) Q/(°) wl(®) MJ(°)
method

Theoretical value 24744364 |0.7339334 | 24.49899 |79.99942 | 180.01355 | 1.74250
Particle filter 24736.303 | 0.7338462 | 24.51730 | 80.00519 | 180.02767 |1.74120
tracking

Particle filter GPS 24743.979 |0.7339291 |24.49898 |79.99942 | 180.01406 |1.74249
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Through the LEO satellite and geosynchronous satellite launch phase tracking
and GPS, the simulation data based on this model has shown that particle filter
algorithm can be used to solve the nonlinear problem of satellite orbit determina-
tion, and will have a great effect on satellite orbit determination to raise the level of
valuation.

5 Conclusions

The estimation of satellite orbit is usually based on the assumption that the dis-
tribution of state variables is approximated by Gauss distribution, so as to estimate
the mean and covariance of the state variables. When the distribution of state
variables is obviously not Gauss distribution, the performance of the usual esti-
mation algorithm will be reduced (such as extended Kalman filtering algorithm). In
addition, even though the initial distribution of position and velocity is Gauss
distribution, the process noise and measurement noise are Gauss white noise.
Because of the nonlinearity in the model, the actual distribution of position and
velocity is not Gauss distribution. In order to solve the negative influence brought
by the nonlinearity of the model and the large estimation of the initial bias on the
rail estimation, this paper applies particle filtering algorithm to estimate satellite
orbit, and its effectiveness is proved by simulation. At the same time, the algorithm
will also have a profound impact on the estimation of the state of satellite fault
diagnosis.
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A Method for Predicting Satellite Clock
Bias Based on EEMD

Zan Liu, Xihong Chen, Jin Liu and Chenlong Li

Abstract In order to improve the accuracy of satellite clock bias (SCB) prediction,
a combined model is proposed. In combined model, polynomial model is used to
extract the trend of SCB, which can enhance relevance of data and improve effi-
ciency of ensemble empirical mode decomposition (EEMD). Simultaneously,
residual data is decomposed into several intrinsic mode functions (IMFs) and a
remainder term according to EEMD. Principal component analysis (PCA) is
introduced to distinguish IMFs using frequency as a reference, and high-frequency
sequence is the sum of IMFs with high frequency, low-frequency sequence is the
sum of IMFs with low frequency and the remainder term. Meanwhile, LSSVM
model is employed to predict the high-frequency sequence, and other sequence is
predicted by GM(1,1) model. The final consequence is the combination of these
two models and the SCB’s trend. SCBs from four different satellites are selected to
evaluate the performance of this combined model. Results show that combined
model is superior to conventional model both in 6- and 24-h prediction. Especially,
as for Cs clock, it achieves 6-h prediction error less than 3 ns, and 24-h prediction
error less than 8 ns.

Keywords Clock bias prediction - EEMD - Principal component analysis -
LSSVM - Gray model

1 Introduction

Atomic clock is one of core components in satellite navigation system, which
affects the performance of satellite system service. In process of satellite service,
satellite clock bias (SCB) between atomic clock of satellite and normal time in the
system must be got, which can be used to improve performance of satellite service.
As a fact, satellites orbit in space and their clocks cannot compare with time of
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system continuously, namely SCB may not be acquired in real time. Therefore,
predicting SCB plays a significant role in the service of satellite [1-4].

At present, for improving the performance of predicting SCB, several models
have been proposed, such as gray model, least square support vector machine
(LSSVM) model, autoregressive model, etc. In [1], Cui et al. proposed a prediction
model based on gray theory, which had negative performance to predict the SCB
with poor stability; and in [2], Liu et al. used LSSVM to predict SCB, which
received higher precision. However, the optimal parameters of LSSVM cannot be
certain. Autoregressive model was also used to the predict SCB, nevertheless, this
model not only based on large-scale data, but also was sensitive to stability of
original data.

In order to enhance the performance of SCB prediction model, a combined
prediction model is proposed. In the combined model, polynomial model is used to
extract the trend of SCB, which can improve not only relevance of data, but also
efficiency of ensemble empirical mode decomposition (EEMD). Then, EEMD is
used to decompose the residual data into several intrinsic mode functions (IMFs)
and a remainder term. The two sequences with high and low frequencies are
reconstructed according to principal component analysis (PCA). Finally, LSSVM
model is employed to predict the high-frequency sequence. As well, the
low-frequency sequence is predicted by the GM(1,1) model. The final consequence
is the combination of these models.

2 Combined Clock Bias Prediction Model

In this paper, we use the EEMD combined with LSSVM model and GM(1,1) model
to predict the SCB, and these three models are presented as follows, respectively.

2.1 EEMD Model

Empirical mode decomposition (EMD) can decompose the complicated signal into
intrinsic mode functions (IMFs), which bases on the local characteristic timescales
of a signal [5-7]. However, the problem of mode mixing exists in EMD. Mode
mixing is defined as a single IMF including oscillations of dramatically disparate
scales, or a component of a similar scale residing in different IMFs. So ensemble
empirical mode decomposition (EEMD) is introduced to eliminate the mode mixing
phenomenon and obtain the actual time—frequency distribution of seismic signal.
EEMD adds white noise to the data, which distributes uniformly in the whole time—
frequency space. The bits of signals of different scales can be automatically
designed onto proper scales of reference established by the white noises. EEMD
can decompose the signal f{(¢) into the following style:
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n

ORI AGETAGH (1)

i=1

where h,(f) stands for different IMFs with different frequencies. Therefore, the
different IMFs represent the natural oscillatory mode embedded in the signal.

SCB of satellite PRN09 during July 10-12 in 2012 is used to analyze the effect
of EEMD. First, the trend removal is extracted from original data, and then, EEMD
is used to manage the residual part, and consequence is shown in Fig. 1.

As shown in Fig. 1, EEMD can decompose the original into IMFs with different
frequencies. For accurately distinguishing the frequency of IMFs, PCA is intro-
duced. The concrete steps are described as follows:

Step 1 EEMD is used to decompose data into several IMFs and a remainder term.

Step 2 The consequence of EEMD is X =[x,Xp,...,X,], here
X; = [x1,X2, ..., xy|". Covariance can be acquired by the equation
Q,im = E{meanxm}, where X; = x; — E(x;).

Step 3 Singular value decomposing € can be acquired by Q = DADT, where
A =diag(A1, 42, .. s 2m), @ = (@1, 0,,-..,9,), respectively. Meanwhile,
Ai(A > 22 > <+ > Jy) is the characteristic of ©, and ¢; is the feature
vector corresponding to evaluate 4;, respectively.
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Step 4 Define P = ®TX, P = (pT,pl,....pL)", here p; is the principal component
of X. The value of 4; / >, Z; stands for contribution rate of p;, here 4; is
the characteristic value of p;.

Step 5 If parameter § meets Adg > A2, where AJ; = A; — i1, and

A/L:n_IZA/Ll‘ (2)

The sequence with high frequency can be the sum of first § IMFs. As well, the
sequence with low frequency is the sum of remainder sequences.

The data in Fig. 1 is also used to analyze this signal reconstruction algorithm,
and result is exhibited as follows.

The consequence in Fig. 2 indicates that PCA is available to reconstruct the
IMFs.

2.2 LSSVM Model

According to LSSVM model [8-10], T = {x;,y;}|, where x; € R" and y; € R are
the input and output data, respectively. x; is made for nonlinear mapping according
to F(x) = w’¢(x) + b, where ¢ denotes nonlinear mapping function, @ denotes
weight vector, and b denotes mapping bias, respectively. The constraint condition
and an optimization objective function of LSSVM are defined as
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,C

!
o 1T c 2
minJ =3 C‘)Jrzl;fi_ 3)
yi=o"ox)+b+¢§

Lagrange function is introduced to solve Eq. 3, where w, b, &, « can be expressed

A elen BT @

where A =[1,1,..., l]T, o= [og,0,. . .,oc,,}T, Y = iy, - .,yn]T, I denotes
identity matrix, C represents penalty factor, and K = K(x;,x;) is the kernel func-
tion, respectively. &, b can be acquired from Eq. 4. Therefore, the final LSSVM
prediction model can be represented as

1
flx) = Zj oK (x,x;) + b. (5)

Parameters C and ¢ in LSSVM model can be acquired basing on the cross
searching mechanism.

2.3 GM(1,1) Model

GM(1,1) model is one of conventional gray models, which has advantage on
calculation speed. As well, building GM(1,1) model needs less data [8, 10, 11].
In GM(1,1) model, x" can be acquired using original data after their accumulation.
Considering characteristic of x*, differential equation is shown as follows:

dx' () B
7‘““1(1) =u, (6)

where @ and u are the parameters of GM(1,1) model, which can be acquired using
least square criterion (LSC). The final GM(1,1) model can be expressed as

(k) = ek . [x°(1) —Z} (1= e, (7)

where x' (k) stands for the kth element in the primitive sequence. According to LSC,
the estimated value of parameters can be acquired by the following:
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Fig. 3 The flow of the combined model

a.a]" = (G'G)™',

G= [—Z(K+l)7l]<,171)><2 (8)
Z(K+1) = [x'(k+1)+x' (k)] /2

Y, = [x'(2),....x'"(n)]"

2.4 Flow of Combined Model

The flow of the combined SCB prediction model proposed in this paper is shown in
Fig. 3.

The particular flow of this combined SCB prediction model is described as
follows:

Step 1 Trend removal of the clock bias is removed on the basis of polynomial
model, which can increase the relevance of original clock bias data and
enhance the efficiency of EEMD.

Step 2 EEMD is used to decompose residual data into several IMFs and a
remainder term. As well, two sequences with high and low frequency are
reconstructed according to PCA.

Step 3 LSSVM model is employed to predict the high-frequency sequence.
Meanwhile, the low-frequency sequence is predicted by GM(1,1) model.

Step 4 The final consequence is the combination of these two models and a trend
removal.

3 Accuracy of Combined Model

3.1 Selecting Clock Bias Data

For evaluating this combined model, satellite data announced by international
GNSS service (IGS) are used. To be fair, we randomly select four satellites with
different types of clock from July 10 to July 12, 2012. The selected satellites with
different clocks are displayed in Table 1.

SCBs of different clocks are shown in Fig. 4.
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Fig. 4 Original SCB data

3.2 Results Analysis

Considering individual atomic clocks have different frequencies of offset charac-
teristics, polynomials with different orders are used to precisely remove the trend
removal of SCB. Relationship between order of polynomial and atomic clocks is

defined as

2 1, Rb

) =a+biep S p=1 0L 9)

SCBs are used to establish polynomial model, GM(1,1) model and combined
model proposed in this paper, respectively. At same time, for improving accuracy of
GM(1,1) model, SCB with decreasing trend or minus amplitude must be managed.

First, SCBs of all four satellites during first 42 h are used to establish these
models, and data during last 6 h are used to test consequences. Prediction errors are
shown as follows.

Then, SCBs of PRNOI and PRNO9 during first 24 h are selected to establish
those three models, and SCBs during last 24 h are used to test these models.
Prediction errors are shown in Fig. 6.
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The absolute mean errors (ME) of different models are expressed as follows.

In Table 2, “PN” denotes polynomial model, “GM” denotes GM(1,1) model,
and “Combined” denotes combined model, respectively.

As demonstrated in Figs. 5, 6, and Table 2, we can conclude that

1. SCB prediction in 6 h: max error of combined model is less than 3 ns, which is
superior to GM(1,1) model and polynomial model.

Table 2 The mean error of prediction

Length (h) D PN GM Combined
6 PRNO1 0.25 0.46 0.07
PRNO6 2.49 4.07 0.18
PRNO09 11.14 6.55 0.04
PRN10 1.57 2.49 0.61
24 PRNO1 0.29 0.22 0.20
PRN10 11.13 3.59 1.19
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Fig. 5 Prediction errors of 6 h
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Fig. 6 Prediction errors of 24 h

2. SCB prediction in 24 h: max error of combined model is less than 8 ns, which is
also superior to GM(1,1) model and polynomial model. Constant error com-
pensation of the latter two models is obvious.

3. As for Rb clock, maximum ME is less than 0.6 ns during 6-h prediction, and
ME is less than 0.9 ns during 24-h prediction. As for Cs clock, ME is less than
0.9 ns during 6-h prediction, and ME is less than 5.7 ns during 24-h prediction.
The mean error of combined model is superior to other two models. Accuracy of
mean error is improved to 0.18-6.51 ns for Rb clock and 0.02-9.04 ns for Cs
clock, respectively.

4. Simulation also shows that the improved model has superior performance in
predicting Rb atomic clock than Cs atomic clock. The relatively poor perfor-
mance results from the negative stability of Cs atomic clock.

4 Conclusion

In this paper, we propose a combined SCB prediction model. In combined model,
polynomial model is used to extract the trend of SCB, and then, EEMD is used to
decompose the residual data into several IMFs and a remainder term. Two
sequences with different frequencies are reconstructed using IMFs according to
PCA. Finally, LSSVM model and GM(1,1) model are employed to predict these
sequences, respectively. The different SCBs provided by IGS are used to evaluate
this combined model. Results indicate that the improved model is superior to
conventional models, and accuracy can meet the requirement of satellite service.
Meanwhile, compared with traditional combined models, this new combined model
does not need to set any parameters.
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Estimation, Validation, and Application
of 30-s GNSS Clock Corrections

Rengui Ruan, Ziqing Wei and Xiaolin Jia

Abstract High-rate precise satellite clock corrections are essential for precise point
positioning (PPP) with global navigation satellite system (GNSS), especially for
kinematic PPP (KPPP) for low earth orbiting satellites or moving vehicles on the
ground where positioning precision of a few centimeters is demanded. To estimate
high-rate clock corrections in a full network solution using zero-difference obser-
vations from a large tracking network (e.g., 100 stations) is quite time-consuming
which even goes worse with increasing satellites. An efficient approach with esti-
mation of high-rate epoch-difference clocks and a densification procedure to com-
pute high-rate zero-difference clocks based on lower rate zero-difference clocks is
developed at Xi’an Research Institute of Surveying and Mapping (XISM) to rou-
tinely produce 30-s “rapid” and “final” satellite clocks for the existing GNSS: GPS,
GLONASS, BDS, and Galileo. In this paper, basic principle and data processing
procedure are described in detail. The GPS clocks at XISM are compared with IGS
final clocks to validate their quality and it is demonstrated that both the XISM 30-s
and 5-min clocks are in essence the same in quality as clocks provided by IGS
analysis centers. When the XISM clocks are used to assess the frequency stability
performance of GPS satellites, a good agreement with IGS final clocks is again
demonstrated,which further confirms the good quality of clock products at XISM.
With the 30-s clocks, the frequency stability performance of GPS, GLONASS, BDS,
and Galileo satellites is assessed for a time interval ranging from 30 s to about
15,000 s, which demonstrate a pretty good stability performance of BDS satellites
for short intervals, even superior to GPS Block IIR and GLONASS-M satellites.
Finally, experiments for KPPP with individual GPS, GLONASS, or BDS are
conducted with the XISM 30-s and 5-min clocks to evaluate the impact of clock
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sampling rate. The result shows that, compared with the result with 5-min clocks, 3D
repeatability with 30-s clocks is improved by about 67, 72, and 24% for GPS-,
GLONASS-, and BDS KPPP, respectively, and it is interesting that when using
5-min clocks, KPPP with BDS has better repeatability performance than using GPS
or GLONASS, which may benefit from the comparative good stability performance
of almost the whole BDS constellation for short time interval.

Keywords GNSS - Satellite clock - Epoch-difference - Clock densification -
Frequency stability - Kinematic precise point positioning

1 Introduction

Precise satellite clock product is essential for precise point positioning (PPP) [17]
applications using the global navigation satellite system, e.g., GPS, GLONASS,
BDS, or Galileo. Previous research indicates the result of PPP, especially kinematic
PPP (KPPP), is sensitive not only to the accuracy but also to the sampling rate of
satellite clock corrections [2, 17, 10]. It has been suggested that, in order to achieve
KPPP result at cm level, the GPS clock sampling interval should be smaller than
60 s [17], whereas for precise orbit determination (POD) for low earth orbiting
satellites like the CHAMP, GRACE, and GOCE, GNSS satellite clocks with the
same sampling rate as the observation are necessary [8].

Although the International GNSS Service (IGS) has start to provide precise GPS
satellite orbit and clock product (15 min sampled in SP3 format) since their
beginning in late 1993, it is not until GPS week number (WN) 0983 (Nov 8, 1998),
GFZ (German Research Centre for Geosciences), one of the analysis centers
(ACs) of the IGS, first start to provide their 5-min satellite and station clocks in
RINEX format and not until GPS WN 1010 (May 16, 1999), JPL (Jet Propulsion
Laboratory) start to contribute 30-s satellite clocks. The combined IGS clocks with
5-min and 30-s sampling are even later and not available until WN1085 (Oct 22,
2000) and WN1406 (Dec 17, 2006), respectively. Nowadays, along with the
modernization of GPS, constellation reconstruction and modification of
GLONASS, development of BDS, Galileo, and several regional navigation systems
such as QZSS and NAVIC, people on the earth are stepping into the age of
multi-GNSS. In order to support the applications of multi-GNSS, a project named
Multi-GNSS Experiment (MGEX) [9] was set up by the IGS and five ACs start to
provide GNSS products including satellite cocks. In order to monitor the status and
assess the performance of GNSS, the International GNSS Monitoring and
Assessment System (iGMAS) [4] was proposed and established and more than 13
institutions participate in as analysis centers and start to provide precise products for
GNSS (till now only for GPS, GLONASS, Galileo and BDS). Since the estimation
of high-rate clocks using zero-difference observation from a large tracking network
(e.g., 100 stations) is quite time-consuming which even goes worse with increasing
satellites, among the 13 iGMAS ACs, only three ACs, i.e., IGG (Institute of
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Geodesy and Geophysics, Wuhan, China), TLC (Beijing Space Information Relay
and Transmission Technology Research Center, Beijing, China), and XISM (Xi’an
Research Institute of Surveying and Mapping, Xi’an, China, since DOY 162 2016),
provide 30-s clocks for GPS, GLONASS, BDS, and Galileo satellites, while among
the five IGS/MGEX ACs only two ACs, GFZ and CNES (Centre National d’Etudes
Spatiales), contribute 30-s clocks for GPS, GLONASS, and Galileo, and only GFZ
generate 30-s satellite clocks for BDS and QZSS.

In order to estimate 30-s satellite clocks for GPS, GLONASS, Galileo, and BDS
simultaneously, an efficient approach similar to that used by CODE (Center for
Orbit Determination in Europe) [2, 3] is developed at XISM. In this paper, basic
principle and data processing procedure are introduced and summarized in Sect. 2.
Then in Sect. 3 the clock product at XISM is validated by comparison with IGS
clocks and applied to assess the frequency stability performance of GNSS satellites,
and experiments are conducted to evaluate the influence of clock sampling rate on
KPPP with individual GPS, GLONASS, and BDS. Finally, in Sect. 4, a brief
summary is given.

2 Basic Principle and Data Processing Procedure

2.1 Estimation of Zero-Difference Clock

In order to eliminate the ionosphere delay, the ionosphere-free linear combination
(IFLC) of code and carrier phase observation are usually used for orbit determi-
nation and clock estimation for GNSS satellites and many other geodetic applica-
tions. The IFLC for satellite s observed at station r can be expressed in meters
(somewhat simplified and without error term) as [5]

¢, (i) = pr(0) +0:(i) — 0°()) + By +my (i) - T, (i) )
(i) = p() +0:(0) = 8°(0) +my (i) - To(0) + Ay,

where

¢; is the IFLC of observed code pseudorange,

p; s the IFLC of observed carrier phase,

p; s the slant distance,

O, is the station clock parameter,

0% is the satellite clock parameter,

B’ is the phase bias parameter (PBP), superposition of the phase ambiguity and
the equipment delay on both satellite and receiver,

is the mapping function for troposphere delay,

T, 1is the zenith troposphere delay (ZTD), and

A, s the inter-system bias (ISB) of multi-GNSS receiver.
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The subscripts r refer to stations; the superscripts s refer to satellites; and i is the
epoch number of the measurement.

After necessary model correction and linearization for the above IFLC obser-
vations, based on the least-square method, the station and satellite clocks can be
estimated, together with other unknown parameters: the ZTDs, PBPs, ISBs, satellite
orbits (ORBs), station coordinates (CRDs), earth rotation parameters (ERPs), and
so on, if they are not precisely known in advance which is very the case in data
processing for POD with software packages using zero-difference observation such
as GIPSY, EPOS, etc. Nevertheless, for some software tools, e.g., GAMIT and
Bernese, the double-difference observations are used for POD to estimate the ZTDs,
double-difference PBPs, ORBs and ERPs, and a separate procedure must be con-
ducted to estimate the zero-difference clocks with the following corrected
observation:

i) = B30 — i) — mili) - T,(0) = 8,(0) — (i) + B o

(i) = p)(i) = (i) = m3 (i) - T,(0) — A, = 8,(0) — 8°(i),
where (?)j and p; are the corrected phase and code observation for zero-difference
clock estimation; p? is the slant distance calculated with previously estimated ORBs,

CRDs, and ERPs; 7", is the estimated ZTD; and A, is the estimated ISB if there is.

Regardless of using Eq. (1) or (2), the epoch-wise clock parameters are usually
modeled as a process of white noise and can be pre-eliminated from the normal
equation system (NES), which dramatically reduce the dimension of the NES. In
order to avoid the NES to become singular due to lack of time datum, a satellite or
station clock is set up as the reference clock. Other parameters, especially PBPs, in
Egs. (1) and (2), comprise the majority of the unknown parameters in the NES
which greatly increase the dimension of the NES and make the estimation of
zero-difference clock with (2) or (1) (simultaneously for POD) a time-consuming
task. Therefore, the zero-difference clocks are usually estimated at a low sampling
rate, e.g., 5 min.

2.2 Estimation of Epoch-Difference Clock

As mentioned above, due to the existence of PBPs, itis quite time-consuming to directly
estimate the zero-difference clock parameters with Eq. (2) at a high sampling rate, e.g.,
30 s, especially for large network and the situation goes even worse for multi-GNSS.
A more reasonable and effective approach is to estimate epoch-difference clocks first
and then the zero-difference clocks for each epoch can be obtained by a densification
approach with the higher sampled epoch-difference clocks and the lower sampled
zero-difference clocks estimated with zero-difference observations.

In order to estimate epoch-difference clocks, epoch-difference phase observa-
tions are constructed to eliminate the phase bias parameters [2]:
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AR = §3(0) — 1i— 1) = AS (i) — AS(i): (i = 1,2,..m),  (3)

where A is the operator of epoch-difference, i.e., Ax(i) = x(i) — x(i — 1). With
Eq. (3), neglecting the correlation between the consecutive epoch-difference
observations, the epoch-difference station and satellite clocks, Ad,(i) and Ad* (i),
can be effectively estimated with the classical least-square method. Just like the case
for zero-difference clock estimation, in order to avoid the singularity of the NES, a
satellite or station clock should be set up as the reference clock. Since the possible
existence of cycle slip, quality control is quite essential in data processing for
epoch-difference observation.

2.3 Clock Densification

In order to calculate high-sampled zero-difference clocks, the lower sampled
zero-difference clock solution: 6,(j-k) and 0°(j-k) (j=0,1,2,...; k is the
resampling interval for determination of low sampled zero-difference clocks) and
the high-sampled epoch-difference clock solution: Ad,(i) and Ad°(i) (i = 1,2,...)
should be combined in an approach of clock densification. The densification for
satellite and station clocks is just the same. For a particular clock, omitting its
subscript or superscript, the high-sampled zero-difference clocks for epoch i in the
interval from j X k41 to j X k+k — 1 can be estimated by solving the following
equations:

1 N [ oG-k
-1 5(?91(?1) MG kA-1)
11 k2 | A(S(;-:k+2) "
-1 1 o ASG -k +K)
sk |V

The correlation between the consecutive epoch-difference clocks, as well as the
correlation between the epoch-difference clocks and the zero-difference clocks with
common zero-difference observation involved, is again neglected. The weights for

the pseudo-observation AS(i) are taken from the a posteriori variance values of the
epoch-difference clock solution:
2
o
DPasiy =Pi = 020 ) (5)
AS(i)
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where 3 is the variance of the unit weight. In order to fix the endpoint values to the

lower sampled zero-difference solution, the pseudo-observations S(_/ - k) are
strongly constrained with heavy weight:

P3(jxk) = Pas(i): (6)

It is important to note that the zero-difference clocks and the epoch-difference
clocks can be combined is preconditioned by that they are referenced to the same
reference clock which is not yet guaranteed in their separated estimation procedures
and therefore before being used to estimate the high-sampled zero-difference
clocks, they must be realigned to the same reference clock, e.g., a reference station
clock, with the following formulas:

OG- k) = 0(j - k) — Oret(j - k)
AS(i) : =Ad(i) — Adres (i),

where the subscript ref refers to the reference station.

2.4 Clock Estimation Procedure at XISM

Since Jan 2015, XISM starts to routinely process GNSS (GPS/GLONASS/BDS/
Galileo) observation data collected from global distributed stations. A series of
products including satellite orbits and clocks, CRDs, ERPs, ZTDs, global iono-
sphere maps (GIM), and differential code bias (DCB) are delivered to the iGMAS
and all of the products except for the GIMs and FCBs are computed using the
satellite positioning and orbit determination system (SPODS) developed at XISM
[11, 15]. The key models, methods, and strategies applied were introduced in detail
in [11, 15]. The GNSS clock determination is a part of a large number of daily
processing tasks at XISM. Since DOY 162 2016, satellite clocks with 30-s sam-
pling rate for GPS, GLONASS, BDS, and Galileo are routinely estimated with time
latency of ~12 h as the “rapid” product and 7 days as the “final” product,
respectively. Regardless of the time delay, the clock estimation procedures for rapid
and final products at XISM are the same and conducted in the following steps:

PREP: Pre-processing of GNSS observation data,

POD: Precise orbit determination with 5-min sampled data,
EEDC: Estimation of epoch-difference clocks, and

CD: Clock densification from 5 min to 30 s.

Figure 1 shows the flow chart for the rapid and final 30-s sampled GNSS
satellite clocks at XISM. Dual-frequency observations with 30-s sampling rate from
about 80 stations operated by IGS/MGEX and iGMAS are collected and, in the
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Fig. 1 Flow chart for 30-s clock estimation at XISM

PREP step, pre-processed to detect the cycle slips and outliers with a procedure
similar to the TurboEdit [1] approach. In the POD step, the cleaned observation is
precisely modeled with various corrections including PCO&PCV [12], the phase
wind-up effect [16], site-displacement caused by the tidal effect (McCarthy and
Petit [7]), etc. and then they are decimated to 5 min to estimate all the unknown
parameters including station and satellite clocks, ORBs, CRDs, ZTDs, ERPs, and
so on. In this step, the corrected observations with 30-s sampling rate containing
information of clocks and PBPs are also generated as input to the EEDC step to
estimate the epoch-difference clocks. In the CD step, the 5-min sampled
zero-difference clocks and the 30-s sampled epoch-difference clocks from the
previous two steps are combined and produced 30-s sampled zero-difference clock
products. In this procedure, the 30-s clocks are just the external product of the POD
step because all the necessary data are generated in the procedure for POD.
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3 Validation and Application of Clocks at XISM

3.1 GPS Clock Comparison with IGS Clocks

The IGS final clocks, known having the highest quality, is combined based on
high-quality clock products from its ACs, and are usually used to assess the per-
formance of satellite clocks and to evaluate the quality of products from individual
ACs. Since the IGS only provides combined GPS clocks, in this paper, the clock
comparison method is only used to assess the quality of the GPS clocks generated at
XISM. We calculate the differences between XISM clock products and the IGS
final clocks and two statistic indicators: STD and RMS are used to measure the
quality of the clocks. For the sake of comparison, the two indicators for the final
clock products provided by IGS ACs are also computed. Figures 2 and 3,
respectively, show the daily RMS and STD of final clock products from XISM and
IGS ACs with respect to IGS final clock products during DOY 1-321 in 2016. It
can be seen that the daily RMSs of XISM clock products are between 0.15 and
0.3 ns and is larger than most of the IGS ACs except for MIT, whereas the daily
STDs are smaller than 0.05 ns and are as better as most of the IGS ACs. It should
be emphasized that, since DOY 162 2016, the clocks at XISM are at a sampling rate
of 30-s, and from the two figures, it is safe to conclude that the new 30-s clock
products keep the same quality of the former 5-min products.

3.2 Allan Variance Analysis

An important application of precise satellite clocks is to assess the performance of
GNSS satellite clocks and a number of specialized statistics have been developed
for evaluating the performance of clocks (or clock products), including the Allan
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deviation, the modified Allan deviation, and the Hadamard deviation [6, 13].
Figure 4 shows the Allan variance (or square-root for Allan deviation) on DOY 234
2015 for five GPS satellite clocks (G32, G21, G23, G17, and G30), representing
satellite groups of GPS Block ITA (Cesium), Block IIR-A (Rubidium), Block IIR-B
(Rubidium), Block IIR-M (Rubidium), and Block IIF (Rubidium), respectively. In
this figure, the Allan variances calculated with XISM final 30-s and 5-min clocks
and IGS final 30-s clocks are plotted with different line types. It is easy to find that
the instabilities of the newer Block IIR-A/B/M satellites are poorer than the older
Block ITA satellite for intervals up to ~ 1000 s. The performance of the newest
Block IIF satellite is superior to Block IIR especially for intervals smaller than
5000 s. It is immediately evident that the lines with XISM clocks are nearly
coincide with those using IGS clocks, which indicates XISM clocks are of the same
quality as IGS clocks and, therefore, can be used to assess the clock performance of
GNSS satellites.

Figure 5 shows the Allan variances calculated with XISM 30-s clocks for all
BDS satellites (except for C11 and C13) and several representative GPS
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Fig. 5 Frequency instability (Allan variance) of BDS and representative GPS, GLONASS, and
Galileo satellites on DOY 234 2015 using XISM final 30-s clocks

(G17/G21/G23/G30/G32), GLONASS-M (R09/R19) and Galileo (E11/E19) satel-
lites. Cesium atomic clocks are employed by GLONASS satellites, while Rubidium
is employed by BDS and Galileo (IOV) satellites [14]. For intervals smaller than
1000 s, the stability of the majority of BDS satellites except for CO8 is better than
the GPS Block IIR and GLONASS-M satellites and for intervals at ~ 10,000 s, the
stability performance of BDS satellites is comparable with GPS IIR and
GLONASS-M. For intervals smaller than 300 s, the GLONASS-M satellites have
slightly better stability performance than Block IIR but worse than the majority of
BDS satellites. Galileo satellites almost enjoy the best stability performance for all
time intervals ranging from 30 to 15,360 s and are just a little worse than GPS IIF
satellites for intervals smaller than 500 s.

3.3 Application for Kinematic PPP

To evaluate the influence of clock sampling rate on KPPP and the performance of
the XISM final 30-s clocks for KPPP, observation with 30-s sampling rate from
four stations equipped with multi-GNSS receiver are collected on DOY 234 2015.
Among the four stations, PERT and MROI are operated by IGS/MGEX with
receiver type of Trimble NETRO, while SHA1 and KUNI1, with receivers, provide
by UNICORE, belong to the iGMAS. With the SPODS software, experiments of
KPPP are carried out separately for GPS, GLONASS, and BDS satellite using
satellite orbits and 30-s/5-min clocks from XISM. When using 5-min clocks, the
linear interpolation is used to calculate the satellite clock offsets at measurement.
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The repeatability of epoch-wise station coordinates is calculated to measure the
performance of KPPP with different constellation and clock products.

Figure 6 shows the coordinate repeatability of GPS KPPP in East, North, and Up
directions for the four stations with 30-s and 5-min satellite clocks. It is demon-
strated that the repeatability in East and North is reduced from about 0.025 m with
5-min clocks to about 0.010 m with 30-s clocks, while in Up direction from larger
than 0.07 m to about 0.02 m with expectation of about 0.05 m for SHA 1. The mean
repeatability in East, North, and Up with 5-min clocks are 0.028, 0.026, and
0.076 m, respectively, while 0.008, 0.009, and 0.025 m when 30-s clocks are used.
The 30-s clocks lead to improvements of 71.2, 65.5, and 67.3% in East, North, and
Up directions, respectively.

Similarly, Fig. 7 shows the coordinate repeatability of GLONASS KPPP in East,
North, and Up. It can be seen that, with 30-s GLONASS clocks, the repeatability in
East is reduced from about 0.04 m to about 0.02 m, in North from about 0.07 m to
about 0.04 m, and in Up from bigger than 0.22 m to smaller than 0.09 m. The mean
repeatabilities of GLONASS KPPP in East, North, and Up with 5-min clocks are
0.041, 0.070, and 0.290 m, respectively, and 0.015, 0.032, and 0.074 m with 30-s
clocks which result in improvements of 62.0, 52.4, and 73.3% in East, North, and
Up directions, respectively.

The coordinate repeatability of BDS KPPP in East, North, and Up directions is
shown in Fig. 8. Using 30-s clocks, a great improvement in East from bigger than
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Fig. 6 Repeatability in East/North/Up for GPS KPPP with XISM 30-s and 5-min clocks
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Fig. 7 Repeatability in East/North/Up for GLONASS KPPP with XISM 30-s and 5-min clocks
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Fig. 8 Repeatability in East/North/Up for BDS KPPP with XISM 30-s and 5-min clocks
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0.02 m to about 0.01 m and slight improvements in North and Up are shown. The
mean repeatabilities are reduced by 59.6, 35.8, and 17.3%, from 0.023, 0.011, and
0.044 to 0.009, 0.008, and 0.037 m for E, N, and U components, respectively. The
precisions of BDS KPPP are comparable to GPS KPPP in horizontal components.

Figure 9 shows the 3D position repeatability of individual GPS, GLONASS, or
BDS KPPP with clocks of different sampling rates and improvements caused by
30-s clocks. As shown in the figure, with 5-min clocks, the mean 3D repeatability is
0.085 m for GPS KPPP, 0.303 m for GLONASS KPPP, and 0.051 m for
BDS KPPP, while using 30-s clocks, the mean 3D repeatabilities are 0.028, 0.082,
and 0.040 m, respectively. The improvements caused by the 30-s clocks are about
67, 72, and 24%, which means that the GPS/GLONASS KPPP are more sensitive to
the sampling rate of clocks. It is interesting to find that when using 5-min clocks,
BDS KPPP achieved the best KPPP repeatability, which can be explained with the
comparative good stability performance of nearly all the BDS satellites clocks as
shown in Fig. 5. The GLONASS KPPP is dramatically degraded with 5-min clocks
due to the comparative poorer performance for the whole constellation. For GPS,
although the newest Block IIF satellites enjoy the best performance especially for
intervals smaller than 1000 s, the stability of Block IIR satellites which comprise 19
of the total 32 satellites is the poorest in short time interval and the superiority from
BLOCK IIF satellites is canceled out.
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Fig. 9 3D repeatability of individual GPS, GLONASS or BDS KPPP with XISM 5-min and 30-s
clocks with bars in green indicating the improvements by 30-s clocks (Color figure online)
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In order to further explore the underlying reason and validate the former con-
clusions, the differences between interpolated values from the 5-min clocks and the
estimated values from corresponding 30-s clocks are computed and plotted in
Fig. 10 for several typical satellites in GPS, BDS, GLONASS, and Galileo con-
stellations. Obviously, the differences of GPS IIR satellites (G17, G21, and G23)
are much larger than ITA/ITF (G32/G30), GLONASS, Galileo, and BDS (except for
CO08) satellites in magnitude. The magnitude of the differences for most of the BDS
satellites is also smaller than GLONASS satellites but a little bigger than Galileo
and GPS IIF satellites. The root mean square (RMS) of the differences for each
satellite is computed and shown in Fig. 11. The RMS differences for GPS IIR
satellites are about 0.1 ns, while IIF is smaller than 0.02 ns with exception of about
0.1 ns for G24 and GO8. The RMS for R17 is unusually large, about 0.35 ns,
whereas RMSs for most of the other GLONASS satellites are smaller than 0.1 ns in
RMS. The RMSs for Galileo satellites are smaller than 0.025 ns and are about
0.035 ns for most of the BDS satellites. In terms of the whole constellation, the
mean RMS differences for GPS, GLONASS, BDS, and Galileo are 0.083, 0.098,
0.038, and 0.015 ns, which demonstrate that linear interpolation with 5-min clocks
would cause more errors for GPS and GLONASS than BDS and Galileo. This also
explains well the results of KPPP experiments and is consistent with the former
conclusion of Allan variance analysis.
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Fig. 10 Differences between interpolated values from the 5-min clocks and the estimated values
from corresponding 30-s clocks for typical GPS, BDS, GLONASS, and Galileo satellites
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4 Summary and Conclusions

Since DOY 162 2016, the GNSS analysis center at XISM contributes to the iGMAS
the “rapid” and “final” 30-s GNSS (GPS, GLONASS, BDS, and Galileo) clock
product which are generated with the 5-min zero-difference clocks and 30-s cor-
rected observation from POD procedure. The corrected observations are used to
estimate the 30-s epoch-difference clocks which are then use to interpolate the
5-min zero-difference clocks to 30-s sampled clocks. The quality of the GPS clock
products at XISM is validated by clock comparison with IGS final clocks, and it is
demonstrated that the quality of XISM GPS clocks is in essence of the same as IGS
ACs. A good agreement with IGS clocks is demonstrated when the 30-s clocks are
used to assess the frequency stability performance of GPS satellites, which further
confirm the good quality of XISM clock product. With the 30-s clocks, the fre-
quency stability performance of GPS, GLONASS, BDS, and Galileo satellites were
assessed for intervals ranging from 30 to 15360 s, which show pretty good stability
performance of BDS satellites at short intervals. Finally, in order to evaluate the
impact of the clock sampling rate on KPPP, KPPP with individual GPS GLONASS
and BDS are conducted with 30-s and 5-min clocks at XISM. It is shown, with 30-s
clocks, 3D repeatability is improved by about 67, 72, and 24%, respectively, for
GPS, GLONASS, and BDS. And it is interesting to find that when using 5-min
clocks, KPPP with BDS has better repeatability performance than with GPS or
GLONASS.
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GNSS Performance Research for MEQO,
GEO, and HEO

Huicui Liu, Xiao Cheng, Geshi Tang and Jing Peng

Abstract GNSSs such as GPS, GLONASS, Galileo, and Beidou have demon-
strated to be a valid and efficient system for various space applications in LEO.
Since the 1990s precise GNSS-based positioning of GEO, MEO, HEO, and even
deep space exploration satellites has also been considered feasible. This paper
analyzes the GNSS satellite visibility and PDOP performances for 6 space users,
including two GEO, one MEO, and three HEO satellites. The simulation results
show that a single GNSS receiver with the sensitivity of about —180 to =188 dBW
is enough for space user below 50,000 km while the receiver of a Lunar explorer
must be able to process the received signal low to =202 ~ —208 dBW. As for a
multi-GNSS receiver, the sensitivity requirements decrease about 2—4 dBW com-
pared with the single GNSS one. Viewed from the sensitivity standpoint, a
GPS-only receiver and a BDS+GPS receiver are the best single GNSS and
multi-GNSS choice for most of the six space users while a Beidou-only receiver
performs the best for GEOL1 satellite which is fixed above the Asia-Pacific area. It
can be concluded that for the space users below 50,000 km, it is possible to attain
an average PDOP of below 20 with a receiver sensitivity no higher than
—184 dBW. An important conclusion drawn from the analysis is that the higher the
space user flies, the more important role multi-GNSS application plays.
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1 Introduction

Global Navigation Satellite System (GNSS) was originally designed as a Position,
Velocity and Time (PVT) utility for land, maritime, and air applications [1].
However, GNSS service for space users is receiving increasing interest because of a
range of foreseeable benefits [2], such as the significant improvement in navigation
performance, large increase in autonomous operations, and remarkable reduces in
the expensive on-board clocks needs. In fact, most Low Earth orbit (LEO) space
users share similar performances (satellite visibility, geometry coverage, signal
power, etc.) to tradition Earth users thanks to the Earth-directed transmitter
antennas of GNSS [3-5]. But there are still great challenges for space users with a
higher altitude especially above the GNSS constellations. Not until the 1990s has
precise GNSS-based positioning of Geostationary Earth Orbit (GEO), Medium
Earth Orbit (MEO), High Earth Orbit (HEO), and even deep space exploration
satellites been considered feasible. This group of users primarily receives GNSS
side lobe signals from the other side of the Earth [6]. The aggregate signal avail-
ability of mainlobes and sidelobes determines the level of performance for such
space users. However, the sidelobe signals are not measured as thoroughly as the
mainlobe signals because they are too weak to reach terrestrial users [7] and not
reliable because they are not specified by the GNSS providers.

NASA has been advocated the concept of “GPS Space Service Volume (SSV)”
since 2000 [8] to explicitly state the requirements of space user and protect the
current performances. But only the volume of space between 3000 and 36,000 km
altitude has been defined as the SSV, and signal availability and signal level was
defined only for GEO users. Both Beidou system and Galileo system followed these
definitions and published their current SSV performances in 2014 [9, 10].

As we have entered an era of “multi-GNSS”, about 121 navigation satellites in
operation are expected by 2020, which includes 32 GPS satellites, 24 GLONASS
satellites, 35 Beidou satellites, as well as 30 Galileo ones. The increase in quantity of
navigation satellites may be redundant for Earth users in some cases but brings better
satellite availability for space users. Thus it is not enough to analyze the SSV perfor-
mance of a single GNSS separately. Also, more and more GNSS applications have
extended SSV to farer space: for example, about 40% of China’s space missions will
operate outside the domain of SSV over the following 5 years [9], and a
GPS/GLONASS receiver mounted on China’s CE-5T1 Lunar explorer in 2014 kept
operational at the altitude up to 140,000 km [2, 11, 12]. Therefore, it is necessary to
analyze the multi-GNSS performances for satellites in MEO, GEO, HEO, and even
beyond. Several beneficial attempts have been done in this field [13, 14], but only GPS or
GPS/Galileo combinations are considered in these works. This paper aims to provide a
more comprehensive analysis: the four GNSSs, including GPS, GLONASS, Galileo and
Beidou, with their complete constellations are all concluded and the performances
[signal visibility, signal availability, Doppler, and Position Dilution of Precision
(PDOP)] of different GNSSs and different combinations of multi-GNSSs are all provided
for space users at the altitude from 32,000 km (MEO) to 380,000 km (HEO apogee).
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2 Simulation Models

2.1 GNSS Satellites

There are going to be 121 GNSS satellites in operation in 2020 if the constellation
constructions of Beidou and Galileo both go according to schedule. In this paper,
the GNSS constellations applied are shown in Table 1. Although each GNSS
satellite can transmit signals at more than one frequency, only LI1/E1 for
GPS/Galileo, B1 for Beidou, and G1 for GLONASS are analyzed in this paper.
The Equivalent Isotropic Radiated Power (EIRP) pattern of GNSS satellite
antenna is an important factor for the signal visibility analysis. However, EIRP varies
among different GNSSs and among satellites of different generations or different
orbit types of the same GNSS. According to the correlated references [15-18], the
EIRP models for Beidou GEO, Inclined Geosynchronous Satellite Orbit (IGSO) and
MEO satellites, and GPS Block IIA, IIR and IIF satellites are shown in Fig. 1.

Table 1 The GNSS constellations

System Constellation
GPS 32 MEO satellites, 6 planes, inclination 55°, altitude 20,180 km
GLONASS 24 MEO satellites, 3 planes, inclination 64.8°, altitude 19,100 km
Galileo 30 MEO satellites, 3 planes, inclination 56°, altitude 23,616 km
Beidou 5 GEO satellites, 58.75°E/80.3°E/110.5°E/139.9°E/160.0°E
3 IGSO satellites, inclination 55°, 118.0°E, Mean Anomaly 0°/120°/240°
27 MEO satellites, 3 planes, inclination 55°, altitude 21,500 km
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Significant similarities can be found in the EIRP results among GPS Block IIR,
IIR-M, and GLONASS satellites based on the analysis of the CE-5T1 GNSS
experiment in reference [10], and thus in this paper the three kinds of satellites are
assumed to share the same EIRP pattern. In the absence of specific information about
the Galileo antenna patterns, we use the modified EIRP model provided by reference
[15] which can ensure the demanded Galileo Earth users’ performance.

2.2 Space Users

In order to analyze GNSS performances of space users comprehensively and sys-
tematically, satellites of different orbit types and different orbit altitudes are con-
cluded in this work. According to the orbit parameters listed in Table 2, the
subastral points of the two GEO users are 180° apart on the equator; MEO1 and
HEOL1 are both in circular orbits, but MEO1 satellite orbits above the GNSS MEO
satellites and below the Beidou GEO and IGSO satellites ,while HEO1 satellite
orbits above all GNSS satellites; and the other two HEO satellites both flies across
the GNSS constellations in high elliptical orbits. The apogee attitude of HEO3
satellite reaches near the Moon and then HEO3 can be also considered as a lunar
explorer. All the receivers mounted on the space users are assumed to have
zero-gain omni-directional antennas so that the analysis in this paper is more uni-
versally applicable. Hence, the receiver sensitivity mentioned in this paper includes
both the receiver signal processing ability and the antenna gain.

3 Simulation Results and Analysis

3.1 Visibility and Sensitivity Requirements

Satellite visibility for this space application concerns two issues: (1) the
light-of-sight is not obstructed by the Earth limb; and (2) the received signal power
is sufficiently high for the receiver to carry out acquisition and tracking [6].

Table 2 The space user orbit parameters

Orbit types | No. Orbit parameters

GEO 1 270°E
2 90°E

MEO 1 Eccentricity 0°, inclination 0°, altitude 25,629 km

HEO 1 Eccentricity 0°, inclination 0°, altitude 43,621.9 km
2 Inclination 5°, perigee altitude 1500 km, apogee altitude 50,000 km
3 Inclination 5°, perigee altitude 1000 km, apogee altitude 38,4293 km
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Thus, the word “visible” mentioned in this paper means not only “in view” but also
“tracked”. The space user received GNSS signal power of can be written as [2]

P, = EIRP(0,) + L, + G,(6,), ()

where the free space loss L, can be calculated using the well-known equation
L, =20 log(;4;) where 4 is the wavelength of the GNSS signal and d is the
propagation distance, 0, and 0, is the departure angle (off-boresight angle) and the
incidence angle (off-boresight angle), respectively, and the receiver antenna gain G,
is zero as mentioned in Sect. 2.2. Losses due to tropospheric and ionospheric effects
are neglected since all the space users in this paper flies well above the atmosphere.

To ensure the positioning calculation, at least four visible GNSS satellites are
necessary for single GNSS application and the required receiver sensitivity values
are plotted in Fig. 2. All the simulation results are calculated through at least one
orbital period. It is clear to see that a single GNSS receiver with the sensitivity of
about —180 to —188 dBW is enough for space user below 50,000 km while the
receiver of the lunar explorer HEO3 must be able to process the received signal low
to =202 ~ —208 dBW. What’s more, Fig. 2 also shows that for most of the space
users except GEO1 the required sensitivity of a GPS-only receiver is the lowest.
Meanwhile, the eight regional service satellites (5 GEOs and 3 IGSOs) help Beidou
system become the first choice viewed from the sensitivity standpoint for GEO1
satellite which is fixed above the Asia-Pacific area.

More GNSSs might improve the visibility; thus it is easy to draw the conclusion
arbitrarily that a multi-GNSS receiver definitely has the lower sensitivity
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GNSS

requirement than a single GNSS one. However, each additional GNSS also brings
one more unknown system bias into the positioning calculation, which demands
one more visible GNSS satellite. Thus it is necessary to analyze carefully the
receiver sensitivity required in multi-GNSS applications. According to the simu-
lation results illustrated in Fig. 3, a multi-GNSS receiver with the sensitivity of
about —178 to —186 dBW can serve all the space users below 50,000 km while the
sensitivity requirement should be about —200 to —204 dBW for HEO2 satellite,
which shows a slight improvement compared with the single GNSS results in
Fig. 2. What’s more, the required sensitivity value of the ‘BDS+GPS’ combination
is the highest among all the GNSS (both single GNSS and multi-GNSS) combi-
nations for all space users except GEOI satellite. An interesting fact should be
pointed out especially that multi-GNSS applications are not always better than
single GNSS applications viewed from the sensitivity standpoint.

3.2 PDOP

The receiver sensitivity limits the satellite visibility and then affects the PDOP
value. In this session, the lowest sensitivity requirements for positioning calculation
in single GNSS, dual GNSS, triple GNSS, as well as quadruple GNSS applications
are used. Since the sensitivity value and the corresponding PDOP statistics are
listed in Table 3, several interesting facts should be noted. Please note that in single
GNSS circumstance, Beidou system requires the lowest sensitivity for only GEO1
satellite, and then no results for those satellites except GEOL1 in the first row.
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Fig. 4 The PDOP value of GEOLI satellite using Beidou system only

Although using Beidou system only requires the lowest sensitivity for GEO1
satellite, the large PDOP value up to 268.4 makes it less competitive than using
GPS system only which needs a only 2.5 dBW higher sensitivity. Also, an
approximately periodical variation can be found in the PDOP results of GEO1 using
Beidou system only as shown in Fig. 4 and the period is about 4 h. This is corrected
with the distribution of Beidou constellations. Compared with the single GNSS
application, using a multi-GNSS receiver which can process both BDS and other
GNSSs signals makes the low sensitivity requirement and low PDOP value
achievable for GEO1 satellite. For the 5 space users below 50,000 km, it is possible
to attain an average PDOP of below 20 with receiver sensitivity no higher than
—184 dBW, but the PDOP difference between single GNSS and multi-GNSS
applications is not as significant as that of HEO2. It is shown in Table 3 that
multi-GNSS application plays an important role in reducing the PDOP values,
especially the maximum PDOP values for HEO3.

4 Concluding Remarks

GNSS-based navigation for space users is receiving increasing interest because of a
range of foreseeable economic and operational benefits. With the development of
new GNSSs, such as Beidou, Galileo, there is going to be more than 100 GNSS
satellites on operation by 2020. It is necessary and practical to analyze the
multi-GNSS performances for space users, especially those flying above the GNSS
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constellations. Based on the researches of six space users operating on various
orbits, the lowest sensitivity requirements and the corresponding PDOP values of
different GNSS combinations are attained. The numerical results of this paper can
be beneficial to the future space GNSS applications.
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Research on the On-Orbit Precision
Evaluation Method of Inter-Satellite
Measurement Based on Geometry
Configuration

Daoning Yang, Jun Yang, Gang Li, Haojie Wang and Ying Liu

Abstract Navigation constellation inter-satellite link (ISL) is one of the efficient
ways to improve the service performance of global navigation satellite system
(GNSS). The four major GNSSs have been equipped with ISLs or plan to equip in
near future. Narrow beam inter-satellite link in a time-division multiple access
(TDMA) system have advantages of fast beam switching, flexible networking, high
communication speed, and good security. For navigation constellation to improve
service performance, the measurement values have to transfer back to the ground
facilities in a short time, at the same time, facilities have to transfer telecommand
and uplink ephemeris to satellites which are invisible to ground facilities as soon as
possible. These all made a request to shorter communication delay, and it is very
important to improve the performance of ISLs by rapidly assessing the quality of
the connection and adjusting the unreasonable connection in time. In this paper, a
communication time delay model for ISLs based on directed graphs is studied. By
abstracting the ISL timeslot table into a directed graph, and based on the shortest
path algorithm, the communication time delay can be obtained quickly. Simulation
verifications have been carried out for different scenes. Results show that the
proposed model works well.
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1 Introduction

The core function of the Global Navigation Satellite System (GNSS) is to provide users
with location, navigation, and timing (PNT) service. In recent years, in order to
improve the positioning accuracy of satellite navigation systems, a series of technical
means have been adopted. Among the massive techniques used to improve the per-
formance of GNSS, inter-satellite link technology has become a research hotspot.
Inter-satellite links can greatly improve the accuracy of ephemeris prediction and
enhance GNSS performance effectively, and it has become a sign of new-generation
satellite navigation systems [ 1-3]. The establishment of inter-satellite links has become
an important consensus of building the current global satellite navigation system.

Global satellite navigation systems rely on inter-satellite links to perform
inter-satellite clock error and pseudorange measurements, enabling autonomous
navigation. Autonomous navigation refers to process of GNSS utilizing
inter-satellite measurements to generate ephemeris parameters and provide reliable
service to users, without the support of ground stations. Autonomous navigation
can significantly improve the warfare capacity of navigation constellation, while
reducing the number of ground stations and the ephemeris upload frequency.

Both the conventional operation mode supported by the ground and the auton-
omous navigation mode without the ground station support rely on high precision
measurements of inter-satellite links. Obviously, once the measurement errors, the
ephemeris update will error, and the navigation system cannot provide reliable
services [4]. Only ensuring the accuracy of inter-satellite measurements can ensure
the quality of navigation system. Therefore, the accuracy of inter-satellite mea-
surements should be effectively evaluated to avoid the use of erroneous measure-
ment data. Because the satellite orbit in the navigation constellation is determined,
the geometric configuration of multiple satellites is relatively determined. Using this
constraint, the inter-satellite measurement quality can be verified and evaluated, and
measurement value with large deviation can be excluded, ensuring the quality of
inter-satellite measurement data.

In this paper, we focus on the accuracy of on-orbit measurement based on
geometrical configuration. First, the evaluated method of the inter-satellite mea-
surement accuracy based on geometry configuration is introduced. Then, the related
simulation is presented. Simulation results show that the performance of
inter-satellite measurement accuracy evaluation has greatly improved.

2 Evaluation Method

2.1 Overview of the Evaluation Method

For the navigation satellite, its position can be obtained through ephemeris. Real
distance value can be calculated from the position of two satellites. Once the
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difference between the inter-satellite pseudorange measurement and the theoretical
value exceed a certain value, one can determine the measurement as a gross error.
However, due to the fact that the satellite position of the ephemeris prediction is
deviated, this method can only achieve a rough accuracy evaluation of the measured
data [5].

The navigation constellation runs on a pre-defined satellite orbit, and the orbital
information is predictable. It is found that, although the absolute position provided
by ephemeris has a large error compared to inter-satellite measurements, it has a
high accurate relative value when the time interval is small. In addition, although
the accuracy of position information provided by ephemeris is low, it is more
reliable. On the contrary, the precision of inter-satellite measurements is high, but
once it exists deviation, the deviation can be much bigger.

Inter-satellite measurements require more than two satellites to participate. In
image satellites as a point, the inter-satellite measurement is the edge linking two
points. Then the navigation constellation can be abstracted into a definite geometry.
According to geometric constraints of geometric configuration, adjustment opera-
tion can be obtained at the current time of the precise location of the satellite.

When the time interval is not large, the relative position change provided by the
ephemeris has very small error, so we can calculate the satellite position at the next
moment according to the present. We can evaluate the accuracy of inter-satellite
measurement through the relative precise position. Figure 1 shows the flow chart
for accuracy evaluation.

2.2 Accuracy Evaluation Method Based on Triangle

Inter-satellite measurements between each two satellites in three constitute a tri-
angular configuration. According to the coordinate adjustment method of triangu-

lation edge measurement, denote the position adjustment value Xy, Y1, Z1, Xo, Vs,
7>, X3, Y, Z3 of the three satellites at time 7 as the parameter to be estimated, and let

Xl,t = X?_y, + X1,
Yl,t:Y8;+y1,t (1>
Zl‘t = Z(l)ﬁ;—’_zl‘t

)A(Z,t = XS_, + 5C2.z
Yz,t = Yg,,JF)A’Z,t (2)
Zz,t = ZS_,, + 22,1

5(34 = Xg,; +5C3,r
Y3, = Y3, +3,. (3)
Z3,r = Zg; + 231
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Obtain satellite position at this moment after adjustment
according to ephemeris and inter-satellite
measurements

v

Obtain satellite position at next moment according to
position of this moment and Increment given by
ephemeris

v

Evaluate the accuracy of inter-satellite
—> measurements according to satellite
position

Is there a gross Yes P Eliminate

No

Obtain satellite position at next moment
—| according to position of this moment and
Increment given by ephemeris

A

Fig. 1 Inter-satellite measurement accuracy evaluation method

Adjustment equations of inter-satellite measurement are

1172,1‘ =L +viey = \/(5(1,; - X2,t)2 + (Y1, — 1?2‘:)2 + (21, — Z2J)2 (4)

Li s, =L 3,+vi 3, = \/(Xl,t — %)+ (Y - 1)+ (2o — 23, (5)

Ly s, =Lys,+vy3, = \/()A(z,z - f(s,z)z + (Yo, — f’s,z)z + (2o — Zs,z)2- (6)

According to Taylor formula, we have

o SO Ax?—z.t 2 2 Aylo—z.r S a A 10—21 S 2
Liai+vio,=S8]_,,+ 5 (X1, — Xo,) + ST s — )’2,r) + S0 (Z1y — Zz,t)
N 1-2¢ - =2t

o

AX? . R AY) S, . . AZ) . .
Lisstvios, =S g, + g2 (e = 83) + 2 O = 930) + 2 G — 330 (7)

0

_ SO AXg—S.r S S AY2—3.r ES S AZZ—?)./ 5 5
Lysi+v3,=55,+F% : (%o — X34) + 5. Gy — ¥30) + ST, (220 — 234)
o 2-3¢ —3.1 =31
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where
AXtofj,t i(,)t - )(]%
AYiO*j,t Yi(‘)t ont (8)
AZz‘ij,t - i(,)t - Zjot
S0 = \(AXD, )7+ AV )7 + (AZD )2 (9)
Let
lijy =Li—j, — S? -y (10)

The error equation can be obtained as follows:

0
1

AX? . . AYY . AZ) ,, . N
Vi—2t = Sou“ (Xl,r — x27z) + —S()] = ()}lﬁt - yz,z) + = (Zl,t - Zz,z) — 1,
1-2.¢

-2

AX“ . . AYO N AZ . A
Vi_zy = S(l]:i" (R — X3,) + 3?1;" Ge —330) + 5(11133[’1 (21— 234) — Loz (11)

AX? AY? AZ0
2-31 (% s 2-31 (4 S 231 (2 P
V231 = ., (x2,t - x37,) G . (yzﬁz - y3,t) + SR . (12,t - Z3.z) —b_3
—3.r —3.t —3.t

In the same manner, position provided by ephemeris can be also regarded as
observation, and the error equation is as follows:

2 0
Vel = X1+ Xy, — Xf,t
— 3 0 e
Yyl =Y+ Yl.,l - Yl,t

)

(12)
Vs =3+ Zg, - Z;,

where X¢,, Y¢

(NEEES WIREEEE
Considering (11) and (12) together, writing them in matrix form, we have the error
equation as

Z3 ,, ete. are position parameters provided by the ephemeris.

v=Ax —1, (13)
where A is the coefficient matrix
T
V= [Vl,t; V215 V3,0 Valty - - s Vz3,t] 12x1 (14)
(L2, =80 5,
L3, — S 5,
N 15
= 0 .
Xf,t_Xl,t ( )
0
Z;t_ZS-,t d12x1
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And we can easily got that [6, 7]
%= (ATPA) AP, (16)
where P is the weight matrix, the satellite position after adjustment
X, =X’ +x (17)

On the basis of this, and combining with the satellite position in next moment,
which derived by ephemeris increment, satellite position at 7 + 1 is

Xior =X+ (X7, — X)) (18)

The inter-satellite range reference at ¢ + 1 is given by

1:172.”1 = \/(Xl,t+l — 5(2”1)2 + (f/l,rﬂ — ffzrﬂ)z + (Zl,t+1 — Zz,z+1)2
Lisip1 = \/(5(1,:+1 — X301+ (Vg = Vs )+ (Zigr — Z3a)*

1:273,z+1 = \/(Xz,t+1 —X3,1+1)2 + (f’z,tﬂ - ?3,t+1)2+ (22,t+1 — Z3,z+1)2
(19)

3 Simulation Results

Aiming at the accuracy evaluation method proposed in the second section, simu-
lation results have been presented. In order to verify the effectiveness of the pro-
posed method, the simulated results of accuracy evaluation, which uses the
inter-satellite distances calculated by ephemeris, is utilized as a benchmark.

Set the normal ranging accuracy as 0.1 m, and set detection threshold to let the
false alarm probability be 0.000007.

Figure 2 shows the error and detection threshold of three inter-satellite links
without gross error: Blue for the detection threshold, and red, yellow and green
lines are three measurement errors, respectively. It can be seen that the detection
threshold and ranging error are all below 1 m, implying the proposed method can
detect error larger than 1 m. Figure 3 shows the contrasted group which is evalu-
ated by ephemeris only. Ranging error is at the meter level, and detection threshold
is greater than 30 m.

Figures 4 and 5 show the measurement error after adding a gross error of 1 m to
the first link at 1000th minute. As they show, after adding 1 m of error, the pro-
posed accuracy evaluation method can obviously detect the error. On the other
hand, in the case of which only relies on ephemeris, the error curve has no sig-
nificant change, and cannot detect the deviation.
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Fig. 2 The measurement
error and detection threshold
of the three links in normal
circumstances

Fig. 3 The measurement
error and detection threshold
only rely on ephemeris in
normal circumstances

Fig. 4 The measurement
error and detection threshold
after adding gross error
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Fig. 5 The measurement
error and detection threshold
after adding gross error only
rely on ephemeris
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4 Conclusion

In this paper, a method for evaluating the accuracy of navigation constellation based
on geometric configuration is proposed. The method utilizes the constraint of
geometrical configuration of several satellites and the slowly varying characteristics
of ephemeris errors to evaluate the accuracy of inter-satellite measurements.
Simulation results show that the proposed method can effectively evaluate the
accuracy of inter-satellite measurements, and can accurately distinguish gross error
in the level of 1 m under 0.1 m of inter-satellite ranging accuracy.
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Research on Distributed Autonomous
Time Reference Maintain Method
of Navigation Constellation

Daoning Yang, Gang Li, Ying Liu, Jun Yang, Yinan Meng
and Xianyu Zhang

Abstract Satellite navigation system to provide users with high-precision posi-
tioning, navigation, and timing services, requires a uniform high-precision time
reference. When the navigation system is operating in the normal mode, this ref-
erence is maintained by the ground and measured through the satellite—ground link
and modifies the onboard clock parameters to ensure the uniformity of the entire
system time reference. In the autonomous navigation mode, the navigation con-
stellation to leave the ground support, need to maintain the time reference auton-
omously. This paper analyzes the maintenance method of autonomous time
reference based on inter-satellite observation and designs a distributed autonomous
time reference maintenance algorithm. The satellite clock error is used as the basic
observation to compose the system measurement equation. According to the system
state equation, each satellite uses Kalman filter to estimate and update its own clock
parameters to maintain the constellation time reference. Simulation results show
that the proposed algorithm can maintain the uniform time reference of navigation
constellations.
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1 Introduction

Satellite navigation system to provide users with high-precision positioning, navi-
gation, and timing services, requires a uniform high-precision time reference. When
the navigation system is operating in the normal mode, this reference is maintained
by the ground and measured through the satellite—ground link and modifies the
onboard clock parameters to ensure the uniformity of the entire system time ref-
erence. Autonomous navigation is a process that constellation autonomously gen-
erates ephemeris parameters and provides service to users by using the
inter-satellite measurements without the ground support. Autonomous navigation
can significantly improve the navigation warfare ability and has potential to reduce
the number of ground stations and the frequency of ephemeris upload. However, in
autonomous navigation mode, navigation constellation can only autonomously
maintain the time reference due to unavailability of ground support [1-3].

Centralized method and distributed method are two different techniques of
autonomous time reference maintain of navigation constellation. Centralized
method is to gather the measurement data to a single satellite, this satellite compute
the clock parameters of the whole constellation and then give out these parameters
to all other satellites. The distributed method is satellites of the navigation con-
stellation link with visible satellites and complete the measurements, respectively.
Then each satellite computes the clock parameters itself. In the Centralized meth-
ods, there is a high requirement for compute ability for the master satellite. At the
same time, it increases the inter-satellite communication pressure when collecting
measurement data and delivering clock parameters. The whole navigation con-
stellation cannot provide service when the master satellite failed. As for the dis-
tributed method, each satellite is equal and computes its own parameters
independently. A single satellite failure will not affect the entire constellation. The
distributed method can greatly improve the robustness of navigation system, and
reducing the pressure of inter-satellite communication.

In this paper, we studied a distributed autonomous time reference maintain
method. We introduced the framework of the method first, and then introduced the
clock error model of the atomic clock, inter-satellite bidirectional measurement
model and the Kalman filter method. At last, the simulation of the proposed method
and the conclusion are given.

2 Distributed Time Reference Maintain Method

The core of the time reference maintain method is to accurately estimate the clock
parameters of each satellite. Based on the Kalman filter, each satellite can estimate
the clock parameters by acquiring the clock error between itself and the surrounding
satellite.
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2.1 Atomic Clock Error Model

The onboard atomic clock system model can be represented by the following linear
discrete system

Xy =Py 1 Xjm1 + Wiy (1)
Xk

Xk = | Yk (2)
%

Where, x; is the clock correction (phase correction) of the k epoch, y; is the
frequency correction, z; is the frequency drift rate, and y; is the time derivative of
X, and zi is the time derivative of y;. @y z—; is the state transition matrix [4, 5].

1 © )2
Dyp1=10 1 = 3)
0 0 1
7 is the Filtering period.
Wi k-1
Wir = | wyx1 (4)
Wz k-1

Wyi—1, Wyi—1 and w.;_; are phase noise, frequency noise, and frequency
drift-rate noise independent of x;_; , yx—; and zz_; in k-1 epochs, respectively. The
statistical properties are determined by the selected atomic clock Hadamard vari-
ance. The covariance matrix can be expressed as

Q-1 = Zw, = E[W,W[]
3

3 5 2 4
qT q3T T q3T g3
QT+ 5+ % Tt % % (5)
2 4 3 2
— qaT q3T 3T q3T
>t 7% Q2T+ 73 2
3 2
a7 et
6 5 q3T

Where ¢ is the process noise parameter corresponding to w,, described by the
phase random walk noise description, g, corresponds to the process noise parameter
of wy, described using the frequency modulation random walk noise, g3 is the
process noise parameter corresponding to w,, described by the frequency modu-
lation random running noise. These parameters are determined by atomic clock.
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2.2 Inter-satellite Bidirectional Measurement Model

The inter-satellite links measure inter-satellite clock errors by bidirectional mea-
surements. Inter-satellite bidirectional measurements can be expressed as follows.

py = [Fi(t) = Fi(0)| +c - (0 — o) + ey (6)

py = [F() = Fa(t) |+ (31 — o1) + 2 ™)

p; and p;; are bidirectional pseudoranges between satellite i and satellite j after
epoch correction to time 7. 7;(¢) and 7;(¢) are the position vectors of satellite i and
satellite j at time t. J#; and o¢; are the clock error of satellite i and the satellite j. ¢;

and ¢&;; are the measurement noise.
Equation (6) minus (7), there is

pij — pji = 2C(5li — 5[]') + &5 — & (8)
Equation (8) can be transformed as
pij—pﬁJch*(Stj:2c*5,i+8ij—eji (9)
This equation is the observation equation of inter-satellite clock error Kalman
filter.
When a satellite i establish link with m satellites at time k, the observation
equation can be written as
Z,=HX+V (10)
Where

Pit — P1i+2c X 0n
Pir = P2i+2¢ X 0y

Z = (11)
pim - pmi+2C 2 51‘"1
2c 0 O
2¢c 0 O
H=1. (12)
2c 0 0

mx3
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&i1 — &1
&p — &

= . (13)
Eim — Emi

&; and ¢; are inter-satellite measurement noises which can be regarded as zero

mean Gaussian white noise. The covariance matrix of measurement is
R=[VVT] (14)

2.3 Kalman Filter Method

Based on the above-mentioned atomic clock error model and inter-satellite obser-
vation model, the basic equation of Kalman filter can be expressed as follows:

Xii1 = Prs 1 Xi

Pij1 = Ppi Py ), + 0

Ky :IA)k,kle/Z-(HkPk,k—lH/Z+Rk)71 (15)
Xy = Xpjo1 + Ki(Zi — Hi Xy )

P = (I — KeH)Puy (I — KeHy)' + KR KT

Where
R X 1 © 2)2
Xe= |3 Prp—1=|0 1 1 |3
Zk 0 0 1

3 5 2 4 3
X3 BT @t @t a1
QT+ 5+ 5 5t 6

3 2
- - @t
Pit — P1i+2¢ X Oy 2¢ 0 0
P — Pai+2¢ X o 2¢ 0 0
Zi = : ; H=1. . . ;
pim - pmi+2C X 5tm 2c 0 O mx3
01.21 O --- 0
Rk _ 0 0'1,22 . .o 0
0 0 o2
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K; is a 3 x m filter gain matrix. P is a 3 X 3 error covariance matrix. I is a
3-order identity matrix. R; is the covariance matrix of measurement.

3 Simulation Analysis

3.1 Simulation Scene

A typical navigation constellation Walker 24/3/1 is simulated [6-9].
The simulation scenario settings are as follows:

1. Orbit height of about 21,528 km, 55° inclination [6].

2. For the inter-satellite link, the antenna is narrow beam and the angle is £70° [7].

3. The initial clock bias, frequency deviation and frequency drift rate are set to 0.

4. The clock coefficients ¢q;, ¢» and g3 are set to 1 x 10-22, 2 x 10-32 and
6 x 10-45, respectively.

5. Inter-satellite bidirectional measurement accuracy is set to 0.0001-20 m.

6. The filter period is set to 5 min.

Based on the above scenario, at first we analyzed the inter-satellite visibility, and
we found each satellite has eight continuous visible satellites in 60 days. Taking
into account the robustness of autonomous navigation, each satellite is only con-
sidered establishing link with these eight continuous visible satellites.

3.2 Results and Analysis

The clock error variation of 24 satellites in 60 days is simulated and analyzed. First
of all, the clock error parameters which are predicted only according to the model
were simulated, the result as shown in Fig. 1. And then the result of the clock error

Fig. 1 Clock error of 24 6000
satellites in 60 days predicted

by clock error model 4000
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parameters are analyzed by distributed time reference maintain method under the
conditions of 0.1 m range error, as shown in Fig. 2.

In Fig. 1, after 60 days, the satellite can only rely on the model estimated clock
parameters in a long time without correction. The clock errors of 24 satellites
become larger and divergence in 60 days, and the maximum of the clock error has
been more than 10,000 ns. Although, the clock error corrected by distributed time
reference maintain method is less than 1200 ns after 60 days, the variation trend of
clock corrections of 24 satellites is consistent, that is to say the time is basically kept
synchronous. For the satellite navigation system, as long as the time of each satellite
in navigation constellation to maintain high-precision consistent, you can ensure the
accuracy of navigation and positioning services.

Figure 3 shows the time synchronization accuracy obtained by subtracting the
mean clock error from the 24 satellites shown in Fig. 2. It can be seen that the
accuracy of time synchronization is basically the same within 60 days and is
basically maintained within 0.4 ns.
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Figure 4 shows the time synchronization accuracy of 1 m range error, compared
to the accuracy of 0.1 m. As the range accuracy becomes worse, the time syn-
chronization accuracy also becomes larger.

Figure 5 gives the relationship between inter-satellite range error and time
synchronization accuracy. The abscissa is the range error and vertical axis is the
time synchronization accuracy of the RMS value. We analyzed the accuracy of time
synchronization for the range error varies from 0.0001 to 20 m. It can be found that
the accuracy of time synchronization is improved with the decreasing of range error
from 20 to 0.1 m, and the accuracy of time synchronization is almost no longer
change after 0.1 m due to the presence of clock noise.

4 Conclusion

In this paper, we studied the Kalman filter-based distributed navigation constella-
tion time reference maintain method. The simulation results show that under the
condition of navigation constellation autonomous navigation, each satellite
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establishes link with eight continuous visible satellites by inter-satellite link to carry
out inter-satellite bidirectional measurement. And the clock errors estimated by
Kalman filter is less than 1200 ns in 60 days for the range error is 0.1 m. However,
the precision of synchronization between satellites is better than 0.4 ns, which can
meet the needs of users’ high-precision navigation and positioning applications.

When the noise level of the atomic clock is fixed, the accuracy of time syn-
chronization is no longer improved with the decreasing of range error after the
range accuracy reaches a certain level.
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A Study on the Orbit Accuracy Variation
Characteristics and Yaw-Attitude Modes
of Beidou Navigation Satellites

Guofeng Ji, Yuxi Liu, Zhigiang Yang and Xiaolin Jia

Abstract Research on the orbit accuracy variation characteristics of Beidou
navigation satellite can help to discover the deficiency of yaw-attitude modeling
during eclipse season, which may further contribute to refine the functional models
in precise orbit determination (POD). In this article, the broadcast orbit accuracy of
Beidou Navigation Satellite System was evaluated firstly by Satellite Laser Ranging
(SLR) residuals ranging from Jan 2015 to Nov 2016. For BDS GEO satellites, the
orbit accuracy evaluated by SLR residuals is 0.6 m around with a systematic bias of
about —0.6 m. The orbit accuracy of BDS IGSO and MEO satellites is about 0.5 m
whereas the orbit quality would significantly reduced to 1.0-1.4 m level when the
yaw-attitude mode switch happens. Based on the results above, this article also
analyzed the broadcast orbit accuracy of BDS IGSO-6 satellite which was launched
in March 2016 and adopt a modified yaw-attitude mode during its eclipse season,
and found that the orbit accuracy of BDS IGSO-6 satellite is better than 0.25 m, no
obvious orbit accuracy decrease can be observed, which is inconsistent with that of
previous IGSO satellites. However, the performances of precise orbit product
released by GFZ and iGMAS were still degraded during theoretical yaw maneuver
periods. Finally, a POD experiment was carried out to analysis the orbit quality
performance of BDS IGSO-6 satellite. The preliminary results show that benefiting
from the modified yaw-attitude mode during its eclipse season, the orbit quality of
BDS IGSO-6 satellite has high accuracy and stability, and special attention is
needed in POD processing.
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Yaw-attitude mode - IGSO-6

G. Ji - Z. Yang (X))
College of Geology Engineering and Geomantics, Chang’an University, Xi’an, China
e-mail: yang_gps@chd.edu.cn; changan_4440@163.com

Y. Liu - X. Jia
National Key Laboratory of Geographic Information Engineering, Xi’an, China

Y. Liu - X. Jia
Xi’an Research Institute of Surveying and Mapping, Xi’an, China

© Springer Nature Singapore Pte Ltd. 2017 65
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017

Proceedings: Volume IlI, Lecture Notes in Electrical Engineering 439,

DOI 10.1007/978-981-10-4594-3_7



66 G. Jiet al.

1 Introduction

BeiDou Navigation Satellite System (BDS) has been officially providing regional
positioning,navigation and timing services for Asia-Pacific area since December 27,
2012 [1]. With the rapid development of BDS, five Beidou-3 satellites, each of which
has a new navigation signal system, inter-satellite links, and other test features, has
been launched, and a global navigation satellite system which consists of 5 GEO, 3
IGSO, and 27 MEO satellites will be completed in 2020 [2]. With the increasing
quality requirement for civilian and scientific applications, several analysis centers
(ACs), e.g., the Center for Orbit Determination in Europe (CODE),
GeoForschungsZentrum (GFZ), and Wuhan University (WHU) have provided the
precise ephemeris, clock, and bias products of BDS to MGEX. Besides IGS MGEX,
the International GNSS Monitoring and Evaluation System (iGMAS) has been
launched by China, to monitor and assess the performance as well as operational status
and to promote compatibility and interoperability among different GNSS systems [3].
This project has planed to deploy 30 well-distributed stations (15 stations completed),
and the combined products are also generated and could be downloaded by freely.

Different from the attitude control mechanism of GPS and GLONASS satellites,
the BDS IGSO and MEO satellites adopt two attitude modes, namely Yaw-Steering
(YS) and orbit-normal (ON) mode [4]. When the elevation angle 5 of sun above the
satellite orbit plane is less than a critical value, e.g., when |f| is closed to 4°, the
yaw attitude will switch from YS mode to ON mode and vice versa [5]. The attitude
mode has significant influence on POD. The orbit quality would reduce signifi-
cantly during and after the attitude mode switch [6]. According to [7], the reason
that one single set of orbital parameters is unsuitable for POD when attitude switch
happens was figured out by the Box-wing model, and a piecewise linear solar
radiation model was used to improve the orbit accuracy. The impacts of attitude,
solar radiation and function model on POD for GNSS satellites was studied deeply
by Guo [8], and the optimization POD strategy for GPS/GLONASS/Galileo/BDS
quad-constellation at WUM was given in [9]. More recently, a preliminary attitude
switch model of BDS IGSO and MEO satellites was established by Dai [10] based
on a modified POD processing schema and the Reverse kinematic PPP technique
proposed by Dilssner [11].

Although several studies on BDS yaw-attitude mode are already available as
listed above, however, previous studies have only focused on the satellites that have
been in service for many years. With the development of BDS, the attitude control
mechanism of the new launched satellite may not be released in time. It would bring
trouble to the data processing if the mistake experience mode of previous satellite
was used. Broadcast ephemeris is important orbital information, which can roughly
reflect the in-orbit attitude behavior of navigation satellite. Therefore, this article
evaluates the BDS broadcast orbit accuracy firstly by the Satellite Laser Ranging
(SLR) residuals starting from Jan 2015 to Nov 2016 in order to analyze and
summarize the orbit accuracy variation characteristics of BDS GEO, IGSO, and
MEO satellites. Based on the results described in previous step, we also analyzed
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the broadcast orbit accuracy of BDS IGSO-6 satellite which was launched in March
2016 and adopt a modified yaw-attitude mode during its eclipse season [12]. After a
short discussion, a POD experiment based on ground observations collected by
MGEX and BETS networks was carried out to analysis the orbit quality perfor-
mance of BDS IGSO-6 satellite. In the last section, this article was summarized.

2 The Orbit Accuracy Variation Characteristics
of BDS Satellites

In order to analyze the orbit accuracy variation characteristics of BDS satellites
based on broadcast ephemeris, the SLR tracking data of BDS satellites were col-
lected from Jan 2015 to Nov 2016, and the orbit radial accuracy was evaluated. The
broadcast ephemeris was derived from the multi-GNSS hybrid ephemeris published
by MGEX. SLR is an optic technique providing independent validation of the
satellite orbits. SLR residuals are computed in the sense observed versus computed
range between satellite and SLR stations. Only four BDS satellites:C01 (GEO-1),
C08 (IGSO-3), C10 (IGSO-5), and C11 (MEO-3) are tracked by the stations of the
International Laser Ranging Service (ILRS) on a regular basis. It has been shown
that the reference point of the Beidou broadcast ephemeris is at the center of
satellite mass [13], therefore only the geometric center offsets of Laser
Retroreflector Array (LRA) were corrected in this article. Figure la—d given the
SLR residual series of the above four satellites (the residual was regarded as outliers
and removed when the value greater than 5 m), and the red curves represent the
elevation angle f# of Sun above the satellite orbit plane. GEO and IGSO satellites
enter into shadow when || <8.7°, and the MEO satellites enter into shadow when
|| <13.2°. The black dotted lines indicate the entering and exiting shadow times,
regions between two green dotted lines indicate the ON mode period. BDS GEOs
always maintain the ON mode, while IGSO and MEO satellites would switch their
yaw-attitude mode when |fi| = 4°, the switch times obtained from (ftp://igs.
gnsswhu.cn/pub/BDS/bds_yaw) are used within this article.

As shown in Fig. la—d, BDS satellites will undergo two eclipse seasons each
year. Around spring and autumn equinox, GEO satellite will enter the eclipse
season, each lasting about 46 days. While the duration of IGSO and MEO satellites
is short and with a long term change. In Fig. 1a, the SLR residuals of GEO satellites
are less than 2 m. Although the orbit accuracy is slightly decreased during eclipse
season, but the amplitude is not obviously. Which may be related to ON mode
maintained by GEO satellites in the entire arc, and the impact of the eclipse season
on orbit accuracy is difficult to reflect. Figure 1b—d show that the IGSO satellites
have a better orbit accuracy than the MEO satellites. Possible explanations are
issues with the uplink stations of Beidou ground segment are limited to the China
mainland. However, in general, the orbit accuracy of IGSO and MEO satellites
during yaw maneuvers is significantly reduced, with maximum SLR residuals
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Table 1 Orbit accuracy statistics of BDS broadcast ephemerides against different periods

PRN Mean STD
No-esclipse Esclipse season No-esclipse Esclipse season
YS ON YS ON
C01 —60.7 —334 - 60.6 65.6 -
C08 -23.8 —24.6 -19.6 48.8 61.8 105.6
C10 5.7 —24.5 —85.3 50.8 60.8 140.2
Cl1 7.1 7.1 55.1 56.6 53.3 120.0

All values are given in cm

exceeding 4 m. The orbit accuracy decay times coincide with the switch times
given by Wuhan University.

Table 1 shows the orbit accuracy statistics of the above four satellites in different
cases (residual value greater than three times STD is not statistics). (1) The GEO
satellites have a radial orbit accuracy of 0.6 m around with a systematic bias of about
—0.6 m. (2) During non-eclipse periods, the orbit accuracy of BDS IGSOs and MEQOs
is about 0.5 m. (3) When entering the eclipse season, the orbit accuracy of IGSO and
MEO satellite is slightly decreased, but not obvious; however, the orbit quality is
significantly reduced to 1.0-1.4 m when yaw-attitude mode switch happens.

3 Analysis of BDS IGSO-6 Satellite Ephemeris

BDS IGSO-6 satellite was launched in March 30, 2016, and is in service recently. It
is also tracked by the stations of ILRS since June 2016. Therefore, this article
collected the broadcast ephemeris and SLR tracking data from June to November
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Fig. 2 SLR residual series of BDS IGSO-6 satellite against different products

Table 2 Orbit accuracy statistics of BDS IGSO-6 satellite in different cases

Ephemeris Mean STD
No-esclipse Esclipse season No-esclipse Esclipse
season
YS ON YS

BRDM -2.1 26.2 -14.9 423 23.8 21.7
COM -1.5 - - 4.7 - -
GBM 0.7 —4.9 -1.7 7.7 6.0 17.2
iGMAS -0.2 -5.6 -39 6.0 6.2 15.6

All values are given in cm

2016, and analyzed its broadcast orbit accuracy in the same method as provided in
Sect. 2. Figure 2a—d give SLR residuals of the broadcast ephemeris (brdm) as well
as precise orbits from CODE, GFZ and iGMAS. Table 2 gives the orbit accuracy
statistics of BDS IGSO-6 satellite against different products. From Fig. 2a, one can
see that the broadcast orbit accuracy of BDS IGSO-6 satellite is stable, and no
obvious orbit accuracy decrease can be observed. According to the results described
in Sect. 2, the orbit accuracy of BDS IGSO satellites would significantly reduce
during yaw maneuver, but the orbit accuracy variation charecteristics of BDS
IGSO-6 satellite is inconsistent with that of the previous IGSO satellites.

However, as shown in Fig. 2c—d, the performances of precise orbit product
released by GFZ and iGMAS are still degraded during theoretical yaw maneuver
periods. We address the question that whether a mistake attitude mode was used by
those ACs. Thus, some closer investigations will be carried out to analysis the orbit
quality performance of BDS IGSO-6 in next section.
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4 Experiment and Analysis

4.1 Data and Software

To clear the orbit accuracy variation characteristics of BDS IGSO-6, 41
well-distributed stations, spans from day 165 to 186, 2016, were selected from
MGEX network and 13 stations distributed in China mainland are collected from
BETS network which was established by the GNSS Research Center, Wuhan
University [14—16]. Besides above, three stations with high quality hydrogen maser
were collected from National Time Service Center (NTSC), Chinese Academy of
Sciences. During the time period considered, the IGSO satellite CO8 switched
attitude from YS mode to ON mode and back to YS mode. The IGSO-6 (C15)
satellite was in its eclipse season. The MEO satellite Clland C12 switched their
attitude mode from ON mode to YS mode. The distribution of tracking stations and
ground traces of Beidou constellation are shown in Fig. 3. The Satellite Positioning
and Orbit Determination System (SPODS) software developed at Xi’an Institute of
Surveying and Mapping was utilized in this experiment. SPODS software has high
precision positioning and orbit determination capability [17].

4.2  Orbit Determination Strategy

The BDS data were processed together with GPS as only a limited amount of BDS
satellite can be tracked beyond Asia-Pacific area currently. Dual-frequency code
and carrier phase observations were used to form the ionosphere-free linear

- X
rolels s A /- .
b OHIZ § i
@ NTSC
® BETS —
® MGEX
-90° v r v r i T v T -

=120° -90° -60° =30 0 30 60° 90" 120 150° 180°

Fig. 3 Ground traces of Beidou constellation and tracking stations
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combination (L1/L2 for GPS and B1/B2 for BDS). The reduced 5-parameter
CODE SRP model without applying a priori model was employed for all GPS and
BDS satellites. The five-parameter model consists of three constant terms in the
direction of the Sun (D), in the direction of the solar panel axis (Y), and in the
direction perpendicular to D and Y (B), as well as sine/cosine terms in B-direction,
and the orbital parameters were estimated per 3-day interval. The PCO and PCV
values were estimated by ESA [18] were used for BDS IGSOs and MEOs. In the
absence of public satellite antenna phase center information, the PCO and PCV
values of IGSO satellites CO8 are used for the C15 satellite. BDS GEO satellites
adopt the ON mode only, and the yaw-attitude of BDS IGSO and MEO satellites
were calculated according to the model given in Dai et al. [10]. Since the attitude
mode of the C15 satellite is not public, this article assumed that it would always
maintain the nominal attitude which was reported by Bar-Sever [19]. A detailed list
of processing options is given in Table 3. The orbit accuracy was evaluated by SLR
residuals and orbit overlap difference, the illustration of overlap orbit comparison is
shown in Fig. 4.

Table 3 Observation models and force models for multi-GNSS POD

Ttem

Applied models

Geopotential

EGM2008 model (12 x 12)

N-body gravity

Sun, Moon and planets

Tide forces

Solid Earth, pole, ocean tide IERS conventions 2010

Relative effects

IERS conventions 2010

Phase wind-up

WU et al. [20]

Solar radiation
pressure

Reduced CODE 5-parameter with no initial value

Basic observables

Undifferenced ionosphere-free combination of code and phase based
on GPS LI/L2, BDS B1/B2

Processing sampling

300 s

Cutoff elevation

7°

Satellite antenna phase
center

PCOs and PCVs for GPS and BDS GEO from IGS08.ATX.
PCO/PCV corrections estimated by ESA were used for BDS IGSOs
and MEOs

Yaw-attitude model

A simplified Model from Kouba [21] for GPS, attitude switch model
estimated by Dai et al. was used for BDS IGSOs and MEOs

Tropospheric delay

Saastamoinen model for wet and dry hydrostatic delay with GMF
mapping function +2 h inteval PWC parameter

Satellite and receiver
clock

Estimated as white noise for each epoch, a high quality hydrogen
maser was selected as reference clock

Earth ratation
parameters (ERP)

Fixed to values from IERS EOP 08 C04 series

Station coordnates

Estimated with tight constraint

Inter-system bias

Estimated as constant parameter, one station fixed

Ambiguity

Fixed for GPS/BDS (IGSO, MEO) separately
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Fig. 4 Orbit arc and orbit
overlap difference
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Fig. 5 Orbit overlap differences (3D) for CO8/C15/C10/C11, the shaded areas illustrate the
duration of the ON mode period

4.3 Results and Analysis

As already mentioned in the introduction, the attitude mode has significant influ-
ence on POD. Figure 5 shows 3D orbit overlap differences of the IGSO satellites
(CO8 and C15) and the MEO satellites (C11 and C12). The shaded areas illustrate
the duration of ON mode period, while Fig. 6 shows the orbit overlap accuracy
series in the along, cross-track and radial directions. One can be seen that: (1) when
attitude switch happens and during the ON mode period, the orbital accuracy of
CO8 satellite is worse than that of the YS mode period, and the maximum overlap
differences would reach up to 3 m; (2) However, as shown in Fig. 5 (lift) and
Fig. 6, the orbit accuracy series of C15 satellite is very smooth, and no obvious
orbit accuracy decrease can be observed; (3) Similar to CO8 satellite, during the ON
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mode period, the orbit accuracy of the C11 and C12 satellite is significantly lower
than that of the YS mode period. In addition, Fig. 7 shows the SLR residual series
for CO8, C15, C10, and C11 satellites. It can be seen from Fig. 7 that the CO8 and
C11 satellites have lower orbit accuracy during the ON mode period (especially for
CO8 satellite when attitude mode switch happens), but the orbit quality of C15 has
high accuracy and stability. In general, the orbit overlap accuracy and SLR results
are in good agreement.

Although a proper yaw-attitude mode for BDS C08, C10 and C12 satellites was
used in the article, but the orbit accuracy of those satellites is still not better than
that of C15 (assuming that it would always maintain the nominal attitude) during
eclipse season. Since measurement correction errors result from an improper
modeling of the antenna phase center location and the antenna phase wind-up effect
are generally less critical. However, the largest attitude-related error is the dynamic
orbit errors due to improper modeling of the solar radiation pressure force which is
a strong function of the attitude as well [10]. Obviously, the SRP of BDS IGSO and
MEO satellites could not be well represented by CODE SRP model during eclipse
season. Similar conclusions have earlier been presented by Guo [8]. However, it
seems that the CODE SRP model is applicable for BDS IGSO-6 satellite during its
eclipse season. Hence, a rough conclusion could be drawn that the BDS IGSO-6
satellite adopts a new yaw-attitude mode which is different from that of the previous
BDS IGSO and MEO satellites, and the performance of this new yaw-attitude mode
is superior. Further investigations are needed to understand the BDS IGSO-6 atti-
tude control mechanism during shadow transits, i.e., using the Reverse
Kinematic PPP technique to estimate the yaw-angle.

5 Conclusions

To simplify the attitude control in eclipse season, two attitude modes are used by
BDS IGSO and MEO satellites. With the rapid development of BDS, the attitude
control mode of the new launched satellite may not be released in time. Research on
the orbit accuracy variation characteristics of navigation satellites can help to dis-
cover the deficiency of yaw-attitude modeling during eclipse season, and may
further contribute to refine the functional models in precise orbit determination
processing.

In this article, the orbit accuracy variation characteristics of BDS GEO, IGSO,
and MEO satellites are analyzed and summarized firstly by SLR residuals spans two
years. In general, the orbit accuracy evaluated by SLR residuals is 0.6 m around
with a systematic bias of about —0.6 m for BDS GEO satellite. When entering the
eclipse season, the orbit accuracy of IGSO and MEO satellite is slightly decreased,
but not obvious; however, the orbit quality is significantly reduced to 1.0-1.4 m
level when the yaw-attitude mode switch happens. In addition, the orbit accuracy of
BDS IGSO-6 satellite is also evaluated by SLR residuals spans half a year, and the
orbit accuracy better than 0.25 m could be found, which is different from that of
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previous BDS IGSO satellites during theoretical yaw maneuver period. To clear the
orbit accuracy variation characteristics of BDS IGSO-6 satellite, a 22-day POD
experiment was carried out. The experimental results show that benefiting from the
new yaw-attitude mode during its eclipse season, the orbit quality of BDS IGSO-6
satellite has high accuracy and stability.

Despite a rough conclusion is drawn in this article, but the attitude control
mechanism during shadow transits and the PCOs and PCVs of BDS IGSO-6
satellite are unclear so far. A public release of relevant model is strongly encour-
aged and will greatly improve the orbit accuracy.
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A Method for Polar Motion Prediction
Based on LS Model of Error
Compensation

Zhiwen Wang, Hui Xu, Qianxin Wang and Yilei He

Abstract Polar motion is an important component of the Earth Rotation Parameter
(ERP). Not only is it one of the necessary transformation parameters between
International Celestial Reference Frame (ICRF) and International Terrestrial
Reference Frame (ITRF), but it is also essential for deep space exploration mission
and satellite ultra-fast precise orbit determination. Polar motion is usually available
with a delay of hours to days, thus polar motion prediction is needed to meet the
growing demands for spacecraft navigation and physical geography science
research. The least square model (LS) is a kind of mature polar motion forecasting
model, but it has the problem that, though, the inner residual value of LS fitting is
reasonable, the residual value of LS extrapolation, however, is poor, which will
cause prediction errors to accumulate greatly. This paper proposes a LS model of
error compensation (ECLS model) to solve this problem with the LS model, and
hence improve the accuracy of predictions. Restrictions are first added to the two
endpoints of LS fitting data to place them on the fitting curve of LS. If the LS
interpolation residual sequence and the extrapolation of the residual sequence have
a good correlation, then the LS interpolation errors can be used to correct the LS
extrapolation value and to make the adjustment to the prediction errors of LS
model. Feasibility and effectiveness of the ECLS model can be proved for pre-
dicting polar motion by comparing CELS with EOP_PCC, RLS + AR,
RLS + ARIMA and LS + ANN. In addition, for the short term (30 days) predic-
tion, examples show that the ECLS model can effectively improve prediction
accuracy of polar motion, and the results show prediction accuracy equal to that
achieved/observed at International level.
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Keywords LS model - ECLS model - Polar motion prediction - Error
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1 Introduction

Movement of the earth’s axis of rotation in the earth body is called the polar motion
(PMX, PMY). polar motion is one of the necessary transformation parameters between
International Celestial Reference Frame (ICRF) and International Terrestrial Reference
Frame (ITRF) [5], and high accuracy in polar motion prediction is essential for deep
space exploration missions, Satellite ultra-fast precise orbit determination and, espe-
cially, for the real-time and high-accuracy navigation missions. A large number of
space-geodetic techniques can obtain polar motion of high accuracy but these tech-
niques involve post processing of data, so the polar motion parameters’ availability is
delayed by hours (and even days) which makes it difficult to obtain in real time [2, 6].
Thus, polar motion prediction is adapted to meet the demands of scientific research.

At present, many methods have been developed and applied to polar motion
prediction across the world, such as Kalman filter [3, 4], the least square extrap-
olation (LS) model [1], the least square extrapolation of a harmonic model and
autoregressive (AR) prediction [8], the least square extrapolation of a harmonic
model and artificial neural network (ANN) [7] and so on. In order to compare the
predicted results of various prediction models, Schuh et al. Launched an Earth
Orientation Parameter Prediction Competition (EOP_PCC) in 2005 [5]. The
EOP_PCC has shown that there is no particular prediction technique superior to the
others for polar motion in all prediction intervals.

Errors in LS extrapolation values is a well-known problem, and in order to solve
this problem, we usually combine both LS model and other models to reduce LS
prediction errors, e.g., (1) LS + AR model, (2) LS + ANN model. However, there
are some problems to be solved in these combination models, such as LS fitting
residual sequence is nonlinear, so it is unsuitable to establish AR model for the
residual sequence. For ANN, the network model and the training network are very
important for the predicted results, but there is no a standard for selecting network
models and training network. In this paper, we try for the first time to propose a
prediction model, which is LS model based on error compensation (ECLS). It can
correct the LS model itself to improve the prediction accuracy and avoids the
problem of LS model’s incompatibility with other models.

2 LS Model

LS model is a complex natural phenomenon is shown in formula (3) and it contains
liner term and periodic term that contains Chandler wobbles, annual, half of a year,
etc. [9].
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Where t is the UTC time, and A, B, C', C?, D', D?, E', E? are the fitting
parameters, In the case of polar motion, Psy = 0.5, P4 = 1, P, = 1.183 (unit is
year).

LS model parameters can be solved by the least square principle, and the fol-
lowing are calculated sequentially to obtain the LS model parameters estimations.

()

X=[A B c' C* D' D* E' E?] (2)

L=[X(n) X(n) ..... X(t,) ] 3)
1 t# cos (i,’:;‘) sin (%) cos (21’}—:‘) sin (2175—;‘) cos (2;—3") sin (2’%’)
o 1 # cos (2%2) sin (%:) cos (21’3”2) sin (2"—;2) cos (2;,1—3’2) sin (%’)
1 t, cos (i’:?) sin (i,’z\) cos (2PL:) sin (3’}:) cos (2"5) sin (%’)

(4)

X=(HH 'H'L (5)

Note that X denotes the fitting parameter, where L is observed value of the polar
motion and B is coefficient matrix of fitting parameters.

3 Problems and Analysis of LS Model

The internal residual of LS fitting is reasonable but the residual value of LS
extrapolation is unreasonable, which is a well-known problem; the following
methods are used to solve the problem in case the LS extrapolation errors are too
large. Restrictions are added to the two endpoints of LS fitting data to place them on
fitting curve of LS. Taking the PMX direction of polar motion as an example,
residual sequences are graphically shown in Fig. la, b. The LS extrapolation
residual is very big without the constraints, but it improves greatly after additional
constraint. In addition, additional constraints on the LS can make the fitting value
next to the two endpoints close to the observed value as well as the prediction errors
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Fig. 1 The variation of residual series of LS model after adding constraints. The a represents
residual sequence of LS model, and b denotes the residual sequence of LS model with constraint

are zero at the two endpoints. At the same time, the value of the extrapolation
residual series of LS fitting curve as well as the interpolation residual series are
increased from zero. As is shown in Fig. 1b, the trend of the LS interpolated
residual sequence is similar to that of the LS extrapolated residual sequence in the
short term. If the LS extrapolation residual sequence has good correlation with the
internal residual error sequence, we use LS interpolation errors to correct the LS
extrapolation errors to adjust to the prediction errors.

The following experiments are done to test the correlation between LS inter-
polated residual sequence and LS extrapolated residual sequence after adding
constraints on LS model. It is considered that the pole shift has time-varying and
periodic characteristics, so we use the LS model with the basic sequence of
432 days (1.183 year, one cycle) to make the short term (30 days) prediction, from
January 1, 2008 rolling prediction to December 31, 2011 (1461points), as well as
the correlation statistics are shown in Fig. 2. This investigation employs the
International Earth Rotation Service (IERS) EOP 08 C04 of polar motion data. In
Fig. 3, at first sight it can be seen that most of the correlation coefficients are greater
than 0.5. In the direction of PMX, the correlation coefficient greater than 0.5
accounts for 70%, and, in the PMY, the ratio of correlation coefficient larger than
0.5 reaches 68%, which shows that the LS interpolated residual sequence has a
strong correlation with the LS extrapolated residual sequence, therefore LS inter-
polation errors can be used to correct the LS extrapolation errors and to improve the
prediction accuracy.
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4 LS Model of Error Compensation (ECLS Model)

The polar motion sequence is periodic and time-varying, which increases the dif-
ficulty of polar motion prediction and it is one of the reasons for the serious
accumulation of prediction errors. From the first section we know that LS inter-
polated residual sequence has a strong correlation with LS extrapolated residual
sequence, so we use LS interpolation errors to correct the LS extrapolation value. In
this article, the main formulae of polar motion prediction are as follows:

{f/k:Ylé"“AQDk (6)
Apy = A+ BiAg

Where Y is the final polar shift forecast sequence when the forecast time span is
K days, Y; is the LS extrapolation forecast sequence when the forecast time span is
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K days, Ag, is the error correction value sequence of LS extrapolation forecast
while the forecast time span is K days, A¢, is the error sequence of LS interpolated
value while the forecast time span is K days, Ax is a diagonal matrix of K x 1
dimensions which is constant term (a; a; - - - a;) in error compensation model, and
By is a diagonal matrix of K X K dimension and is coefficient term (b; b, - - - b;) in
error compensation model. Parameters in error compensation model which are both
Ay and B can be solved by the least square principle, and the following are
calculated sequentially to obtain those parameters estimations.

oc:[al ay - - Ay b1 bz"'bk]T (7)
W= [A(/’l,k Apyy - A(Pj,k]T (8)

[ E E - E 1"
P=ad1e Adyy - Ady ©)
o= (B"B)"'W (10)

Note that Ag; , represents the true value sequence of the LS extrapolated error in
the j periods while forecast time span is K days, A is the error sequence of LS
interpolated value in the j periods while forecast time span is K days, and Ej is the
unit matrix of K dimension. The prediction process of ECLS model is as follows:
First, the LS model with constraint is used to predict polar motion. In the next part,
we use the data of polar motion before the prediction time to calculate the unknown
parameters in the error compensation model according to the formula (6)—(10), and
finally we use the error compensation model to correct the prediction value of LS to
obtain the final result of the prediction. The forecast flow chart is shown in Fig. 3.

5 Calculation and Analysis

5.1 Comparison of the Results of ECLS and EOP_PCC

This investigation employs the International Earth Rotation Service (IERS) EOP 08
C04 of polar motion data, from January 1, 1980 to March 8, 2008. The sampling
interval is one day. In order to compare our results with EOP_PCC results in
ultra-short term prediction (1-10 days) and short term prediction (30 days), we
choose the data from October 1, 2005 to March 8, 2008 as the test sequence (almost
889 points), and selected 432 days as the length of the base sequence. For each
prediction interval (1-30 days), 889 predictions are made using ECLS model, and
mean absolute error (MAE) is utilized as the prediction accuracy index as shown:
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M

1
MAEi:MZ|8i’m| (11)

m=1

Where i is prediction day, M and ¢;,, are the prediction number and the differ-
ence between the predicted values and the observed values.

The prediction results of EOP_PCC are given in the form of graphs, so we can
only compare with the prediction accuracy map of EOP_PCC. Figure 4 upper
shows the prediction results of ECLS model, while the prediction results of
EOP_PCC can be seen in Fig. 4 middle and lower. In the prediction accuracy chart
of EOP_PCC, curves of different colors indicate the prediction results of the dif-
ferent participants. In the case of polar motion prediction, Kalrus (orange solid
line), EOP product center (pink solid line), and the combined forecasting method of
different participants (black circle line) are the best in the EOP_PCC. By com-
parison, in the direction of PMX, the prediction accuracy of the ECLS model is
only inferior to both Kalrus (rank first in EOP_PCC) and combined forecasting
method (rank second in EOP_PCC) in ultra-short term prediction, and it is
equivalent to prediction accuracy of results of EOP product center in short term
prediction which reaches to fourth in the results of EOP_PCC. In addition, in the
direction of PMY, the prediction accuracy of the ECLS model in ultra-short term
prediction or short term prediction is only second to both Kalarus (rank second in
EOP_PCC) and the combined forecasting method (rank first in EOP_PCC).

From the above analysis, ECLS prediction results of polar motion are at the same
level as EOP_PCC and are also superior to prediction results of most EOP_PCC
participants, so prediction accuracy of ECLS model can reach the international
level.

5.2 Comparison of the Results of ECLS and Other Models

The ECLS model can obtain a good prediction result of polar motion, which is
proved in the previous sections. In order to further verify the feasibility of the ECLS
model, the prediction results of CELS model are compared with prediction results
of other models including RLS + AR, RLS + ARIMA by Xu [8] as well as
LS + ANN by Schuh et al. [7], which are found to be comparable with those of
other models (Table 1). In order to make the comparison with above models, the
prediction time period is the same as the above models, so we choose the data from
January 1, 2000 to January 20, 2002 as the test sequence (almost 750 points). From
January 1, 2000 to carry out prediction of the polar motion, and each predictions
interval (1-30 days), 750 predictions are made using ECLS model. Note that the
prediction results of Schuh are given in the form of comprehensive prediction
accuracy, and it is shown as follows:
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Fig. 4 Comparison of prediction results both ECLS model and EOP_PCC. The upper represents
the prediction results of ECLS model, and the lower denotes forecast results of EOP_PCC
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Table 1 Accuracy statistic of both ECLS and other models
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Day RMSE

Mas

ECLS RLS + AR RLS + ARIMA LS + ANN
1 0.50 0.364 0.25 0.29
2 0.95 0.88 0.74 0.57
3 1.26 1.45 1.26 0.95
4 1.75 2.01 1.79 1.3
5 2.07 2.57 231 1.79
6 2.32 3.08 2.81 2.1
7 2.64 3.57 3.26 2.39
8 2.88 4.01 3.74 2.67
9 3.21 4.46 4.19 2.95
10 343 4.90 4.65 3.25
20 5.90 9.28 9.41 6.28
30 8.43 14.23 14.66 8.89

Fig. 5 Comparison of prediction results of both ECLS and other models
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Note that M is prediction day, where ¢; are the difference between the predicted
values of pole motion and the observed values.
As can be seen in Fig. 5 and Table 1, for the ultra-short term prediction or short
term prediction, prediction results of ECLS model is are superior to both RLS + AR
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and RLS + ARIMA in addition to the first day and second days prediction results, and
the advantage of ECLS model is more obvious with the increase of the time span, so
the ECLS model has some advantages compared to other models which are combined
with LS model. Furthermore, it is found that the ECLS model is equal to or slightly
better than Schuh in the prediction results of 10-30 day. Therefore, the feasibility of
ECLS model is further proved in short term polar motion prediction, and high
accuracy prediction results can be obtained by ECLS model.

6 Conclusion

In this study, we analyzed and solved the problems existing in LS prediction model.
We improved LS model prediction accuracy by constructing error compensation
model. Comparing the prediction results of ECLS with EOP_PCC, RLS + AR,
RLS + ARIMA and LS + ANN, the results show that the ECLS model proposed in
this paper is equal to or better than other models which are combined with LS
model. In addition, it is also proved that the ECLS model can obtain prediction
results of the international level in the short term polar motion prediction.

The method proposed in this paper is only suitable for short term forecasting. For
the improvement of long term polar motion prediction accuracy, we need to find
other methods, which is the focus of the next work.
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Research on Autonomous Orbit
Determination Test Based on BDS
Inter-Satellite-Link on-Orbit Data

Haiong Wang, Qiuli Chen, Weisong Jia and Chengpan Tang

Abstract Autonomous orbit determination and time synchronization based on
inter-satellite-link is core of autonomous navigation for navigation constellation. On
the basis of the on-orbit Data of inter-satellite links system of test satellites of BD
global navigation satellite system, autonomous orbit determination test had been
carried out using space-borne autonomous navigation prototype software in this
paper. The test work consisted of analysis for inter-satellite ranging and
satellite-ground ranging, precision analysis of autonomous orbit prediction which
grounded long-term forecast reference ephemeris, and analysis for autonomous
orbit determination which based on on-orbit data of inter-satellite system. The
precise orbit determined by both inter-satellite and satellite-ground ranging had
been used as standard, which offered by master control station of operational
control system. The result proved that, SIS-URE of autonomous orbit determination
of four test satellites are all better than 5 m (10).

Keywords BDS - Inter-satellite-link - Autonomous orbit determination

1 Introduction

Following the development of global satellite navigation system, the autonomous
navigation technology has been improved also. As early as 80s in the twentieth
century, the conception that autonomous operation for 180 days had been proposed
in design scheme of GPS Block IIA satellite in the United States GPS engineering test
phase. The main technical feature of autonomous operation was that broadcasting
directly navigation message for 180 days stored on the satellite. The user ranging
error (URE) is approximately 5 km for 180 days. Form the beginning of 90s to the
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present, UHF wide beam inter satellite link device had been equip on the GPS
Block IIR satellite, Block IIM satellite, and Block IIF satellite. The main technical
feature of that upgraded to distributed autonomous orbit determination and time
synchronization based on inter satellite ranging. And the URE was better than 6 and
3 m for 180 and 60 days [1-3]. The design of second generation Galileo System
(G2G) has been started by European Union, inter satellite link will also be configured
on Galileo satellite in order to reduce dependence on the ground system [4].

In China, a wide and deep research had been carried out for autonomous nav-
igation technology of navigation constellation. All of them included that constel-
lation autonomous navigation system design, algorithm research and simulation for
navigation satellite autonomous orbit determination and time synchronization, and
research on constraint and correction algorithms of inter satellite orientation con-
straint parameter [5]. All of these have laid a solid technical reserve for design of
BD system autonomous navigation of China.

In March 2015, China had launched the first test satellite of BD global system.
This satellite runs on inclined geosynchronous orbit (IGSO). Novel inter satellite
link device on the satellite could carry out two-way ranging named satellite-ground
ranging with three inter satellite link ground station. Chang Jiachao [6] carried out
the autonomous orbit determination test using measured data. The result showed
that URE is kept in 5 m approximately for 9 days. He also pointed out that, the
precision of orbit determination fail rapidly in the absence of an effective ranging
link. Maximum of URE is up to 15 m.

From July 2015 to March 2016, China had launched another four test satellites
of BD global system. Three of them run on medium earth orbit (MEO), and the
other runs on IGSO. Inter satellite two-way ranging and satellite-ground two-way
ranging with a inter satellite link ground station had been carried out between all of
these five test satellites. On the basis of inter satellite and satellite-ground ranging
data of newly launched four test satellites, autonomous orbit determination has been
tested in this paper depending on prototype software for satellite autonomous
navigation [7, 8].

2 Inter Satellite and Satellite-Ground Ranging

2.1 Steric Configuration Between Test Satellite and Inter
Satellite Link Ground Station

The two MEO test satellites, namely, BD-18 and BD-19, run on the same medium
earth orbit, which is the first orbit of Walker 24/3/1 with orbital altitude 21,528 km
and inclination 55°. The positions of them are the first and the sixth phase. The
phase of BD-18 leads BD-19 135°. The two IGSO test satellites, namely, BD-17
and BD-20, run on two different inclined geosynchronous orbits, longitude of
ascending node of which both are 95° E. The phase of BD-17 is backward BD-20
40°. Inter satellite link ground station locates in Beijing, namely BJ station.
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Table 1 Orbital roots of four teat satellites in J2000.0
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BD-17 BD-20 BD-18 BD-19
a (km) 42166.91 42159.00 27906.35 27904.26
e 0.004321 0.004491 0.000413 0.000299
i (deg.) 54.659 54.638 55.315 55.311
Q (deg.) 337.513 300.362 65.137 65.151
w (deg.) 176.682 165.514 297.434 279.396
M (deg.) 46.268 96.984 287.164 166.542

BD time 547 week 475200.0 s

The orbital roots number of four test satellites on 548 week 475200.0 s of BD
time, that is also 11:59:57 in July 8, 2016 of coordinated universal time (UTC), is
shown in Table 1.

2.2 Analysis of on-Orbit Measured Ranging Data of Inter
Satellites Link

On the basis of on-orbit measured ranging data of inter satellite device of test
satellites and BJ station, simulation analysis has been done for 14.2 days, from
548 week 474,465 s to 550 week 602,000 s in this paper. On-orbit measured
ranging data consists of one-way ranging and inter satellite pointing information
recording by inter satellite link device terminal for every 1.5 s, which had been
transferred to central station through satellite telemetry channel. All of the on-orbit
measured ranging data from all the test satellites and BJ station has been collected
by central station. According to the principle of that two one-way ranging can be
composed of two-way ranging in every 3 s with inter satellite pointing information
at the same time, the measured ranging data has been made a pair, which is the
original measurement data for this paper.

Satellite number of constellation is little. And ground telemetry receiving station
distributes being restricted. Because of these, even if inter satellite link has been
used, satellite telemetry information for full time period could not be transferred to
central station. On the basis of measured ranging data, the actual number of ranging
link of four test satellites and the constellation has been proposed in Fig. 1.

As shown in Table 2, the actual number of ranging link is three at most for IGSO
test satellite and MEO satellite. Four satellites constellation has six ranging links at
most, which had been shown in Fig. 2.

To the sparsity of original ranging data, on the one hand, space-borne autono-
mous navigation software design demand to predigest calculating process to
reducing computing workload. A doable simplified scheme is that, every five
minutes was chosen as a processing period. And the first minute bidirectional
ranging data of each processing period was used in autonomous navigation com-
putability. On the other hand, in the test satellite project moment, there is a small
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Fig. 1 The actual number of ranging link of four test satellites and the constellation

Table 2 The actual number of ranging link of four test satellites and the constellation

BD-17 BD-20 BD-18 BD-19 Constellation of 4 satellites
Max. 3 3 3 3 6
Min. 0 0 0 0 0
Mean 0.5 0.9 0.8 1.1 2.2

BDT: 548 week 475200.0 s—550 week 602,000 s

quantity of theoretic link which could be constructed. And the link programming
table is short. The measured data show that, it could repeat link constructing for
every 18 s. It means that, every satellite circular construct ranging and communi-
cation link with six constructing link object.

On the basis of original ranging data, every five minutes was chosen as a
processing period. And the first 18 s bidirectional ranging data of each processing
period was used in autonomous orbit determination.

3 Accuracy Analysis for Ground Upload Long-term
Ephemeris Prediction and Autonomous Orbit
Prediction

The method of autonomous orbit determination had been detailed bewrite in [7].
The main character is that, autonomous orbit prediction [9] basis on ground upload
long-term ephemeris prediction parameters and expandable Kalman filter [10] with
the format of UD square root decomposable. Concrete method hadn’t been noticed
in this paper. Accuracy analysis for ground upload long-term ephemeris prediction
parameters which had been used in autonomous orbit determination test and
autonomous orbit prediction based on the aboved prediction parameters in this
section.
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3.1 Accuracy Analysis for Ground Upload Long-term
Ephemeris Prediction Parameters

Ground upload long-term ephemeris prediction parameter is crested by ground
operation control system. In order to keep the high precision of long-term ephe-
meris prediction parameters, the precise orbit of navigation satellite usually used as
initial orbit. At the same time, elaborate dynamic model and numeric integrator
were used in operation. The long-term ephemeris prediction parameters used in
autonomous orbit determination test is 86.2 days, which is from 538 week
413,100 s to 550 week 604,500 s of BD time.

Inter satellite and ground-satellite precise orbit of navigation satellite offered by
master control station of operation control system was chosen as criterion. Taking
BD-17 and BD-18 as example, the result of accuracy analysis has been shown in
Fig. 3. Error of long-term ephemeris prediction of BD-17 and BD-18 in
Earth-Centered Earth Fixed (ECEF) were respectively shown in the upper two
parts. URE of long-term ephemeris prediction of two test satellites was shown in the
three parts.
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Fig. 3 The precision of ground upload long-term ephemeris prediction parameter (BDT:
538 week 413,100 s-550 week 604,500 s)

In Fig. 3, the curve of prediction error of two test satellites has obvious
leap. Considering dynamics flowingness of long-term orbit prediction, the possible
reason is that precise ephemeris which had been chosen as standard is non-flowing.
It’s also determined by diversity of on-orbit test. For example, orbit phasing of test
satellite was adjusted.

3.2 Accuracy Analysis for Autonomous Orbit Prediction
Based on Ground Upload Long-term Ephemeris
Prediction Parameters

On the basis of long-term ephemeris precision parameter, which had been proposed
in the last chapter, autonomous orbit prediction and accuracy analysis has been
studied. The prediction arc was according to on-orbit range data of inter satellite
link device from 548 week 474,465 s to 550 week 602,000 s of BD time,
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Fig. 4 The precision of autonomous orbit prediction (14.2 days) (BDT: 548 week 474,465 s—
550 week 602,000 s)

which also was homologous with the last 14.2 days’ prediction data showing in
Fig. 3. It should be pointed out that, the step of autonomous orbit prediction was
5 min. It’s the same with on-orbit simplified scheme of autonomous navigation data
handling period (Fig. 4).

To the error of autonomous orbit prediction, there was a detailed theoretical
analysis in [9]. The connection between autonomous orbit prediction error and error
of long-term ephemeris prediction parameter has been shown as follow.

Ax=Ad x x (1)

Where, x is long-term ephemeris prediction parameter error. A® is error of state
transition matrix. And Ax is autonomous orbit prediction error. In the autonomous
orbit determination of this paper, the maximum error of long-term ephemeris pre-
diction parameter was 10 km. On the other hand, only geodynamics oblateness
perturbation had been calculated in state transition matrix. The error of state transition
matrix was existed due to lack of Sun and Moon gravitation in calculation. To IGSO
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satellite, the error of Sun and Moon gravitation was about 3 x 107>, length dimension
unit of which is Earth equator radius Ae (6378,137 m). To MEO satellite, the error of
Sun and Moon gravitation was about 1.5 x 107°. Hence, the error of autonomous
orbit prediction dynamic model has been estimated as following.

— To IGSO satellite, Ax = 4.71 x 1078,
— To MEO satellite, Ax = 2.36 x 1078,

Solar radiation pressure of navigation satellite is about 1-2 x 10”7 m/s® [11].
Hence, the calculation method of state transition matrix with geodynamics
oblateness perturbation had only bring in a dynamic model error, which was equal
to 12-23% error of solar radiation pressure model.

4 Analysis for Autonomous Orbit Determination

As mentioned in the 2.2 chapter, the central station collected the original mea-
surement data, which had been used as input of on-orbit measurement of autono-
mous navigation prototype software after thinning. Autonomous orbit
determination data processing analysis has been carried out. To the measurement
system with four satellites constellation and BJ station, there was nine range
combinations. Inter satellite and ground-satellite distance corresponding to precise
ephemeris had been chosen as comparison standard. Measurement variance of the
nine range combinations had been computed for 14.2 days from 548 week
474,465 s to 550 week 602,000 s of BD time, which has been shown in Table 3.

Autonomous orbit determination result has been proposed in Fig. 5 using both
inter satellite and ground-satellite ranging data. The mean URE of four test satellites
were respectively 3.07, 3.40, 3.51, 3.06 m. The variance of them were respectively
1.47, 1.74, 1.75, 1.55 m. To four satellites constellation, the mean URE and vari-
ance were 3.26 m and 1.63 m respectively. That is to say, URE of autonomous
orbit determination for four satellites constellation was 4.89 m (10).

It should be noted that, there is no available actual ranging data due to the
measurement suspend. There were 21 times interruptions, each of which persisted
for more than 1 h. The total length of time was 71.5 h accounting for 21% of the
14.2 days. The average outage time was 3.4 h. There were 4 interruptions for more
than 6 h. The longest interruption time was 6.7 h. In the autonomous orbit deter-
mination test, autonomous orbit prediction had been used while measuring data
being interrupted. In order to ensure the continuity of the output trajectory of the

Table 3 The measurement BD-18 BD-19

; ._ fi Beijing
variance statistics of inter
satellite link with four BD-17 0.33 052 025
satellites constellation and BJ ~BD-20 0.43 0.54 0.33
station (m) BD-18 \ 0.81 0.17
BD-19 \ \ 0.39
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Fig. 5 URE of autonomous orbit determination for four satellites constellation (with inter satellite
and ground-satellite ranging)

autonomous navigation software, forecast step size was 5 min, which was the same
with data processing period of on-orbit autonomous navigation. Figure 5 proved
that, the result of autonomous orbit determination of four test satellites showed a
better stable feature when lack of available ranging data for constellation.

On the basis of ground-satellite ranging data, autonomous orbit determination
test of IGSO test satellite has also been proposed as shown in the following figure.
The mean URE of two IGSO test satellites were respectively 1.10, 0.75 m. The
variance of them were respectively 0.45, 0.33 m. It means that, URE of autono-
mous orbit determination for two IGSO test satellites was 1.31 m (1c) with
ground-satellite ranging data only. The result of autonomous orbit determination of
IGSO test satellites showed a better stable feature also when lack of available
ranging data. Compared with [6], the autonomous orbit determination and stability
had been improved for IGSO test satellite (Fig. 6).
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ranging data)

5 Conclusion

Basing on of 14.2 days’ measured data of inter satellite link device between BD test
satellite and ground station, ranging data was sparse according to the working
period of the autonomous navigation software. There was 80% of the time to
establish a ranging link for four satellites constellation including BD-17, BD-20,
BD-18, and BD-19. Average ranging link was 2.2. Random difference was between
0.17 and 0.81 m of inter satellite and ground-satellite range after calculating. On
this basis, URE of autonomous orbit determination for four satellites constellation
was 4.89 m (1o). URE of autonomous orbit determination for two test IGSO
satellites constellation was 1.31 m (1c). The autonomous orbit determination
hadn’t diverged when lacking of available ranging data.
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GNSS Satellite Observations
with Interference Measurement
Technology

Li Li, Geshi Tang, Tianpeng Ren, Jing Sun, Ming Shi
and Junwei Wang

Abstract Interference measurement Technology has been proved as a very good
space geodetic technique used to determine the Earth Orientation Parameters
(EOP), the Terrestrial Reference Frame (TRF), and the Celestial Reference Frame
(CRF). For the rigorous determination of the entire system of TRF-EOP-CREF, there
is an urgent need for alternative methods for connecting various spatial geodetic
techniques. Using Very Long Baseline Interferometry (VLBI) to observe the GNSS
satellites is a promising solution. This paper analyzes the importance and key issues
of GNSS satellite observations with Interference measurement technology. This
work studies the tracking of interferometric measurements of GEO satellites, tracks
the Beidou satellite to verify the tracking measurement technology, and obtains the
time-delay measurement of ns level. The orbit determination is completed by
processing the measured data, we use single baseline and double baseline data for
the orbit determination. The maximum orbit deviation of the single—baseline orbit
determination is nearly 40 km, the accuracy of the orbit determination is signifi-
cantly improved by using the double baseline data. The maximum orbital deviation
is less than 1.5 km.

Keywords Interference measurement - Time delay - BeiDou

1 Introduction

Very Long Baseline Interferometry (VLBI) is a well-probed space geodetic tech-
nique used to determine the Celestial Reference Frame (CRF), the Terrestrial
Interpretation and comparison of geodetic measurements have to be made in one
common reference system in order to achieve correct and reliable results. In
geodetic practice, coordinates are usually provided either in the kinematical
International Terrestrial Reference Frame (ITRF) or in the quasi-inertial
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Fig. 1 The importance of reference frames for monitoring global change and climate variation

International Celestial Reference Frame (ICRF), whereas measurements of space
probes such as satellites, spacecrafts, or planetary ephemerides rest upon dynamical
theories. To avoid inconsistencies and errors during measurement and calculation
procedures, exact frame ties between kinematic and dynamic reference frames have
to be secured. By observing space probes alternately to radio sources with the
differential Very Long Baseline Interferometry (D-VLBI) method, the relative
position of the targets to each other can be determined. As the positions of the radio
sources are well known in the ICREF, it is possible with such observational con-
figurations to link the bodies of the solar system with the ICRF. While the Earth
Orientation Parameters (EOP), which are regularly provided by the International
Earth Rotation and Reference Systems Service (IERS) link the ICRF to the ITRF,
the ties between the terrestrial and the dynamic frames will be established by
D-VLBI observations (Fig. 1).

2 Observations to BeiDou Satellite

2.1 Purpose of the Observation

We use a single baseline interferometric system to track the calibration satellite and
the satellite to be measured. The equipment delay, clock error of the equipment is
obtained by the calibration satellite. The geometrical delay of the measured satellite
is obtained by deducting the equipment delay of the measured satellite from the
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interferometric delay. The geometric time delay is used as the orbit determination
input to complete the orbit determination.
We take the Beidou GEO satellite CO3 (110.5 E) as a calibration satellite,
Beidou GEO satellite C02 (80E) as the measured satellite, as shown in Fig. 2.
The observation is based on the interference measurement system composed of
two antennas of HangTianCheng and Changping Shahe. The baseline length is
about 5.5 km. The observation plan is:

Phasel: Dayl, 22:00:00 start to observe the calibration satellite CO3, for 2 h
Phase2: Day?2, 03:10:00 start to observe the measured satellite C02, for 8 h
Phase3: Day?2, 13:20:00 start to observe the calibration satellite CO3, for 2 h

Because the interference baseline is short, the ionosphere and neutral atmosphere
delay of the same target signal arriving at different station propagation paths are
basically the same, so the propagation delay is not considered. The theoretical
geometric time delay is obtained by using C03 precision ephemeris, and the dif-
ference between CO3 interferometric measurement delay and theoretical geometric
time delay is taken as device delay. The C0O2 geometry delay is deducted from the
CO02 interferometric measurement delay and the device delay. The geometric time
delay of C02 is taken as the input of orbit determination, and the solution ephemeris
is obtained.
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Fig. 2 Targets of the differential interferometry observation
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After the observation, the theoretical geometric time delay can be obtained by
C02 precise ephemeris, and the difference between the theoretical geometric time
delay and the actual geometric time delay is regarded as the measurement precision.
The difference between the solution ephemeris of C02 and the precision ephemeris
is regarded as the orbit determination precision.

2.2 Satellite Signal Spectrum

In the observation, the spectrum of C03 and C02 downlink signals collected by the
interferometric system are shown in Fig. 4. The signal with a higher signal-to-noise
ratio is selected as the interference object. (As shown in “o” in Fig. 3a and “+” in
Fig. 3b). Interference bandwidth is about 250 kHz. The interference fringe is
obtained as shown in Fig. 4.

2.3 Analysis of Interference Delay and Error

We interfered with the original data of CO3 and CO2 collected by interferometric
system, and the integration time is 2 s. We obtain the group delay, phase delay and
theoretical geometric delay based on the precise ephemeris of CO3 in observation
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Fig. 3 Downlink signal spectrum of Beidou satellite C03 and C02 (Sampling rate, fs = 1.0 MHz)
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Fig. 4 Interference fringes of Beidou satellite CO3 and C02 (Sampling rate, fs = 1.0 MHz)
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phase 1 and observation phase 3, and take the phase delay as the interference
measurement delay, as shown in Fig. 5.

We obtain the group delay and phase delay of C02 in observation phase 2, where
the group delay measurement noise is about 4.01 ns (the residual effective value of
the group delay minus the phase delay), the phase delay measurement noise is about
9.4 ps (a 300-second linear fit residual RMS value). We consider the phase delay as
the interferometric delay, as shown in Fig. 6.

We use the CO3 interferometric measurement delay to subtract its theoretical
geometric delay to obtain the interferometric measurement device delay during the
CO03 observation period. We linearly interpolate the device delays of observation
phase 1 and observation phase 3 to obtain the interpolation device delay of

Fig. 5 Interference delay and
theoretical geometric delay of
C03
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observation phase 2 for calibrating the measurement results of C02, as shown in
Fig. 7. We subtract the interpolated device delay from the interferometric mea-
surement delay of C02 in the observation phase 2 to obtain the geometric time delay
of CO2 for subsequent trajectory determination.

To estimate the interferometric error (ie, the difference between the geometric
delay of C02 and the theoretical geometric time delay), the theoretical geometric
time delay is derived using the C02 precision ephemeris, as shown in Fig. 8. It can
be seen that the interferometric error is about 0.267 ns (rms) and 0.536 ns (max).

Fig. 7 Device delay, and
interpolation device latency of
C03

Fig. 8 Interference
measurement error of C02
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2.4 The Result and Accuracy of Orbit Determines

The interpolation delay is subtracted equipment delay from the C02 interferometric
measurement delay to obtain the geometric time delay as the input to the orbit
determination solution. The resolution of ephemeris is compared with the precision
ephemeris to evaluate the orbit determination accuracy.

After solving, the orbit determination based on C02 geometric delay is con-
vergent. Figure 9 shows the comparison between the calculated trajectories and the
precision ephemeris. It can be seen that the maximum error of the calculated
trajectory in the X, Y, and Z directions in the CGCS2000 coordinate system is
26.8 km (shown as Fig. 9a), 12.4 km (shown as Fig. 9b), 23.5 km (shown as
Fig. 9¢). The orbital accuracy is limited due to single baseline measurements, if
double baselines are used for measurement, the orbital precision will be greatly
improved.
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Fig. 9 Determination of GEO satellite orbit based on single baseline interferometry
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2.5 Simulation of Double Baseline Data

Taking into account the current conditions cannot be achieved fiber optic con-
nection dual baseline test, the use of simulation analysis for orbital calculation.
Specific steps are: (1) The ephemeris integration is performed using the initial orbits
as the benchmark for the validation of orbit determination. (2) The observed data
are simulated using the reference orbit and the extracted data errors are added to the
simulated data as the observed data. (3) Based on the simulation observed data,
orbit determination is performed using single baseline and double baseline, and
compare the orbit determination accuracy.

Initial simulation orbit:
Initial orbit epoch: 2016 10 01 00 00 00.000 (UTC)
Initial position:

41846493.638676 —5085894.663318 —116157.996570
370.374555 3053.016449 —1.853515

Orbit Determination of Single Baseline
See Figs. 10 and 11.

Orbit Determination of Double Baseline
See Figs 12 and 13.

We use single baseline and double baseline data for the orbit determination.
The maximum orbit deviation of the single—baseline orbit determination is nearly
40 km, the accuracy of the orbit determination is significantly improved by using
the double baseline data. The maximum orbital deviation is less than 1.5 km.
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Fig. 13 Residuals of Orbit determination

3 Conclusions

Simulation results show that the double baseline tracking satellite is not only
beneficial to the improvement of accuracy, but also can reduce the required
observation arc length. The orbit accuracy of the order of 1 km can be achieved by
approximately 6 h observation. Thus, the orbit accuracy of this tracking experiment
is largely limited by the single baseline constraint. If double baseline tracking is
used, orbit accuracy will be greatly improved.

Based on the short baseline interferometry system tracking GNSS satellites, is
the first attempt of the county, this test successfully obtains the measurement data
and the solution track. Although the data obtained in this experiment have certain
systematic deviation, the accuracy of orbit determination is restricted, but this
systematic deviations can be calibrated by other technical means. Therefore, we
believe that this test has good engineering significance and application prospects.
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Experiment Research on GEO Satellite
Orbit Measurement by Using CEI

Zejun Liu, Chunlin Shi, Lan Du, Lili Wu and Ruopu Wang

Abstract Measurement of GEO satellite orbit by using passively Connected
Element Interferometry (CEI) has obvious advantages in measurement accuracy
and optimization of satellite resource utilization, etc. In this paper, the downlink
signal of TV satellite was received and recorded by using the CEI measurement
system. Clear interference fringes were obtained by processing downlink signals.
The results showed that the RMS of phase fluctuation is less than 2° at night. In the
daytime, the RMS of phase fluctuation increases significantly. After using cali-
bration of signals, the RMS of the phase fluctuation during the day is significantly
reduced to the same level as the nighttime. It is indicated that the phase fluctuation
is caused by the variation of the temperature during the day, especially the direct
sunlight. It also highlighted the necessity of signal calibration. Phase delay was
compared with the precise-ephemeris-based delay, and the systematic error was
analyzed. Our work lay a foundation for future GEO satellite precise orbit deter-
mination with the passively connected element interferometry.

Keywords CEI measurement - GEO satellite - Orbit determination

1 Introduction

In recent years, with the rapid development of satellite technology, especially, the
Geosynchronous Earth Orbit (GEO) is easy to track, measure and control because
of its unique characteristics of high and static orbit. It has been widely used in
communication, data transmission, television broadcasting, meteorology, ocean
exploration, navigation and so on [1]. But the orbit of GEO resources are limited, in
order to make full use of valuable orbit resources, we use multiple juxtapositions of
technology, leading to more and smaller intervals on the track. In order to avoid the
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common satellite elegant window and collision, we need very fine orbit control to
ensure satellite safety. At present, the high accurate absolute position measurement
for GEO satellite mainly uses the multi-station ranging and the velocity measure-
ment. However, due to the high and static orbit of the GEO satellite, the satellite has
poor accuracy along the tangential and normal directions, which cannot meet the
requirements of orbit accuracy [2].

The radio-interferometry technology is of high precision, not affected by the
weather changes, which can be competent for all-weather measurement [3-5]. The
radio-interferometry can track cooperative and non-cooperative space object, and
provide new means to determine the orbit. Therefore, the radio-interferometry
technology can be used to improve the accuracy of GEO satellite orbit along the
tangential and normal direction.

According to the differences of baseline length, there is very long baseline
interferometry (VLBI) and connected element interferometry (CEI) of the radio
interference measuring technology [1, 6, 7]. The VLBI has higher precision for
orbit determination, but the equipment and data processing are very complex, which
usually used for deep space exploration beyond the moon. However, the CEI using
the same frequency standard were connected by the optical fibre that provided
high-speed data transfer between the sites together with time and frequency syn-
chronization. The resulting measurement was the time difference of arrival of the
radio frequency phase difference between the two sites. This measurement, in turn,
was converted to the differential range. The high precision and high sensitivity
angle measurement signal can be used to enhance and supplement the existing
measurement and control of the geostationary satellite [2].

Atpresent, the CEI measurement technology with low investment and low cost, we
can make full use of the existing infrastructure, such as radar station, establish CEI
tracking measurement station network with 10-100 km baseline length, and trans-
form and upgrade frequency facilities, ground data transfer and calibration stations,
and so on. We can achieve experimental research on space object orbit measurement
by using CEI Xiaojie et al. [1, 7] has analyzed the influence of observation length, CEI
baseline length, direction and baseline location on the precision orbit determination of
GEO by wusing simulation method. Tianpeng [8] has carried out
single-baseline-interferometry-based orbit measurement and determination test of
GEO Satellite, the results show that the single-baseline interferometry can converge to
the solution of GEO satellite orbit, which would bring a high-accuracy orbit even as
passive monitoring. Lei et al. [9] have investigated the impact of frequency charac-
teristics on the accuracy of connected element interferometry, it show a good rubidium
frequency reference is enough for measurement in CEI mode. Songtao [10] has carried
out experiment analysis on Chang’ e-2 satellite using CEL

Overall, the current experiment test on the CEI measurement technology is
comparatively rare, especially on the effect of GEO satellite orbit determination
accuracy. In this paper, we observe a TV satellite to investigate the law of the
measured phase change and analyze the main influencing factors by using 75 m
35 m baseline, which will establish the foundation for future GEO satellite orbit
determination missions.
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2 Measurement Principle and Measurement Model

2.1 CEI Measurement Principle

In order to get a direction of angular information, a real-time CEI measurement
system needs two stations at least. Therefore a complete CEI measurement system
requires at least three stations, which form two baselines perpendicular to each
other. Each site includes receiving antennae, low-noise amplifier, frequency syn-
thesizer, down converter, data receiving, recording system, data transmission sys-
tem and data processing centre. The relation of CEI interferometry is shown in
Fig. 1.

The delay is related to the angle, between the baseline and the direction to the
radio source:

r:lB cos 0 (1)
c

In the formula, 7 is a signal delay between two measurement stations, ¢ is the
speed of light, B is the baseline length, 0 is the angle between the target and the

Fig. 1 Schematic diagram of GEO satellite
CEI measuring principle
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baseline. By calculating the formula (1), the angle precision expression can be
obtained.

It is obvious that the angular accuracy is inversely proportional to the length of
B. in order to obtain high precision angle measurements, we can use a longer
baseline (i.e. increasing the length of the B) or improve the measurement accuracy
of the interferometer delay (i.e. reducing 7).

2.2 Measurement Model

The resulting measurement is the phase difference of arrival of the radio frequency
(RF) signals between the two sites. In another word, the basic observable of any
interferometer is the relative phase (the fractional part of less than a wavelength) of
a received signal at two spatially separated antennas, As shown in Fig. 1, for the
10-100 km baseline, the measurement equation can be established according to the
signal transmitted by the spherical wave, namely:

¢+ IN =py—pp
= [Ra() = #(10)| = |Ra(t2) = #(10)] + CAteta + Apym + Apin + ¢

where ¢ and N are measurement phase and cycle ambiguity. A is the signal

wavelength of satellite, 7, I§A and f?B are the position vector of A and B for both
satellite and baseline stations; Af.oc 1S the difference between the two stations
clock; Ap,m is the residual error of atmospheric propagation delay between sta-
tions, including the propagation error of troposphere and ionosphere; Ap;, is the
distance error caused by instrument delay; ¢ is the observation noise.

3 The Measurement System

The CEI experimental system consists of two parts: outdoor and indoor equipment.
Outdoor equipment includes receiving antenna, while indoor consist of data
receiver and processing, and the corresponding hardware and software.

3.1 Outdoor Receiving Antenna Equipment

Outdoor antenna equipment includes three 2.4 m antennas (east—west distance
75 m, north-south distance 35 m), and low-noise amplifier (with first order fre-
quency conversion capability). The antenna is connected by the 100 m long coaxial
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Fig. 2 C band measurement
antenna

cable (including low-noise amplifier power cable, local oscillator uplink cable, and
intermediate frequency down cable), and connected to the indoor signal acquisition
equipment, as shown in Fig. 2.

3.2 Indoor Data Collection and Processing

The data collection and processing equipment comprise a power supply, signal
distributor, baseband frequency converter, rubidium atomic clock and the computer,
data collection card and data visualization and storage software. The precise phase
measurement of GEO satellite can be realized by data processing, then the precise
orbit of the satellite can be obtained, as shown in Fig. 3.

4 Measured Data Processing Result

4.1 Observation Conditions

The observation conditions are as follow.

(1) Start observation time: Beijing time on December 5, 2016 at 9 a.m. Note that
the starting point of the horizontal coordinate in the following figure is UTC on
December 5, 2016, at 0 am.

(2) The observation satellite: ChinaSat 10;

(3) The observation frequency point is 3817 MHz;

(4) The signal generator: output frequency is 3815 MHz.
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Fig. 3 Indoor measuring
equipment
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(5) The layout of the outdoor antenna is shown in Fig. 4, 1-2 antenna is composed
of the east—west baseline and the length of 75 m, and the 2-3 antenna consists
of the north-south baselines, with a length of 35 m.

Calibration measures of calibration system use antennae to receive three standard
indoor signal sources simultaneously. The principle is: the signal source generates
C-band calibration signal is sent to the 3 antennae, turning into the tuner with the satellite
signal, and finally it is sent to the acquisition and storage terminal. In the process of data
processing, the phase change of satellite signal is different from the signal phase of
calibration (In this paper, the phase change is the change of phase delay).

4.2 Observation Results of Satellite Signals

we can see from Fig. 5 that the satellite signal phase jump position generally appear
in the Beijing time 10 points to 11 points; we also can find that although the phase
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Fig. 5 Phase change of
satellite signal
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jumps for the east—west antenna, but the overall trend remains unchanged.
However, for the north-south baseline, satellite signal phase not only jumps but also
affect the overall phase change trend.

4.3 Observation Results of Calibration Signal

Figure 6 shows the phase change of calibration signal. It can be seen that the jump
time of the calibration signal is almost the same as that of the satellite signal. This
shows that the signal jump is the problem of the measurement system, and the
satellite signal in the space transmission path has little relationship with the factors.
It also shows that the system difference can be eliminated by using calibration
signal.



120 Z. Liu et al.

4.4 Comparison of Calibration and Satellite Signal

Figure 7 compares the variation of the phase of the satellite signal with the cali-
bration signal for the two baselines. It can be seen clearly that the jump of the
satellite signal and the jump trend of the calibration signal are basically the same,
subsequently, the phase jump phenomenon can be eliminated by making the dif-
ference method.

Figure 8 shows the making difference between the phase of the satellite signal
and the calibration signal. By comparing Fig. 7, it is obvious that the phase jump
phenomenon is eliminated basically after the making difference, which greatly
improves the quality of observed data, adding calibration signal in system design is
necessary. In addition, the cables of the satellite signal and calibration signal cable
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are not completely together, so the cable environment of the satellite signal and
calibration signal are not completely consistent. Therefore, it needs to be improved
further.

The comparison without calibration and with calibration shows this calibration
method is effective for the ultra-short baseline. Previous observations show that
daytime solar irradiation has great influence on interferometry phase. As a result of
the north-south baseline is short for 35 m, which has smaller range of phase change
than east—west baseline, phase change because of air temperature and phase change
of satellite motion is same order of magnitude, resulting in daytime observation data
cannot be used for orbit determination, only the data at night can be used. In order
to eliminate this effect, adding calibration signal can eliminate the most of the phase
changes caused by air temperature, the quality of the data during the daytime and
the quality of the evening data is almost the same, so that the observation arc
increased greatly.

4.5 Comparison of Measurement Results with Precision
Orbit

Figures 9 and 10 gives a comparison between the measured phase values and the
phase values calculated by the precise trajectory.

Figure 11 shows the difference between measured phase values and calculated
phase values, the difference is less than 0.15 wavelength for 1-2 baseline, however,
the difference of 2-3 baseline is less than 0.05 wavelength. It can also be seen that
the change trend is same as the temperature change, and also shows that the
temperature change caused by the temperature of the cable has great influence on
the observation phase. It can be seen from the figure, the residual error of measured

Fig. 9 Measured phase and 15
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Fig. 10 Measured phase and
theoretical phase change (2-3
baseline)

Fig. 11 Phase residual error
between observation phase
and precise orbit
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phase values and calculated phase values at the daytime is larger than that of the
evening, it further illustrates that the cable temperature variation because of the sun
shining during the daytime is the main cause of phase change.

5 Conclusions

In this paper, the orbit measurement experiment of a GEO satellite is carried out by
using the L-type 75 m x 35 m interferometer system:

(1) Although the east-west antenna phase jumps, the overall trend remains
unchanged. The signal phase of north—south baseline not only jumps but also
affects the trend of the whole phase.
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(2) After making phase difference between the satellite signal and the calibrated
signal, the phase jump phenomenon is eliminated, and the quality of the
observed data is improved greatly. Adding calibrated signals in system design
is very essential.

(3) The residual error variation of the measured phase is basically the same as the
temperature change, and it also shows that the cable temperature variations
caused by the air temperature change has a great influence on the observation
phase.
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Real Time Precise Satellite Clock
Estimation for Quad-System
GPS/GLONASS/GALILEO/BDS

Xiaotao Li, Hua Chang, Shaoming Xin and Jianghui Geng

Abstract With the fast-pacing development of the GNSS, the number of satellites
in orbit is increasing, and the accuracy of the multi-GNSS orbits is gradually
improved, which makes it possible to use the GPS/GLONASS/BDS/Galileo
quad-system model to achieve real-time precise point positioning (PPP). Usually,
predicted orbits can be considered known because of its high accuracy. The high
precision real-time satellite clock is a prerequisite for real-time PPP. In this paper,
the estimation model and strategy of the quad-system satellite clock errors are
studied, and the quad-system satellite clock errors are calculated based on the
square root information filter method. Compared with the final GFZ 30 s precise
clock products, the accuracy of real-time quad-system clock was about 0.06 ns
which shows a high agreement. The kinematic PPP solutions based on the real-time
quad-system clocks were with the solutions based on GFZ clock products, which
verifies the correctness of the model and strategy.

Keywords Real-time clock error - Quad-System - Kinematic PPP
Epoch-differenced

1 Introduction

Nowadays, there is a great demand for real-time precise point positioning (PPP),
such as disaster early warning, weather forecasting and deformation monitoring
[1, 2]. Real-time precision satellite clock errors are the key to real-time PPP
applications. The accuracy and stability of real-time precise satellite clock errors
will directly decide the real-time PPP performance. With the establishment and
improvement of the four global satellite navigation systems (GNSS) and the steady
improvement of the accuracy of all systems, the integration of four systems for
real-time PPP has been recognized as an inevitable architecture for both hardware
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and algorithm designs, and so quad-system real-time precision satellite clocks also
naturally become a major problem to be solved nowadays. There are many research
results in the field of satellite clock error estimation [3—6]. Zhang et al. [4] present a
joint estimation model for GPS/BDS real-time clocks and produce 1-Hz clock
updates for real-time applications efficiently. Then, a method of real-time precise
satellite clock estimation for combined BDS/GPS was investigated by Zhao et al.
[5] and Chen et al. [6].

We build a joint estimation model for GPS/GLONASS/BDS/Galileo to estimate
the quad-system combined satellite clock errors by the method, which combines
epoch-differenced phases observations and un-differenced range observations so
that it can ensure the precision and the efficiency [3]. We use 31 days of data in
2015 of 128 MGEX stations globally to estimate the real-time quad-system com-
bined satellite clock errors, and then the estimated precise clock errors are used in
real-time PPP. The results shows that the clock errors can reach a good level
corresponding to the analysis center (GFZ) and the kinematic PPP results also
achieve high consistency with the results from GFZ final precise product. In
addition, the influence of the inter-frequency biases of GLONASS and the
inter-system biases are discussed in this paper. The computational efficiency is also
reported, which is important to real-time application.

2 Method

We use the method proposed by Ge et al. [3] to estimate satellite clocks. This
method combines epoch-differenced phase observations and un-differenced range
observations so that it can ensure the precision and the efficiency.

2.1 The Un-Differenced Method

Commonly, we use the ionosphere-free phase and range combinations method to
reduce the influence of the ionosphere and improve the process procedure. The
observation equations of the multi-system un-differenced method can be expressed
as

vie(i) = 8t (i) — ott (i) +m(i)6T" (i) + B" + 11 (i) o

vpe(i) = 0ty (i) — Oty (i) +m(D)OT" (i) + Iy, (i)
where i is the number of epoch; d¢,(i) and oz,(7) are the receiver and satellite clock
parameters; 07 and m(i) represent the ZTD parameter and its mapping function.
B represents the ambiguity of the ionosphere-free phase observations. The post-fit
and pre-fit residuals of the phase and range observations are v;, /. and vp,, Ip,
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respectively. The symbol I' represents the four systems: GPS (G), BDS (C), Galileo
(E) and GLONASS (R).

The number of ambiguities will be rapidly increasing with the number of stations
and satellites increasing. A large number of ambiguities will degrade the calculation
efficiency, which hinder the application in real-time positioning.

2.2 The Epoch-Differenced Method

Using the difference between two adjacent epochs, we can get the
epoch-differenced method. The method can be expressed as
Vi (i) = At (i) — £ott (i) + am())0T" (i) + ALl (i)

Vipe(i) = DSt (i) — At (i) + am(i)OT" (i) + Alh, (i)

r

(2)

The differenced clock Adt(i) = o#(i) — ot(i — 1) is expressed by symbol A.
When we use this method, the ambiguity parameters are removed from the
observations. This method avoids the large number ambiguity parameters and has
high computation efficiency, but will introduce a constant clock biases. This will
prolong the convergence time of PPP and lead to residual mean is nonzero.

2.3 The Mixed Method

The approach combines epoch-differenced phase observations and un-differenced
range observations to estimate clocks proposed by Ge et al. [3]. This method uses
epoch-differenced phase observation to eliminate ambiguity parameters, and
un-differenced range observation to determine a precise constant clock biases, so
that it can ensure the precision and the efficiency.

Vi (i) = Aadth (i) — aott (i) + am())oT" (i) + ALl (i)

V() = O1F (i) — O (i) + () e
where Ip.(i) means:
)= 3 a6~ 3 861()-mioT() @)

J=in +1 j=io+1

With the reformulations, we can describe each epoch’s data processing with two
steps. This method can be carried out in parallel so that it will reduce the process
time:
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(a) The estimations of the differenced clock and ZTD parameters using
epoch-differenced phase equations.

(b) The estimations of the initial clock biases using un-differenced ranges
equations.

The significance of multi-system real-time clock estimation is that it can provide
high quality clock results in real time. The method adopted in this paper improves
the operation efficiency by using the idea of epoch-differenced and two estimators,
and to improve the precision of the results by the combination of the un-differenced
method and the multi-system data.

In addition, it is worth noting that we use some measures to improve the effi-
ciency. Computing efficiency is very important for real-time data process. For
example, the number of the inter-frequency bias of GLONASS parameters is 2880
if we estimate 24 satellites’ clock products for 120 stations. Apparently, so many
parameters which needed to be estimated will greatly reduce the computational
efficiency. So we do not take that into account, and meanwhile, we also do not
consider the inter-system bias. Using this measure will greatly reduce the number of
parameters to be estimated and improve the procedure of data process. As a result,
the computational efficiency can meet the need of the real-time clock errors’
process.

On the other hand, it does not affect the usage of clock product if we do not
consider the inter-frequency bias and the inter-system bias. Because we generally
set the parameters to be estimate about of the inter-frequency bias and the
inter-system bias in PPP, and these parameters can be absorbed into these param-
eters. In this paper, there is no impact for positioning and we will introduce the
problems in details in our PPP experiment.

3 Data and Process Strategy

To investigate the accuracy and availability of real-time satellite clock errors, we
use the RINEX data (30 s) collected from 128 MGEX stations at doy 300- doy 330
in 2015 in the simulated real-time mode, which is shown in Fig. 1. The data
pre-processing is necessary. We use combined observations to detect blunders and
correct the cycle slips. The process of repairing cycle slips involves detecting the
slips, estimating its exact integer and correcting the phase measurement with the
integer estimate. We use the approach of quadric difference [7] to evaluate satellite
clock products. The satellite GO2 is selected to be the reference satellites. The GFZ
satellite clock products are used as a reference. Processing strategy used in this
paper is showed in Table 1.
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Fig. 1 The distribution of the MGEX stations for determining satellite clock

Table 1 Data processing strategy

Parameters Processing strategies
Observations | Observations’ types | Epoch-differenced phase observations and
data un-differenced range observations
Elevation cutoff 10°
angle
Weights of p=1,e>30%p=2sin(e), e < 30°
observations
Error Earth tides Model corrected: FES2004
corrections Satellites orbit GBM orbit by GFZ, 15 min interval
EOP GFZ products
DCB DCB products provided by CODE for GPS
Relativistic effects Model corrected
and earth rotation
Receiver PCO GPS/GLONASS by igs08_1869.atx; BDS/GAL use
GPS value
Satellite PCO igs08_1869.atx
Phase windup Corrected
Clock of satellite Estimated: Gaussian noise
Clock of receiver Estimated: Gaussian noise
Parameters ZTD (Zenith The priori meteorological parameters were modeled by
estimation tropospheric delay) | GPT2; priori troposphere: Saastamoinen; Mapping
function: GMF. A priori model+Parameter estimation
model, Random walk, the spectral density is 2cm/v/i
Ambiguity Estimated: section constant parameters
ISB (system inter Estimated: constant parameters
bias)
Positions of stations | Static: a priori constraint of 10 m
Dynamic: a priori constraint of 10 m, dynamic noise of
1 m/s
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4 Discussion and Analysis

4.1 Satellite Clocks

We evaluate the estimated quad-system satellite clocks by selecting GFZ satellites
clock products as a reference. The result of DOY 300 in 2015 as examples is shown in
Fig. 2. There are no statistical results of the PRNs because they do not work. Then we
count the average STDs of different systems on DOY 300/310/320/330 in 2015,
which is shown in Table 2. Compared with the final GFZ 30 s precise clock product,
the accuracy of real-time quad-system clock was about 0.06 ns and shows high
agreement. The precision of the estimated quad-system clock is stable with time.
The estimated initial satellite clock biases are largely related to the convergence
time, so the RMS of quad-system satellite clock biases on DOY 300 in 2015 is
shown in Fig. 3. From Fig. 3, we can get some conclusions. First, the RMS values
of GPS are small, which are less than 1 ns. Second, the RMS values of GLONASS
are irregular due to the influence of inter-frequency bias (IFB). Third, owing to
select GPS satellite as a reference, there are inter-system time differences existed in
other system, such as BDS and GALILEO. If we remove the mean value of RMS of
GALILEO satellite as inter-system time difference, the remaining RMS values of
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Fig. 2 The STDs of clock estimates compared with the clocks of GFZ final products on DOY 300
in 2015

Table 2 The average STD of estimated quad-system clock versus GFZ final clock products

mean STD (ns) 2,015,300 2,015,310 2,015,320 2,015,330
GPS 0.052 0.062 0.060 0.054
GLONASS 0.060 0.066 0.056 0.062
Galileo 0.064 0.087 0.068 0.084
BDS 0.053 0.057 0.056 0.063
All system 0.055 0.064 0.059 0.060
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Fig. 3 The RMS of clock estimates compared with the clocks of GFZ final products on DOY 300
in 2015
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Fig. 4 The computational efficiency

GALILEO is very small. Inter-system time difference also existed in BDS.
The RMS of BDS satellites clock is related to the type of satellites. PRN C01-C05
are GEO satellites, and C06-C10 are IGSO satellites while other BDS satellites are
MEO satellites. The RMS in Fig. 3 reaches good consistency with the BDS satellite
types.

In addition, the time series of time-consuming of an epoch is shown in Fig. 4.
The statistical result is generated from a laptop equipment with INTEL i5-4300 M
and 4 GB memory. Data involved is 128 stations and 72 satellites from
quad-system. According to Fig. 4, we can see time-consuming of most epoch is
below 0.8 s and all epochs lower than 1.5 s, which can meet the need of real-time
high-frequency processing. All in all, our study shows that the quad-system com-
bined satellite clocks can be well estimated and next we use the clock into the
precise point positioning.
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4.2 Positioning Results

In order to analyze the performance of estimated real-time clock, both estimated
real-time clock products and GFZ final precise clock products are used to perform
the kinematic PPP respectively. In kinematic PPP mode, the station position is
modeled as white noise. If the kinematic PPP can get perfect performance, the static
PPP also can get good performance. So we just do the experiment of the kinematic
PPP in this paper. CUT0, GMSD, JFNG and MRO1 are used to test kinematic PPP
from DOY 300 to 306 in 2015. Figure 5 give the distribution of these stations.
Taking CUTO station for example, the kinematic PPP time series based on different
satellite clock product on DOY 300 in 2015 is shown in Fig. 6. According to Fig. 6,
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30°N JFNG ﬁHSD 30°N

10°N ' : 10°N
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MRO1
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Fig. 5 The distribution of the stations for kinematic PPP
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Fig. 6 Kinematic positioning time series based on different satellite clock product on DOY 300in 2015
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we can find that the performance of PPP based on estimated quad-system clock is
consistent with the result from GFZ final clock, and the time series of PPP based on
estimated satellite clock is more smoothness in U direction. Figure 7 gives STD of
positioning error from 4 stations’ kinematic PPP over one week, The black bar
reflects the result with GFZ’s final clock product (GBM) and the red bar reflects the
result with our estimated clock product. From Fig. 7, we can see the PPP results
with estimated real-time clock products can reach the perfect precision which is
similar to the results with GFZ’s clock. The STD of the east direction can reach
1.5 cm. The STD of the north direction can reach 1 cm. The STD of the up
direction can reach 3 cm. From clock products used in kinematic PPP standpoint,
estimated clock product based on the method used in this paper is approximately
consistent with the GFZ final clock products.

Inter-frequency bias of GLONASS and the inter-system bias are not considered
in the determining the satellite clock. The impact of these biases in PPP can be
analyzed by residual distribution of code and phase measurements. Residual his-
togram of code and phase measurement is shown in Fig. 8. According to Fig. §, we
can see residual mean of code observation from different is closed to 0. These
results show that though we do not consider the inter-frequency bias and the
inter-system bias in estimating the satellites clock, these biases can be absorbed into
the parameters of inter-frequency bias and inter-system bias setup in PPP.

I GFZ Il Estimated
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N

AN[cm]
N

Dl

ISP PD O O PI P IO L O P PO
AR A A A A L OSSR

cut0 gmsd jfng mrol
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Fig. 7 STD of position error from kinematic PPP based on different clock product over DOY
300-306 in 2015
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Fig. 8 Residual distribution of kinematic quad-system PPP at JFNG on DOY 300 in 2015

5 Conclusion

With data on DOY 300-330 in 2015 from about 128 stations on global scale, the
performance of the estimated quad-system clock products is investigated.
According to the content above, this paper mainly studies the method of
quad-system satellite clock estimation using the approach proposed by Ge et al. [3].
The estimated satellites clock results are compared with GFZ’s final clock products,
and we can see that they are in good agreement.

According our experiments, we can address that:

(a) The accuracy of real-time quad-system clocks was about 0.06 ns and shows
high agreement with GFZ final clock products.

(b) The RMS of GPS clock difference are small, which are less than 1 ns.
The RMS of GLONASS counterparts are irregular due to the influence of
inter-frequency bias (IFB). The RMS of BDS satellites clock are related to the
type of satellites.
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(c) The computational efficiency of the method can meet the need of real-time
high-frequency PPP.

(d) The inter-frequency biases and the inter-system biases can be ignored when we
estimate the satellites clocks to improve the computational efficiency and that
will not affect the PPP results.
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The Analysis and Modeling of Intersystem
Biases Between GPS and BDS

Dongwei Zhu, Dingfa Huang, Abubakr Hassan and Bolin Xiong

Abstract Receiver hardware delay is one of the error sources which affect ambi-
guity resolution and positioning. In this contribution, differential receiver hardware
delay between GPS and BDS, namely differential phase and code intersystem bias
(ISB), are estimated together with other parameters using single differential
(SD) observation, and analyzed by Fast Fourier Transform (FFT). The experiment
shows that the differential ISBs are close to zero for the baseline using two identical
receivers, and can be neglected when taking the measurement noise of phase and
code into account. However they become significant for receivers which are of
different types. According to FFT, the ISB time series only contains the constant
term, and no trend and periodic terms are included. The model can be established
on the basis of the characteristics of ISB and is used for prediction and calibration.
Taking into account the ISBs correction, the success rate of ambiguity resolution is
up to 99%. The mean values are —0.3, 0.6, —1.7 mm and standard deviations are
2.9, 3.4, 6.3 mm for baseline component in North, East, and Up directions,
respectively. The result shows that the prediction and calibration for ISB are
feasible.
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1 Introduction

The instrument hardware delay is an important error source especially coming from
receiver. Since it depends on the correlation inside the instrument, we cannot know
the value of hardware delay. It will be assimilated by other parameters, for example,
receiver clock error, when we process solo GNSS data. However, for multi-GNSS
data processing, we have to take into account the differential hardware delay, namely
the differential intersystem bias (ISB), if we use undifferential or single differential
(SD) observation, because the hardware delay is a system-dependent parameter [6,
9] and the signals come from different constellations. Montenbruck et al. [5] point
out the GPS-to-Galileo ISB may reach up to several hundreds of nanoseconds. Odijk
et al. [6] analyze the characteristic of between-receiver GPS-Galileo intersystem
biases. The result shows that the differential ISB is only significant for different types
and manufacturers of receivers, but they have not shown up for baseline consisting
of identical receiver types. Torre and Caporali [8] analyze the ISB for
GPS/BDS/GLONASS/Galileo/QZSS with different receivers. Jiang et al. [3] esti-
mate GPS/BDS short-term ISB by precision point positioning first, and then model
and predict ISB. The model consisting of a quadratic polynomial in time and two or
three periodic functions with diurnal and semi-diurnal periods is used for ISB pre-
diction. The convergence time can be shortened by 19.6, 16.1, and 2.4% in N, E and
U component with a priori ISB constraint. Gioga and Borio [2] estimate ISB with
different approaches and evaluate the stability of ISB. Besides, the impact of ISB on
Position Velocity Time solution is also considered. The result shows that the ISB is
very stable and the performance of multi-constellation navigation can be signifi-
cantly improved by using of ISB. Khodabandeh and Teunissen [4] apply S-system
theory to estimate parameters. An ISB look-up table is constructed. Users can search
the table for a network receiver of their own type and select the corresponding ISBs.

In this paper, we estimate the differential phase and code ISB between GPS and
BDS using single differential (SD) observation. Then the characteristics of ISB are
analyzed by Fast Fourier Transform (FFT). According to the characteristics of ISB,
the model is established. Finally, the models of differential phase and code ISB as
priori values are used to correct the phase and code observation in the purpose of
verifying the feasibility of calibration.

2 ISB Estimation Model

2.1 Single-Difference Observation Model for GPS and BDS
with Unknown ISBs

If we track the GPS (G) and BDS (C) satellites on L1 and B1 frequency, respec-
tively, at the same time by receiver r and b. For short baseline, we can get the
single-frequency (SF) and SD observation equation between receiver r and receiver
b for phase and code observation
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with P, ¢, ), the SD code and phase observation, p,, the SD range between
receiver r and receiver b with a common satellite, df, , the difference of receiver
clock error, d,, 0,5 the hardware delay for code and phase, 4 the wavelength, N,,

the SD integer ambiguity between receivers, &p, &, the measurement noise and the
other unmodeled errors.

However the linear combination of the design matrix column vectors may
produce zero vector, so the observation Eq. (1) is not of full-rank. But we can use
S-system theory [7] for the purpose of eliminating the rank defect. In this procedure,
a GPS satellite (Rg) and a BDS satellite (R¢) are chosen as the pivot satellite for
GPS and BDS system, respectively. Then the transformed observation equation can
be obtained

PPy = prp+dipy +ep
0%, = pCy+dipp + 00, + IONGF + 68
PC, = pS, +dip +diyy) + e

0%, = pSy +diny + 00, + AN+ 05 + &5

where NrGfG, foc represent the double-difference (DD) integer ambiguity for GPS
and BDS satellite respectively, Nﬁg,Nf‘b" are SD ambiguity of BDS and GPS pivot
satellite respectively, d,, = dz,, + dfb, dtrcg = dtfb — dtfb, 5?,) = 5,%, — dfb +
/IGNfJf, Eff = 5rc_b - 5fb + /ICNf; - /lGNfg, and the other terms are as defined in (1).

Due to different solo GNSS, the time system and reference frame are not same
for GPS and BDS. For GPS, the time system is GPS time (GPST), and for BDS,
that is BDS time (BDST). So the transform should be done when processing GPS

and BDS data. Although there exist differences in the reference frame, the dis-
crepancy is small. So it can be safely ignored for short baseline [10].

2.2 The Differential Intersystem Biases Between GPS
and BDS

Though the rank defect is eliminated by introducing a pivot satellite for each
system, and seeing GPS code hardware delay as part of receiver clock error in (2),
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the ISB cannot be obtained directly. So the further calculation must be made to get
the differential code and phase ISB

ISBp = drf, — di¥,

(3)
=drly
where ISBp denotes the code ISB, and the other terms are same to above.
ISB, = Frac((égb - 5Sb)/ic) @

= Frac((égbG - /ICNﬁ,f + /IGN%)//{C)

where ISBy denotes the phase ISB, Frac(-) represents fractional part, and the other
terms are same to above.

The code ISB can be achieved immediately by (2), but the phase ISB cannot. We
must obtain SD integer ambiguity value of pivot satellite of GPS and BDS in the
first place and treat the fractional part as the phase ISB at the same time. The SD
integer ambiguity value can be obtained by way of calculating the average of
multi-epoch SD ambiguity and rounding the average. Since the estimation of ISB is
based on epoch-by-epoch processing, there is no link between epochs. It should be
pointed out that the ISB for code and phase in (3) and (4) is not the true delay, but
is the differential values between receiver r and b.

2.3 Single-Difference Observation Model for GPS and BDS
with Known ISBs

If ISBs can be neglected or calibrated, the differential hardware delay will be equal.
That is to say, d%, = dS, and 67, = 5, after calibration in (1). So the (1) can be
written as

Pgb = be +dt,+dop+ S

(PrG,b = pfb +dtyp+ 0,5+ )LGNSb n Sg
be —ISBp = /’rc,b +dty 4+ dpp+ 65
955~ 1By = Sy + Qe+ 0y NG, 65

where d,, 0, are the hardware delay for code and phase, and the other terms are
same as in (1), (3), and (4).

The same point to (1), observation Eq. (5) is also not of full-rank. So we must
change the observation equation to eliminate the rank defect. Due to different
wavelength for BDS and GPS and the need to retain integer character for DD
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integer ambiguity, a GPS satellite and a BDS satellite are also chosen as pivot
satellites

P fb = pS, +di,,+e8

0oy = pCy +dipy + 15, + IONS + &5
Py, —1SBp = pf, +diyp + &5
@S, —ISBy = pC, +diry + S, + AN + €5

where nfb =0,p —drp —|—}LGNfg, ngb =0, —drp+ /ICNfg, and the other terms
are same as in (2), (3) and (4).

As can be seen in (2) and (6), the number of unknown parameters decreases from
7 to 6, except for DD integer ambiguity. So the redundancy of the observation
equation will increase, and this is a favorable factor to ambiguity resolution and
positioning.

3 The Characteristics of Differential ISB
and the Modeling

In this section, we will estimate and analyze the differential code and phase ISB
using GPS/BDS datasets based on the formulas (2), (3), and (4). Two short-baseline
cases are adopted, and one baseline (#1) employs different types of receivers, and
the other (#2) employs identical receivers. The datasets were collected over three
days. First, for the purpose of analyzing the characteristics and stability of ISB, the
data of the first and the second day were used to estimate the code and phase ISB of
all epochs, and the DD integer ambiguity acted as known value. Then we model the
ISB according to the characteristics. Finally, the data of the third day was applied in
order to investigate the feasibility of prediction and calibration using the model as a
priori correction.

3.1 The Characteristics of ISB

Two cases were carried out with different and identical types of receivers,
respectively. The two baselines are short, so some error items are not taken into
account when processing data, for example, atmosphere delay. Broadcast ephemeris
is used to calculate satellite position and clock error. The measurement sampling
interval is 1s, and the cutoff elevation is 15°.

Figure 1 shows the differential ISBs for baseline occupied by two different types
of receivers, and Fig. 2 is contrary. As can be intuitively seen, the variety of phase
and code ISB are stable, and there are not trend terms in Figs. 1 and 2. However,
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Fig. 2 Estimated differential ISBs time series for baseline #2. The up panel is fractional phase

ISB, and the down is code ISB. The gray lines represent ISB. The black line represents the mean
value of corresponding ISB

the size of values is different between Figs. 1 and 2. The former is bigger than the
latter obviously.

To further analyze the characteristic of ISB, the Fast Fourier Transformation
(FFT) is used. FFT can convert time to frequency and vice versa [1], so we can
obtain the frequency spectrum of ISB time series. Figures 3 and 4 are power
spectral density (PSD) for baseline #1 and #2, respectively. As shown in figures,
only one signal is clear, and the frequency of this signal is zero. The other signals
are so weak that they can be considered as noise and can be neglected. The analysis
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about PSD implies that the time series of phase or code ISB only consists of a
signal, and do not contain periodic terms definitely so that the ISB can be seen as a

constant.

3.2 The Model of ISB

The characteristics and stability of ISB were analyzed in Sect. 3.1. In this section,
we will model for ISB according to its characteristics. As we have known, the
differential ISB does not contain trend and periodic terms, and it is only a constant.
So we will search the constant in the next step, and establish the model of ISB.
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Table 1. Statistic of Baseline | Total epochs | Fractional Code ISB (m)
differential phase and code phase ISB
ISB of all epochs (cycle)
Mean STD | Mean STD
#1 172,798 0.534 |0.011 0.327 |0.161
#2 172,589 —0.002 |0.013 |—0.043 |0.166

Table 1 is the mean and standard deviation (STD) of ISBs. The estimated ISBs
for baseline #1 have a mean of 0.534 cycles for phase ISB and a mean of 0.327 m
for code ISB. The baseline #2 has a mean of —0.002 cycles for phase ISB and a
mean of —0.043 m for code ISB. Taking the measurement noise into account,
which is at the level of few millimeters for phase and a few decimeters for code [6],
the differential phase and code ISB of baseline #2 drop into the range of mea-
surement noise. So we can neglect the influence of ISB. That is to say; there is no
disadvantage effect if we do not estimate ISB. For baseline #1, the differential ISBs
seem to be very significant. However, it is gratifying that the STDs of ISBs are
much lower than the measurement noise of phase and code. This implies that the
variety is stable, and the estimated differential ISBs can be used to calibration for
other datasets. Besides, the mean values agree with the amplitude of FFT when the
frequency is 0 Hz. We also draw black lines which stand for the mean value in
Figs. 1 and 2. According to above-mentioned analysis, the model of ISB can be
built

ISBcorrection - ISBmean (7)

with ISBcomection the correction value of code or phase ISB for code or phase
observation, ISB .., the average value of estimated ISB.

3.3 The Calibration of ISB for Other Datasets

The model has been established for ISB in Sect. 3.2. As a result of the mean value
is so close to zero, the ISBs have no effect on baseline occupied by two identical
receivers. So, in this section, the emphasis of our work is on analyzing the effect of
ISBs on baseline occupied by two different types of receivers. Datasets of the third
day of the baseline #1 are used. Moreover the models of differential phase and code
ISB as priori values are used to correct the phase and code observation, respec-
tively. Besides, the method of processing data that DD integer ambiguity is esti-
mated with ISBs at the same time and is different from above.

Figure 5 is the estimated differential ISBs time series with or without ISBs
correction. Table 2 is the statistic result of ISBs with or without ISBs correction.
The estimated differential ISBs without correction are consistent with ISBs in
Table 1. Due to the benefit of ISBs correction, the estimated differential ISBs are
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Table 2 Statistic of
differential phase and code
ISB of the third day for fixed
epoch with or without ISBs
correction

ISB (cycle)

Fractional phase

Code ISB (m)

Mean STD Mean STD
Non-correction 0.535 0.010 0.329 0.159
Correction 0.001 0.011 0.003 0.159

Up error / mm  East error { mm  North error { mm

40000
epoch

Fig. 6 The time series of errors for baseline #1 in North, East and Up directions

close to zero which is similar to baseline #2. So they have no effect on ambiguity
resolution and relative positioning.

Figure 6 is the time series of errors for baseline component with ISBs correction.
The errors are in the range of —20 to 20, —20 to 20, —30 to 30 mm in North, East,
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Table 3 Statistic of ambiguity resolution success rate of the third day with or without correction

Total epochs Fixed epochs Success rate (%)
Non-correction 86,400 85,977 99.5
Correction 86,400 86,239 99.8

Table 4 Statistic of Baseline components (mm)

find day with or without Noth  [Bast_|Up
correction Non-correction Mean -0.4 0.7 -1.0
STD 2.9 35 6.3
Correction Mean -0.3 0.6 -1.7
STD 2.9 34 6.3

Up directions, respectively. Table 3 depicts the ambiguity resolution success rate
and Table 4 depicts the mean and standard deviation (STD) of baseline compo-
nents. As shown in Table 3, the success rate of ambiguity resolution exceeds 99%
with or without correction. However, the fixed epochs increase by 262 when the
correction models are used because we can get higher precision SD code obser-
vation and it is beneficial for ambiguity resolution. We can see that the mean values
are —0.4, 0.7, —1.0 mm and —0.3, 0.6, —1.7 mm and STDs are 2.9, 3.5, 6.3 mm,
and 2.9, 3.4, 6.3 mm in North, East, and Up directions without and with correction,
respectively. According to the baseline length and the epoch-by-epoch processing
way, the errors can be accepted. The ambiguity resolution success rate and relative
positioning accuracy demonstrate that calibrating for receivers is feasible on
account of the differential phase and code ISB obtained by earlier datasets.

4 Conclusion

ISB is an important error source and effects ambiguity resolution and positioning. In
this contribution, we use SD observation to estimate differential phase and code
ISB, which is considered to be unknown parameters and estimated with baseline
components. Due to the phase ISB is mixed with SD ambiguity of pivot satellite of
BDS and GPS, so the SD ambiguity must be fixed by multi-epochs first, and the
fractional part appears to be the phase ISB.

The result of FFT shows that there are not trend and periodic terms in the ISB
time series, and the STD of ISB is at the level of the measurement noise of phase
and code, so ISB can be set as a constant. However, the constant are different for the
two baselines. The constant is close to zero, and can be safely neglected for the
baseline occupied by two identical receivers. The constant becomes so significant
that cannot be neglected for the baseline occupied by different types of receivers. As
a result of the differential fractional phase ISB for baseline #1 is about 0.5 cycles, it
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is impossible to fix ambiguity without considering the effect of ISBs. So according
to the characteristics of ISB, the model of ISB can be established.

The models of differential phase and code ISB as priori values are used to correct
the phase and code observation, respectively. Taking into account the ISBs cor-
rection, the success rate of ambiguity resolution exceeds 99%. The mean values of
baseline components in North, East, and Up directions are —0.3, 0.6, —1.7 mm and
the standard deviations are 2.9, 3.4, 6.3 mm respectively. The result is in agreement
with the situation that the ISBs are not corrected but estimated. So the modeling and
correction for ISB are significantly useful, and the calibrating is feasible.
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Research on Dependability of Navigation
Satellite Precise Orbit Determination
Based on Regional Monitoring Network

Zhuopeng Yang, Shanshi Zhou, Heng Zheng and Xiaogong Hu

Abstract For characteristics of satellite-ground operation, complex relationship,
reliability, maintainability, and supportability, Petri net (PN) and Bayesian network
(BN) are applied integrated to dependability modeling and analysis of precise orbit
determination in this paper. The hardware fault, software fault, and coupling fault
are considered for availability of monitor stations based on PN, and the state
transition of a monitor station can be obtained. The orbit determination algorithm,
outage analysis, stress intensity algorithm are taken into account for dependability
of precise orbit determination based on BN, and the transition of performance and
reliability can be researched. The weakness of monitor stations is confirmed and
improved schemes are given. The regional monitoring network results show, this
method can be used for dependability analysis and design improved, and extended
to upload mission, integrity monitoring mission, and so on.

Keywords Dependability - Precise orbit determination - Petri net - Bayesian
network

1 Introduction

The navigation satellite precise orbit determination is a key technology for con-
struction and operation of satellite navigation system. The accuracy, availability,
continuity, and integrity are decided by precise orbit determination. The orbit
determination algorithm, monitoring network configuration, and state (operation or
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outage) of monitor stations are major factors of precise orbit determination. Due to
the national territorial area, monitoring network configuration is restrained, so
optimized orbit determination algorithm, stable and reliable operation of monitor
stations are required.

There exist some interesting papers about precise orbit determination based on
regional monitoring network. The three days track segment pseudorange and carrier
phase observable, or three normal equations for improving orbit accuracy are
proposed in [1-3]. The prior information of kinetic parameters is constrained in [4].
Based on parameters or orbit prediction of global monitoring network, the orbit
accuracy is improved by a priori constraint or virtual observed value in [5]. The
relationship of monitor stations distribution and satellite orbit determination are
described, and orbit determination is optimized by adding observation data in [6].
The orbit determination is improved by ambiguity resolution [7]. The theory
research and engineering application are discussed successfully in above papers. On
the other hand, the state of monitoring network, hardware fault, software fault,
coupling fault, and repair time of monitor stations take important roles in
dependability of precise orbit determination, and the research about those are
scarce.

Considering the precise orbit determination algorithm, state of monitoring net-
work, and monitor stations, the dependability of precise orbit determination is
analyzed by applying PN and BN, fault diagnose and improved schemes are pro-
posed in this paper.

2 The Organization of Modeling and Analysis

The dependability is taken as representative of precise orbit determination.
Dependability is a measure of the degree to which an item is operable and capable
of performing its required function at any (random) time during a specified mission
profile, given that the item is available at mission start. And the state of the mission
can be described as user range error (URE). The steps of modeling and analysis are
shown as

(1) Considering operation, outage (fault detect, hardware fault, software fault,
and coupling fault), the availability of a monitor station is modeled by PN. (2) The
state probability of monitoring network is confirmed by considering the core
monitor station as common cause. (3) Considering URE under different outage of
monitor stations, the dependability of orbit determination mission is analyzed by
BN. (4) The improved schemes are put forward by fault diagnose. The organization
of modeling and analysis is shown in Fig. 1.
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Fig. 1 The flow chart of modeling and analysis for dependability of precise orbit determination

3 Dependability Modeling and Optimizing of Precise
Orbit Determination

3.1 Availability Modeling and Analysis of a Monitor Station

The state of a monitor station can be divided into operation and outage. The
operation state is mean time between faults, the outage state include fault detect
time, hardware short fault, hardware long fault, software short fault, software long
fault, and coupling fault. The state parameters of a monitor station are shown as
Table 1.

(1) Hardware and software availability of a monitor station

The hardware and software availability of a monitor station based on PN is
shown in Figs. 2 and 3.

In Fig. 2, Py is operational state of hardware. MTBFy = 1/AmrpE, is mean time
between faults of hardware. Psory is select state about hardware long or short fault.
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Table 1 Parameters of a monitor station

State

Parameters

Operation

Mean time between faults (MTBF)

Fault detect

Fault detect time (FD)

Fault detect

Fault probability of hardware (fy;)

Fault detect

Fault probability of software (fs)

Hardware short fault

Hardware short fault probability (fsy)

Hardware short fault

Mean time to repair of hardware short fault (MTTRgy)

Hardware long fault

Hardware long fault probability (fi 1)

Hardware long fault

Mean administrative delay time (MADTy)

Hardware long fault

Probability of spares sufficiency (fsp)

Hardware long fault

Mean supply response time (SRTpy)

Hardware long fault

Mean time to repair of hardware long fault (MTTR )

Software short fault

Software short fault probability (fss)

Software short fault

Restart fault probability of software (frs)

Software short fault

Self repairing fault probability of software (fis)

Software short fault

Mean time to restart (MTTRggrs)

Software short fault

Mean time to self repairing (MTTRgs)

Software long fault

Software long fault probability (fis)

Software long fault

Mean time to repair of software long fault (MTTR )

Coupling fault

Coupling fault probability (fsty)

Coupling fault

Time of coupling fault (Tsty)

fsu and fiy are hardware short and long fault probability, and fsg +fig = 1. Psu
and Py are hardware short and long fault state. MTTRsy = 1/piyrrgr, and
MTTRry = 1/ iy, are mean time of repair of hardware short fault and long
fault. MADT, g == 1/AmapT,, is mean administrative delay time. Psony is select
state of spares. fspy is probability of spares sufficiency, and fspy + fnspy = 1. Pswn
is waiting state of spares. MSRT gy = 1/Amsrr,, is mean supply response time.
Prwy 1s waiting state of repair.

In Fig. 3, Ps is operational state of software. MTBFs = 1/Auvrpr, is mean time
between faults of software. Pgors is select state about short or long fault. fi s and fsg
are software short and long fault probability, and fi s + fss = 1. Prs is software long
fault state. MTTRLs = 1/uyyg, is mean time to repair of software long fault.
Prors is select state of software short fault. frs and fis are restart and self-repairing
fault probability of software, and frs +fis = 1. Prs and Pjs are restart and
self-repairing state of software. MTTRgs = 1/ yr1R,e and MTTRs = 1/ ttyyrrr,
are mean time to restart and mean time to self-repairing.
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Fig. 2 Auvailability of
monitor station hardware
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The states transformation equation of hardware is

pu(?) —/MTBFy  HMMTTRg, 0 0
Psult) JMTBFy fSH ——HUMTTRg: 0 0
pLu(t) | = | AmTBE, " fim 0 — AMADT 4 0
Pswal(t) 0 0 JMADT *JNSPH — —AMSRT4
Prwa(?) 0 0 JMADT “JSPH  AMSRTiy
pu()
psu(?)
puu(t)
psw(?)
PrwH(?)

Pu (1) + Psu(t) + PLu(t) + Pswu(r) + Prwa(f) =1

and the steady availability of hardware is

HMTTR
0

0
0

~HMTTR 4
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_ HUMTTRsy * AMADTyy * AMSRT;y * HMTTR Ly 3)
Ag+ By + Cy+Dy + En

PH
where

Al = UMTTRg, * AMADTyy; * AMSRTy; * HMTTRy 5

By = /MTBFy * AMADTLy * AMSRT.y * UMTTRy *JSH>

Cu = AMTBFy * HMTTRgy * AMSRTLy * AMTTR,y “JLH,

Dy = JMTBFy * MMTTRg; * AMADTy * MMTTRyy *JLH *fNSPH,

En = AMTBFy * IMTTRg * AMADTy * AMsrTy (1 — fon).-

The states transformation equation of software is

P s (1) — AMTBF; HMMTTRs  HMTTRgs HMTTR s
Pis(t) | _ AMTBFs * fis — HMTTR, 0 0
Prs (1) JMTBFs - fss - frs 0 — IMTTRgs 0
Pis(1) AMTBFs * fss  fis 0 0 —HMTTRs
Ps(1)
Pis(t)
4
Prs(?) (4)
Pis (l)
Ps(l‘)+PL5(1)+PR5(1)+P15(I) =1 (5)

and the steady availability of software is

_ HMTTR.s * EMTTRgs * HMTTR;s
Ps = (6)
As + Bs + Cs + Dg

where

As = UMTTRs * BMTTRgs * HMTTRys >
Bs = ZmTBF; " EIMTTRgs - HMTTR;g “Jis,
Cs = AMTBFs * HMTTR,s * MMTTR;s *fSS “ SRS,

Ds = AmteFs - HMTTR - :uMTTRRS(l —fis — fss “ fs)-

(2) Coupling availability of a monitor station

Considering some situations, the probability of transform from software long
fault to hardware fault is fsty, and the time is Tsty, as shown in Fig. 4.

Where imaginary line is transform from software to hardware. Considering
Figs. 2, 3 and 4, the availability of a monitor station can be modeled. Due to the
complex process, Monte-Carlo is applied, and the availability is Ay = Py-
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Fig. 4 Coupling model of
hardware and software

’
MTTRys,

3.2 State Probability of Monitoring Network

Considering the monitoring network (N) and n numbers monitor stations, there are
n+1 status, set Sy (k=0,1,2,...,n) is state of monitoring network, and S, is
operation state of a monitor station, S| is outage state of a monitor station, and so
on. The probability value P;, which states probability of outage of k monitor sta-
tions, represents the state of S, thus > Py = 1, so Py is

Cﬁ Cﬁ n—k n
Py = Zpk,l = Z Pyim H (1 — Pumui) (7)
=1 =1 \m=I i=n—k+1

where CF is combination of k (outage) in n monitor stations, Py () is the state
probability of the I/th combination under outage of k monitor stations, Py, is
steady availability of n — k monitor stations of the /th combination, and (1 — Py;;)
is steady nonavailability.

Considering common cause of the core monitor station, it cannot be considered
when computing state probability of monitoring network.
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3.3 Modeling and Analysis of Precise Orbit Determination

3.3.1 Orbit Determination Algorithm

The kinetic equation is

{)’( =F(X,1) (8)

X(to) = Xo’

where X is state vector including 3D location, 3D velocity, parameters of kinetic
model, and geometrical parameters beyond kinetic equation. The partial derivative
X is function of X at 7, represents as F(X, 1) - X(ty) is state of satellite at 7, represents
as Xj.

The observation equation is

Yi = G(Xi,l‘i)—FSi (9)

where: Y; is the ith observation value, G(X;, ) is state function at 7, and & is
observation noise.

Taking linearization of (8) and (9), and comparing standard orbit, the error of
radial direction (dR), tangential direction (d7) and normal direction (dN) about
MEO, GEO, IGSO can be given

UREygo = \/ (0.9989 dR)* + (0.2997 dT)* + (0.3018 dN)*

UREgpo = \/ (1.013 dR)? + (0.2895 dT)* + (0.3041 dN)? (10)

UREgso = \/ (0.584 dR)* + (0.3878 dT)* + (0.3059 dN)?

Consider URE under different outage combinations of n — 1 monitor stations.
Due to practical reality actual, all the monitor stations are operational, any one
monitor station is outage, and any two stations are outage considered.

3.3.2 Normalization of URE
Normalizing URE, as

CURE(I) = P(éin > Jst) =1- P(éin<o—st)

x|

- / / ¢(0i) ddin | F(0w) o

0 0

(11)

where Cygg is normalization, f(og) is actual URE, oy is stress. g(Ji) is required
URE, &, is strength.
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3.3.3 Modeling and Prediction of Precise Orbit Determination

Modeling and prediction of precise orbit determination by BN. The qualitative part
of BN can be representing as topological structure, which describes relationship of
variables. The quantitative part of BN can be representing as CPT, which describes
conditional probability under state of father nodes and variable. The root nodes are
the nodes without father nodes, and their value is prior probability. The rule of BN
can be describes as [8, 9]

PIX;, Xar . X,] = [ [ i Parent (X)) (12)
i=1

where [Xi, X»,...,X,] is BN, P[X|, X»,...,X,] is joint probability distribution,
Parent (X;) is father nodes set. The dependability model of precise orbit determi-
nation is shown in Fig. 5:

where the inputs of root nodes M, M, are availability and nonavailability, the
input of center node dependability is normalization of URE. The output of center
node is Pp

Pp=P(Pp=1)=> P(Pu,,Pu,,- .., Py, Pp)
Py.

13
= ZP(PD = 1Py, Prms, - - -, Prg, )P(Pp1,). . .P(Ps,). -
Py,
M,
Operation | 0.991
Outage 0.009
CPT
M,
M; Operation
Operation Outage
M., Operation Outage Operation | Outage
M,
Operation |0.998 |0.995 |0.989 {0,992 | 0.988 |0.960 | 0.981
Qutage |0.002 |0.005]0.011 {0.007 [0.0120.040 [0.019

Fig. 5 Dependability model of precise orbit determination based on BN
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3.4 Optimization and Design Improvement

Taking fault diagnose of orbit determination by BN. By setting parameters, the
probability importance (Pi) and structure importance (Si) can be given. The
availability of monitor stations can be reflected by probability importance, and the
distribution of monitor stations can be reflected by structure importance.
Furthermore, compositive importance can be given by probability importance and
structure importance. Supposing there is a fault of dependability, then the state
probability of monitor stations can be given, where 1 represents success, and 0
represent fault. The fault state probability of M; is

P(M; = 0)P(Pp, = O|M; = 0)
P(Pp =0)

P(M; = 0|Pp = 0) =

where i =1,2,...,n.

4 Case Study

Supposing a regional monitoring network and a MEO satellite. Considering seven

monitor stations (M;, i = 1,2,...7) distribute among China area, where M is a
core monitor station, shown in Fig. 6.
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Fig. 6 The distribution of monitor stations
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(1) The availability of a monitor station

According operational data of monitor stations, the parameters of M; can be
shown as Table 2.

Then, the hardware and software steady availability of M; are
Py = 0.9989, Py, s = 0.997, Py, = 0.9979. Similarly, the steady availability of
M> ~ M7 can be calculated as Table 3.

(2) The state probability of monitoring network

Considering all the monitor stations are operational, any one monitor station is
outage, any two monitor stations are outage, thus there are 29 situations, as shown
in Table 4.

Considering the common cause of core monitor station, calculate different
probability Pnz = 0.97978, Pn, = 0.01799.

Table 2 Value of M, Parameter Value Parameter Value
MTBF* 5000 h MTTR; 4 1h
FD 05h fss 0.7
Sfu 0.3 frs 0.5
fs 0.7 fis 0.5
fsu 0.8 MTTRggrs 0.05 h
MTTRgy 1h MTTRg;s 0.05 h
Jiu 0.2 fis 0.3
MADT, 4 1.5h MTTR; g 50
fspH 0.8 fsth 0.1
MSRT 4 100 h Tsth 3h

“The MTBF of hardware and software is 5000 h

Table 3 Steady availability No. Availability
of monitor stations
M, 0.9979
M, 0.9969
M; 0.9971
M, 0.9967
Ms 0.9973
Ms 0.9972
M, 0.9965
Table 4 Simulation No. State Number
condition of monitor stations - - -
7 monitor stations are operation 1
2 Any one monitor station is outage 7
3 Any two monitor station are outage 21
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Table 5 Normalization of No. | M, |m, | M5 [ M, | Ms | Mg | M, [URE Cure

URE (m)
1 1* |1 1 1 1 1 1 0.391 0.997
2 1 0 1 1 1 1 1 0.422 0.714
3 1 1 0 1 1 1 1 0.395 0.993
4 1 1 1 0 1 1 1 0.421 0.738
5 1 1 1 1 0 1 1 0.397 0.990
6 1 1 1 1 1 0 1 0.399 0.986
7 1 1 1 1 1 1 0 0.423 0.690
%0 and 1 represent outage and operation of monitor stations

(3) Modeling and prediction of precise orbit determination

Simulation URE of MEO under different outage of monitor stations, set
requirement value as strength, and normalizing as Table 5.

Considering the common cause of M), the dependability of precise orbit
determination based on BN can be given

Pp=P(Pp=1) ZP Py, Putys - - - Psy, Pp)

=> P(Pp= 1|PM1,PM2, ey Py )P(Py,). . P(Py,)

Py,

=0.9920

(4) Optimization and design improvement

Taking fault diagnose as following: probability importance, structure impor-
tance, compositive importance.

(a) Probability importance

Considering the influence between dependability and the state of monitor sta-
tions, then the probability importance can be given as Fig. 7.

According to Fig. 7 the probability importance of monitor stations is
Pi(Ml) > PI(M7) > Pl(Mz) > P,(M4) > P,(Mé) > P,(M5) > P,(M3)

(b) Structure importance

Set the same availability of all monitor stations, and considering the influence
between dependability and the state of monitor stations, then the structure impor-
tance can be given as Fig. 8.

According to Fig. 8 the structure importance of monitor stations is
Pi(Ml) > Pl(M7) > PI(M2) > Pl(M4) > P,(Mé) > P,(M5) > P,(Mg) Because of
the common cause, M, is the most important of structure importance. M7, M, and
M, are more important than other monitor stations due to distribution.
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Probability unportance

M1 M2 M3 M4 MS Me M7
Outage of monitor stations

Fig. 7 Probability importance of outage monitor stations

Stouchwe importance

M1 M2 M3 M4 M= M6 M7
Outage of monitor station

Fig. 8 Structure importance of outage monitor stations

(c) Compositive importance

The compositive importance can be given as Fig. 9.

According to Fig. 9, the compositive importance is same as structure impor-
tance, and it is different from the availability rank of monitor stations. Since the
availability of monitor stations are almost same, thus distribution plays a more
important role than the value of availability.

Taking design improvement, considering the following situations:

(1) Scheme 1: Improving the availability of M; by optimizing MTBF and MTTR,
making Py, = Py,.

(2) Scheme 2: Optimizing relationship of monitor stations, set Mg as a spare core
monitor station.

Recalculating the dependability as Table 6.
According to Table 6, optimizing relationship of monitor stations plays a more
important role than availability of a monitor.
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Fig. 9 Compositive importance of outage monitor stations

Table 6 Schemes - Scheme Dependability Percent (%)
comparison of dependability Original scheme 09920 ~
Scheme 1 0.9924 0.04
Scheme 2 0.9941 0.21

5

Conclusions

The dependability of precise orbit determination is modeled and analyzed by PN
and BN as follows:

ey

@

3

Dependability quantitative analysis. Considering the operation time, fault detect
time, hardware fault (long and short), software fault (long and short), coupling
fault of hardware and software, and other probability, the availability of a
monitor station is analyzed by PN. Considering URE, common cause of a core
monitor station, and transform performance to reliability, the dependability of
precise orbit determination is analyzed by BN, and the value is 0.9920.
Recognising the weakness by fault diagnose. The probability importance,
structure importance, and compositive importance can be given by BN, and it is
shown that distribution plays a more important role than the value of avail-
ability in regional area system.

Optimization and design improvement. Two schemes (Scheme 1: improving
the availability of M7, Scheme 2: set Mg as a spare of M|) are proposed for
optimization. The results shown, by comparing the Scheme 1, Scheme 2 plays
a more major role.
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Combined Precise Orbit Determination
for High-, Medium-, and Low-Orbit
Navigation Satellites

Haibo Ge, Bofeng Li, Maorong Ge, Yunzhong Shen, Liangwei Nie
and Harald Schuh

Abstract The bottleneck of Precise Point Positioning (PPP) is the long conver-
gence time for achieving the centimeter accuracy. Some researchers put forward to
improve the diversity of available satellites’ geometric distribution and reduce the
correlation of observation data by deploying the Low Earth Orbit
(LEO) constellations in addition to the medium and high-orbit satellites. The pre-
requisite is to get the precise orbit products of all these orbiting satellites. This paper
studies the combined precise orbit determination for high-, medium-, and low-orbit
navigation satellite systems. In order to investigate the theory and algorithms of the
high-medium—low POD and to study the effect of LEO to the POD of high-orbit
satellites and the influence of ground data from LEO to its own POD, we simulate
all the data, including high orbit to low orbit, medium orbit to low orbit, high orbit
to ground stations, medium orbit to ground stations, and low orbit to ground sta-
tions. The results show that the combined POD can improve the precision of
high-orbit satellites significantly, especially for the along-track component, which
can reach to sub-decimeter even centimeter level. Also, the precision of LEO POD
can be improved with the data from ground stations.

Keywords High, medium, and low orbit - Navigation satellite - Combined precise
orbit determination - Geometric distribution

H. Ge - B. Li (<) - Y. Shen - L. Nie

College of Surveying and Geo-Informatics, Tongji University,
Shanghai 200092, China

e-mail: bofeng_li@tongji.edu.cn

H. Ge
e-mail: haibo_Ge@163.com

H. Ge - M. Ge - H. Schuh
Department of Geodesy, GeoForschungsZentrum (GFZ), 14473 Potsdam, Germany

© Springer Nature Singapore Pte Ltd. 2017 165
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017

Proceedings: Volume IlI, Lecture Notes in Electrical Engineering 439,

DOI 10.1007/978-981-10-4594-3_15



166 H. Ge et al.

1 Introduction

Nowadays, besides USA GPS and Russian GLONASS, the European Galileo and
Chinese BeiDou are developing rapidly. The Galileo constellation will consist of 30
satellites in three orbital planes [10]. By the end of 2020, BeiDou system will be
completed for global service, consisting of 5 Geostationary Earth Orbit
(GEO) satellites, 27 Medium Earth Orbit (MEO) satellites, and 3 Inclined
Geosynchronous Satellite Orbit (IGSO) satellites [4]. At that time, there will be
over 100 satellites providing Positioning, Navigation, and Timing (PNT) service.
Since the slow variation of GNSS satellites’ geometry with respect to a ground
station, it takes nearly several minutes or even hours to achieve centimeter accuracy
of PPP. Due to the poor geometry, there are some challenges for the POD of
different constellations of GNSS satellites. Taking BDS IGSO and GEO satellites
for example, they operate in higher orbits than MEO satellites and their geometric
variations are less sensitive to the ground stations, especially for GEO satellites
because of its geostationary characteristic, which leads to the great challenge for
GEO POD. In recent years, some commercial companies, such as SpaceX and
OneWeb, put forward a new idea to build global LEO constellations to deliver the
Internet to the whole world by providing truly global and robust broadband cov-
erage [13]. The largest constellation today is Iridium consisting of 66 LEO satellites
[9]. The sheer number of satellites, along with the global coverage, gives rise to the
opportunities not only for the broadband but also as a platform for providing
navigation services. Some researchers make a thorough investigation on this topic.
The results showed that the LEO constellations can provide better geometry and
stronger signals compared to the GNSS constellations [8, 12]. LEO satellites have
much faster motion in the space, passing overhead over minutes instead of hours in
MEQO. This gives rise to more multi-path mitigation, as reflections are no longer
static over short averaging times. Meanwhile, initial PPP convergence time can be
shortened [8].

The precise orbit and clock products are the prerequisites of all the precise PNT
service. It brings huge challenges for POD with tens to hundreds of satellites with
different orbits. The present GNSS orbits are determined by the observation data
from well-distributed global-tracking network, while the LEO orbits are determined
by the onboard GNSS observations [2]. However, as the fast-moving platform, the
onboard observations can also be acted as the important data source of the
GNSS POD [7, 17], especially for the GEO and IGSO satellites, which can provide
the better geometry to improve the precision of GEO orbits [18]. When the LEO
satellites are able to transmit GNSS signals to the ground stations, not only the
onboard GNSS observations but also the ground-tracking observations can be used
for its POD. So it is of great interest to investigate the effect of this information on
the LEO POD.

Above all, the multi-source data brings the challenge for POD. All relevant
observations will be simulated, including GEO/IGSO to LEO, MEO to LEO,
GEO/IGSO to ground, MEO to ground, and LEO to ground. Using the simulated
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data, we will investigate the methods of combined POD of high-medium-low earth
orbit satellites, analyzing the effects of LEO satellites on the high-orbiting satellite
POD. In addition, by using the data from the LEO satellites to ground-tracking
stations, the POD improvements of LEO and GNSS satellites are investigated.

2 Data Simulation

Since there is no public onboard BDS data and no LEO satellites sending navi-
gation signals to the ground, we simulate all the data. We first simulate the GPS
constellation [14] and current BDS constellation [4] shown in Figs. 1 and 2. The
Iridium system constellation [16] is used as LEO constellation shown in Fig. 2.
Meanwhile, 76 well-distributed global-tracking stations which can track GNSS and
LEO signals are selected, shown in Fig. 3.

With the constellations and stations mentioned above, all the observations can be
simulated according to

Pi,i,/’ = pri +e(dt; —dfy) +17,,+ Ti,i + dpco,rj+ V;CO,;’ + 8?),;;1’,;’

rij
@ ;= pri+eldi —dg) — 154 7+ dpcorj + Voo + 4N)

i Tl

(1)
rij T gil).r.ij
where the subscripts i and j denote epoch and frequency, respectively. The subscripts

rand s denote receiver and satellite indices, respectively. P; ; ; and @} ; ; are code and

phase range which need to be simulated. p; ; denotes the satellite-to-receiver distance.
dt,; and dr’; denote receiver and satellite clock. 17 ; ; and 77 ; denote ionospheric and
tropospheric delay. dpco,»;j and ypeo ; are the Phase Centre Offset (PCO) of receiver

Fig. 1 GPS and BDS
constellations
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Fig. 2 LEO constellation
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Fig. 3 Ground BDS/GPS/LEO (purple) and GPS/LEO (green) tracking stations (Color online)

; means integer ambiguity. The

term ¢p ;- and &g, ;; denote the code and phase observation errors, respectively.

In summary, the parameter configurations are shown in Table 1 for simulations.
As the altitude of LEO satellites is much higher than that of the troposphere layer,
we do not simulate the tropospheric delay of onboard observations. For another,

and satellite. The term /; denotes wavelength and N?
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Table 1 Parameter Ground Onboard LEO stations

configuration for simulated network

data -
Sampling rate 30s 30s
Cutoff elevation 1° 1°
Tropospheric SAAS/GMF No
delay
Ionospheric delay | No No
Phase wind up Yes Yes
Precision of code | 1.0 m 1.0 m
Precision of phase |5 mm 5 mm

since we use the ionosphere-free combination and the second and third ionospheric
delays are too small to consider in the POD process, the ionospheric delay do not
consider in the simulation, either. In addition, according to the orbit height of
Iridium, approximately 781 km, we set the angular range of Iridium from boresight
65°, while the angular range of GPS [14] is 14.3° and BDS GEO 10°, IGSO 10°,
and MEO 15°, respectively [4].

3 Mathematic Model and Schemes of Combined POD
of High-Medium-Low Navigation Satellites

3.1 Mathematic Model

The initial reference orbit and the state transition matrix can be obtained by inte-
grating the GNSS and LEO motion and variation equations, which satisfy with the
following equations
X5 = Y6(X,, Xi0)Xg, @)
XI: = !IIL(XG Xfo)Xzo ’

where X; and X7 denote the correction state vectors of GNSS and LEO at time
ti; Y6(X,, X)) and ¥.(X,, X,,) denote the state transition matrices of GNSS and
LEO, respectively. X gg and Xzo are the state corrections of GNSS and LEO at initial

epoch.
The observation equations for ground-tracking station and LEO satellites are as
follows:

Yg, = G(XGHXUH 1) + &g, (3>
Yi, = Lo(X1,, Xy, 1i) + 816, 4)

Y, = L(Xg,X1,,X0,,t;) + 1, (5)
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where Y., Y1, and Y;, are the ground station of GNSS, the ground station of
LEO, and onboard GNSS observations, respectively. X,,,X,,, and Xy, are the
parameters except X, and X;, at ¢;, such as clock error, ambiguity and so on.
&G,, €1G;» and gr, are observations errors for these three types observations. Then the
observation equations are linearized at the reference orbit

_ _0G y+* G *
Vg, = X, X X omcg,
dLG * LG *
VLG, X, X X — omCL G, , (6)

V., = (9L X* + dL X* + dL X* — omcy,

i

where X* X* and X’ are the corrections for the parameters, omc denotes

observatlon mmus computed With (2) and (6), Eq. 7 can be obtained, which is the
error equations of combined POD with LEO observation data from ground-tracking
stations.

i

Vie = oYXy Xi)X[, + FOEX — omeyg (7)

Ve = {)X C-¥6(X, Xi)Xg, + ;;}G X’ —omcg,

X,
vy, zag_iiwg(xn X,)X5, + LL,. WL(X,,. X)X}, + #EX;, —omey,

In this paper, the un-differenced ionospheric-free model is used to estimate
parameters with the least square principle.

3.2 The Schemes of POD

In this paper, dynamic orbit determination is used for GNSS and LEO satellites.
The schemes of POD are as follows:

Scheme 1 (S1): Firstly, GNSS POD is processed, then do the LEO POD with the
fixed GNSS orbit and clock (without the ground data with LEO). (So-called
“two-step method”).

Scheme 2 (S2): POD of combined GNSS and LEO (without the ground data with
LEO). (So-called “one-step method”), where the error equations of this scheme will
ignore the second equation of Eq. 7.

Scheme 3 (S3): POD of combined GNSS and LEO (with the ground data with
LEO). (We call it “synthetical method”).

In the method of combined POD of GNSS and LEO, the increasing number of
LEO can improve the satellite geometric distribution, which results in the orbit
improvement of GNSS. However, this also increase the number of parameters to be
estimated, whether the strength of solution will decrease or not and how precise of
the orbit can be reached needs further investigation. In order to investigate the
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Table 2 Force models and parameters

171

Force model

LEO

GNSS

Earth gravity

EIGENGC (120 x 120) [6]

EIGENGC (12 x 12) [6]

N-body

JPL DE405 [15]

JPL DEA05 [15]

Tide displacement

IERS Convention 2010 [11]

IERS Convention 2010 [11]

Ocean model

CSR 3.0 [5]

CSR 3.0 [5]

Relativity

IERS Convention 2010 [11]

IERS Convention 2010 [11]

Solar radiation

Based on the surface of LEO

ECOM model [3]

Atmosphere drag

DTM94 [1]

None

Estimated parameter

Initial state

3D position and velocity

3D position and velocity

Phase ambiguity

One per combination per pass

One per combination per pass

Troposphere zenith delay

No

One per station in a 2 h arc

Receiver clock

‘White noise

White noise

Drag coefficient Every 6 h No
Solar radiation No ECOM 5 parameters
Empirical force Every revolution 6 parameters | No

influence of the number of LEO, we conduct the experiment by adding a different
number (6, 12, 18, ..., 66) of LEO satellites in different orbit planes in S2 and S3,
respectively.

The important options of force models and parameters for the POD are listed in
Table 2.

4 Results and Discussions

According to the schemes mentioned above, we simulated all the data and analyze
all the schemes. The S1 results of BDS and GPS POD are shown in Figs. 4 and 5,
respectively.

From the figures, we can easily see that the results of BDS GEO satellites are
much worse than those of other satellites. For example of CO1, the precision of
along-track component is about 34 cm and C04 is the worst of about 57 cm. The
main reason is that the geometry of GEO satellites is nearly unchanged. The pre-
cision of along-track component is decimeter, while the cross-track and the
radial-track components are much better than along-track component, reaching
centimeter level. For GPS, the precision of POD is centimeter which matches the
current POD techniques. Then we conduct the LEO POD by fixing the GNSS orbit
and clock. The results are shown in Fig. 6.

From Fig. 6, we can see that the precision of LEO is at the centimeter level.
Among the three components, the cross-track component is the best, which is
around 1-2 cm, while the along-track component is the worst, which is about
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4-5 cm. Since the GNSS orbits are fixed, the GNSS orbit error will be introduced
into the LEO orbits, which will contaminate the precision of LEO orbits. POD
results indicate that the simulation data is close to the real situation. Then we can
use these results as the reference of the scheme 2 and scheme 3.

In scheme 2, the POD of LEO and GNSS satellites are processed together.
Compared to the scheme 1, the POD results of LEO and GNSS have better con-
sistence because of the combined solution. The precision of LEO satellites has a
great improvement, as shown in Fig. 7. However, we can find some periodicity in
the LEO results. This periodicity has some relationship with the orbit plane of LEO,
which needs further investigation in the future.

LEO orbits can be determined by the onboard GNSS observations with the
GNSS orbit fixed or estimated simultaneously. The latter one can have the better
consistence in GNSS orbits, LEO orbits, and geodetic coordinate frame. It is
important to highlight that since the significant geometry improvement when
adding 66 LEO, the results of GNSS satellites, especially for the GEO, are much
better than those in scheme 1. The POD results of BDS and GPS are shown in
Figs. 8 and 9.

Compared to scheme 1, the precision of all three types of BDS satellites are better
than that of scheme 1. Especially for the along-track component of GEO satellites,
the precision increases from decimeter in scheme 1 to centimeter in scheme 2. This
improvement attributes to the high kinematic of LEO satellites for improving the
geometry of GEO POD. To be more clearly, the comparisons of all the satellites are
shown in Fig. 10 where the relative improvements are on the right y-axis.

We can easily see that all the satellites have better results when adding LEO
satellites, especially for the GEO satellites. The GEO precision is improved from
decimeter to centimeter. For CO1, the orbit precision of COl increases from 34 to
2.2 cm, that is about 15 times better than that of scheme 1; while for C04, it has
even much more improvement from 21.9 to 2.07 cm, that is nearly 21.5 times better
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than that of scheme 1. Though the improvements are not as significant as GEO
satellites, IGSO satellites still have better performance. The orbit precision of CO7
increases from 3.4 to 1.8 cm, i.e., improved by 92%. Though the precisions of
BDS MEO and GPS are already very high in scheme 1, they can still be improved
by the combined solution of scheme 2, especially for the BDS MEO satellites. The
orbit precision of C13 in scheme 2 is 7 times better than that in scheme 1 and all
other BDS MEO can improve more than 1 times. For GPS, all the satellites can be
improved from 0.2 to 3 times, except G06, the orbit precision decreased from 1 to
1.87 cm, which need to be further investigation.

In order to investigate the contribution of the number of LEO satellites to the
GNSS POD, we conduct a set of combined GNSS and LEO POD experiment with
increasing the number of LEO in each orbit plane (such as 0, 1, 6, 12, 18, ..., 66).
All the POD results of different satellites are shown in Fig. 11.

It is clear that the GPS orbits are improved for all three components with the
increase of LEO satellites. Though the precision of GPS is already high without
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LEO, the 3D RMS still can be improved from 1 to about 0.6 cm. For GEO of BDS,
the precision of along-track component can be significantly improved when adding
just one LEO satellite, increasing from decimeter to about 2 cm, while cross-track
and radial-track components improve not so much. With the increasing number of
LEO, the precision of GEO satellites stabilizes at the centimeter accuracy.
The IGSO satellites have some improvement but not so obvious compared to the
GEO satellites. The 3D RMS of the orbit is about 2 cm. For the BDS MEO
satellites, with the number of LEO satellites increasing to six, there is a great
improvement in orbit determination, increasing from about 6 cm to nearly 1.4 cm.
Then, it remains stable at 1 cm.

Based on all above results, we conclude that combined POD of GNSS and LEO
can improve the orbit precisions of all types of satellites. LEO satellites can
strengthen the geometry of GNSS orbit, especially for the GEO satellites with the
characteristic of geostationary. As for the effect of the number of LEO satellites, the
precision of all satellites remain stable with the increasing number of LEO.

In the future, LEO satellites may carry the signal transmitter like GNSS satellites
to have the navigation function. In scheme 3, we also use these data (observation
data from LEO satellites to ground-tracking stations) to conduct the combined LEO
and GNSS orbit determination. Figures 12, 13 and 14 show the RMS of three
components of BDS, GPS, and LEO, respectively.
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Fig. 12 POD results of BDS (Scheme 3)

From the figures, we can see that the orbits of BDS, GPS, and LEO satellites
have further improvement. The ground-tracking observations deeply strengthen the
geometry of LEO, resulting in better LEO orbits than those of Scheme 2. It is
important to highlight that the periodicity of LEO POD in this scheme disappears
compared to scheme 2. What’s more, the orbit precision of GNSS satellites also
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improves with the better orbit of LEO. Figure 15 shows the comparison of every
type of satellites between scheme 2 and scheme 3.

As shown in Fig. 15, the orbits of all types of satellites are improved when doing
POD with the ground observations of LEO satellites. The orbit 3D RMS of GPS
decreased by 25.7%, while the 3D RMS of BDS GEO satellites can be decreased
from 2.11 cm in scheme 2 to 1.72 cm in scheme 3. IGSO have the greatest
improvement from 2.11 cm in scheme 2 to 0.24 cm. The precision of MEO
satellites can still be improved from 1.34 cm to 0.56 cm. In scheme 3, we can find
that the orbit precision of IGSO is better than that of MEO satellites. The reason
may be as follows. The main factor of MEO orbit precision is the distribution of
ground-tracking stations since MEO satellites run around the earth. In our case, the
distribution of Asia-Pacific (especially in China) ground stations are not so good for
the MEO satellites. For IGSO satellites, though the ground tracking is of great
importance, the orbit geometry is improved so much that the POD perfumes much
better than that of MEO satellites. The trend of all satellites remains stable when
having more LEO satellites which just like the scheme 2.
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Figure 16 shows the LEO orbit comparison between scheme 2 and scheme 3.
The along-track and radial-track components have great improvement with the
ground observation of LEO satellites. For some LEO satellites, the ground obser-
vation makes a great contribution to the POD, such as LEO 16. To conclude all,
with the ground observation of LEO satellites, the geometry of LEO is much more
complete and can have a better orbit, which in turn, improves the GNSS orbit
determination.

5 Conclusions

In this paper, with the thinking that the future LEO may carry GNSS transmitter, we
simulate all the observations from space to ground (including high orbit to low
orbit, medium orbit to low orbit, high orbit to ground stations, medium orbit to
ground stations, and low orbit to ground stations). After that, three schemes of POD
are conducted, the conclusions are as follows:

1. The “two-step method” has its limits. One the one hand, the precision of GEO of
GNSS satellites are much worse than that of MEO satellites, especially for the
along-track component because of the characteristic of geostationary, which
cause the bad geometry of the orbit. On the other hand, since the GNSS orbits
are fixed when doing LEO POD, the orbit error of GNSS satellites will be
introduced into the LEO satellites, which contaminate the LEO orbit.

2. Compared to the “two-step method”, “One-step method” has its advantages. For
one thing, since the high kinematic characteristic of LEO satellites, the bad
geometry of GEO satellites can be improved. For another, the orbits of GNSS,
LEO, and the geodetic coordinate frame can have a good consistency. The
results show that the orbit precision of GEO satellites can reach to centimeters
and that of IGSO can be improved by 50%.

3. When LEO have the capability of sending GNSS signals and do the combined
GNSS and LEO POD, more precise LEO orbit can be obtained since a complete
geometry. In return, the GNSS orbit can also be improved.

4. The orbit cannot be improved infinitely. So how to choose the LEO satellites to
strengthen the geometry of GNSS may have further investigations.
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Design of Deorbit Parameters

for BEIDOU MEOQO and IGSO Satellites
Based on Long-Term Eccentricity
Evolution

Chen Xingyi, Zhang Wei and Xie Chen

Abstract Useless satellites permanently stay in operational orbit occupy valuable
orbital resources, and that increase the collision risk of other active satellites. If the
useless satellites breakup, the massive new space debris will have catastrophic
effect on running circumstance of active satellites. Therefore it is important to take
deorbit maneuver if the satellites are in the end of lifetime. Setting up reasonable
deorbit parameters and avoiding secondary disasters is very crucial. The paper
studies the long-term evolution of eccentricity and semi-major axis that result from
a resonance of the third body and the nonspherical gravitational perturbation. On
the basis of the phenomenon, analysis and calculates the biggest change in perigee
attitude. According to the long-term variation of eccentricity, the MEO (Medium
Earth Orbit) and IGSO (Inclined Geosynchronous Satellite Orbit) satellites in the
BEIDOU navigation constellation studied. Designing the deorbit parameters to
reduce their orbital lifetime or make sure that the perigee of disposal orbit is not
below the protected region in 100 years. The simulation results show that the
deorbit parameters are reasonable and meet the requirements of IADC
(Inter-Agency Space Debris Coordination Committee). It can provide reference for
the deorbit strategy of the BEIDOU navigation satellites and the other MEO or
IGSO Satellites at the end of life.

Keywords Long-term eccentricity evolution - Deorbit - BEIDOU MEO - IGSO
satellites

1 Introduction

It is not only a waste of precious orbit resources post-operational spacecraft’s long
time stay in orbit, but also increasing the collision probabilities with other spacecraft
in mission, worse more, it is a catastrophes to space once breaks up Fig. 1 is the
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collision threats statistics with spatial distance less than 5 km for BEIDOU
Navigation Satellite (BDS) from January to August in 2015. It is observed that there
are big collision risks for BDS IGSO and MEO as well as GEO. So it is significant to
imply deorbit disposal in the end of their lifetime to reduce the post-operational
spacecraft in orbit.

Inter-Agency Space Debris Coordination Committee (IADC) issued the {IADC
Space Debris Mitigation Guide)) clearly requesting for GEO satellite
post-operational deorbit disposal [1]. BDS include three orbits-GEO, MEO and
IGSO’s, making deorbit disposal much more difficult, in which the outstanding one
is the increase of eccentricity due to inclined orbit’s long-term evolution [2]. The
dissertation studies these on MEO and IGSO evolution characteristics of BDS and
projects their deorbit parameters respectively.

2 Long-Term Eccentricity Evolution of MEO and IGSO
Satellites Based on

Equation (1): Eccentricity periodic variation caused by lunisolar gravitation when
the orbit inclination is not 0 [3],
de 15 %(1 —cosi)zKl—l—%(l—i— cosi)2K2+ sin® iKs +2sini(l — cosi) Ky

- = = 3
dt 32/3na ¢ +2sini(1 + cosi) Ks

(1)

GEO 2,1

GEO 3,1

= GEO 2
BEEAE  GEnE
MEOS, 6 ®GEO 5
=GEO6
"1GSO 4

= MEO 5
GEO 6, 3

1GS04,1

Fig. 1 BDS collision threats 2015/01-2015/08
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Among which, K, (m=1-15) relates to lunisolar inclination, lunisolar
location, argument of perigee w, longitude of ascending node Q and first-order
variability Q, o Its amplitude depends on items below

1

—  (1=-2,-1,0,1,2 2
200+ 1Q ( ) @)

Q, & are first-order variability for long-term cause by the nonspherical gravity of

earth.
J 15
w= L: <3 — —sin® i)
p 4
o (3)

3
Q= ——200si
p

It is observed that Q,  relate to semi-major axis of satellites, inclination angle,
and the earth oblateness. When the inclination is a constant value, 2o + [ ~ 0, the
eccentricity will increase seriously. Bibliography [4] describes the maximum of
eccentricity changes with inclination for MEO orbit in long term. Refer Fig. 2.

Orbital inclination of BDS MEO and IGSO i = 55°, which is close to critical
value 56 of 2® + Q. We can see from Fig. 2 that inclination of GPS and GALILEO
is 55 or so; and inclination of GLONASS closes to 64.8 and 2@ approaches to 0,
thus leading to the seriously increase of eccentricity. The result makes no difference
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Fig. 2 Relations between maximum value of eccentricity and initial orbital inclination
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Table 1 Critical inclinations

- Resonance term Critical inclination
corresponding to each - -
resonance item 26 —2Q 73.1
20— Q 69.0
20 63.4
20+Q 56.0
20 +2Q 46.4

from previous analysis. Table 1 lists critical inclinations corresponding to each
resonant item.

It is the resonance among nonspherical of Earth, solar and lunar that makes the
deorbit parameters stricter for those inclined orbital satellite. Considering the much
too propellent consumption and mission lifetime influence by changing the incli-
nation and right ascension of ascending node, the dissertation will choose proper
deorbit parameters for BDS under the premise of not changing these two
parameters.

3 BDS MEOQO Satellite Deorbit Parameters

The second section of the dissertation analyzes the eccentricity’s instability for
inclined orbital satellite. The orbital inclination for BDS MEO satellite is 55° or so,
but the eccentricity will probably increase ten or hundred times under the influence
of resonance among the Earth’s nonsphere, solar and lunar, so phase have to be
limited to control the perigee descending altitude.

There are many phase elements caused by lunisolar gravitation that leading to
the long periodic variation of eccentricity, the main elements among of which can
be summarized as 26 + IQ (I=-2.-1,0,1,2). There are three orbital planes for
BDS MEO satellite constellations, their right ascensions of ascending note are
about 15°, 103°, and 222°, respectively. The dissertation analyzes the perigee
altitude variation of the disposal orbits in these three planes under different argu-
ments of perigee. Perigee ascending altitude for MEO satellite disposal orbit is set

A
AH = 200km +300km +600 x Cg . €< 0.005 (4)

Among it, 200 km is the protection altitude. The maximum variation of perigee
altitude for MEO satellite caused by solar radiation pressure is about 510 X CR,%
Km, while 600 x CR% is used for simulation verification; mechanical model has
considered the earth nonspherical gravitation (3 x 3), solar gravitation, lunar
gravitation, solar radiation pressure, and other initial parameters (see Table 2), the
result can be seen from Fig. 3.

Judging by above results, BDS MEO satellite deorbit parameters are set as below
Table 3.
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Table 2 BDS MEO satellite initial parameter of disposal orbit 2

185

Time (UTC) 2015-01-01 00:00:00
A 28,543 km

E 0.005

Q 15°/103°/222°

I 55°

8

Perigee altitude (km)

45 135

Allitude above BEIDOU MEO (km)
g

Time (year)

210

s

Initial argument of perigee (°)

Perigee altitude (km)

Altitude above BEIDOU MEO (km)
g

180168
Initial argument of perigee (°)

330 34¢

Perigee altitude (km)

105120

Altitude above BEIDOU MEO (km)
@
o

Time (year)

Fig. 3 BDS MEO perigee altitude variation of disposal orbit

285 300

Initial argument of perigee (°)
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Table 3 BDS MEO satellite deorbit parameters

Orbit plane AH E wo

i=55°Q=15° 500km 4 600 x Cg4 <0.005 [—45°,45°][135°,210°],
i=55°Q=103° 500 km + 600 x Cg2 <0.005 [150°,165°] [330°,345°]
i=55°Q=222° 500 km + 600 x CR% <0.005 [105°,120°] [285°,300°]

22170 T T T T

22120

22070

Perigee altitude (km)

21970 L 4 k s
0 20 40 60 80 100

Tirme (year)

Fig. 4 Perigee altitude influenced by initial EPOC

Initial epoch has a little influence on the perigee altitude, which minimum value
is about 10 km. To illustrate this issue, we set i = 55°,Q = 15°, wy = 0° as initial
vales and analyzed the variation of perigee altitude under condition that initial
epochs are different months in 2015. The consequence can be seen from Fig. 4. The
main reason for this consequence is that the amplitudes including of lunisolar

locations are smaller than amplitudes only including of 2o + Q.

4 BDS IGSO Satellite Deorbit Parameters

Characteristics of long-term variation for orbit are distinctive between BDS IGSO
and MEO satellites, mainly because the elongate semi-major axis amplifies the
influence of resonance. Under influence of resonance among Earth’s nonsphere,
solar and lunar, proper disposal orbit probably will not be found [10]. The increase
of eccentricity for inclined synchronous orbits could help to design proper deorbit
parameters for BDS IGSO satellite, thus enabling the eccentricity reach a certain
value within minimum duration so that the satellite gradually falls on earth. The
dissertation studies on the variation of eccentricity within 200 years for three orbital
planes with different arguments of perigee (Table 4).
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Table 4 BDS IGSO initial e (UTC) 2015-01-01 00:00:00
parameters of disposal orbit N 42,164 km

E 0.005

I 55°

0 88°/210°/328°

Figure 5a, when initial argument of perigee wq is about 292°, the earliest time
for “eccentricity >0.83” is about 184 years. Figure 5b, When initial argument of
perigee wq is 300° or so, the earliest time for “eccentricity >0.83” is about
138 years. Figure 5¢ No initial argument of angle is available to get “eccentricity
>0.83” within 200 years. It is observed that under the influence of lunisolar
resonance, eccentricity of BDS IGSO satellites will be increased by leaps. But not
all the orbital planes have proper argument of perigee to let the satellite, after
long-term evolution in orbits while eccentricity bigger enough, fall on ground.
According to this, the literature [11] studies on the maximum eccentricity for
different initial right ascensions of ascending note €. It points out that when Qy’s
variation are within about [90°, 180°] and [210°, 250°], 600 years are necessary for
the satellite to fall on the ground (intervals 30°) when eccentricity >0.83 (minimum
altitude <200 km). From the point of debris mitigation, the launching directions Qg
could be tried choosing within ranges of [90°, 180°] and [210°, 250°] for subse-
quent BDS IGSO satellites.

According to consequences above, we set the deorbit parameters for BDS IGSO
satellites orbital

Planes I and II are as below:

(1) Orbital plane I, (i = 55°,Q = 88°): wy =~ 292°, ¢y ~ 0.005 ;
(2) Orbital plane II, (i = 55°,Q = 210°): wy ~ 292°, ¢y ~ 0.005 ;

For orbits plane III(i = 55°,Q = 328°), concluding the deorbit parameters as
MEO deorbit parameters to make the perigee altitude of IGSO satellite higher than
its protection altitude within 100 years (Maximum perigee descending altitude
caused by solar radiation pressure of BEIDOU IGSO satellite is 930 x Cg %, the
dissertation uses 1000 x Cg 'A;). Deorbit parameters are set as below.

A
AH = 200km + 300km + 1000 x Cp—, wq € [64°, 70°]or[243°,249°]  (5)
m
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Fig. 5 BDS IGSO satellite eccentricity’s long-term evolution
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Table 5 Deorbits parameters of BDS satellite

Orbit type Deorbit parameters
BEIDOU MEO i=55, Q=15 AH = 500km + 600 x CR%,e<O.005
wo € [—45°,45°], [135°,210°]
i=55, Q=103 AH = 500km + 600 x CR%,e<O.005
wo € [150°,165°], [330°, 345°]
i=55°, Q=22 AH = 500km + 600 x CR%,e<O.005
wo € [285°,300°], [105°, 120°]
BEIDOU IGSO i=55°, Q=328" AH = 500km + 1000 x CR%,e<O.005
wo € [64°,70°], [243°, 249°]
i=55° Q=88 wo ~ 292°, e > 0.005
=55, Q=210 | wy~ 300°,e> 0.005

“The deorbit purpose is to make perigee altitude of the satellites higher than the protection areas for
satellites in miss within 100 years
"The deorbit purpose is to make satellite fall on the earth in minimum duration

5 Conclusion

According to analysis summary for deorbit parameters of BEIDOU satellite are as
below (Table 5).

The paper analyses the long-term variation of eccentricity, designing the deorbit
parameters of BDS. The simulation results show that the deorbit parameters are
reasonable and meet the requirements.
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A New Method and Strategy for Precise
Ultra-Rapid Orbit Determination

Hongyang Ma, Qile Zhao and Xiaolong Xu

Abstract A new processing approach is proposed for the ultra-orbit orbit product
of International GNSS Monitoring and Assessment System (iGMAS) Analysis
Center. With this approach, a length of 22 h normal equation matrix and 3 h normal
equation matrix are combined into a complete one to determinate the satellite orbits,
which can satisfy the 2 h submit delay required by ultra-rapid products. In addition,
one more hour observed data can be used compared with the traditional method
with 24 h determination and 24 h prediction. Meanwhile the user available part in
predicted orbit decreases from 2nd—S8th to 1st—7th h. Details and procedures of this
method are introduced in this paper, as well as the connection of orbit parameters
when combining the normal matrices, especially the ambiguity parameters. To
assess the impact of this new approach, the user available part in predicted orbit
generated from the new and the old methods for 9 consecutive days is compared to
the reference orbits. The results show that compared with the traditional method, the
new method can improve the accuracy of quad-constellation predicted part of
satellite orbit. This method is applicable to IGS analysis center equally.

Keywords iGMAS - Ultra-rapid orbit -+ GNSS - Normal matrices combine - Orbit
predict

1 Introduction

The International GNSS Monitoring and Assessment System (iGMAS) is an open
technology platform for collecting, storing, analysing and managing GNSS
observation data, generating and publishing products related to GNSS satellites,
monitoring and evaluating performance of all global satellite navigation systems
[1]. As an important component of iGMAS, analysis centre undertakes the task of
processing high-precision products, including precise orbits, clock offsets, tracking
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station coordinates, earth rotation parameters, zenith troposphere delay, global
ionosphere delay, etc. Among these products, with the advantage of quick renewal
and high accuracy, the ultra-rapid orbit products are widely used in high real-time
applications [2—4]. Currently, numerical integration is often used to generate
satellites predicted orbits [5]. However, the accuracy of the predicted orbit drops
rapidly as time passes since there is no observed data in predicted part. Moreover, to
satisfy the real-time performance, there is a strict time limit for generating and
publishing ultra-rapid products, i.e. a 2-h delay. That means lead to the user
available part in predicted orbit is actually the 2nd—8th h.

For the purpose of improving computation efficiency and calculation accuracy,
the method of combining normal equation matrices has been applied in fields where
large amounts of data need to be processed. Beutler proposed to combine three
normal matrices generated by single-day observations to one complete normal
matrix to calculate satellite orbits [6]. According to his research, each single-day
orbit is described as three initial position parameters, three initial velocity param-
eters and n dynamic parameters. This method has the advantage of high efficiency
and flexibility, and as for the accuracy, the orbit parameters have the calculation
result as that of the 3-days solution. Brockmann applied this method to the field of
geodesy and geodynamic to generate high-precision products of orbit, clock offsets,
tracking station coordinates and earth rotation parameters [7]. Dong calculated and
analysed earth deformation through different data length and different types of
observation [8]. Andersen researched the combination of random parameters in
multi-level observation arcs and proposed a new least-squares information filtering
and smoothing method [9]. With the application of this method, parameters and
covariance matrices of all arcs can be combined, no matter they are constant
parameters, white noise parameters or coloured noise parameters. This method can
improve efficiency without sacrificing the accuracy of parameters as well. Yao
smoothed the combination of 3-day solution through using dynamic models and
found out that the combined solution can significantly improve the accuracy of orbit
parameters and track control in regional orbit determination [10]. Lou combined
consecutive short normal matrices into a long matrix through a sliding window
[11]. This method can help reach the accuracy of IGS rapid orbit products through
one-day slide solution, and it also has the advantage of strong numerical stability
and high data processing speed. Lutz researched the different accuracy between
one-day solution and multi-day solution and emphatically analysed the impact of
data with different lengths on the accuracy of the earth rotation parameters [12]. Liu
researched the influence of pseudo-random parameters on combining normal
matrices resolution and found out that the orbit jump can be effectively eliminated
through adding pseudo-random parameters in the connection point of two arcs [13].

Currently, the 24-h observation length is generally used to generate ultra-rapid
orbit products, while this paper proposes a new “22 + 3”-h processing method
which can reach the same degree of accuracy as that of 25-h solution through
combining two consecutive normal matrices formed by an observation length of
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22 h and length of 3 h, respectively. Compared with the traditional method with
24-h determination and 24-h predication, this method can not only use one more
hour observed data, but also reduce user available part in predicted orbit from 2nd—
8th to 1st-7th h.

2 Method and Strategy for Processing Ultra-Rapid Orbit

2.1 Principle of Precise Orbit Determination

The basic code pseudo-range observations P and the carrier phase observations @
can be written by distance as follows:

Pjﬂ. =pl+ T, +cot, — cot’ + oIl + eps

()

(Di"l. = pi + T, +cot, — cot’ — O(,If + ;L,Nf it e

where s, r and i (i = 1,2) denote satellites, receivers and frequencies, respectively.
p; is the geometrical distance between the satellite and the receiver, T, is the
influence on the observation caused by zenith troposphere delay, oz, and ¢
are satellite and receiver clock offsets, respectively, ¢ denotes light speed, o,/ is the
ionospheric delay, and o; = f12 / fiz, f; denotes the frequencies of the carriers, NI, is
integer ambiguity and /; is wavelength of frequency fi, éps and &g, are the
remaining errors of these two observations, including multipath effect, observation
noise, uncalibrated hardware delay of satellite and receiver, etc.

Based on the above observation equations, the function model and the random
model of orbit determination can be expressed as:

E{mel} = ApxnXnx1,

2
Qy = E{(ymxl _Amxnxnxl)(ymxl _Amxnxnxl)T}a ( )
where E{-} denotes mathematical expectation, y is the m X 1 dimension observa-
tion vectors, x is the n X 1 dimension parameters vectors, generally m > n which
indicates redundant observations exist, A is the m X n dimension design matrix
which is usually full column rank. A is the concrete representation of the function
model which represents the functional relationship between observations and
parameters. Q) is the covariance matrix of the observation vectors and indicates the
stochastic characteristics of observations. Q, is the concrete representation of the
random model.
The parameter vector x includes constant parameters (initial position, initial
velocity and force models of the satellites), process parameters (clock offsets of
satellite and receiver, zenith troposphere delay) and ambiguity parameters.
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According to the optimal robust estimating principle, the objective function and
constraints are established to obtain the optimal unbiased estimation and covariance
matrix of the parameters:

k= (AT, 'A) ATy

o (o) (3)

2.2 Strategy of Generating Ultra-Rapid Orbit

For now, the determined orbits in ultra-rapid products are usually generated through
data with the observation length 24 or 45 h [14]. Take the process of generating
ultra-rapid orbit product at 00 o’clock with 24 h determination and 24 h prediction
as an example, Fig. 1 illustrates the difference between the traditional method and
the method proposed in this paper.

The upper figure in Fig. 1 describes the traditional method with 24 h determi-
nation and 24 h prediction. It starts from 00 o’clock to process data observed during
the 24 h in the previous day and publishes its orbit product at 2 o’clock. Since the
ultra-rapid products update four times per day, the user available part is 2nd—8th h
in predicted orbit every time after users get the latest ultra-rapid orbit product. The
lower figure in Fig. 1 illustrates the method proposed in this paper. The complete
process is divided into two processes: the first process starts from 22 o’clock and
processed data observed during 22 h from 0 o’clock in the same day, and the whole
information of normal matrix is stored in this process. The second process starts
from 1 o’clock and processed data observed during 3 h from 22 o’clock in the
previous day to 1 o’clock the next day. The prior information of orbit and normal
matrix in the first process can help resolve orbit parameters in the second process
quickly. Finally, two matrices of processes are combined into a complete normal

24 hours determination 24 hours prediction

User available part

| | |
“ e

> —J >
Processing
00
€ >i€ : >
; Processing Processing i
00 22 01 02 08 00

Fig. 1 The comparison between traditional method and method proposed in this paper
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matrix to achieve the results of 25 h observations. In this case, user available part
reduces from 2nd-S8th to 1st—7th h in the predicted orbit. Therefore, compared with
the traditional method, the proposed method can use one more observed data and
reduce one hour interval between the start time of predicted orbit and the user
available part.

2.3 Connection of Parameters

Based on the theory of reduced dynamic precision orbit determination introduced in
Sect. 2.1, orbit parameters are divided into three types: constant parameters, process
parameters and ambiguity parameters. Each type of orbit parameters has to be
connected correctly for the consistency and continuity of resolution after combining
two processes.

2.3.1 Connection of Constant Parameters

The constant parameters include three initial position parameters, three initial
velocity parameters and n force model parameters. Satellite initial status is
described by these parameters and they do not change over time, so each of the two
processes has the same constant parameters and there is no need for them to be
connected. Due to the big difference between two processes’ observation length
(22 and 3 h, respectively), the issue of data saturation has to be avoided [15, 16].
The weight of constant parameters in the normal matrix of first process has to be
reduced properly. Let the normal matrix of the first process be

NIl NI12||X1| | WI )
N21 N22||Y | |wW2)
where X1 is the constant parameters and Y refers to other parameters. N denotes

normal equation matrix and N = ATQ'A. W = ATQ'y. Introducing the following
virtual observation equation

X1-X2=0 P (5)
Forming formula (5) into normal matrix and substituting it into formula (4)
N11+P —P NI12| | X1 w1

P P 0 ||x2|=]0 (6)
N21 0 N2||Y w2
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Eliminating X1, a new normal matrix after reducing, the weight of constant
parameters can be written as

Rl RH

2.3.2 Connection of Process Parameters

Ionosphere-free combination is used in the process of orbit determination, so the
process parameters include satellite and receiver clock offsets and zenith tropo-
sphere delay. Since the operational time of clock offset parameters is only one
epoch and is eliminated as obsolete information, there is no need to consider
connection. Since the operational time of troposphere delay can be set as arbitrary
length, there is also no need to consider the connection of troposphere delay
parameters when the operational time of the parameters is set as integer hours.

2.3.3 Connection of Ambiguity Parameters

Correctly connecting the ambiguity parameters is the critical issue for forming the
complete normal matrix, reducing the number of ambiguity parameters and increasing
the observation length. It is also a preparation for fixing ambiguity in the next phase.
However, the number of satellites and stations participating in the process of orbit
determination is very large, so different numbers of ambiguity parameters and oper-
ational time might be obtained through using different data processing methods, even
for the same observed data. To solve the complex issue, MW combination and
geometry-free combination are used for making the decision whether two divided
ambiguity parameters at the joint point can be connected or not.

Let the mean and variance MW combination values of observed data relating to
two divided ambiguities be N, N>, o, and o5, respectively. The judgement con-
dition can be given as

‘Nl 7N2| <30

(8)
6= /0}+ 33

Cycle-slips and gross errors are considered not to exist between two ambiguities
joint point if formula (5) is satisfied. However, when two carrier phase observations
occur of the same cycle at the same time, MW combination fails to detect these
cycle-slips. So the continuity of geometry-free combination has to be taken into
account in the following steps. [17, 18].

First, geometry-free observations L related to the first ambiguity are fitted by an
n-order polynomial, and extrapolated to the epochs in the observations of second
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ambiguity. Then the difference values between extrapolated values and observed
values are calculated to decide whether these two ambiguity parameters can be
connected or not. Since the geometry-free observations are influenced by the
ionosphere delay, these differences reflect the changes of ionosphere and cycle-slip
[19]. As the ionosphere is smooth and steady in a short period of time [20], the
average of several differences can find out cycle-slips or errors at the joint point
through using the condition following

Ly — Pg| <e, )

where L, is the average of geometry-free observations during a period of time. P, is
the average in the same time extrapolated by previous observations. ¢ is the given
threshold. Two ambiguity parameters can be connected if formula (8) and (9) are
satisfied simultaneously.

After connecting all potential ambiguity parameters, the float ambiguities should
be fixed to integer value. However, due to the existing uncalibrated hardware delays
in the satellites and receivers, the ambiguities in the raw observations have no
integer nature [21]. Therefore, double difference between satellites and receivers is
used in integer ambiguity resolution. This is a mature method widely used in GPS
ambiguity fixing and detailed descript can be found in reference [22-24]. They are
not involved in this paper.

3 Experiment and Analysis

3.1 Process of Orbit Determination

Considering the optimized observation stations chosen by each satellite system and
their different situations of development, the two-step orbit determination is adopted
in this paper [25, 26]. First, IGS observation stations are used to generate GPS and
GLONASS orbits and clock offsets, as well as to fix earth rotation parameters. Then,
the GPS orbits determined in the first step are used to obtain station coordinates,
station clock offsets and zenith troposphere delay of MGEX and iGMAS stations
through PPP method. Finally, the observed data of MGEX and iGMAS stations are
used to process BDS and GALILEO orbits and clock offsets, together with earth
rotation parameters generated in the first step and station coordinates, station clock
offsets and zenith troposphere delay generated in PPP. Since the number of satellites
and stations can be decreased in each step, the process time required by adding
observations and solving normal matrix can be thusly reduced. With most of the
parameters having been calculated in the first step and PPP, only BDS and GALILEO
satellite orbits and clock offsets have to be estimated in the second step. The stability
and accuracy of solutions can be improved due to the few parameters. Since the same
earth rotation parameters are used in both steps, the coordinate frame can be kept
consistent. The flowchart of the process is shown in Fig. 2.
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3.2 The Results and Analysis

The new approach is implemented based on the routine data processing platform
PANDA for the iGMAS analysis centre at Wuhan University [27-29]. To assess the
impact of the new strategy, the user available parts in predicted orbit generated from
the new and the old methods are compared. The old method is traditional 24-h
determination and 24-h prediction; the new is proposed by this paper, i.e. “22 + 3”-h
determination and 23-h prediction. The IGS observation stations are used to
process GPS and GLONASS orbit, while MGEX and iGMAS observation stations
are used to process BDS and GALILEO orbit. The distribution of the stations is shown
in Fig. 3. User available part in predicted orbit of each system is compared with their
reference orbit, respectively: the reference orbit of GPS is the final orbit product
published by IGS, the reference orbit of GLONASS is the IGL orbit published by
IGS, the reference orbit of BDS is the GMB orbit published by GFZ, and the
reference orbit of GALILEO is the TUM orbit published by TUM. Four times per
day at 00, 06, 12, 18 o’clock ultra-rapid orbit products are generated from days 310
to 318 in 2016 continuously, and the statistic of 3D RMS of each satellite system is
shown in Table 1.

The RMS of all satellites in each system between the calculated orbit and
reference orbit both generated through using two strategies is shown in Fig. 4.
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Fig. 3 The distribution of observation stations

The accuracy of all satellites in each system has improved through using the new
approach proposed by this paper. The accuracy of GPS, GLONASS and GALILEO
orbits has improved by 6.5, 8.9, and 14.5 %, respectively, while that of BDS GEO
and IGSO/MEO orbits has improved by 14.2 and 30.2 %, respectively. Due to the
well-distributed IGS observation stations all over the world, the orbit of GPS and
GLONASS can be determined at a high precision. Therefore, the accuracy of GPS
and GLONASS orbits did not improve significantly as BDS and GALILEO, which
use MGEX and iGMAS stations concentrated in Asia and Europe region.
Moreover, after having developed for a longer period of time, the force models and
attitude control of the GPS and GLONASS satellites have been well researched. On
the contrary, BDS and GALILEO are still in the phase of building global navigation
system, the new satellites and new signals remain to be further studied. All the
factors mentioned above may cause a lower accuracy of BDS and GALILEO
determined orbits compared with that of GPS and GALONASS, so the accuracy of
predicted orbits decreases more rapidly over time. It seems especially important to
have one more hour observation values in this case. Furthermore, strict threshold is
adopted in the process of connecting ambiguity parameters in case mistakes
occurred. Therefore, it is inevitable to keep some two ambiguities divided which
should have been connected into one. Such situation interrupts the continuity of
observation, and influences the ambiguity fixing. Therefore the accuracy of GPS
orbits is affected by these divided ambiguity parameters.

3D RMS of all epoch in user available part of predicted orbit in each system is
shown in Fig. 5. No matter which method is used, the accuracy of predicted orbit
decreases over time. Thusly big jump occurred at the joint of two consecutive
orbits, leading to the discontinuity. However, compared with the traditional method
with 24-h determination and 24-h prediction, one more hour observation values are
used in proposed approach and the interval between the starting time of prediction
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Table 1 The 3D RMS of the satellites (unit: mm)

GPS GLS BDS GAL
G ™
DOY |Hour |24 22+3 |24 22+3 |24 22+3 |24 22+3 |24 22+3

310 00 55.0 |53.4 95.7 |92.1 1857.5 | 1731.8 |483.9 |438.2 |282.5 |259.3
06 58.8 |559 102.5 | 96.5 1956.2 | 1733.5 |395.1 |332.7 |431.2 |368.2
12 58.8 |55.1 1232 | 106.0 |2167.0 |1728.2 |567.3 |498.7 |400.2 |321.1
18 63.6 | 60.5 132.0 | 128.6 |2285.5 |1965.5 |549.8 |303.3 |348.7 |309.5
311 00 59.9 |56.3 116.5 | 1052 |2468.0 |2323.8 |530.0 |420.3 |350.1 |314.5
06 649 | 575 131.1 | 115.6 |3144.8 [2397.2 |307.9 |271.8 |275.5 |297.2
12 78.6 | 69.8 127.3 | 119.0 | 24332 |2154.8 |654.0 |490.2 |374.1 |296.3
18 110.3 | 102.5 161.8 | 155.7 |2690.8 |2340.8 |665.6 |287.4 |322.0 |292.0
312 00 1102 | 102.7 |103.2 | 1109 |1741.0 | 1398.5 |475.6 |403.8 |341.5 |325.2
06 67.4 | 64.0 141.8 | 152.4 | 2379.0 | 17155 |386.8 |408.6 |297.7 |280.9
12 652 | 658 140.2 | 120.5 | 2506.2 |1559.3 |617.0 | 5154 |358.8 |307.6
18 545 498 124.6 | 103.9 |22352 |1972.8 |368.0 |324.0 |296.3 |264.0
313 00 60.9 |56.1 123.0 | 1159 |2771.0 [2291.2 |442.3 |340.7 |310.2 |250.8
06 63.5 |60.8 150.6 | 138.5 | 1708.5 |1856.0 |396.7 |453.0 |347.7 |325.1
12 68.5 |59.6 1142 | 102.2 | 23153 |1885.7 |612.7 |432.8 |363.7 |376.8
18 58.1 |58.6 1257 | 118.0 | 1581.0 |1636.5 |456.2 |313.3 |303.3 |277.5
314 00 63.7 |57.6 125.1 | 121.0 |5031.2 |4700.2 |370.6 |278.0 |359.4 |333.8
06 63.1 |61.0 1299 | 119.3 | 4013.6 |4427.4 | 4752 |457.8 |589.0 |254.2
12 83.4 |75.0 129.8 | 109.6 | 4540.8 [4101.8 |949.8 | 7329 |4142 |355.7
18 782 |76.8 121.6 | 111.9 |3072.0 |3212.6 |283.6 |298.6 |459.8 |371.7
315 00 84.6 |76.8 116.0 | 1045 |2264.6 |[2201.2 |386.4 |328.2 |3143 |2889
06 81.7 |79.9 131.5 | 1153 | 2257.8 |1553.8 |644.6 | 5159 |350.5 |288.5
12 84.8 |78.6 136.6 | 117.8 |2259.8 |1772.6 |589.4 |441.6 |394.3 |360.1
18 714 | 68.1 1245 | 117.3 | 2614.0 |2282.4 |456.2 |394.0 |506.8 |457.1
316 00 91.6 | 845 103.5 | 88.4 1457.6 | 1337.8 |453.0 |323.1 |327.6 |316.6
06 82.4 808 131.2 | 130.0 | 2855.8 [2259.0 |503.3 |411.9 |326.3 |309.7
12 90.4 | 94.1 146.9 | 136.2 |2059.4 |1611.6 |403.2 |354.6 |356.7 |327.8
18 70.8 | 64.8 136.8 | 122.9 |2020.0 |1731.7 |565.7 |317.7 |298.7 |240.9
317 00 90.1 |755 121.9 | 109.6 |2703.4 |2659.8 |485.8 |291.3 |353.8 |345.1
06 88.3 | 86.2 140.0 | 131.4 | 2408.2 [2000.4 |750.1 |526.0 |337.2 |281.3
12 845 | 787 165.7 | 141.3 | 30554 |2987.4 |347.9 |509.8 |4269 |371.5
18 939 |88.8 1153 | 100.1 | 4664.8 |4642.0 |800.4 |358.2 |463.6 |391.6
318 00 63.6 |57.7 113.1 | 106.0 |1041.5 |1072.5 |588.3 |324.2 |303.8 |311.2
06 77.1 | 73.6 1323 | 1249 |2706.0 |1964.5 |772.0 |502.9 |317.3 |289.6
12 71.6 | 62.1 1355 | 119.1 1713.5 | 617.0 |638.9 |486.0 |327.6 |281.5
18 739 | 709 130.3 | 119.8 | 2183.5 |1978.5 |495.2 |401.2 |327.8 |277.6
Average 74.6 | 70.0 127.8 | 117.4 | 25323 |2216.8 |524.1 |402.4 |360.0 |314.5
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Fig. 4 The orbit precision of each navigation satellite system (processing 00, 06, 12, 18 ultra-orbit
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Fig. 5 All epoch precision in each navigation satellite system

and user available part decreases one hour accordingly. Therefore, the proposed
approach has a better performance than the traditional method.

Figure 6 shows the statistical RMS of all satellites in each system. The accuracy
of all satellites can be improved during user available part in predicted orbit through
using the new approach. The accuracy of GPS satellites in user available part is
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Fig. 6 Mean RMS of every satellite in each navigation system on 310-318

almost less than 80 mm. Because the only satellite belongs to BLOCK IIA, G04 has
a bad performance compared with other GPS satellites, which have a better attitude
control than G04, especially in the shadow period. Figure 7 shows that the accuracy
of GO4 in user available part has a bad performance in all epoch on 310-318. The
accuracy of GOS8 and G27 is affected by the period from 311 20 o’clock to 312 8
o’clock, and both of the two satellites accuracy have the same trend of variability.
These two satellites are likely to manoeuvre their attitudes at the midnight of 311.
G15 has a bad performance because of the sudden change from 317 20 o’clock to
318 14 o’clock. The accuracy of GLONASS satellites in user available is almost
less than 150 mm. Due to the motionless character to the observation stations
position, the determination of GEO satellites is a challenge now. User available part
is influenced by its bad determination. The accuracy of BDS MEO during user
available part is less than 300 mm, better than GALILEO’s 400 mm. But the
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accuracy of BDS IGSO is 600 mm. As shown in Table 1, the accuracy of BDS
IGSO/MEQ during user available part has improved quite a lot than any other
system. This means that the accuracy of BDS IGSO/MEO decreases more rapidly in
predicted orbit. Its dynamical models, attitude controls and the theory of integration
need to be further studied.
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4 Conclusion

A new approach to generate ultra-rapid orbit products is proposed in this paper
which is suitable for iGMAS and IGS analysis center. Compared to the traditional
method with 24-h determination and 24-h prediction, the new approach can use
25 h observed data through the strategy “22 + 3. The user available part in pre-
dicted orbit decreases from 2nd—S8th to 1st—7th h. Processing the ultra-rapid orbit
products through using the new and the old approaches from days 310 to 318, and
comparing the user available part in predicted orbit with reference orbits and the
results show that:

(1) The accuracy of all satellites in each system during user available part has
improved through using new approach proposed by this paper. The accuracy of
GPS improves has improved by 6.5%, GLONASS 8.9%, BDS GEO and
IGSO/MEOQO 14.2% and 30.2%, respectively, and GALILEO 14.5%.

(2) With the application of the new approach, the accuracy of GPS during user
available part is almost less than 80 mm, GLONASS 150 mm, BDS IGMO and
MEO 600 mm and 300 mm, respectively, and GALILEO 400 mm.
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Annual Variation Analysis
and Forecasting Model of DCB
Parameters for BDS Satellites

Xiaoli Wu, Xiao liu, Shuai Gao, Feng Zhou, Li Gu and Enqiang Dong

Abstract The accuracy and stability of differential code bias (DCB) parameters are
important to the timing and positioning service performance. According to the
actual observation data of Beidou navigation satellite system (BDS) from 2013 to
2015, DCB, parameters and DCB 5 parameters of BDS satellites are analyzed, and
the long-term statistical results of DCB parameters of different types of satellites are
given. The annual standard deviation of the DCB parameters of GEO satellites with
good observation conditions is 0.3 ns. The statistical standard deviation of most
IGSO satellites DCB parameters are less than 0.4 ns, and the statistical standard
deviation of MEO satellite’s DCB are about 0.5 ns. The annual statistical results
show that the average DCB parameter of the BDS satellites has an annual slow
change of 0.3 ns. The polynomial fitting method was used to forecast the long-term
trend of DCB parameters. The results show that the mean annual variation trend of
DCB parameters of BDS satellites is similar to that of GPS satellites, but the BDS
satellite DCB parameter stability is 0.5 ns, which is affected by the regional dis-
tribution of the measurement stations and the poor data quality of some receivers,
which has a large gap with the GPS satellite DCB parameters provided by the IGS
ionosphere center (30-days stability better than 0.1 ns).

Keywords BDS - DCB - Forecasting model - Stability

1 Introduction

Pseudorange observations of global navigation satellite system (GNSS) are well
known to be affected by the differential code biases (DCBs), which need to be
precisely calibrated for pseudorange-based positioning, timing, and ionospheric
modeling. Generally, DCBs can be classified into two categories: intra-frequency
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bias and inter-frequency bias. The first one is the bias between two code obser-
vations at the same frequency, and the second one is the bias between code
observations at two different frequencies [12]. The differential code deviation of
different frequencies of the satellite is usually transmitted in the form of TGD
(timing Group Delay) parameters in the navigation message for users. The GPS
TGD parameter means the time delay between L1 phase and .1 L2 non-ionosphere
combination reference point, which is equal to DCB between L1 and L2 fre-
quencies multiplied by a frequency-dependent factor. Beidou navigation satellite
system (BDS) broadcast tri-band navigation signals, and two TGD parameters are
broadcasted in the navigation message. TGDI1 is the differential code biases
between B1 and B3 frequencies, TGD2 is the differential code biases between B2
and B3 frequencies [1, 10].

Before the launch of the satellite, its DCB parameters will be calibrated by the
corresponding manufacturers in the laboratory. When the satellite is in orbit, due to
the change of environment, the satellite DCB parameters do not match with the
initial values. Because the DCB parameters are coupled with ionospheric delay
corrections, the accuracy of DCB parameters depends largely on the ionospheric
modeling accuracy [5, 7]. At present, DCB parameter calculation methods are
mainly divided into two kinds. One is to calculate the single station/region/global
ionospheric model and DCB parameters altogether, the other is to deduct iono-
spheric delays according to GIM (Global Ionosphere Map) from the without geo-
metric combination observation [10]. A method is proposed to use the
nonintegrated Precise Point Positioning (PPP) to make full use of the phase data to
obtain high-precision ionospheric delay extraction accuracy [5, 12]. Multi-GNSS
observations are used to determine differential code biases of multi-system [7].

At present, the research on the DCB parameters of GPS and Beidou satellites are
mostly concentrated in the solution method and the accuracy evaluation in short
time. The accuracy of DCB parameters of GPS satellites calculated by regional
observation data is better than 0.2 ns [2, 9]. The accuracy of the BDS satellite DCB
parameters is better than 0.5 ns [1, 5]. The IGS ionospheric team independently
analyzed the long-term variation of GPS satellite DCB by four independent iono-
spheric Association Analysis Centers (IAACs) [4]. The results showed that the GPS
satellite DCB parameters had a slow annual change of 0.3 ns, and the 30-days
calculated DCB stability is better than 0.1 ns [4].

In this paper, the DCB parameters of the Beidou satellites are solved by using
the regional low-order spherical harmonic function modeling and DCB parameter
modeling, and the DCB parameters of different types of satellites of GEO, 1GSO,
and MEO are calculated by using the actual observation data of Beidou from 2013
to 2015. Long-term variation characteristics analysis is listed then, and GPS syn-
chronization results are compared. Finally, the linear prediction model of Beidou
satellite DCB parameters is analyzed.
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2 DCB Determination Method of BDS Satellites

According to the GNSS observation equation, the two-frequency pseudorange
without geometric combination is calculated as Eq. 1

P, =P, — P, (1)

P; and P, are respectively pseudorange observations of Beidou system at B1 and
B2 frequencies. The without geometric combination eliminates all
geometric-related error terms except the ionospheric delay and the DCB parameters
of the satellite and receiver. In the case of neglecting multipath and measurement
errors, the without geometric combination can be described as Eq. 2:

2 _ 2
p4:_<f‘f2f2>F(z)-I+c~AbS+c-Abr (2)
2

f1 and f> are the B1 and B2 frequencies of the BDS satellite, Ab® is the satellite
DCB, Ab, is the receiver DCB, c is the speed of light, and I is the zenith iono-
spheric delay for the receiver to the satellite puncture site, F(-) is the ionospheric
projection function, and z is the zenith angle.

40.2
I = % VTEC (3)
1

Since the DCB parameters of the satellite and receiver are relatively stable in the
short term, they are usually treated as constants [5]. Suppose we use the spherical
harmonic function to calculate the VTEC at each puncture point of each epoch.

Npax 1

VTEC = Z Z Pom(sin @) - (Cym cos(mA) 4 Sym sin(mA)) (4)
n=0 m=0

Where ¢ is the latitude at the puncture site, 1 is the location at the puncture site,
nmax 18 the order of the spherical harmonic function, Py, is the normalized Legendre
function, and Cy, and Sy, are the spherical harmonic coefficients to be determined.

PRNT1 satellite DCB parameters are fixed as calibration, and ny,, is set 6. With
24 h of Beidou actual observation data, we can get a group spherical harmonic
coefficients and the DCB parameters of both satellites and receivers using the least
squares method.
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3 Analysis of Long-Term Variation Characteristics
of BDS Satellite DCB Parameters

According to the actual observation data of the BDS ground monitoring station
from 2013 to 2015, the DCB parameters of the BDS satellites and the receivers are
calculated using the compound solution of the regional spherical harmonic function
model and the satellite and receiver DCB parameters. In the process of calculation,
the gross error is removed from the observation data, and the receiver observation
data with the receiver DCB parameter RMS exceeding the threshold value (1-2 ns)
is also removed after the first round of calculation. The RMS of the satellite DCB
parameters calculated using 24 h data is better than 0.5 ns.

Tables 1 and 2 show the statistical results for the years from 2013 to 2015.
Table 1 shows the annual statistical results of DCB, parameter, which describe the
code deviation between B1 and B2 frequency of BDS satellites. Table 2 shows the
annual statistical results of DCB ;3 parameter, which describe the code deviation
between B1 and B3 frequency of BDS satellites. As an example, Fig. 1 shows the
results of the calculation of DCB, parameters of BDS satellites in 2014.

From Table 1, the statistical standard deviation of the DCB parameters of two
GEO satellites (Sat3 and Sat4) with good observation conditions is 0.3 ns in the whole
year of 2013. The statistical standard deviation of the IGSO satellite (Sat6—Sat9) DCB
parameters are less than 0.4 ns, and the stability of DCB parameter of satellite PRN 10
(IGSO satellite) is slightly worse, reaching 0.45 ns. The statistical standard deviation
of MEO satellites (Satl1-Sat14) DCB are about 0.5 ns.

It can be seen from Fig. 1 that the DCB, parameter of Sat3 gradually jumped
2 ns within a week since September 23 in 2014. On the same time, the DCB;
parameter of Sat3 jumped in the same direction with the order of magnitude changes.

Table 1 Statistic results of PRN 2013 2014 2015
BDS satellites” DCB,
parameters (unit:ns)

Mean Std Mean Std Mean Std

Satl 24.590 [0.000 |24.590 [0.000 |24.590 |0.000
Sat2 19.632 |0.476 |19.492 |0.499 |18.954 |0.452
Sat3 14.424 10.309 |14.725 |0.794 |15.869 |0.296
Sat4 14.334 |0.318 |14.261 [0.367 |13.759 |0.308
Sat5 11.581 |0.524 |11.406 [0.489 |11.197 |0.482
Sat6 11.249 |0.405 |11.222 |0.401 |10.824 |0.397
Sat7 15768 [0.376 |15.690 |0.426 |15.278 |0.425
Sat8 14.451 |0.380 |14.311 |[0.401 |14.150 |0.319
Sat9 5.289 |0.391 5.183 |0.421 |4.899 0.371
Sat10 5.809 |0.446 5.603 |0.413 |5.198 0.425
Satl1 5.805 |0.459 5.671 |0.454 |5.226 0.501
Sat12 7.934 10.485 7494 10462 |7.115 0.528
Sat13 5.738 |0.466 5.537 0457 |- -
Satl4 9.345 |0.484 9.001 [0.450 |8.629 0.530
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g;"sle 2 1?@%%5?““ of  PRN [2013 2014 2015
satellites DEB,3 Mean |Std | Mean |Std |Mean |Std
parameters (unit:ns)
Satl 14.190 |0.000 |14.190 |0.000 |14.190 |0.000
Sat2 5.843 0.410 5.758 |0.363 |4.922 0.304
Sat3 5.288 |0.295 5.597 |0.768 |6.625 0.213
Sat4 6.323 |0.311 6.313 |0.287 |5.696 |0.271
Sat5 2918 [0.506 | 2.865 |0.394 |2.561 0.344
Sat6 9.955 |0.389 9.938 [0.343 |9.754 0.268
Sat7 17.054 10.372 |16.993 |0.329 |16.603 |0.391
Sat8 14.712 |0.349 |14.573 [0.311 |14.174 |0.401
Sat9 9.394 |0.438 | 9.323 |0.419 |8.820 [0.374
Sat10 9.013 |0.432 8.895 |0.491 |8.473 0.472
Satl1 8.331 |0.469 8.167 |0.540 |7.632 0.534
Satl2 | 8.541 0478 | 8.287 |0.586 |[7.754 |0.585
Sat13 8.757 |0.557 8.640 |0.498 |- -
Satl4 |11.886 |0.542 |11.738 |0.539 [10.985 |0.610
DCB12 parameters of BD satellites in 2014
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Fig. 1 DCB,, parameters of BD satellites in 2014
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Investigation result shows that Sat3 occurred a recovery from failure on September
23 in 2014, after that the hardware delay at B1 frequency changes 2 ns, so the DCB,
and DCB; parameters of Sat2 both changed 2 ns. Satl3 was not available for long
periods of time since April 18, 2014, so the annual statistic results of the DCB
parameters of Satl3 just counted from 1 to 138 days.

The 30-days statistical analysis results show that the standard deviation of BDS
satellite DCB parameters is about 0.3-0.5 ns. From the annual statistical results, the
average DCB parameters of each type of BDS satellites have a slowly changing
tendency of 0.3 ns year by year.

According to the DCB parameters of GPS satellites provided by CODE
(European Orbit Determination Center), the annual variation of DCB parameters of
GPS satellites in 2014 was analyzed. Four GPS satellites (G03, G06, G09, G30)
were replaced by GPS in 2014, Original BLOCK IIA satellites were substituted by
BLOCK IIF satellites. After the replacement, the DCB parameters of the new
satellites are 5-10 ns. In the initial stage, the DCB of the new satellite is slightly
hopped, and the subsequent DCB is stable (the standard deviation is less than 0.1 ns
in 30 days). The rest of the satellite DCB parameters are slightly jumped after the
new satellite is launched. Because the constrained condition of GPS satellite DCB
parameter calculation is that all satellites DCB parameters are zero, when the
number of satellites participating in the calculation is changed from 32 to 31, or the
number of satellites involved in solving is 32, the DCB value of the new
replacement satellites will affect the DCB parameters of the original satellites in
orbit.

4 Prediction Analysis

The physical characteristics of the satellite DCB parameter determines that it varies
slowly, so we use polynomial fitting method to analyze the prediction characteristic
of DCB parameters. Taking the DCB |, parameter in 2013 as an example, we get the
second-order polynomial fitting coefficients using the first 200-days DCB; results,
then we can get the predict DCB|, results using these fitting coefficients. The
prediction results are compared with the calculated DCB |, parameters with real
observation. The fitting coefficients and the predict results are shown in Table 3. As
can be seen from Table 3, the second-order polynomial fitting accuracy is slightly
higher than the linear fitting. The first-order fitting coefficient is 107>, and the
second-order fitting coefficient is 107 , indicating that there is a slow linear trend for
BDS DCB parameters. Because the annual change and the calculation error of DCB
parameters for BDS satellites are in the same order of magnitude, there is no
significant difference among 30,60,90 days forecasting results.
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5 Conclusion

Based on the actual observation data of the BDS monitoring stations, the DCB
parameters of BDS satellites are calculated by the compound determination method
for regional low-order spherical harmonic function model and the satellite and
receiver DCB parameters. The long-term variation and prediction characteristics of
the DCB parameters of the 14 orbiting satellites are analyzed. The results show

1. The calculation stability of DCB satellite DCB parameters is related to the
number of observable stations, and the standard deviation of DCB parameters of
PRN3 and PRN4 satellites (GEO satellites) with good observation condition is
better than 0.3 ns.

2. The stability of the DCB parameters of BDS GEO satellite is the best, the IGSO
satellite is the second, and the MEO satellite is the worst.

3. The standard deviation of DCB;, and DCB; parameters of BDS satellites are
0.3-0.6 ns for the whole year and 0.3-0.5 ns for 30 days, which is different
from the stability of DCB parameters in GPS satellites (the standard deviation is
less than 0.1 ns in 30 days). The poor data quality of some monitoring receivers
and the distribution of regional observational data may be the reason for poor
stability of DCB parameters for BDS satellites.

4. Since the annual change and the calculation error of DCB parameters for BDS
satellites are in the same order of magnitude, there is no significant difference
among 30,60,90 days forecasting results.
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Real-Time GPS Satellite Clock Estimation
Based on OpenMP

Kang Gao, Shoujian Zhang, Jiancheng Li, Xinyun Cao
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Abstract The undifferenced method is the usual way to estimate GPS satellite
clock corrections by dealing with globally distributed reference stations. However,
the task is very time consuming when estimating a lot of ambiguity parameters, so it
is difficult to generate high-rate real-time GPS clock corrections. In order to obtain
1 Hz GPS clock corrections based on intensive reference stations, the analysis
center of IGS, namely GFZ, CODE uses the epoch difference approach to remove
ambiguity parameters. And yet, the satellite orbit must be known in advance,
because the models for orbit determination and for clock corrections estimation are
different. According to this paper, the most time-consuming two parts are gain
matrix computation and covariance matrix update. Therefore, the single observable
Kalman filter is involved directly to speed up gain matrix computation and
OpenMP technique is also used to accelerate the covariance matrix update. In order
to analyze the accuracy of GPS satellite clock corrections and computing efficiency
of GPS satellite clock estimation, the global 49 IGS reference stations distributed
uniformly are chosen to compute satellite clock corrections between 2015-10-7 and
2015-10-7 and interval of estimated clock corrections is 60 s. In experiment, the
result shows that using 16 cores in server to estimate satellite clock needs 1 s every
epoch and compared to IGS 30 s clock products, the difference is smaller than
0.5 ns. So, the approach proposed in this paper can satisfy the 1 Hz GPS satellite
clock real-time estimation.
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1 Introduction

Real-time precise orbit and satellite clock products are the prerequisites for
real-time precise point positioning. Currently, the predicted part of ultra-rapid orbit
product provided by IGS meets the accuracy of 5 cm, which satisfies the Real-Time
Precise Point Positioning (RT-PPP). However, the predicted clock corrections
cannot be applied to it for the poor accuracy of 3 ns. Therefore, determining the
real-time satellite clock corrections has become a research focus in the international.
In order to provide the real-time precise satellite clock corrections service, the IGS
Real-Time Working Group (RTWG) was established in 2001 [1] and the IGS
announced the “Call for Participation in the IGS Real-time Pilot Project” in 2007
(http://www.rtigs.net).

Currently, the usual way to estimate real-time satellite clock corrections with
Kalman filter is using ionosphere-free combination to eliminate the first order of
ionospheric delay [2]. The parameters estimated in this model include clock offset
of station, the tropospheric zenith delay, phase ambiguity, and satellite clock offset.
Because the number of the ambiguity parameters is directly proportional to the
number of stations, it is very time consuming to determine the real-time satellite
clock offset with intensive reference stations and is also difficult to satisfy the
real-time applications [3].

In recent years, with the extensive application of precise point positioning (PPP),
especially the area of the earthquake monitoring and tsunami warning, how to
realize the RT-PPP using the high-rate raw data becomes a new development trend
[4]. So, it puts forward a new requirement to estimate high-rate real-time satellite
clock corrections.

In order to generate the high-rate real-time satellite clock corrections, a lot of
researchers in the world (Ge etc.; Li etc.) adopt the epoch difference model to
remove the ambiguity parameters to generate high precision relative clock offset
between epochs and then combine the pseudorange observable to determine the
absolute clock offset. Some experiments have shown that it is effective to generate
1 Hz satellite clock corrections.

Although the epoch difference model can avoid to estimate the ambiguity
parameters and improve the computing efficiency, it makes the software design
complicated. This model is difficult to simultaneously estimate satellite and orbit in
only one filter because the orbit need to be known in advance. Besides, after years
of research, the undifferenced ambiguity can be fixed to integer, so the combination
of satellite clock estimation and orbit determination based on undifferenced
ambiguity fixing has become a new trend, for example, the model and software
PPP-Wizard developed by CNES [5].

During the process of realizing fast satellite clock estimation with Kalman filter
based on undifferenced model, it has found that the computation of gain matrix and
covariance update are time-consuming. Therefore, the single observable Kalman
filter was proposed to speed up the gain matrix computation. At the same time,
OpenMP technique was also used to accelerate the covariance matrix update.
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2 Mathematic Model and Error Corrections
for Real-Time Satellite Clock Estimation

The ionosphere-free combination for real-time GPS satellite clock estimation as
follows:

PC = p+cdt, — cdt* +M(0) - T, + epc,

LC = p+cdt, —Cdts—FM(O) Ty + ArcBrc +€ic. (1)

In Eq. (1), PC is ionosphere-free pseudo-range combination, LC is
ionosphere-free carrier phase combination, p is the distance between satellite phase
center and receiver phase center, dt; is receiver clock offset, dr® is satellite clock
offset, M(0) is mapping function of tropospheric wet delay, 7,, is tropospheric
zenith wet delay, 1;¢ is the wave length of ionosphere-free combination, B¢ is
the float ionosphere-free ambiguity, epc, €rc is respectively unmodeled errors
(including multi-path effects) in pseudorange and carrier phase.

The p distance also contains some error, such as satellite antenna phase center
offset and variation, receiver antenna phase center offset and variation, solid tide,
ocean tide, gravitational delay, relativistic effects, earth rotation, phase wind up,
tropospheric dry delay, and hardware delay of receiver and satellite. All kind of
errors are listed below (Table 1).

Because of inconsistency between precise satellite orbit (mass center) and
observables (antenna phase center), antenna phase center offset should be corrected.
At the same time, the mean phase center and instantaneous phase center is also
changed with satellite elevation and/or azimuth. Similarly, correction of receiver
phase center variation and offset is also need for the inconsistency between receiver
antenna reference point and receiver antenna phase center. Also, the difference of
instantaneous phase center and mean phase center of receiver signal is changed with
satellite elevation and/or azimuth. All of this correction can be corrected by antenna
file provided by IGS.

Table 1 Error corrections for

¢ Error type Correction model
real-time GPS clock A - - :
corrections estimation nFen.na phase center offset and igs08.atx file model
variation
Tide Solid tide, ocean loading
model
Gravitational delay Model
Relativistic effects Model
Earth rotation Model
Phase wind up Model
Tropospheric dry delay Neill model
Code bias DCB product
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Solid tide, ocean tide, gravitational delay, relativistic effects, earth rotation, and
phase wind up can be corrected by the standard model recommended by IGS
Conversion 2010. The tropospheric delay can be divided into two components, the
one is tropospheric dry delay, which can be corrected precisely by empirical model,
the other is tropospheric wet delay, which is very complicated and dependent on
complex atmospheric environment. Therefore, in the procedure of real-time satellite
clock estimation, the Neill tropospheric model is used to correct dry delay and then
apply the random walk model to represent wet delay.

It is import to note that the products provided by IGS are compatible with
ionosphere-free combination of raw P1/P2 observables. Therefore, DCB must be
corrected to keep consistent with IGS products when C1/X2 observables are used.
C1 and X2 observables should be corrected for cross-correlation receivers and C1
observables should be corrected for non-cross-correlation receivers. The specific
method and its impact on different combinations can be found in the DCB file
provided by CODE [6].

According to the equation of (1), it is difficult to estimate satellite clock offset
and receiver clock offset at same time because of rank defect of normal equation
[2]. In order to avoid defect, one clock datum should be defined, for example, fixing
the clock offset of a satellite/receiver or their combination. If the accuracy of clock
datum is higher than 107, it is equal to use relative clock offset or absolute clock
offset, because the systematic bias contained in relative clock offset can be abso-
lutely absorbed into receiver clock offset in the process of positioning.

3 Single Observable Kalman Filter

Kalman filter is efficient to deal with dynamic real-time applications, therefore, it
was chosen to estimate precise satellite clock in this paper. It needs to know the
dynamic model and the observation equation. The formation can be described as:

X = Opp—1Xp—1 + Wiy 2)
Ly = Hi X, + Vi '

In Eq. (2), X is state vector of #(k), @, is transition matrix from #(k — 1) to
t(k), Wy is process noise matrix, L; is observable matrix, Hy is design matrix, Vj is
measurement noise matrix. W, and V; need to meet with zero mean Gaussian white
noise characteristics.

= 3)

E( l)*()’COV( i ]) 07 l;é]

E(W) =0.Cov(W, W) = ;0 |

Cov(W;,V;) =0

R is covariance matrix of measurement noise and Q is covariance matrix of
process noise.
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The state vector for precise satellite clock estimation is as follows:

S T
X = [(Cdtr)lxnﬂ (Cdt‘ )1><n’ (TW)lxma BLClen} (4)

m is the number of stations and »n is the number of satellites.

Because of the complicated variation of receiver/satellite clock, the stochastic
model of both should be set as Gaussian white noise. Tropospheric wet component,
whose stochastic model can be set as random walk model, usually changes slowly
in most case. When there’s no cycle slip, float ambiguity can be seen as constant, on
the contrary, it should be treated as Gaussian white noise. Therefore, the mathe-
matic formations are as follows:

lem Ol><n O1><m Ol><mn
1)) _ Ol><m Ol><n Ol><m lemn 5
T Otem Oten Lixm 0 )
Ixm Ixn Ixm 1 xmn
01><m len lem 5l><mn

Gzzlz, Tism O1xn O1xm O15mn
Qk — O1><m a?j;s : [1><n 0l><m lemn (6)
Ol><m 0l><n a%"w At - Il><m Ol><mn
01 xm O1xn 01xm GZBLC : 5,1 xmn
and
0, cs
o=
I, non—cs (7)
§=1-9

Then the procedure of Kalman filter can be divided into two steps:

(1) Time update

Xy = Q1 Xi—1 (8)
P, = (Dk,kflpkflq)lz:k,l + Ok

(2) Measurement update

X = Xk_ -I—K(Lk — Hkafl) (9)
P, = (I - KH]()Pk_ ’

In Eq. (9), K is gain matrix and set matrix Gy as:
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Gy =R;' + HiP H] (10)

then
K =P H]G;! (11)

In the whole procedure of filter, it is time consuming to inverse the matrix of Gy,
because its dimension equals the number of observables which is proportional to the
number of stations. At the same time, it looks like sparse matrix with a lot of zero
elements in its off-diagonal position.

The core idea of the single observable Kalman filter is that processing a single
observable recursively is equivalent to batch process all observables, when the
observables are non-correlation [7]. In this situation, the observable vector L; will
be a scalar /; and the design matrix H; will transfer from two-dimensional matrix to
one-dimensional vector. Therefore, the whole procedure of measurement update is:

K = g«P  H!
X :XI; —‘rK(lk—Hka,l) (12)
P, = (1 — KHk)Pk_

gr is also a scalar and can be described as follow:

1
g = - + H P, H! (13)
k

7 1s the variance of observable.

Compared with the process of inversing matrix of Gy, the single observable
Kalman filter only has to process a single observable recursively and many matrices
are reduced to vector. So, single epoch processing time is drastically reduced.
However, the process of covariance matrix update is still time-consuming.

4 OpenMP Parallel Computation

OpenMP is s set of guiding compile processing scheme for shared memory parallel
multiprocessor programming system and firstly proposed by OpenMP Architecture
Review Board. It consists of a set of guiding compile statements, runtime library
function, and environment variables (http://www.openmp.org).

OpenMP is a kind of parallel programming model based on thread and working
in the Fork—Join way. In this way, the program starts with a main thread. When a
parallel region appears, the code will be executed in the queue of threads, which are
created immediately, and it will interrupt or synchronize to the main thread if it
finishes. The whole work flow can be abstracted as below (Fig. 1).
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Parallel Task | Parallel Task Il Parallel Task il

o

Master Thread
Parallel Task | Parallel Task Il Parallel Task Ill
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= e

Fig. 1 The work flow of OpenMP (from Wikipedia https://en.wikipedia.org/wiki/OpenMP)

The parallelization of OpenMP is implemented by the guiding compile state-
ments embedded in the source code of c/c++ and Fortran. The basic formation is:

Flag of guiding compile guiding name [Clause, |

For example, in c/c++, the flag of guiding compile is “#pragma omp” and name
of guiding has “parallel, for, section”, etc. the Clause is used to explain the extra
information of region, such as “privated, shared, reduction, copyin” etc.

Taking the independence of each element update procedure of covariance into
consideration, the OpenMP can update a series of elements at same time to
accelerate it. The pseudocode can be described as below.

#pragma omp parallel for
for(i = 0; i <n; i++)

{

P(i,i) = P(i,1i) —K(i)*M(1);

for(j =i+1; j <n; j ++)

P(i,3) = P(J,1i) = P(i,3) -K(1)*M(J);

5 Analysis of Experiment Result

In order to analyze the accuracy of the estimated real-time satellite clock correc-
tions, 49 IGS global reference stations were selected as shown in Fig. 2. Then,
compute satellite clock corrections using the method described above from
2015-10-1 to 2015-10-7 and decimate sample rate to 60 s. At last, compared with
30 s IGS rapid satellite clock product by making double difference (between
satellite and epoch) to remove inconsistency caused by different datum. In order to
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Fig. 2 The distribution of 49 global reference stations

make the result more clear, only the result of one day and part satellites after
converged was showed in Fig. 3.

According to the Fig. 3, the clock offset difference of all satellites converges to
the range of £0.5 ns, which satisfies the requirement of RT-PPP. Only the clock
offset difference of satellite G31 has an apparent fluctuation around epoch 1500,
may be caused by poor quality of observables or lost to cause the ambiguity to
reinitialize again. With the time goes by, the ambiguity will converge to the range
of £0.5 ns in the end.

In order to compare with the time cost before and after using single observable
filter and OpenMP, different type of servers were applied to compute real-time
satellite clock corrections. The server 1 is a workstation while the server 2 is
super-computing center. The serial mode only used single observable filter without
OpenMP. The result was shown in Fig. 4.

|—G01 —G06 — G111 ——GI16 ——G21 —— G26 —— G31

(unit:ns)

clock offset difference

0 500 1000 1500 2000 2500 3000
Epoch

Fig. 3 The clock offset difference of 2015—275 to 276
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Fig. 4 The time cost for an epoch before and after using OpenMP

According to Fig. 4, the mean time cost for serial model was about 4 s and the
maximum can be up to 5 s, while the minimum down to 3 s. After using OpenMP,
no matter server 1 or server 2, the time cost for an epoch was dramatically reduced
to 1 s, decreased by about 60%. Compared to the server 2, server 1 obviously
needed more computing time at same epochs. Because the computing time was
related to the stability of the computing environment and independent parallel
threads at some time node provided by a small workstation may be lower than
preset value. At the same time, it is apparently found that there is a great rela-
tionship between the time cost and number of parameters. Compared to serial mode,
parallel model is less sensitive to the number of parameters, which showed a great
advantage when dense stations were used.

6 Conclusion

It is different to use epoch difference approach to remove a large number of
ambiguity parameters and introduce initialize satellite clock offset, in this paper,
single observable Kalman filter is applied and using OpenMP to speed up the
procedure of covariance update. The experiment results show that the accuracy of
real-time satellite clock corrections is in range of = 0.5 ns compared to IGS final
clock products and the time cost for an epoch is reduced from 4 s in serial model to
1 s in parallel model.

The GPS satellite clock corrections estimation approach based on OpenMP
proposed in this paper is very suitable for undifferenced observation model and is
benefit to realize to estimate GPS satellite clock corrections and orbit at same time,
can also effectively reduce the complexity of software design. Besides, this
approach has a great scalability, such as introducing the fixed undifferenced
ambiguity parameter to observation model.
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A New RTK Ambiguity Resolution
Method

Bingquan Dong and Huan Liu

Abstract This paper presents a new ambiguity resolution method, which differs
with traditional method that includes all observations and searches the whole float
ambiguities. The core is to use partial ambiguity fixing algorithm, which is counting
on the satellite elevation angle to search the right ambiguity, and iterative deleting
calculated observations depending on satellite continued tracking time is also
included. Experiment proves that new method can increase the success rate of fixing
to 99.8%, and the position precision is in the same level with traditional method.

Keywords RTK - Complex environment - Ambiguity resolution - Fixing rate

1 Introduction

RTK technology has been widely used in many fields for its high accuracy,
real-time and high reliability property [9]. In order to obtain high accuracy posi-
tioning result, the carrier observation is included for the high-precision, and which
introduces a big problem: fixing the inter ambiguities. In the conventional method,
pseudo-range and carrier observations are simultaneously involved in adjustment
calculations, and using the appropriate ambiguity search algorithm to fix them.
With the fixed ambiguities, high precise positioning result can be got [2].
Correctly fixing the ambiguity parameter is a very important part in realizing the
high accuracy positioning of RTK technology. The traditional processing method is
generally to deal with all the satellites observations which meet the satellite ele-
vation threshold [1, 5]. However, the complex observation environment will lead to
more cycle slips in carrier and also increase the multipath effect. The observation
accuracy will be reduced accordingly, some of them even bring gross error.
The float ambiguities obtained from the lower quality observations deviate from the
correct values, which will lead to the failure of ambiguity fixing. In this paper, we
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propose a strategy to improve the success rate of fixing ambiguity, the core idea is
to control the number of satellites involved in the adjustment based on their
continuous tracking time.

By controlling the number of satellites involved in the adjustment one can
improve the success rate of ambiguity resolution. However, for the single system
RTK, the deletion of more observations will lead to the reduction of the satellite
geometric strength, the positioning accuracy and reliability will also be reduced
accordingly. To use more observations efficiently, another new method based on
step by step deletion algorithm is also introduced. Through gradually reducing the
ambiguity searching set accounting on the elevation, the rate of fixing ambiguity
can be improved again [4].

2 New Method of Ambiguity Resolution

2.1 Traditional RTK Algorithm

High-precision positioning usually requires more precise carrier observation, which
is differed with pseudo-range for the ambiguity and it is necessary to fix the
ambiguity parameters. The traditional method of fixing ambiguity is divided into
the following processes: Firstly, the float ambiguity is obtained by combining the
pseudo-range and the carrier observations; Secondly, the LAMBDA algorithm is
used to search the float ambiguity to get integer ambiguity [2]. Detailed flow is as
follows.

Firstly, the pseudo-range and carrier observations which throw the double
difference between stations and satellites are combined to get the float ambiguity.
The double difference observation equation is as follows:

lp o A 0O Ax ep
()= (3 5)(a) (2 L
where: [p and [, are the prefit-residual of double difference pseudo-range and carrier
observation, Ax and AN are position corrections and double difference float
ambiguity respectively, ¢p and ¢ are the white noise of double difference

pseudo-range and carrier observation, A and B are the design matrix of position
corrections and ambiguity parameters.

The weight matrix:
_(Pp O
(7 5) @

where, Pp and P, are the weight matrix of double difference pseudo-range and
carrier observation, respectively.
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Introducing the least square principle:

ATPoA+ATP,A ATP.B Ax ATPplp +ATP.I;
X = T (3)
BTP,I;

BT'PA B'P.B AN
And
AN =N, (B"Pl, — B"PLA-N,! - (A"Pplp+ A"P.1;)) (4)
Ax =N, (A"Pplp+ APl — ATP,B - AN) (5)

where, Ny = ATPpA+ATP,A, N,,, = B'P,B — B'P;A-N_! - ATP,B.

AN is the double difference float ambiguity, N ! is the corresponding covariance
matrix. The fixed ambiguity can be got by searching the float ambiguity with
LAMBDA algorithm [8].

The LAMBDA search algorithm solves the following least-squares equation

N = argmin((N — N)'Qy'(N - N)) (6)

where, N is float ambiguity, N is integer ambiguity, Qy is the covariance matrix of
N. The meaning of the formula is to select the minimal set of the objective function
from the combination as the final ambiguity integer ambiguities. And whether the
ambiguities is fixed or not is checked by the likelihood ratio test (ratio test)

>k (7)

where, k is the threshold of ratio test, Nmm and N, sec are optimal and suboptimal
solution which can meet the Eq. (6). The threshold k is generally 2 or 3, and passing
the ratio test is considered fixing successful.

2.2 Improved Ambiguity Resolution Algorithm

When searching the integer ambiguity with Eq. (6), sometimes passing the ratio test
is relatively difficult with the complete ambiguity set. So we can narrow the search
range of ambiguity, that is, partial ambiguity resolution algorithm [3, 4].

Firstly, sort the ambiguities set counting on the satellite elevation.



232 B. Dong and H. Liu
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Secondly, search the integer ambiguity by LAMBDA and check whether pass
the ratio test. If through the test, the process is done and fixed ambiguities are got.
Otherwise, go to the next step to reduce the ambiguities dimension.

Thirdly, eliminate the satellite ambiguity whose elevation is minimum and repeat
second step to fix the residual ambiguities until the dimension less than four. If the
dimension of the ambiguity subset is less than four, all ambiguities of the epoch
adopt the floating result.

Some epochs are still unable to pass the ratio test even though using the partial
ambiguity resolution technique described above. The reason may be that there is a
gross error in the observations or the method of weighting according to the satellite
elevation cannot truly reflect the quality of the observations. Aiming at this phe-
nomenon, the strategy of stepwise satellite deletion strategy is proposed.

First, the observations of the satellites are arranged in ascending order according
to the continuous tracking time.

Second, use the formula (1)—(5) to calculate float ambiguities and corresponding
covariance matrix, and apply the partial ambiguity fixing algorithm mentioned
above. If it gets through the test, the process is done and fixed ambiguities are
obtained. Otherwise, go to the next step.

Third, remove the satellite observations with the shortest continuous tracking
time and carry out the adjustment calculation again. And repeat second step until
the ambiguity is fixed or the number of satellite is less than five. If the final test
cannot pass the ratio test, use the float ambiguity as the final result. Detailed
processing flow shown in Fig. 1.

3 Experiment and Analysis

In order to verify the effectiveness of the proposed ambiguity resolution algorithm,
this paper uses the open source software platform RTKLIB for real-time relative
positioning solution [6, 7]. The real-time data stream comes from five static sta-
tions, and the detailed information of the board used in the stations and baselines is
shown in Table 1. Among them, HighGain G100 and G200 are high-precision
positioning and orientation product developed by Shanghai HighGain Information
Technology Corp., Ltd., and can receive GPS L1/L2 and BDS B1/B2 dual-mode
quad-band satellite signals. They have high accuracy RTK positioning,
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Fig. 1 Flowchart of new ( Start )

ambiguity resolution method

Pseudo-range + Carrier
Combined Processing

A 4

Float Ambiguity + Covariance
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v Shortest Tracking
Partial Ambiguity Satellite
Search Algorithm

Ambiguity Fixed Ambiguity
Solution Float Solution
\ 4
End
Table 1 Station information  Nymper | Board type Description | Baseline
length
B1 NovAtel 617 Base -
R1 HighGain G200 Rover ~3 km
R2 Hemisphere Rover ~3 km
UN237C
R3 HighGain G100 Rover ~10 m
R4 Hemisphere Rover ~10 m
UN237C

high-precision attitude measurement, high-quality original observation collection
and other features. The hardware size, interface, data command of G100 and G200
is compatible with the mainstream board at home and abroad.

Experiment was carried out for seven days, and the statistical results are shown
in Table 2. The observation duration is the observed time of the station, the data
efficiency is the ratio of the duration displayed by actual received data to the
observation duration. Affected by the environment, if network transmission and
other factors, real-time received data and expected data have a certain amount of
difference, the data efficiency cannot reach 100%. The fixed rate is the ratio of
epoch count which passes the ratio test to total epoch count, positioning accuracy is
the three-dimensional STD statistic for all fixed solutions.

By analyzing the statistical results in Table 2, it can be found that the new
method is better than or equal to the conventional method in terms of the fixed rate
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of all the stations in seven days. The average fixed rate is increased from 97.9 to
99.8%, and the newly proposed method success rate is close to 100%.

For the accuracy of the fixed epoch, the statistical results of most stations show
that the new ambiguity resolution method leads to a decrease in positioning
accuracy. Since the new algorithm improves the fixed success rate by reducing the
number of satellites involved in the adjustment and searching the subset of ambi-
guities, available satellites and fixed ambiguities are both less than those of the
conventional method, and the reliability and accuracy of the positioning results will
be reduced to a certain extent. The statistical results show that the three-dimensional
average positioning precision is reduced from 4.0, 2.7 and 8.6 mm to 4.4, 2.8 and
9.1 mm, respectively. Positioning accuracy reduction is very small; the accuracy of
the new algorithm is still on the same level with the traditional.

4 Conclusion

In this paper, a new ambiguity resolution method is proposed to break the fixed
thinking of traditional algorithms which use the complete set of satellite observa-
tions and search the complete ambiguity set. The proposed algorithm uses the
continuous tracking time of each satellite as the basis to control the number of
observations involved in the adjustment calculation, and at the same time improves
the ambiguity fixed success rate by searching the float ambiguity subset.
Conclusions are as follows.

1. The new ambiguity resolution method can effectively improve the fixed success
rate of ambiguity, and the average fixed success rate is improved from 97.9 to
99.8%. The fixed rate of new proposed method is closed to 100%.

2. The accuracy of the conventional method and the new algorithm are 4.0, 2.7,
8.6 mm and 4.4, 2.8 and 9.1 mm, respectively. The new algorithm has the same
level accuracy as the traditional algorithm.

Acknowledgements We thank Tomoji Takasu of Tokyo University of Marine Science and
Technology for the RTKLIB source code.
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Algorithm and Experimental Analysis
of Medium-Long Baseline Static
Positioning Based on BeiDou
Dual-Frequency Observations

Junjun Ying, Fengbo Wu and Wanke Liu

Abstract Medium-long baseline static positioning algorithm based on BeiDou
dual-frequency observations is proposed first. In this paper, we concentrate on the
processing strategy of atmosphere errors. We form four baselines in different days
using data of B1 and B2 from HongKong CORS and Wuhan CORS (each CORS
forming two baselines). In the experiment, we analyze the fix rate and positioning
accuracy in different time periods (2, 3, 4 and 6 h). The results indicate that the poor
geometry condition and slow variation of geometry in BDS constellation contribute
to the poor performance than that of GPS, which drives us need more time(at least
4 h) to ensure reliable fixed solution and centimeter level positioning using BeiDou
dual-frequency observations in medium-long baseline static positioning.

Keywords BDS (BeiDou navigation satellite system) - Medium-long baseline -
Static positioning - Tropospheric delay - Ionosphere-free combination
Dual-frequency observation

1 Introduction

GPS baseline static positioning plays a significant role in the applications such as
layout of geodetic control network and densification of geodetic control point. Thus,
many researchers and institutions domestic and overseas are investing comprehensive
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methods on the theory of GPS baseline static positioning algorithm significantly,
which achieves much fruitful breakthrough [1, 2]. In the end of 2012, regional system
of BeiDou Navigation Satellite System in China officially releases, providing effec-
tual services including positioning, navigation and timing in Asian-Pacific region.
The constellation of this regional system is constituted of 15 satellites, which consists
of five satellites of GEO, five satellites of IGSO and five satellites of MEO [3].

Generally speaking, the principle of BDS baseline static positioning is similar to
that of GPS. While we should also consider the fact that BeiDou system is com-
posed of mixed constellation, i.e. GEO/IGSO/MEO, which provides poor geometry
condition (PDOP is usually more than 2.5 with bigger fluctuation range [4]) and
slow variation resulted in strong relevance in the measurements when we conduct
on the carrier phase observations. Above concerns lead to serious morbidity of
normal equation [5, 6], difficulty in separating systematic errors, location parame-
ters and ambiguity parameters, which influence the algorithm performance of
medium-long baseline principally.

Presently, many scholars are engaged in the theoretical algorithms and wide
applications of BDS short baseline (less than 15 km) [7-9], while few pay close
attention to its algorithm and performance analysis. In the meanwhile, considering
the fact that many stations of current BeiDou receivers can only capture and track
signals from B1I and B2I, we concentrate on describing the medium-long baseline
static positioning algorithm based on BeiDou dual-frequency observations of B1
and B2 and evaluating the proposed algorithm and practical performance with real
BeiDou data.

2 Static Algorithm Realization Based on Medium-Long
Baseline

Static baseline resolution is achieved by double difference combination of receiver
carrier phase, i.e. single difference between observation station and then double
difference among visible satellites. Thus, the receiver clock bias and satellite clock
bias are eliminated and the double difference observation equation is shown as
follows:

DD;, = DD, + 4,DDy — A’ + AT, , + DD, (1)
DDp = DD, + AL, + AT, , + DD (2)

where DD, and DDp are double difference carrier phase, i.e., carrier phase pseu-
dorange (unit: meter) and C/A code observation. DD, is the double difference
between satellite and the receiver. 4; is the wavelength of corresponding frequency.
DDy is the integer ambiguity of double difference. A}, and AT}, are ionospheric
and tropospheric delay respectively. DD, is the residual noise of carrier phase and
so is DD, of C/A pseudorange.
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For the case of medium-long Baseline, the spatial correlation between iono-
sphere and troposphere delay will be weakened, which contributes to the iono-
sphere and troposphere delay error and has an influence on the accuracy of floating
point ambiguity. In turn, it will enhance the fixed difficulty of ambiguity [1, 2]. In
order to achieve the correct ambiguity integer, we should take the ionosphere and
troposphere delay into consideration in the medium-long baseline, which will be
detailed in the next section. It should be noted that the precision of BDS broadcast
ephemeris is within Several meters order of magnitudes and the GEO (geostationary
orbit) satellites may be larger than that of 10 m in some special cases [10, 11]. In
addition, the influence on the medium-long baseline is usually millimeters and may
be larger than 1 cm in special situation.

2.1 The Process of lonosphere Delay
in the Medium-Long Baseline

Considering the medium-long baseline, i.e. 15-100 km, we may achieve the weak
correlation on the ionosphere delay above two receivers, which still includes large
residual ionosphere delay bias by double difference and should be concerned sig-
nificantly. On the other hand, there occurs closed relationship between ionosphere
delay and corresponding frequency. We could eliminate the ionosphere delay by dual
navigation signal frequency while we cannot obtain the integer characteristic by
above combination. Hence, we could calculate the integer ambiguity by traditional
LAMBDA searching algorithm. However, we could achieve the solution by the mode
of dual-frequency elimination ionosphere [1, 2]. Based on Eq. 1, the observation
equation of dual-frequency elimination ionosphere combination is shown as follows:

_ ftDDy; — f3DDy, f271DDy; — f772DDy>

DD;; = =DD, — + DDyop + DD,
R=5 ’ =5 o
2)1 x (DDy; — DD DDy, x (221 —f2).
— DD, A (DDy; 1\/22)-&-2 V2 X (fE — f322) + DDyoy + DD,
Ji—f
1 2
light DD DD light
= DDp — <v '8 ifl ><2 NS N2 X VIE ) +DDtr0p + DD,
fi—5 fi+h
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’DD;; — f2DD 2),DDy; — f27,DD
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where DD;3, DDy, DD;, are carrier phase dual difference of ionosphere elimi-
nation, carrier phase dual difference of B1 and carrier phase double difference of B2
respectively. f; is the frequency of B1 and so is f, of B2. DDy; and DDy, are
double difference ambiguity of B1 and B2. DDys is the ambiguity of wide-lane.
DD, is the distance double difference between the satellite and the receiver. AT}, is
the tropospheric delay, DD, is the residual noise and vlight is the speed of navi-
gation signal transmission.

2.2 The Process of Troposphere Delay in the Medium-Long
Baseline

Concerning the middle and long static baseline, we could realize that the
troposphere delay is the largest observation error excluding ionospheric delay. The
troposphere delay includes dry and wet delay, which could be eliminated about
90% dry delay by the classic tropospheric model and the left 10% of wet delay
could not be eliminated by the mode 1 [1]. Generally speaking, we could estimate
the wet delay of zenith troposphere delay by approximate evaluation on the
medium-long baseline.
The estimation of tropospheric wet delay is shown as follows:

AT, =AM}, T, — AMY.T,, 4)

where AT, , is the oblique path projection of tropospheric wet delay. AMi;"_b and
AM’;VJ; . are the single difference wet delay projection of observation station, T, and
T, are zenith tropospheric wet delay of observation station and respectively.

In this paper, the tropospheric delay is estimated by Saastamoinen model and
tropospheric wet delay is estimated by piecewise linear estimation. The mapping
function of tropospheric dry and wet delay is adopted by NMF model [1].

2.3 The Algorithm Processing of Medium-Long
Static Baseline

The algorithm resolution of the medium-long baseline is achieved by the above
ionospheric delay elimination of dual-frequency observation equation. Based on
long time observation source data, we conduct the observation equation by B1 and
B2 wide-lane carrier phase double difference and C/A pseudorange double differ-
ence. After achieving the float resolution of DDys, we continue to calculate the
wide-lane integer ambiguity DDys by LAMBDA algorithm. Then, the determinate
wide-lane integer ambiguity DDys is brought into the dual-frequency ionospheric
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delay elimination equation, which could compute the float resolution of DDy or
DDys», the baseline coordinate connotative in DD,, the zenith tropospheric wet
delay of observation station. What is more, we will conduct immobilization on the
float resolution of DDy; or DDy, by LAMBDA searching algorithm. Finally, we
take the integer of DDy, or DDy, into above equation and achieve the accurate
baseline coordinate and zenith tropospheric wet delay of observation station, which
are achieved by the least square algorithm.

It should be noted that we could efficiently achieve the wide-lane integer
ambiguity by the MW algorithm based on dual-frequency C/A code when con-
cerning GPS observation. While according to the present research, there occurs
obvious system bias in BDS code pseudorange, which has an influence on the
resolution of dual-frequency wide-lane ambiguity. It will not only enhance the
calculation time of wide-lane ambiguity but also increase the fixed error probability
[12]. In order to conduct above concerns, some researchers set up bias correct
model [13, 14], which is utilized in this paper for the model bias correction. In fact,
the enhancement of MW wide-lane ambiguity resolution does not show obvious
improvement. Thus, we take the above wide-lane ambiguity searching algorithm
(LAMBDA searching algorithm) into consideration for the realization of
medum-long static baseline. From the results of Teunissen et.al the proposed
algorithm could achieve better performance on the efficiency of fixation and cor-
rection [15].

3 Analysis of Simulation Results

3.1 Source Data and Processing Algorithm

In order to estimate the actual performance of proposed BDS static long baseline
dual-frequency resolution, we acquire two baselines in single day from Hong
Kong CORS (HKC) and Wuhan CORS (WHC), shown in Table 1.

During data processing, we adopt the BDS broadcast ephemeris and take B1 and
B2 into consideration. The dual-frequency of ionospheric delay elimination is
introduced and tropospheric dry delay is eliminated by model correction, while the
residual tropospheric wet delay is estimated by the unknown parameter. The cut-off

Table 1 Information of baseline

Name of baseline | Source | Length of baseline (km) | Receiver Observation
time
hklm_hktk HKC 38 TRIMBLE NETRY |2016.5.16
hknp_hkws HKC 50 LEICA GRX1200 |2015.8.26
whed_whhp WHC |47 Trimble NetR9 2013.3.24
whcd_whxz WHC 80 Trimble NetR9 2013.3.21




244 J. Ying et al.

height angle is set. The sampling interval is set 30 s and LAMBDA algorithm is
adopted by ambiguity resolution. The ratio threshold is set 3.0 [16].

To achieve the resolution of different processing time, we bring the 24 h
observation date into 2, 3, 4 and 6 h sections, which are processed by above
algorithm, including the analysis of fixation time and positioning precision of the
medium-long baseline.

3.2 Analysis of Fixation Time

We estimate the resolution performance of above 4 baseline times and the fixation
calculation is shown in Table 2. The column of 2-5 is the period fixed ratio, i.e.
fixed time section/total time section. From Table 2, we could realize that the
baseline of fixation has low performance when conducting by 2 h of one section,
the two shorter baselines, i.e. hklm_hktk and whcd_whhp could only reach 59%.
With the enhancement of time section, we could achieve higher baseline fixation
and 3 h is larger than that of 2 h. During 4 h time section, the two short baselines
could be completely fixed while the other two is still not ideal. Moreover, with the
enhancement of time section to 6 h, the four baseline could be fixed completely,
which implies that it needs long time to ensure the high rate of fixation and we
could achieve the basic fixation in 4 h and could achieve the 100% fixation in 6 h.
From Table 2, we could realize that the medium-long baseline need long time to
conduct good fixation. Thus, in order to estimate the proposed algorithm, we take
the same baseline time section by corresponding GPS dual-frequency observation
data of 2 h. The results of baseline fixation show that single GPS could be correctly
fixed by all the time period of baseline, which implies that the reason of long time to
fixation in BDS is the factors, which are mentioned in the introduction section.
The average ratio of different baseline in different section is shown in Fig. 1,
where the 2 h_GPS stands for the 2 h time section of average ration in GPS and
others stand for average ratio of BDS. We could realize that the long three baselines
are inferior to the shorter hklm_hktk baseline in total. The longer the baseline, the
lower the ratio value. And it illustrates that the ratio value will decrease with the
enhancement of baseline distance. The reason may be that the residual bias of
dual-frequency will improve with the enhancement of distance. Concerning all the

Table 2 Different period fixed ratio (fixed time section/total time section)

Name of baseline Length of baseline (km) Length of section

2h 3h 4h 6h
hklm_hktk 38 5/12 7/8 6/6 4/4
hknp_hkws 50 4/12 5/8 4/6 4/4
whed_whhp 47 6/12 5/8 6/6 4/4
whed_whxz 80 2/12 5/8 4/6 4/4
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baseline, with the time flies, the ratio value does not increase all through, but shows
larger gradually in total, which shows that we could improve the performance of
fixation accordingly to enhance the observation time of spatial distribution of BDS,
lowly processed at the same time.

3.3 Analysis of Baseline Accuracy

When concerning the performance of baseline resolution, we take the ENU baseline
component as reference from the CORS station of Hong Kong and Wuhan
respectively. The baseline component bias and criterion of statistic accuracy are
shown as follows:

V=X—X

n 2 (5)
rms = Zt:l Vz
n

where x stands for the baseline component of ENU, x stands for the real value of
baseline component. v is the single baseline bias in single period, n is the sampling
numbers of accuracy analysis.

Figures 2, 3 and 4 illustrate the different time period fixation of ENU bias in total
baseline. It should be noted that the x-axis stands for the time, which could be used
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to distinguish baseline resolution accuracy in different time period. From the fig-
ures, we could realize that no matter how long it takes, the baseline component bias
is about 1 cm + 1 ppm in horizontal orientation and 2 cm + 2 ppm in height ori-
entation after fixation accomplished with most cases. It also shows that in the
Medium-long Baseline, the accuracy of BDS ambiguity could be cm level after
fixation. And the abnormal values usually concentrate on the short time period (2 or
3 h) or larger baseline, which indicates that the time period is shorter, the reliability
is lower compared with longer time period. The longer the baseline, the lower the
accuracy after baseline fixation. With the development of time period, there occurs
the enhancement of baseline resolution. Thus, in order to ensure the high reliability
and accuracy, we strongly suggest that the resolution time is larger than 4 h when
conducting the middle and long period baseline resolution in BDS dual-frequency
observation.

The different baseline time periods and average accuracy of ENU direction is
shown in Table 3. We could realize that the baseline component is cm level after
ambiguity fixation. The longer the time, the higher the accuracy. Comparing the
accuracy between two longer baselines and shorter baselines, we could achieve that
the longer baseline, the larger residual error. Although we could obtain the ambi-
guity, it still shows low accuracy of baseline component. Table 4 conducts the
statistics of 2 h based on GPS dual-frequency observation, which shows superior
performance than BDS of proposed algorithm in this paper, especially in height
orientation. The above reason is that the geometric distribution of BDS is weaker
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Tabl(.e 4 The accuracy .Of Accuracy of baseline component | E/m N/m U/m

gaﬁeil;“:i;g: At g m hkik 0019 (0010 [0.031
hkws hknp 0.036 [ 0.018 |0.045
whed_whhp 0.048 |0.017 |0.055
whed_whxz 0.041 |0.020 |0.054
Average 0.036 | 0.016 |0.046

than that of GPS [4]. In summarize of Tables 3 and 4, it takes 4 h at least when
BDS wants to achieve the same accuracy with GPS.

4 Conclusion

Algorithm of medium-long baseline static positioning based on BeiDou
dual-frequency observations is proposed in this paper. Moreover, we form four
baselines in different days using data from Hong Kong CORS and Wuhan CORS,
testing and analyzing actual results of the referred algorithm in different time period
(2, 3, 4, 6 h). The results indicate the following aspects:

(1) Due to the poor geometry condition and slow variation of geometry of BDS
constellation compared to that of GPS, we need more time to fix ambiguity and
achieve centimeter level positioning accuracy;

(2) As for present BDS regional constellation, we need more time (at least 4 h) to
ensure reliable fixed solution and higher positioning accuracy.

Further researches such as using triple-frequency observations, accurate ephe-
meris more reliability on how to reduce the ambiguity fix rate of BDS medium-long
baseline static positioning and improve positioning accuracy are still required
ambiguity fix attempts. Besides, China has started the invention of BDS global
constellation since March of 2015 [17]. With the accuracy of service performance
of BDS signals and the relevant error models, position accuracy of medium-long
baseline based on BeiDou dual-frequency observations is doomed to improve
momentously.
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A New Method of the Real-Time Precise
Point Positioning Based on Epoch
Difference of Satellite Clock Offset

Taogao Dai, Chen Chen, Jianwen Li, Peng Pang
and Yongtao Li

Abstract The traditional real-time precise point positioning (PPP) model uses the
satellite absolute clock offset products to achieve high accurate positioning. Precise
satellite clock offset can be calculated by non-difference observation model and by
epoch difference observation model. Non-difference observation model can directly
solve the absolute satellite clock offset. While there are too many ambiguity
parameters in the non-difference model which causing the dimensions of normal
equation matrix are too large so that the calculation efficiency is lower. The epoch
difference observation model eliminates the ambiguity parameters. Although the
efficiency is much higher, while it solves the epoch difference of the satellite clock,
and when restoring, the absolute clock offset of each epoch must require the initial
clock offset. In this paper, a new real-time PPP method is proposed by using the
epoch differential observation model, and this method can directly use the satellite
clock offset products between epochs to positioning. The experimental results show
that the positioning accuracy in both horizontal and elevation direction are better
than 3.5 cm.

Keywords Real-time - PPP - Satellite clock offset -+ Epoch differential model -
Carrier phase - Filter

1 Introduction

International GNSS Service Organization (IGS) which is intended to provide users
with more accurate and faster services of positioning, issues satellite orbit, clock
offset, ionospheric, and other precise products. Taking advantage of these products,
the positioning accuracy can be raised from the meter to the centimeter or to
millimeter level. The satellite clock offset is one of the important factors in the error
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sources which affect the accuracy of positioning [1]. Because the satellite clock
offset is difficult to describe accurately by the model, the accurate prediction ability
of the satellite clock offset is weaker than that of the satellite orbit, especially in the
long-term prediction. A better method to solve this problem is to calculate the
satellite clock offset in real time. And there are two common methods:
non-difference method and epoch differential method. Non-difference method can
directly calculate the value of the satellite clock offset of each epoch, but the epoch
differential method works out the difference between epochs. And it needs to
accumulate these epoch differences of satellite clock offset to restore the value at
each epoch. The great advantage of the epoch differential method is that the cal-
culation is of high efficiency and only the carrier phase would calculate the
high-precision satellite clock offset between epochs. However, if the epoch dif-
ference value has jumped in result of the inaccurate cycle skip flag, the jump value
could be passed to the subsequent epoch value. So there is a certain risk to calculate
the satellite clock offset only by using the epoch differential method. Instead, it
needs the non-difference method to adjust the initial satellite clock offset. Usually
the PPP based on non-difference model uses the epoch value of the precise satellite
clock offset, instead of the epoch difference value. Besides, the epoch differential
model is also suitable for positioning. This paper makes a new adjustment in the
positioning mathematic model based on the epoch differential observation model so
that it can directly use the products of satellite clock offset between epochs. The
experimental results show that this new PPP method is feasible and is more high
efficient.

2 The Principle of Satellite Clock Offset Determination
Based on Epoch Differential Model

The carrier phase observation has an initial ambiguity parameter, which does not
change when no cycle slip occurs. The epoch differential observation is the dif-
ference between epochs of non-difference observations. If the cycle slip of adjacent
epoch does not occur, the epoch differential observation of carrier phase will
eliminate ambiguity parameters, so that the number of parameters to be estimated in
the equation could be decreased. In order to reduce the influence of ionospheric
delay, the ionospheric free combination is treated as the non-difference observation.
The basic observation model can be expressed as follows.

{ P.(t) = po(t) +dtr(r) — dts(r) + my(2) - zhd +m,, (1) - zwd + ¢p (1)
Lc(t) = po(t) +dtr(z) — dts(z) + my(¢) - zhd +m,, (1) - zwd + A - N + &£, (1)

()

In the equation, 7 is an epoch, P, and L. are pseudo-range and carrier phase of the
ionospheric free combination observation, respectively. p, is the distance from
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satellite to tracking station. dtr is receiver clock offset. dts is satellite clock offset.
zhd and zwd, respectively, are the zenith tropospheric dry and wet delay. m;, and m,,
are the corresponding zenith mapping function [2]. N is the ambiguity parameter. /.
is the wavelength of the ionospheric free combination observation. ep, and ¢, are
pseudo-range and carrier phase noise, respectively. For the construction method of
the ionospheric free combination, see the literature [3, 4].

It can be seen from Eq. (1) that a carrier phase observation corresponds to an
ambiguity parameter. When the number of carrier phase observations is large, the
ambiguity parameter occupies a large proportion in all parameter lists.

The epoch differential mathematical model below can be obtained by the
difference between epoch ¢ and 7+ 1 in the Eq. (1).

AP.(t,t+1) = Apy(t,t+ 1) + Adtr(z,t + 1) — Adts(z,7+ 1)
+ Amyp(t,t+ 1) - zhd + Am, (1,1 + 1) - zwd + epp, (1 + 1) @)
AL(t,t4+1) = Apy(t, 1+ 1) + Adtr(z, 1+ 1) — Adts(z, 1+ 1)
+ Amy(t,t+ 1) - zhd + Am,, (2, ¢+ 1) - zwd 4+ ear, (1 + 1)

In the equation, A is the difference operator between epoch ¢ and 7+ 1. In order
to simplify representation of the formula, the following usage is the same.

The tropospheric dry delay can be corrected to the centimeter level by model
correction [5], while wet delay model correction is poor. So tropospheric wet delay
is treated as a parameter to estimate here. From Eq. (2), we can derive the error
equation of satellite clock offset based on epoch differential model given below.

Vp.(t+ 1) = Adtr — Adts + Am,, - zwd + eap (1 + 1) 3)
Vi (t+1) = Adtr — Adts + Am,,, - zwd + ear, (14 1)
In the equation,
Vp (t+1) = AP, — Apy — Amy, - zhd @)
VLL(I+ 1) = APL — ApO — Amh - zhd

In the error Eq. (3), the coefficient design vectors of the two equations are
identical. If both are involved in calculating, the coefficient matrix is correlative so
that cannot get the solution. Instead, it only chooses the high measurement carrier
phase observation to participate in calculation. In addition, the satellite clock offset
parameter directly calculated by this model is Adts(z,7+ 1), which is the epoch
difference value.

In this paper, the satellite orbit is fixed to the prediction arc of ultra-fast ephe-
meris, and the coordinates of the tracking station are fixed to the weekly solution
coordinates in SINEX file (also by PPP method, daily change value of the tracking
station coordinates is so small that can be ignored in satellite clock offset
estimation).
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3 A New Precise Point Positioning Method Based
on Epoch Differential Model

PPP often uses non-difference model for solution. If with epoch differential model
for PPP, it is commonly used to solve the difference of position between epochs.
Besides, the precise satellite clock offset products used in the above positioning
modes are the epoch value of the satellite clock offset, instead of directly utilizing
the epoch difference of it. If it is only to accumulate epoch differences of satellite
clock offset for restoring the required epoch value of satellite clock offset, some
anomalies differences between epochs will be passed to the subsequent restored
satellite clock offsets, thus will bring influence in the follow-up positioning accu-
racy. Therefore, it is a risk to only utilize the product of satellite clock offset
between epochs to work out epoch value of satellite clock offset.

In this paper, a new PPP model is designed to directly make use of the satellite
clock offset products between epochs. It is supposed that the non-difference
observation model of positioning at epoch ¢ is as given below.

ax
P(t) = px, (1) + (1(t),m(t),n(r)) - | dY | +dtr(r) — dts(r) +my(z) - zhd
dz
+my, (1) - zwd + ep, (1) . )
Lc(t) = px,(t) + (I(t),m(t),n(t)) - | dY | 4 dtr(z) — dts() 4+ my(t) - zhd
dz
+my,(t) - zwd+ A, - N +¢r,.(2)

In the equation, py, is the distance from the satellite to sketchy coordinates Xy of
the tracking station, (dX,dY,dZ) is the three-dimensional deviation of the relative
sketchy coordinates, and the remaining parameters are the same as Eq. (1).

Based on Eq. (5), and assuming it is static positioning mode, the new epoch
differential model between ¢ and 7+ 1 is as follows.

dx

AP, = Apy, + (Al, Am, An) - (dY) + Adtr — Adts + Amy, - zhd + Am,, - zwd + eap,
dz
dX

AL. = Apy, + (AL, Am, An) - (dY) + Adtr — Adts + Amy, - zhd + Am,,, - zwd + ey,
dz

(6)

And the new model error equation of the PPP can be derived from the shift of
Eq. (6), which is shown as below.
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dX
Vp (t4+1) = (Al Am, An) - | dY | + Adtr — Adts + Am,, - zwd + eap (1 + 1)
dz
dX
Vi (t+1) = (AL Am,An) - | dY | + Adtr — Adts + Am,, - zwd + ear, (£ + 1)
dz
(™)
In the above equation,
Vp (t4+1) = AP, — Apy — Amy, - zhd (8)
VL[,(I—F 1) = AP, — Apo — Amy, - zhd

It can be seen from Eq. (7) that the new epoch differential model eliminates the
ambiguity parameters, and the clock offset parameters are the epoch difference.
Meanwhile, the position parameters are the epoch values of tracking station coor-
dinates. In Eq. (7), both parameters design vector are the same, so that it can just
use the difference observations of carrier phase to positioning. In order to speed up
the convergence, the initial probability coordinates should be given by standard
point positioning with pseudo-range observation.

Because the products of satellite clock offset between epochs are directly used in
the new precision positioning method, the jumping of epoch difference does not
affect the subsequent positioning accuracy.

4 Date Processing Strategy

In this paper, GPS is taken as an example. In order to get all of the GPS satellite
clock offsets, observations of 40 tracking stations evenly selected in the whole
world are used to simulate the real-time processing. The distribution of the selected
tracking stations is shown in Fig. 1.

In the use of epoch differential model to calculate the satellite clock offsets, the
corresponding model and parameters configuration [6, 7] are shown in Table 1.

Combined with the above satellite clock offset calculation model and parameters
configuration, the data processing flow chart of real-time satellite clock offset
determination by epoch differential model is shown in Fig. 2.

The products of satellite clock offsets between epochs are directly used to realize
the new real-time PPP by epoch differential model. The model and parameters
configuration [7, 8] of the positioning are shown in Table 2.

Besides, the data processing flow chart of the new real-time PPP by epoch
differential model is shown in Fig. 3.
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Fig. 1 Distribution map of selected tracking stations

Table 1 Models and parameters of satellite clock offset determination

Category Model and parameters
Cutoff angle of 10°

height

Observation Ionospheric free combination

Antenna phase
center

igs08.atx

Phase windup

Model correction

Tide correction

Solid, ocean, pole

EOP

Fixed to the prediction of the IGS

Satellite orbit

Fixed to the prediction arc of ultra-fast ephemeris

Tracking station
position

Fixed to the coordinate of SINEX file

Tropospheric delay

SaaS model correction + estimating wet weight

Satellite clock offset

Broadcast ephemeris clock offset correction + parameter
estimation + white noise

Receiver clock offset

Parameter estimation + white noise

5 Examples and Analysis

Due to the limited real-time data streams, this paper conducts the real-time test with
the after-observation data. The satellite clock offsets are real-time calculated based
on the epoch differential model with the selected tracking stations’ observation data
on the 333rd day of 2016. Meanwhile three tracking stations are selected to sim-
ulate the real-time PPP.
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Fig. 2 Data processing flow chart of real-time satellite clock offset determination by epoch

difference model

Table 2 Models and parameters of the new real-time PPP

Category Model and parameters
Cutoff angle of height 10°
Observation Ionospheric free combination

Antenna phase center igs08.atx

Windup Model correction

Tide correction Solid, ocean, pole

EOP Fast EOP product of IGS

Satellite orbit

Ultra-fast ephemeris prediction arc

Satellite clock

Real-time satellite clock offset between epochs

Tropospheric delay

SaaS model + estimating wet weight

Receiver clock offset

Parameter estimation + white noise

Position parameters

Parameter estimation

In order to evaluate the accuracy of satellite clock offset between epochs, the
precise clock products of GFZ Analysis Center are chosen as the reference, and by
means of root mean square (rms) as well as standard deviation (std). Because of the
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Fig. 3 Data processing flow chart of new real-time PPP

difference between the two reference clocks, it should first unify the reference
clock, and then seek difference for comparison, called as “second difference”
method [9, 10].

The accuracy of satellite clock offsets between epochs based on the epoch
differential model is shown in Fig. 4 (GOl is the reference satellite, and the fol-
lowing is the same).

The accuracy of the single epoch satellite clock offset restored by that between
epochs is shown in Fig. 5.

It can be seen that rms and std of the satellite clock offset between epochs are
both better than 0.014 ns from Fig. 4. After recovery, rms of the epoch satellite
clock offset is better than 0.35 ns, while std of that is better than 0.25 ns.

Using above products of satellite clock offsets between epochs to conduct
real-time PPP, the program is designed as follows (Table 3).

Taking the BUCU tracking station as an example, the positioning accuracy of
each program is shown in Figs. 6 and 7, and the positioning efficiency of the
non-difference and epoch differential model is shown in Fig. 8.

It can be seen that the tendency of bias variation has no significant differences
for each program, which shows that the satellite clock offset calculated by epoch
differential model is self-consistent with the orbit. The results also show that the
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Table 3 Program design of real-time PPP

Positioning mode GBM clock offset products

Clock offset products
by epoch differential model

Non-difference

2

Epoch difference

4
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non-difference model converges faster than the epoch differential model, and the
positioning accuracy is slightly better than that of the epoch differential model.

The accuracy differences of four positioning strategies are shown in table as
follows.

It can be concluded from Tables 4 and 5 that the positioning accuracy of
non-difference model is better than that of the new epoch differential model. With
use of the restored satellite clock offsets based on the epoch differential model, the
positioning accuracy in horizontal direction is better than 1.2 cm, and that is better
than 0.9 cm in elevation direction. However, with use of the products between
epochs, the accuracy in horizontal direction is better than 3.5 cm, and that is better
than 2.5 cm in elevation direction. The reasons may be shown in the following. On
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Fig. 8 Positioning efficiency of the non-difference and epoch differential model

Table 4 Accuracy of every Tracking station (cm) 1 2 3 4
program in horizontal BUCU STD 009 [032 |048 0.8
direction
RMS 0.23 1.01 1.35 1.33
DRAG STD 0.15 0.38 0.55 0.72
RMS 0.40 0.57 2.88 3.26
GLSV STD 0.19 0.25 0.76 0.92
RMS 0.58 1.13 3.50 3.35
Table 5 .Accurac.y Of_e"e{y Tracking station (cm) 1 2 3 4
program in elevation direction BUCU STD 022 0.66 016 059
RMS 0.22 0.89 0.49 0.60
DRAG STD 0.26 0.61 0.89 1.58
RMS 0.56 0.68 1.11 2.44
GLSV STD 0.21 0.46 0.28 1.13
RMS 1.01 0.47 0.28 1.57

the one hand, the observation noise is amplified when making difference between
observations. On the other hand, since the ambiguity parameters are removed by
epoch differential model, Kalman filter mainly deals with random noise so that it is
less easy to fix the position parameters. It can be seen from the positioning accuracy
in horizontal and elevation direction that the satellite clock offset has a greater
influence on the horizontal direction.
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6 Conclusion

Satellite clock offset is one of the most important error sources which affect the
accuracy of the PPP, so the high precision of it is the basis of the high precision of
positioning. The satellite clock offset between epochs can be calculated in high
precision based on epoch differential model, while it is not able to satisfy the PPP
based on the non-difference model. In this paper, a new positioning method whose
observation mathematical model is reconstructed is proposed to directly utilize the
clock products between epochs. Although its positioning accuracy is not as good as
the non-difference model, it will remove the ambiguity parameters and improve the
calculation efficiency. So it could provide a new solution for the real-time PPP.
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Epoch-Differenced Cycle Slip Resolution
Technique Considering Velocity
Constraint

Yuanjun Chen, Xiang Zuo, Xiaoyu Shi and Chenggang Li

Abstract Carrier phase cycle slip detection and repair technology is one of the key
technologies of high precision GNSS positioning. Carrier phase cycle slip cause the
discontinuity of carrier phase observations. If the cycle slip can not be detected,
which would draw an extra bias into positioning model with a minimum level of
decimeter. Although, using a single epoch RTK algorithm can avoid the influence
of carrier phase cycle slip, the method relies on high precision pseudorange
observations or priori coordinates and it does not apply to the general high precision
RTK positioning, especially for the single-frequency receivers. No doubt, the cycle
slip detection and repair technology is vital for high precision carrier phase posi-
tioning. In order to satisfy the precision of sub-meter even centimeter RTK posi-
tioning with a low-cost single-frequency GNSS receiver, this paper proposes a
cycle slip resolution method, which used velocity constraint information based on
the carrier phase epoch-differenced model. First, we use Doppler observations to
estimate the velocity of the current epoch, using the last epoch computed velocity,
we can get the mean velocity between epochs, and multiply the mean velocity by
the time difference between adjacent epochs, we can obtain epoch-differenced
position increments vector. Then we can use the position increments as virtual
observations, detect cycle slip with a modified data snooping method combined
with the carrier phase epoch-differenced observations. Compared with the method
only use the carrier phase epoch-differenced observations, more observation
information is used with the velocity constraint information, and the accuracy and
reliability of the detection result would also be improved. Experimental results
show that the proposed epoch-differenced cycle slip resolution method can be
effectively used in low-cost single-frequency RTK positioning.
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1 Introduction

Carrier phase cycle slip detection and repair technology is one of the key tech-
nology of high precision GNSS positioning, which directly influences the effi-
ciency, availability, and reliability of RTK positioning. The carrier phase
epoch-differenced model-based cycle slip detection method has a high detection
accuracy without considering the receiver movement. Kirkko-Jaakkola M, etc.,
utilized a RAIM (Receiver Autonomous Integrity Monitoring) approach to detect
GNSS outlier and cycle slip based on L1 carrier phase epoch-differenced mode [1].
A more efficient data snooping method with the same cycle slip detection model
used to detect carrier phase cycle slip in [2]. YI Zhonghai, etc., developed a new
cycle slip resolution algorithm suitable for real-time precise point positioning
combination M-W method and phase—phase ionosphere residual method with
carrier phase epoch-differenced cycle slip detection model [3]. In the field of RTK,
Yuan-Hong, etc., illustrated a cycle slip method to handing cycle slip problem in
ambiguity resolution on-the-fly based on triple differences solution [4]. Another
study in [5] fusing the inertial data with the triple differences solution, can resolve
the cycle slip problem even in the challenging environment. To avoid the problem
of selecting a clear reference satellite in the triple differences solution based
method, the research in [6] proposed a method based on double differenced model
between receivers and epochs. Compared with triple differences solution based
method, applicability and reliability of the double-difference model-based method
has a certain increase. When using the epoch-differenced model-based cycle slip
resolution method, more than four satellites need observed. The detection ability
and reliability of the method affected by the model’s redundant observation number
and the geometric distribution of the observed satellites. Currently, with the rapid
developing multi-GNSS, much more satellites could be observed, which enhanced
the availability and reliability of epoch-differenced model-based cycle slip resolu-
tion method significantly, but still exist the problem that sometimes cycle slip is
difficult to distinguish between satellite observations just using epoch-differenced
carrier phase observations.

In this work, a new epoch-differenced model-based method was proposed, which
introduced a velocity constraint. First, we use Doppler observations to estimate the
velocity of the current epoch, using the last epoch computed velocity, we can get
the mean velocity between epochs, and multiply the mean velocity by the time
difference between adjacent epochs, we can obtain epoch-differenced position
increments vector. Then we can use the position increments as virtual observations,
detect cycle slip with a modified data snooping method combined with the carrier
phase epoch-differenced observations. Experimental results show that the proposed
epoch-differenced cycle slip resolution method can be effectively used in low-cost
single-frequency RTK positioning.
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2 Measurement Model

2.1 Double-Differenced (DD) Model Between Receivers
and Epochs

The linearised single differences (SD) phase measurement equation between rover
and base station can be written as

IAQY = Apl +1F DXt r DXt B x; + Acot, — Adion? + Aétrop} + AN +¢ (1)

where A is the station single differences operator, superscript ¢ denotes the epoch
time, and subscript p denotes the satellite. ¢ is the carrier phase measurement in
cycle and 4 is its wavelength. p is the geometric range, Adion and Adtrop denotes
the ionospheric delay and tropospheric delay, respectively. ¢dt is the receive clock
error in meter, and N is the phase ambiguity which is constant during continuous
phase lock. ¢ accounts for the phase noise and other remaining error. l’; R l} . lf}, is
the coefficient of the three coordinate parameters respectively, and
lﬁz: (XO Xp)/pz’ lft: ( ?_Yf)/pf’ l[;,: ( ?—Zf)/pf, where
(X0 Y? Z?) represent the initial approximate coordinates vector of the rover
station at epoch 7. (X! Y’ Z7)" is the coordinate vector of satellite p at epoch
t.(x y z )T is the receiver position corrective value vector at epoch r.

For a short baseline under 15 km, atmospheric errors could be neglect in SD
above. Then the double differences (DD) equation between two single differences
related to the same satellite at adjacent epochs can be written as

=L pdx+ 1 pdy + I pdz+ AT — I, +9), (2)

where 71 and 72 denote two adjacent epochs, v, is the DD residual of satellite
p- dx = xp — X1, dy =xp —xn, di=20— 2z, p = (/IA(PPQ - )vA(Pltjl)—
(Apfy = Ap)), AT = Acdty — Acdty, V) p = (L, — l’izl)m + (ly ) ly,rl)ytl +
(£ 1y = 1)z 75 o term is so small relative to the carrier phase length, so we can
neglect its effect [6]. Neglecting Vﬁ,zz term, Eq. (2) can be transformed into

= pdx+ 1 pdy+ I pdz+ AT — 1, (3)
the matrix form of total DD equations related to one epoch can be described as

V, = ApdX 1+ L, AT — 1, P, (4)
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V, DD residual vector of dimension m,

A, DD coefficient matrix of dimension m x 3,

1,1 vector of dimension m, whose elements all are 1,

dX1 unknown coordinate parameter vector of dimension 3,
dX1=(dx dy dz)",

AT  unknown clock bias rate parameter vector of dimension 1,

ly DD observation minus compute vector of dimension m,

symmetric and definite weight matrix of dimension m x m, which can be

derived from the elevation angle based stochastic model,

m number of the DD equations.

v
N

For a short baseline under 15 km, double differences (DD) between rover station
and base station at two adjacent epochs are extremely effective for eliminating
common mode orbital, satellite clock errors, and atmospheric errors. When the
velocity of rover receiver is less than 250 m/s, and the accuracy of the initial
approximate receiver coordinates would be better than 10 m, for sampling interval
of 0.2, 1.0 s observation data, give a limit error caused by neglecting %, , term, in
turn, is 0.84, 4.2 mm, which is far smaller than the wavelength of the GNSS carrier
phase [6]. Once cycle slip occurrence in the carrier phase observation, equivalent to
introduced an extra bias with a minimum level of decimeter into the DD-based
cycle slip detection model. Equation (4) contains only four parameters, so only
need two adjacent epochs observed phase observation, can realize carrier phase
cycle slip detection.

2.2 Velocity Constraint Equations

The velocity of receiver could be estimated by Doppler observations based on least
square method when four or more satellites observed, the detail mathematic model
and process can be find in reference [7]. At present, the sampling data rate of RTK
general is 1 or 5 Hz, part of some receivers support 20 Hz, so the time difference
between two adjacent epochs is so small that the receiver can be thought of moving
in a uniform variable motion. Denoting the receiver velocity vector at epoch ¢ as
X1,, the position increments between the two adjacent epochs could be obtained by:

AXlzl,zZ = (5(111 +X1r2) . Atzl,tz (5)

N =

where ¢1 and 2 are two adjacent epochs, AX1,; »» is epoch-differenced position
increments vector of dimension 3, Af;, denote the time difference, there is
Aty p = t, — t1. Putting AX 1, 4, as virtual observations, the virtual equations could
be built as
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