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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to
global positioning system (GPS) and compatible with other global satellite navi-
gation systems (GNSS) worldwide. The BDS will provide highly reliable and
precise positioning, navigation and timing (PNT) services as well as short-message
communication for all users under all-weather, all-time and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering and boost the development of the satellite
navigation industry in China and in the world.

The 8th China Satellite Navigation Conference (CSNC 2017) is held during May
23–25, 2017, Shanghai, China. The theme of CSNC2017 is Positioning,
Connecting All, including technical seminars, academic exchanges, forums, exhi-
bitions and lectures. The main topics are as follows:

Conference Topics

S01 Satellite Navigation Technology
S02 Navigation and Location Service
S03 Satellite Navigation Signals and Signal Processing
S04 Satellite Orbit and Satellite Clock Error
S05 Precise Positioning Technology
S06 Atomic Clock and Time-frequency Technology
S07 Satellite Navigation Augmentation Technology
S08 Test and Assessment Technology
S09 User Terminal Technology
S10 Multi-source Fusion Navigation Technology
S11 PNT New Concept, New Methods and New Technology
S12 Policies and Regulations, Standards and Intellectual Properties

v



The proceedings (Lecture Notes in Electrical Engineering) have 188 papers in
twelve topics of the conference, which were selected through a strict peer-review
process from 599 papers presented at CSNC2017. In addition, another 272 papers
were selected as the electronic proceedings of CSNC2017, which are also indexed
by “China Proceedings of Conferences Full-text Database (CPCD)” of CNKI and
Wan Fang Data.

We thank the contribution of each author and extend our gratitude to 249
referees and 48 session chairmen who are listed as members of editorial board. The
assistance of CNSC2017 organizing committees and the Springer editorial office is
highly appreciated.

Beijing, China Jiadong Sun
Wuhan, China Jingnan Liu
Beijing, China Yuanxi Yang
Beijing, China Shiwei Fan
Shanghai, China Wenxian Yu

vi Preface



Editorial Board

Topic: S1: Satellite Navigation Technology

Qin Zhang, Chang’an University, China
Feixue Wang, National University of Defense Technology,
Changsha, China
Shuanggen Jin, Shanghai Astronomical Observatory, Chinese Academy of Sciences
Ruizhi chen, Texas A&M University, Corpus Christi, USA

Topic: S2: Navigation and Location Services

Yamin Dang, Chinese Academy of Surveying & Mapping
Baoguo Yu, The 54th Research Institute of China Electronics Technology Group
Corporation
Qun Ding, The 20th Research Institute of China Electronics Technology Group
Corporation
Kefei Zhang, RMIT University, Australia

Topic: S3: Satellite Navigation Signals and Signal Processing

Xiaochun Lu, National Time Service Center, Chinese Academy of Sciences
Yanhong Kou, Beihang University
Zheng Yao, Tsinghua University

Topic: S4: Satellite Orbit and Satellite Clock Error

Geshi Tang, Beijing Aerospace Control Center
Xiaogong Hu, Shanghai Astronomical Observatory, Chinese Academy of Sciences
Rongzhi Zhang, Xi’an Satellite Control Center
Maorong Ge, Geo Forschungs Zentrum (GFZ) Potsdam, Germany

vii



Topic: S5: Precise Positioning Technology

Qile Zhao, Wuhan University
Jianwen Li, Information Engineering University
Songshu Li, Shanghai Astronomical Observatory, Chinese Academy of Sciences
Feng Yanming, Queensland University of Technology Brisbane, Australia

Topic: S6: Atomic Clock and Time-frequency Technology

Lianshan Gao, The 203th Research Institute of China Aerospace Science &
Industry Corporation
Chunhao Han, Beijing Satellite Navigation Center
Xiaohui Li, National Time Service Center, Chinese Academy of Sciences
Rochat Pascal, Spectratime & T4Science

Topic: S7: Satellite Navigation Augmentation Technology

Junlin Zhang, OLinkStar Co., Ltd., China
Jinping Chen, Beijing Satellite Navigation Center
Rui Li, Beihang University
Shaojun Feng, Imperial College London

Topic: S8: Test and Assessment Technology

Xiaolin Jia, Xi’an Institute of Surveying and Mapping
Jun Yang, National University of Defense Technology
Jianping Cao, Air Force Equipment Research Institute
Yang Gao, University of Calgary, Canada

Topic: S9: User Terminal Technology

Haibo He, Beijing Satellite Navigation Center
Baowang Lian, Northwestern Polytechnical University
Hong Li, Tsinghua University
Yong Li, University of New South Wales, Australia

Topic: S10: Multi-source Fusion Navigation Technology

Zhongliang Deng, Beijing University of Posts and Telecommunications
Hong Yuan, Academy of Opto-electronics, Chinese Academy of Sciences
Yongbin Zhou, National University of Defense Technology
Jinling Wang, University of New South Wales, Australia

Topic: S11: PNT New Concept, New Methods and New Technology

Mingquan Lu, Tsinghua University
Wei Wang, The 20th Research Institute of China Electronics Technology Group
Corporation
Yin Xu, Academy of Opto-Electronics, Chinese Academy of Sciences
Xiangzhen Li, Chungnam National University, Korea

viii Editorial Board



Topic: S12: Policies and Regulations, Standards and Intellectual Properties

Daiping Zhang, China Defense Science and Technology Information Center
Yonggang Wei, China Academy of Aerospace Standardization and Product Assurance
Junli Yang, Beihang University
Huiying Li, Electronic Intellectual Property Center, Ministry of Industry and
Information Technology, PRC

Editorial Board ix



Scientific Committee and Organizing Committee

The 8th China Satellite Navigation Conference (CSNC 2017)

Scientific Committee

Chairman
Jiadong Sun, China Aerospace Science and Technology Corporation

Vice-Chairman
Rongjun Shen, China
Jisheng Li, China
Qisheng Sui, China
Changfei Yang, China
Zuhong Li, China Academy of Space Technology
Shusen Tan, Beijing Satellite Navigation Center, China

Executive Chairman
Jingnan Liu, Wuhan University
Yuanxi Yang, China National Administration of GNSS and Applications
Shiwei Fan, China

Committee Members: (By Surnames Stroke Order)
Xiancheng Ding, China Electronics Technology Group Corporation
Qingjun Bu, China
Liheng Wang, China Aerospace Science and Technology Corporation
Yuzhu Wang, Shanghai Institute of Optics and Fine Mechanics, Chinese Academy
of Sciences
Guoxiang Ai, National Astronomical Observatories, Chinese Academy of Sciences
Shuhua Ye, Shanghai Astronomical Observatories, Chinese Academy of Sciences
Zhaowen Zhuang, National University of Defense Technology
Qifeng Xu, PLA Information Engineering University

xi



Houze Xu, Institute of Geodesy and Geophysics, Chinese Academy of Sciences
Guirong Min, China Academy of Space Technology
Xixiang Zhang, China Electronics Technology Group Corporation
Lvqian Zhang, China Aerospace Science and Technology Corporation
Junyong Chen, National Administration of Surveying, Mapping and Geoinformation
Benyao Fan, China Academy of Space Technology
Dongjin Luo, China
Guohong Xia, China Aerospace Science & Industry Corporation
Chong Cao, China Research Institute of Radio Wave Propagation (CETC 22)
Faren Qi, China Academy of Space Technology
Sili Liang, China Aerospace Science and Technology Corporation
Shancheng Tu, China Academy of Space Technology
Rongsheng Su, China
Zhipeng Tong, China Electronics Technology Group Corporation
Ziqing Wei, Xi’an Institute of Surveying and Mapping

Organizing Committee

Secretary General
Haitao Wu, Navigation Headquarters, Chinese Academy of Sciences

Vice-Secretary General
Weina Hao, Navigation Headquarters, Chinese Academy of Sciences

Under Secretary
Wenhai Jiao, China Satellite Navigation Office Engineering Center
Zhao Wenjun, Beijing Satellite Navigation Center
Wenxian Yu, Shanghai Jiao Tong University
Wang Bo, Academic Exchange Center of China Satellite Navigation Office

Members: (In Surname Stroke Order)
Qun Ding, The 20th Research Institute of China Electronics Technology Group
Corporation
Miao Yu, China Academy of Space Technology
Li Wang, International Cooperation Research Center, China Satellite Navigation
Engineering Office
Liu Peiling, Shanghai Jiao tong University
Ying Liu, China Satellite Navigation Office Engineering Center
Lu Mingquan, Tsinghua University
Xiuwan Chen, Peking University
Ouyang Guangzhou, Academy of Opto-Electronics, Chinese Academy of Sciences
Zhao Qile, Wuhan University

xii Scientific Committee and Organizing Committee



Xiangan Zhao, China Defense Science and Technology Information Center
Gang Hu, Beijing Unicore Communications, Inc.
Min Shui, National Remote Sensing Centre of China

Scientific Committee and Organizing Committee xiii



Contents

Part I Satellite Navigation Signals and Signal Processing

Research on Communication Delay Model for Narrow
Beam Inter-satellite Links in a TDMA System . . . . . . . . . . . . . . . . . . . . . 3
Daoning Yang, Ying Liu, Gang Li, Jun Yang,
Qian Zhao and Zhixi Yang

Satellite-Induced Multipath Analysis on the Cause
of BeiDou Code Pseudorange Bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Hailong Xu, Xiaowei Cui and Mingquan Lu

Single Receiver Against Repeater Deception
Jamming Technology Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Ke Liu, Wenqi Wu, Kanghua Tang, Shihao Zhang and Zhijia Wu

The Effect of Cross-Correlation Items on the Intersystem
Interference Between GPS, BDS and Galileo . . . . . . . . . . . . . . . . . . . . . . 37
Bingxue Chen, Xufang Huang, Xuyang Wang and Tangchao Li

An Improved High-Sensitivity Acquisition Algorithm
for BDS B2 Signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Xue Wang, Jianchao Du and Weibin Li

An Implementation of Navigation Message Authentication
with Reserved Bits for Civil BDS Anti-Spoofing . . . . . . . . . . . . . . . . . . . . 69
Muzi Yuan, Zhicheng Lv, Huaming Chen,
Jingyuan Li and Gang Ou

Performance Analysis of Signal Diversity Reception
for Large Aperture Array in Beidou RDSS System . . . . . . . . . . . . . . . . . 81
Haodong Jiang, Jingyuan Li, Xiangwei Zhu and Gang Ou

Study on Multipath Model of BDS/GPS Signal in Urban Canyon . . . . . 95
Yuze Wang, Xin Chen, Peilin Liu and Wenxian Yu

xv



Part II Satellite Navigation Augmentation Technology

An Efficient Algorithm for Determining the Correspondence
Between DFREI and rDFRE for a Dual-Frequency
Multi-constellation Satellite-Based Augmentation System . . . . . . . . . . . . 109
Jie Chen, Zhigang Huang, Rui Li and Weiguang Gao

Analysis on Ionospheric Delay Variogram Modeling in China . . . . . . . . 119
Dun Liu, Xiao Yu, Liang Chen and Weimin Zhen

Scintillation Modeling and Its Application in GNSS. . . . . . . . . . . . . . . . . 131
Dun Liu, Xiao Yu, Jian Feng and Weimin Zhen

A New Algorithm for Receiver Integrity Monitoring
with Receiver Clock Error Auxiliary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Ye Ren, Xiaohui Li and Longxia Xu

FTS-Based Link Assignment and Routing in GNSS
Constellation Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
Tian-yu Zhang, Gang-qiang Ye, Jing Li and Jing-wen Xu

Construction and Performance Analysis of GPS/BeiDou/Galileo
Real-Time Augmentation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Liang Chen, Ying Liu, Changjiang Geng, Maorong Ge
and Jiao Wenhai

An Improved Algorithm of Ionospheric Grid Correction Based
on GPS and Compass Multi-constellation . . . . . . . . . . . . . . . . . . . . . . . . . 183
Haipeng Li, Rui Li, Ziqi Wang and Weiguang Gao

A Study on Construction of Ionospheric Spatial Threat Model
for China SBAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
Dun Liu, Jian Feng, Li Chen and Weimin Zhen

RAIM Algorithm Based on Robust Extended Kalman Particle
Filter and Smoothed Residual . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
Zhen Li, Dan Song, Fei Niu and Chengdong Xu

Research on RAIM Algorithm Based on GPS/BDS Integrated
Navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
Fuxia Yang, Ershen Wang, Tao Pang, Pingping Qu
and Zhixian Zhang

RAIM Algorithm Based on Residual Separation . . . . . . . . . . . . . . . . . . . 233
Zhaoyang Li, Qingsong Li and Jie Wu

BDS Code Bias and Its Effect on Wide Area Differential Service
Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
Sainan Yang, Junping Chen, Yize Zhang, Chengpan Tang, Yueling Cao,
Qian Chen and Wei Chen

xvi Contents



Ionospheric STEC and VTEC Constraints for Fast PPP . . . . . . . . . . . . . 257
Yan Xiang, Yang Gao and Yihe Li

Initial Assessment of BDS Zone Correction . . . . . . . . . . . . . . . . . . . . . . . 271
Yize Zhang, Junping Chen, Sainan Yang and Qian Chen

Part III Multi-source Fusion Navigation Technology

Test Results of HiSGR: A Novel GNSS/INS Ultra Tight
Coupled Spaceborne Receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
Xiaoliang Wang, Deren Gong, Yanguang Wang, Bo Qu,
Longlong Li, Xingyuan Han and Yansong Meng

Multi-period PMF + FFT Acquisition Method Based
on Symbol Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297
Wen Liu, Tian-tong Gao, Zhong-liang Deng and Di Zhu

The Cubature Kalman Filter and Its Application in the Satellite
Star-Sensor/Gyro Attitude Determination System . . . . . . . . . . . . . . . . . . 307
Xiaobo Yuan, Chao Zhang and Chunling Shi

TC-OFDM Receiver Code Tracking Method Based
on Extended Kalman Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
Jun Mo, Zhongliang Deng, Buyun Jia, Xinmei Bian and Jichao Jiao

A RTK Float Ambiguity Estimation Method Based
on GNSS/IMU Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
Di Zhu, Zhong-liang Deng, Kai-qin Lin and Jun Lu

Accuracy Analysis of GNSS/INS Deeply-Coupled Receiver
for Strong Earthquake Motion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
Hengrong Liu, Tisheng Zhang, Penghui Zhang, Farui Qi
and Zhuo Li

Research on MEMS IMU Aided BeiDou Receiver
Carrier Loop Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
Chunyu Liu, Lei Chen, Yangbo Huang, Ling Yong, Shaojie Ni
and Feixue Wang

An Improved Robust Fading Filtering Algorithm
for the GPS/INS Integrated Navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . 363
Chen Jiang, Shu-bi Zhang and Qiu-zhao Zhang

Rapid Extrinsic Calibration of Seamless Multi-sensor
Navigation System Based on Laser Scanning . . . . . . . . . . . . . . . . . . . . . . 377
Yanglin Zhou, Guangyun Li, Fengyang Li, Ming Dong
and Shuaixin Li

Contents xvii



The GPS/INS Integrated Navigation Method Based
on Adaptive SSR-SCKF Cubature Kalman Filter . . . . . . . . . . . . . . . . . . 395
Zhe Yue, Baowang Lian and Chengkai Tang

Cramér-Rao Lower Bound for Cooperative Positioning
in Non-line-of-Sight Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407
Shiwei Tian, Zhi Xiong, Guangxia Li, Jing Lv and Shi Yu

WLAN-Aided BDS Location Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 417
Dengao Li, Zheng Wei, Jumin Zhao, Zhiyin Ma and Ya Liu

Gaussian Mixture Filter Based on Variational Bayesian
Learning in PPP/SINS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 429
Qing Dai, Lifen Sui, Yuan Tian and Tian Zeng

Vision-Aided Inertial Navigation System with Point
and Vertical Line Observations for Land Vehicle Applications. . . . . . . . 445
Zhenbo Liu, Qifan Zhou, Yongyuan Qin and Naser El-Sheimy

An Attitude Determination Algorithm by Integration of Inertial
Sensor Added with Vision and Multi-antenna GNSS Data . . . . . . . . . . . 459
Fengyang Li, Xuedong Jia, Yanglin Zhou, Ming Dong
and Changyuan Chen

An Improved Vector Tracking Loop of Ultra-Tight
Integration for Carrier Phase Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . 475
Wei Li, Jiahe Xia and Guoda Cheng

Part IV PNT New Concept, New Methods and New Technology

Research on Doppler Locating Method of LEO Satellite
Backup Navigation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 487
Zhixin Deng, Guangwei Fan and Chenglong He

A New Set of Spreading Code Based on Odd Kasami Sequence . . . . . . . 497
Ruxia Wang, Zhongliang Deng and Di Zhu

Data Transfer Problem in Navigation Satellite Network Based
on Agility Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 509
Zhenwei Hou, Xianqing Yi, Yue Zhao and Yaohong Zhang

Research on MIMU/UWB Integrated Indoor Positioning . . . . . . . . . . . . 521
Yishuai Shi, Ancheng Wang, Jinming Hao and Bo Jiao

Progress on Novel Atomic Magnetometer and Gyroscope Based
on Self-sustaining of Electron Spins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 535
S.G. Wang, C. Xu, Y.Y. Feng and L.J. Wang

xviii Contents



Design of Buoy Array Configuration in the Autonomous
Positioning System of Underwater Vehicles . . . . . . . . . . . . . . . . . . . . . . . 543
Suyang Liu, Chunjie Qiao and Yangyang Wang

Hardware In-Loop System for X-ray Pulsar-Based Navigation
and Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 553
Dapeng Zhang, Wei Zheng, Lizhi Sheng, Yidi Wang and Neng Xu

Magnetic Field Based Indoor Pedestrian Positioning Using
Self-contained Sensors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 565
Xiang Mu, Jiuchao Qian, Changqing Xu, Ling Pei, Peilin Liu
and Wenxian Yu

3D Indoor Layered Localization of Multi-information Fusion
Via Intelligent Terminal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 579
Leinan He and Hu Lu

Efficient and Robust Convex Relaxation Methods for Hybrid
TOA/AOA Indoor Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591
Enwen Hu, Zhong-liang Deng, Lu Yin, Di Zhu,
Jun Lu and Yanping Zhao

Hyperbola Positioning Scheme Based on Continuous Entangled
Light and Bell State Direct Measurement . . . . . . . . . . . . . . . . . . . . . . . . . 607
Guan Fang, Chunyan Yang, Yang Bai, Xianglin Wang,
Xiang Li and Kun Chen

Application of the Multipath Hemispheric Model
in Monitoring Receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 623
Tianxiang Su, Yuanlan Wen, Wei Feng, Guangming Liu,
Hao Lan, Jiangwei Ma, Yun Zhang and Xu Zhang

The Test and Analysis on Pulse Signal Detection Abilities
of the X-ray Detector MCP for Pulsar Navigation . . . . . . . . . . . . . . . . . . 637
Qingyong Zhou, Lizhi Sheng, Ziqing Wei, Siwei Liu, Kun Jiang,
Chun Chen, Jianfeng Ji, Hongfei Ren and Gaofeng Ma

Contents xix



Part I
Satellite Navigation Signals and Signal

Processing



Research on Communication Delay Model
for Narrow Beam Inter-satellite Links
in a TDMA System

Daoning Yang, Ying Liu, Gang Li, Jun Yang, Qian Zhao
and Zhixi Yang

Abstract Navigation constellation inter-satellite link (ISL) is one of the efficient
ways to improve the service performance of global navigation satellite system
(GNSS). The four major GNSSs have been equipped with ISLs or plan to equip in
near future. Narrow beam inter-satellite link in a time division multiple access
(TDMA) system have advantages of fast beam switching, flexible networking, high
communication speed and good security. For navigation constellation to improve
service performance, the measurement values have to transfer back to the ground
facilities in a short time, at the same time, facilities have to transfer telecommand
and uplink ephemeris to satellites which are invisible to ground facilities as soon as
possible. These all made a request to shorter communication delay. And it is very
important to improve the performance of ISLs by rapidly assessing the quality of
the connection and adjusting the unreasonable connection in time. In this paper, a
communication time delay model for ISLs based on directed graphs is studied. By
abstracting the ISL timeslot table into a directed graph, and based on the shortest
path algorithm, the communication time delay can be obtained quickly. Simulation
verifications have been carried out for different scenes. Results show that the
proposed model works well.

Keywords Inter-satellite link � Time division multiple access (TDMA) � Delay �
Directed graph
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1 Introduction

The Navigation constellation ISL is one of the efficient ways to improve GNSS
service performance, the four major GNSSs have been equipped with ISLs or plan
to equip in near future. Global Navigation System (GPS) which has already been
equipped wide beam ISL in UHF band is planning to be equipped with V or Ka
band narrow beam ISL in the next stage as well as Galileo system [1–4]. Ka band
narrow beam ISL is also planned to equip BeiDou system which will supply global
navigation service in 2020 [5]. Research aiming to the implement of the ISL
technology is going on with the recent launched new generation satellites of
BeiDou system.

ISL is one of the important infrastructure of GNSS in the future. Time-divided
narrow beam ISL is the development direction for GNSS because of its fast beam
switching, flexible networking, high communication speed and good security [6, 7].
Navigation constellation can complete the inter-satellite measurement and com-
munication quickly in this system.

In order to improve the service performance, measurement data need to be
transmitted to ground facilities in a short time. At the same time, facilities have to
transfer telecommand and uplink ephemeris to satellites which are invisible to
ground facilities as soon as possible. So these all made a request to shorter com-
munication delay. Timeslot is a kind of important resource in time-divided system,
and the design of timeslot and route decides the performance of satellite commu-
nication, so it is need to be estimated to optimize the system performance. In this
paper, a communication time delay model for ISLs based on directed graphs is
studied. By abstracting the ISL timeslot table into a directed graph, and based on
the shortest path algorithm, the communication time delay can be obtained quickly.

2 Timeslot and Route

2.1 Timeslot and Superframe

In the time-divided system, continuous time is divided into timeslots, a satellite may
build different link with different target in different timeslots, so that it can achieve
multi-access connection and realize communication with different targets. Timeslot
is the basic unit that TDMA ISL can build and maintain.

The visibility to others of a satellite varies real time, and it is the basic restraint
because ISL can only be built between two satellites which are visible to each other.
To simplify our analysis, we divide the continuous time into superframes, and there
are several timeslots in every superframe. During a superframe, the visibility
relationship in the whole satellite constellation is considered to be invariable. Only
if two satellites are visible to each other in the whole superframe, we consider the
two satellites are visible in this superframe.
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2.2 Timeslot Table

Timeslot tables describe the slot scheme. The row of a table represents satellite
index in the constellation and the rank is timeslot counter in a superframe. Consider
that the number of satellites in the constellation is m, and there are n timeslots in a
superframe, then an m � n orders matrix S is used to represents a timeslot table.
The element S(i, j) represents the target that satellite i establishes the inter-satellite
link with in slot j. The ISL is dual-directional, so when

Sði; jÞ ¼ r ð1Þ

It is obvious that

Sðr; jÞ ¼ i ð2Þ

A timeslot table is shown in Fig. 1 and three satellites within 4 time slots are
listed.

2.3 Design of Route

The route of our ISL scheme used is minimum delay route because the connection
target may varies in every timeslot. When a satellite A has the requirement to
communicate with the target satellite P in timeslot T, it judges whether the current

3 0 0
0 3 3
1 2 2

3
0
1

1
2
3

1 2 3 4
Timeslot  #

Satellite  #
Fig. 1 Example of timeslot
table

Search link 
object P

Link object of A in 
timeslot T

Link object of A in 
timeslot T+1

Link object of B in 
timeslot T+1

Not P, it is B

Stop 
searching 
after find P

Fig. 2 Example of the route
searching process
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target B is the destination node P. If is, it will transport to B directly, if not, it will
look up the timeslot table for the T + 1 target and the next target of B to find the
destination P. Repeat the step until P is reached. The process is shown in Fig. 2.

3 Time Delay Model

3.1 Directed Graph Model

Obviously, time delay of two satellites can be obtained from the timeslot table
because the table describes the connection relationship in every timeslot. Directed
graph is abstracted from timeslot table. The nodes of the directed graph represent
the satellites in timeslots, dual-directional vectors represent the communication
links established with other satellites and single-directional vectors represent time
the data spent in a satellite when the transmission is not implemented.

As mentioned above, directed graph shown in Fig. 3 is abstracted from the
timeslot table shown in Fig. 1. It is notice that there are no vectors come from node
2 to 4, that is to say that satellite node 2 does not establish a link with other satellites
in slot 4. So the transport has to be deferred to the next slot and dotted line is used to
describe this.

3.2 Shortest Path Algorithm

Shortest path algorithm is a classic algorithm in graph theory. The original purpose
of the algorithm is to find the shortest distance of two nodes. There are two main
algorithms that are usually used, Dijkstra algorithm and Bellman-Ford algorithm.
We will use Dijkstra algorithm to calculate the shortest delay between two satellite
nodes. The basis of the algorithm is optimum factor character which is a theorem
that if the shortest path from node i to node j is Pði; jÞ ¼ fVi; . . .Vk; . . .Vs; . . .Vjg,
then path Pðk; sÞ is the shortest path between node k and node s who are in the path
i to j. We can calculate the shortest path between two nodes base on the theorem.

1-1 1-2 1-3 1-4

2-1 2-2 2-3 2-4

3-1

3-2 3-3 3-4

Fig. 3 Directed graph time
delay model
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In the directed graph, every timeslot of a satellite is a node. The source node and
timeslot is confirmed when we want to obtain the communication time delay of two
satellites and the destination node is unknown because of the unknown time delay.
The adjacent nodes of a same satellite is connected, so if there is a shortest path
between source node i − m and destination node j − n passing j – (n – 1) nodes,
then the path from node i − m to node j – (n – 1) is a shorter one that node i passes
to j. The first step to find the shortest path between i and j is to set the destination as
the node j at current timeslot, if the path is not exist, set the node j at next timeslot
as the destination node. Repeat the step until the shortest path is found. The number
of directional-vectors that the path goes through is the communication time-delay.

4 Simulation and Analysis

In this section, we simulate the navigation satellite constellation and analyze the
result to verify the practicability of the model.

4.1 Simulation Scene

We simulate the BeiDou Navigation System which will contains 24 Medium Earth
Orbit (MEO) satellites, 3 Geosynchronous Orbit (GEO) satellites and 3 Inclined
Geosynchronous Orbit (IGSO) satellites when completely established. The orbit
parameters are listed in Table 1 [8]. There are 3 ground facilities in China.

Every satellite equips an ISL narrow beam antenna. The ISL is dual-directional
link. The simulation time is set 7 days (10,080 min). Every timeslot is 3 s and every
superframe is 60 s, that is to say there are 20 timeslots in a superframe [9, 10].

Firstly, we generate 10,080 timeslot tables randomly based on the visibilities
between satellites. Directed graphs which are abstracted from timeslots connect
together to one. We analyze the time delay that the invisible satellites invisible to
the ground facilities downlink telemetry data back to the ground in 7 days. In the
simulation we consider the satellite-ground time delay is 0.

After that, we adjusted the link relationship with large time delay and regener-
ated the optimized timeslot tables. Then we analysed the performance of the
optimized timeslot tables with same method.

Table 1 Orbit parameters of satellites in constellation

Satellite type Orbit parameters

MEO Walker 24/3/1 satellite constellation, orbit height 21,528 km, incline 55°

GEO Orbit height 35,786 km, longitude 80°, 110.5° and 140°

IGSO Orbit height is 35,786 km, orbit incline 55°, phase interval 120°
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4.2 Simulation Result

The time delay of random-generated timeslot tables are shown in Fig. 4. The result
shows that there are less than 60% links delay within one timeslot and more than
30% links delay beyond 3 timeslot.

The time delay of the optimized timeslot tables are shown in Fig. 5. The result
show that links whose delays beyond 3 timeslot are no longer exist and the number
of links whose delays within one timeslot are up to 80%.
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5 Conclusion

This paper studies and simulates the inter-satellite link communication delay model
based on directed graph. The result show that this model can obtain the commu-
nication delay of any two satellite nodes rapidly and accurately. It is also indicated
that the model have the reference to estimate and adjust the connection relationship
of ISL.

References

1. Fisher SC, Ghassemi K (1999) GPS IIF-the next generation. Proc IEEE 87(2):24–47
2. Maine KP, Anderson P, Langer J (2003) Crosslinks for the next-generation gps. In: IEEE

aerospace conference proceedings
3. Fernández FA (2011) Inter-satellite ranging and inter-satellite communication links for

enhancing GNSS satellite broadcast navigation data. Adv Space Res 47(5):786–801
4. Yang D, Yang J, Xu P (2016) GPS Solut. doi:10.1007/s10291-016-0587-0
5. Meng Y, Fan S, Yang Q et al (2015) Analysis of spacecraft orbit determination method using

GNSS crosslink. Spacecraft Eng
6. Zheng K, Dong X, Yang Y et al (2014). A new time synchronization system based on the

GEO ISLs. Geomatics Inf Sci Wuhan Univ 39(10):1163–1167
7. Li L, Geng G, Li Z (2016) Study of the development of the inter-satellite links in foreign

GNSS. J Geomatics Sci Technol 33(2):133–138
8. BeiDou Navigation Satellite System Signal in Space Interface Control Document Open

Service Signal (Version 2.0). China Satellite Navigation Office, Dec 2013
9. Wu G, Chen J, Guo X et al (2014) Design and simulation of time-slot allocation of

inter-satellites links based on TDMA system. Comput Measur Control 22(12):4087–4090
10. Xu P, Chen J, Tang Y et al (2016) Time-slot allocation of inter-satellite links with low

communication delay simulation and analysis. In: China satellite navigation conference

Research on Communication Delay Model … 9

http://dx.doi.org/10.1007/s10291-016-0587-0


Satellite-Induced Multipath Analysis
on the Cause of BeiDou Code
Pseudorange Bias

Hailong Xu, Xiaowei Cui and Mingquan Lu

Abstract Data from previous observation have shown that the BeiDou satellite
navigation system (BDS) has been suffering from satellite-induced
elevation-dependent code pseudorange bias, which can be as much as 1 m and
degrade the performance of high-precision applications such as Precise Point
Positioning (PPP). Mechanism analysis on the cause of the bias has been absent in
previous literature, which is essential to avoid the issue from happening again in
following satellites. In this paper, both theoretical analyses and simulations are
performed, proving that the bias can be caused by the multipath effect induced by
the transmitting array on the satellite. Based on a proper model of this
satellite-induced multipath effect, the bias values can be calculated through math-
ematical derivation. Under certain model parameters, the simulation results agree
with the observed bias values very well. Methods and conclusions of this paper are
useful in both investigating the current BeiDou bias issue and the process of design,
development and test of following satellites by satellite manufactures.

Keywords BeiDou satellite navigation system � High-precision application, pre-
cise point positioning � Code pseudorange bias � Satellite-induced multipath �
Correlation function

1 Introduction

With the system construction advancing and the application areas expanding, the
BeiDou satellite navigation system (BDS) is becoming more and more important in
both military and civilian fields. All of this is based on the condition that the system
provides code pseudorange measure precise enough to end receivers. However,
through the transmitting, propagating and receiving processes of the
navigation signals, it is inevitable that biases will be induced to the pseudorange
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measurements. The bias sources include the satellite clock and orbit error, the
ionosphere and troposphere delay, as well as the multipath effect on the receiver
end. Features and correcting methods of these biases have been studied extensively
in the past. However, in recent years, a new kind of pseudorange bias is observed in
BDS, whose values are dependent on the elevation of the satellite from the view of
the receiver and can be as large as 1 m. This bias is independent of the type,
location, observation interval of the receiver, but holds differences between the two
satellite groups, which are in medium earth orbits (MEO) and inclined geosta-
tionary orbits (IGSO), respectively, thus is supposed to be caused by the satellites
[1]. This bias has little effect on absolute positioning applications due to the limited
accuracy requirements, but can degrade the performance of some high-precision
applications using code pseudorange measurements but without differencing tech-
niques, such as Precise Point Positioning (PPP), thus restricts the application
extension of the system.

Towards this issue, one countermeasure is to determine the bias values under
different satellite elevations from historical observations, then perform compensa-
tion in the receiver [1]. Another countermeasure is to adjust the broadcasted
ephemeris, and use the orbit shift calculated from the ephemeris with respect to the
true orbit to counteract the bias [2]. However, these solutions cannot eliminate the
bias from the source. To solve the issue thoroughly, the cause of the bias must be
found, and then be avoided strictly in the design and manufacture of following
satellites.

This paper proves through theoretical analyses and simulations that, signal
delays between different elements of the satellite antenna can cause bias similar to
the observed one. These delays can be modelled as the satellite-induce multipath
effect, in which the direct and multipath signals result in their respective correlation
functions with different delays in the receiver, causing the peak of the composite
correlation function to be distorted. Based on an accurate model of the
satellite-induced multipath effect, the bias values can be calculated through math-
ematical derivation. Under certain parameters of the model, the simulated bias agree
with the observed one very well. The methods and conclusions of this paper are
helpful in the investigation of the BeiDou bias issue, as well as in the design,
development and test of the following satellites by satellite manufactures.

2 Transmitting Array Modelling

Navigation satellites transmit signals towards the earth from orbits of certain alti-
tudes, just as presented in Fig. 1. The off-boresight angle is defined as the angle
between the line from the satellite to the earth center and the line from the satellite
to the receiver. For a receiver on the earth’s surface, the larger the satellite eleva-
tion, the smaller the off-boresight angle, and so is the distance between the satellite
and the receiver. Thus, the propagation loss of the signal increases with the
off-boresight angle. In order to let the signal reach the earth’s surface with nearly
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equal power, the beam pattern of the transmitting antenna on the satellite should be
shaped to form a dimple towards the earth’s center [3].

In order to achieve this goal, multi-antenna arrays are used to transmit signals on
the satellites [3, 4]. For example, Fig. 2 presents the array geometry of the GPS
Block IIR satellite, including 8 equally distributed elements in the outer ring and 4
equally distributed elements in the inner ring [3]. The signal transmitting flow on
the satellite is presented in Fig. 3. For beam pattern shaping, the navigation signal
of a particular frequency is generated by the signal generation payload before being
divided into 12 streams by the power dividing and phase shifting network, each of
which is transferred to one array element to be transmitted. In the division, most of
the power is allocated to the inner ring, forming a strong wide beam, while the rest
is allocated to the outer ring, forming a weak narrow beam. Besides, the carrier

Fig. 1 Geometrical relationship of the satellite, the earth and the receiver

Fig. 2 Geometry of the GPS
Block IIR transmitting array
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phase of the signal transmitted by the outer ring is shifted by 180° with respect to
the inner ring. Thus, the composite beam pattern is obtained by subtracting the
narrow beam from the wide beam, with a dimple towards the earth’s center being
formed.

The parameters of the BeiDou satellite transmitting antenna are not available in
open literature, so it is assumed in this paper the BeiDou MEO satellite has an array
with similar geometry and parameters with the GPS Block IIR satellite. Through a
“try and see” method, it concludes that under the parameters presented in Table 1,
the desired beam pattern can be obtained approximately. Based on these parame-
ters, the weighting value corresponding to each element can be calculated by fol-
lowing equations:

wouter ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pouter=8

p
; winner ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pinner=4

p
: ð1Þ

Then, under the isotropic element assumption, the transfer function of the array
can be written by [5]

Hðf ; hÞ ¼
X12
i¼1

wie�j2pk piaðhÞ; ð2Þ

where f denotes the frequency, k denotes the corresponding wavelength, and h
denotes the off-boresight angle. Due to the rotational symmetry of the array
geometry, the beam pattern variations along the same off-boresight angle are
omitted. Index i ranging from 1 to 8 corresponds to the outer ring with wi ¼ wouter ,
while index i ranging from 9 to 12 corresponds to the inner ring with wi ¼ winner .
Vector pi denotes the position of the ith element, and vector aðhÞ denotes the signal
transmitting direction. Fixing f to be B1 (1561.098 MHz), B2 (1207.14 MHz) and
B3 (1268.52 MHz), respectively, the beam pattern of the three frequencies can be

Fig. 3 Signal transmitting
flow on the satellite

Table 1 BeiDou MEO
satellite transmitting array
parameters used in this paper

Parameters Values

Radius of inner ring rinner 18.03 cm

Radius of outer ring router 47.50 cm

Power allocation of inner ring Pinner 95%

Power allocation of outer ring Pouter 5%

Phase shift of inner ring /inner 0°

Phase shift of outer ring /outer 180°
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obtained, which are presented in Fig. 4. It can be seen that the desired dimples are
indeed formed, the depths of which are nearly identical to the propagation loss
differences between the near point and far point in Fig. 1, proving the rationality of
the parameters used. Following simulations will be performed under these
parameters.

3 Satellite-Induced Multipath and Pseudorange Bias

In practice non-ideal factors always exist in the power dividing and phase shifting
network depicted in Fig. 3, which can cause signal transfer delays between the
different elements. These delays can be modeled as the satellite-induced multipath
effect. Considering the two-ring array geometry, it is reasonable to assume that
there is no delay difference between the elements within the same ring, but the
signal transmitted by the outer ring is delayed by sd with respect to the inner ring.
Thus, the signal out of the inner ring can be regarded as the direct path signal, while
the signal out of the outer ring can be regarded as the multipath signal. The complex
envelopes of them can be written as follows, respectively:

~sinnerðtÞ ¼ dðtÞcðtÞej/inner ; ð3Þ

~souterðtÞ ¼ adðt � sdÞcðt � sdÞej/outer ; ð4Þ

where dðtÞ denotes the ephemeris bits, cðtÞ denotes the pseudo-random ranging
codes, /inner and /outer denote the carrier phases of the direct and the multipath
signals, respectively, while a denotes the amplitude ratio of the multipath signal to

Fig. 4 Simulated beam
patterns of the BeiDou MEO
satellite transmitting array
antenna. The dotted lines
depict the view angle of the
satellite towards the earth
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the direct signal. Assuming that within the observation interval, the ephemeris bit of
the two signals are the same, then the complex envelope of the composite signal is
given by

~sðtÞ � dðtÞðcðtÞþ acðt � sdÞejD/Þej/inner ; ð5Þ

where

D/ ¼ /outer � /inner: ð6Þ

At the receiver end, a delayed local code cðt � sÞ is generated to correlate with
the received signal, resulting in the correlation function to be

R0ðsÞ ¼ jjRðsÞþ aejD/Rðs� sdÞjj2; ð7Þ

where jj � jj2 denotes the 2-norm operation, and RðsÞ is the ideal correlation function
of the pseudo-random ranging codes which is given by

RðsÞ ¼ ð1� j s
Tc
jÞ; jsj � Tc

0; jsj[ T

�
; ð8Þ

with Tc denoting the period of one code chip.
Figure 5 presents an instance of the correlation functions of the direct, multipath

and composite signals when D/ equals zero. Although the ideal correlation func-
tion RðsÞ is symmetric and reaches its peak at s ¼ 0, the composite correlation
function R0ðsÞ is no longer symmetric and suffers a peak shift. In a typical receiver
the Delay-Lock-Loop (DLL) is usually used to estimate and track the code phase
through finding the peak of the correlation function [6]. With D denoting the
early-minus-late interval of the DLL, let

Fig. 5 An example of the
direct, multipath and
composite correlation
functions
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R0ðse � D=2Þ ¼ R0ðse þD=2Þ; ð9Þ

then se is the code phase bias. As a result, the code pseudorange bias is calculated by

qe ¼ c � se; ð1:10Þ

where c is the speed of light.
The amplitude ratio a can be calculated from the array model. For this purpose,

Eq. (2) is divided into two parts for the two rings, respectively:

Houterðf ; hÞ ¼
X8
i¼1

woutere�j2pk piaðhÞ; ð11Þ

Hinnerðf ; hÞ ¼
X12
i¼9

winnere�j2pk piaðhÞ: ð12Þ

Under the narrowband presumption [5], k can be fixed to kc which is the
wavelength at the central frequency of the signal, so the argument f can be omitted.
If the center of the array geometry is at the antenna coordinate origin, then

pi ¼ �piþ 4ði ¼ 1; 2; 3; 4Þ; pj ¼ �pjþ 2ðj ¼ 9; 10Þ: ð13Þ

Thus the transfer functions of the outer and inner rings can be reformed as

HouterðhÞ ¼ 2wouter

X4
i¼1

cos
2p
kc

piaðhÞ
� �

; ð14Þ

HinnerðhÞ ¼ 2winner

X10
i¼9

cos
2p
kc

piaðhÞ
� �

: ð15Þ

Therefore, a is obtained by

aðhÞ¼HouterðhÞ
HinnerðhÞ ð16Þ

Figure 6 presents the transfer function variations of the inner and outer rings, as
well as the amplitude ratio a over the off-boresight angle.

From equations from (7) to (1.10) it can be seen that the code pseudorange bias
is determined by a, D/ and sd . Parameter a is dependent on h, while h and the
satellite elevation el are in one-to-one correspondence. Thus it concludes that the
code pseudorange bias is dependent on the satellite elevation.

If a is small enough, then se can be calculated by Braasch’s approximate
formula [7]:
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se ¼
bsd
bþ 1 0� sd � D

2 ðbþ 1Þ
bD
2

D
2 ðbþ 1Þ� sd � Tc þ D

2 ðb� 1Þ

8<
: ; ð17Þ

with

b ¼ a cosðD/Þ: ð18Þ

The chip period of the ranging code in BDS is usually hundreds of nanoseconds,
while D is usually set to Tc=2 or a bit smaller. Besides, it is reasonable to assume sd
is about tens of nanoseconds or less. Then, the condition of the first branch in
Eq. (17) is always satisfied, leading the calculation formula to be

qeðhÞ ¼ c � aðhÞ cosðD/Þsd
aðhÞ cosðD/Þþ 1

: ð19Þ

After D/ and sd are fixed, the code pseudorange bias under any elevation can be
calculated using this equation.

4 Simulation

The B1 signal of BeiDou’s MEO satellites is taken for example in this section,
where simulation results of how the code pseudorange bias varies with the satellite
elevation angle are given, and comparisons with the observed results given in [1]
are made. The goal is to find proper parameter combinations in the parameter

Fig. 6 Transfer function
variations over the
off-boresight angle for the
inner and outer rings of the
transmitting antenna array
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domain of D/ and sd , with which the simulated bias values agree with the
observations very well.

Here we define a parameter called the bias dynamic as below

Dqe ¼ qej el¼0� � qej el¼90� ð20Þ

When the simulated and observed Dqe are the same, then it is highly possible
that the simulated and observed bias values are very close to each other for each
satellite elevations.

Figure 7 presents how Dqe varies with sd , with the observed Dqe depicted by the
dotted red line. It can be seen that under different values of D/, the “proper” values
of sd under which the simulated and observed Dqe meet are also different. As a step
further, Fig. 8 presents how the proper values of sd vary with D/. Considering the
even symmetry of cosðD/Þ in Eq. (19) and assuming sd is positive, only the
interval 0�D/\p=2 needs to be considered. It can be seen that the proper sd
increases with D/. When D/ is zero, sd achieves the minimum, which is 7.69 ns.

In the end, Fig. 9 presents how the code pseudorange bias varies over the
satellite elevation under a few randomly selected parameter combinations on
the curve of Fig. 8. It can be seen that under all these parameter combinations, the
simulated results agree with the observations very well. Similar results can be
obtained for the B1 and B2 signals of the BeiDou MEO satellite, as well as the B1,
B2 and B3 signals of the BeiDou IGSO satellite, thus proving the effectiveness of
the method proposed in this paper.

It is worth emphasizing that, due to the real parameters of the BeiDou satellite
transmitting antennas are not available in open literature, the parameters of GPS
Block IIR satellite are used as demonstration in this paper’s simulations. Although
with this compromise, the results are still persuasive enough to illustrate the

Fig. 7 Code pseudorange
bias dynamic variations over
the multipath signal delay
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principle. Once the real parameters are given, more accurate simulation results can
be obtained using the same method given above.

5 Conclusion

In order to analyse the cause of the code pseudorange bias anomaly of the BeiDou
system, this paper models the satellite-induced multipath effect and proposes a
method of calculating the bias value. Simulation results prove that transfer delays
between different antenna elements can indeed cause elevation-dependent code

Fig. 8 Multipath signal delay
variations over the phase
difference between the direct
and multipath signals

Fig. 9 Simulated code
pseudorange bias variations
over the satellite elevation
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pseudorange bias, and under certain parameter combinations of the multipath
model, simulated results agree with the observations very well. Therefore, it con-
cludes that the anomaly may be caused by the satellite-induced multipath effect.
Accordingly, we suggest that in the investigation of the BeiDou bias anomaly,
special attention should be paid to see if the transfer delays motioned above exist. In
addition, in order to avoid the satellite-induced multipath effect in the manufacture
of following satellites, the transfer delay inconsistency of different antenna elements
should be strictly restricted in the design, development and test processes.
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Single Receiver Against Repeater
Deception Jamming Technology Research

Ke Liu, Wenqi Wu, Kanghua Tang, Shihao Zhang and Zhijia Wu

Abstract Intentional deception jamming brings great threat to satellite navigation
receiver and seriously influence GNSS application security. For repeater deception
jamming, an anti-spoofing algorithm based on a single receiver is proposed. Using
the adjacent two times measurement pseudo-range does double differences, and
Taylor expansion is applied to the position relationship in equations. Under the
condition of the previous time’s position information is known, the authenticity of
the satellite signal of the next time can be verified according to the position
information when it is combined with the least square iterative solution for the
double differences equations. The algorithm is simple, and only a single receiver
and pseudo-range measurement data is needed. NovAtel receiver is adopted for the
actual experiments, and the result validates the feasibility and effectiveness of the
algorithm.

Keywords Single receiver � Repeater deception jamming � Anti-spoofing �
Pseudo-range differences � Taylor expansion

1 Introduction

As the global satellite navigation system plays more and more important roles in
people’s life and production and in-depth application, its security is becoming more
and more seriously. Intentional or unintentional deception and interference affect
the normal use of the navigation terminals and timing terminals and results in
wrong positioning and timing information. Deceptive interference to the satellite
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navigation receiver is mainly to make the receiver to capture the jamming signal,
and then produce the wrong location. In general, it has two kinds of types: gen-
erated and repeated. C/A code of the satellite signal is open and transparent, and its
structure is well known to the public, therefore the spoofing signals which are so
similar to the real satellite navigation signals can be simulated and mislead receiver
from the correct position. P code is encrypted, so it cannot be simulated easily.
Compared to generated, repeated deception jamming has lower cost, and realized
more easily. Normally, we are faced with repeated deception jamming.

For deception jamming, the jammer first need to destroy the connection between
the receiver and the real signal, and then make the receiver capture the jamming
signal preferentially by a higher signal power than the normal. In [1], the author
pointed out that the receiver’s tracking for the real signal can be destroyed as long
as the deception jamming signal’s power higher 4 dB than the real signal. In order
to realize deception jamming suppression, the first thing is to detect the existence of
the deception jamming signal accurately. The original detection methods are mainly
concentrated on the signal distortion detection, including the signal power [2, 3],
the spatial distribution properties [4, 5], etc. The current research focuses on using
antenna array [6], the receiver pseudo-range or carrier phase differences [7, 8],
correlation [9, 10], inertial aided [11, 12], etc. Different methods can realize
deception jamming signal detection in a certain extent, but it also has the limitations
and application scopes. For example, the signal arrival angle information can’t be
get when the ordinary antenna is used, then the method of direction of arrival
monitoring will invalid; when there is only one single receiver or single antenna,
dual receiver or dual antenna difference calculation method cannot be used, and the
performance of the pseudo-range single difference is affected by the baseline length
and the number of satellites. If single receiver can be used to implement detection,
the disadvantages of the dual receivers can be overcome.

The purpose of this paper is to use a single receiver for repeated jamming signal
detection. Through the pseudo-range differences calculation at the two time points
and the least square iterative method is used to get the position, the authenticity of
the signal can be confirmed. The paper is organized as follows: Sect. 2 gives the
theoretical and method of single receiver against repeated deception jamming
signal, in Sect. 3 signal transponder is used to build simulation environment for the
actual test, and the conclusion is summarized in Sect. 4.

2 Single Receiver Pseudo-range Difference

2.1 Real Signal Difference

Suppose the measurement pseudo-range of the ith satellite at tk is qik , and tkþ 1 is
qikþ 1, then we have
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qik ¼ rik þ dtr kð Þ � dti kð Þ� � � cþ dtion kð Þþ dttrop kð Þ� � � cþ eik ð1Þ

qikþ 1 ¼ rikþ 1 þ dtr kþ 1ð Þ � dti kþ 1ð Þ� � � c þ dtion kþ 1ð Þþ dttrop kþ 1ð Þ� �
� cþ eikþ 1 ð2Þ

where, r is the real distance, dtr is the receiver’s clock bias, dti is the satellite clock
bias, dtion is the ionosphere delay, dttrop is the troposphere delay, and ei is mea-
surement noise and other non-model error.

We assume the ionosphere delay and troposphere delay at two times are con-
sistent, and the non-model error such as measurement noise are not taken into
account, then the pseudo-range single difference of Eqs. (1) and (2) is

Dqikþ 1;k ¼ rikþ 1 � rik
� �þ dtr kþ 1ð Þ � dtr kð Þ½ � � c� dti kþ 1ð Þ � dti kð Þ� � � c ð3Þ

For the satellite clock bias, we have

dti kð Þ ¼ a0 þ a1 ts kð Þ � tocð Þþ a2 ts kð Þ � tocð Þ2
¼ a2t

2
s kð Þþ a1 � 2a2tocð Þts kð Þþ a0 � a1toc þ a2t

2
oc

ð4Þ

In the general case, a2 ¼ 0, so Eq. (4) can be rewritten as

dti kð Þ ¼ a1ts kð Þþ a0 � a1toc ð5Þ

further more, Eq. (5) can be written as

dti kð Þ ¼ a1 tk � qik=c
� �þ a0 � a1toc ð6Þ

substituting Eq. (6) into Eq. (3), and known that qikþ 1 � qik ¼ Dqikþ 1;k,
tkþ 1 � tk ¼ 1, then

1� ai1
� �

Dqikþ 1;k ¼ rikþ 1 � rik
� �þ dtr kþ 1ð Þ � dtr kð Þ½ � � c� a1 � c ð7Þ

Similarly, for the jth satellite, we also have

1� a j
1

� �
Dq j

kþ 1;k ¼ r jkþ 1 � r jk
� �þ dtr kþ 1ð Þ � dtr kð Þ½ � � c� a1 � c ð8Þ

Pseudo-range double differences is calculated between Eqs. (7) and (8)

1� ai1
� �

Dqikþ 1;k � 1� a j
1

� �
Dq j

kþ 1;k ¼ rikþ 1 � rik
� �� r jkþ 1 � r jk

� � ð9Þ
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2.2 Spoofing Signal Difference

Suppose the measurement pseudo-range of the ith satellite at tk is qik , and tkþ 1 is
qikþ 1, then we have

qik ¼ dis;k þ dsr;k þ dtr kð Þ � dti kð Þ� � � cþ dtion kð Þþ dttrop kð Þ� � � cþ eik ð10Þ

qikþ 1 ¼ dis;kþ 1 þ dsr;kþ 1 þ dtr kþ 1ð Þ � dti kþ 1ð Þ� � � c
þ dtion kþ 1ð Þþ dttrop kþ 1ð Þ� � � cþ eikþ 1

ð11Þ

where, dis is the distance between the satellite and the transponder, dsr is the
distance between the transponder and the receiver, other symbols are defined as the
former.

Pseudo-range single difference is made between Eqs. (10) and (11), and Eq. (6)
is substituted in, then we have

1� ai1
� �

Dqikþ 1;k ¼ dis;kþ 1 � dis;k
� �þ dsr;kþ 1 � dsr;k

� �þ dtr kþ 1ð Þ � dtr kð Þ½ � � c� a1 � c
ð12Þ

Similarly, for the jth satellite, we also have

1� a j
1

� �
Dq j

kþ 1;k ¼ djs;kþ 1 � dis;k
� �þ dsr;kþ 1 � dsr;k

� �þ dtr kþ 1ð Þ � dtr kð Þ½ � � c� a1 � c
ð13Þ

Pseudo-range double differences is calculated between Eqs. (12) and (13)

1� ai1
� �

Dqikþ 1;k � 1� a j
1

� �
Dq j

kþ 1;k ¼ dis;kþ 1 � dis;k
� �� djs;kþ 1 � djs;k

� � ð14Þ

2.3 Taylor Expansion

For the real distance rik in the real single, we have

rik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � xr;k
� �2 þ yik � yr;k

� �2 þ zik � zr;k
� �2q

ð15Þ

where, xik; y
i
k; z

i
k

� �
is the ith satellite position in ECEF coordinates at tk which can be

obtained by navigation messages, xr;k; yr;k; zr;k
� �

is the receiver’s position in ECEF
coordinates at tk.
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Taylor expansion of Eq. (15) is done at x0; y0; z0ð Þ, so

rik � ri0;k þ
@F
@x

Dxr;k þ @F
@y

Dyr;k þ @F
@z

Dzr;k ð16Þ

where

ri0;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � x0
� �2 þ yik � y0

� �2 þ zik � z0
� �2q

ð17Þ

@F
@x

¼ �xik þ x0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � x0
� �2 þ yik � y0

� �2 þ zik � z0
� �2q ¼ eix;k ð18Þ

@F
@y

¼ �yik þ y0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � x0
� �2 þ yik � y0

� �2 þ zik � z0
� �2q ¼ eiy;k ð19Þ

@F
@z

¼ �zik þ z0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � x0
� �2 þ yik � y0

� �2 þ zik � z0
� �2q ¼ eiz;k ð20Þ

xr;k ¼ x0 þDxr;k
yr;k ¼ y0 þDyr;k
zr;k ¼ z0 þDzr;k

8><
>:

ð21Þ

In Eq. (9), the position at tk is known when we detect the signal at tkþ 1, so
Taylor expansion is only needed to make for rikþ 1 and r jkþ 1.

rikþ 1 � rik
� �� r jkþ 1 � r jk

� � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xikþ 1 � x0
� �2 þ yikþ 1 � y0

� �2 þ zikþ 1 � z0
� �2q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � xr;k
� �2 þ yik � yr;k

� �2 þ zik � zr;k
� �2q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x jkþ 1 � x0
� �2 þ y jkþ 1 � y0

� �2 þ z jkþ 1 � z0
� �2q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x jk � xr;k
� �2 þ y jk � yr;k

� �2 þ z jk � zr;k
� �2q

þ eix;kþ 1 � e jx;kþ 1

� �
Dxr;k þ eiy;kþ 1 � e jy;kþ 1

� �
Dyr;k

þ eiz;kþ 1 � e jz;kþ 1

� �
Dzr;k

ð22Þ

Similarly, for dis;k in the spoofing signal, we have

dis;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � xs;k
� �2 þ yik � ys;k

� �2 þ zik � zs;k
� �2q

ð23Þ
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where, xik; y
i
k; z

i
k

� �
is the ith satellite position in ECEF coordinates at tk which can be

obtained by navigation messages, xs;k; ys;k; zs;k
� �

is the transponder’s position in
ECEF coordinates at tk.

Taylor expansion of Eq. (23) is made at x0; y0; z0ð Þ, so

dis;k � dis0;k þ @F
@x

Dxs þ @F
@y

Dys þ @F
@z

Dzs ð24Þ

where

dis0;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � x0
� �2 þ yik � y0

� �2 þ zik � z0
� �2q

ð25Þ

@F
@x

¼ �xik þ x0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � x0
� �2 þ yik � y0

� �2 þ zik � z0
� �2q ¼ eix;k ð26Þ

@F
@y

¼ �yik þ y0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � x0
� �2 þ yik � y0

� �2 þ zik � z0
� �2q ¼ eiy;k ð27Þ

@F
@z

¼ �zik þ z0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � x0
� �2 þ yik � y0

� �2 þ zik � z0
� �2q ¼ eiz;k ð28Þ

xs;k ¼ x0 þDxs;k
ys;k ¼ y0 þDys;k
zs;k ¼ z0 þDzs;k

8><
>:

ð29Þ

In Eq. (14), the distance dis;k and djs;k at tk is known when we detect the signal at
tkþ 1, so Taylor expansion is only needed to make for dis;kþ 1 and djs;kþ 1.

dis;kþ 1 � dis;k
� �� djs;kþ 1 � djs;k

� �

¼ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xikþ 1 � x0
� �2 þ yikþ 1 � y0

� �2 þ zikþ 1 � z0
� �2q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � xs;k
� �2 þ yik � ys;k

� �2 þ zik � zs;k
� �2q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x jkþ 1 � x0
� �2 þ y jkþ 1 � y0

� �2 þ z jkþ 1 � z0
� �2q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x jk � xs;k
� �2 þ y jk � ys;k

� �2 þ z jk � zs;k
� �2q

þ eix;kþ 1 � e jx;kþ 1

� �
Dxs;kþ 1 þ eiy;kþ 1 � e jy;kþ 1

� �
Dys;kþ 1

þ eiz;kþ 1 � e jz;kþ 1

� �
Dzs;kþ 1

ð30Þ
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Substituting Eq. (22) into Eq. (9), and using the least square method for iterative
solution. When the termination condition xkþ 1 � xkj j\ex is satisfied, the real signal
calculating result at tkþ 1 is output as xr;kþ 1; yr;kþ 1; zr;kþ 1

� �
and this position is the

receiver’s real positioning. Therefore, when the receiver is at the stationary state,
we have xr;k; yr;k; zr;k

� � � xr;kþ 1; yr;kþ 1; zr;kþ 1
� �

, and when the receiver is at the
moving state, we have xr;k; yr;k; zr;k

� � 6¼ xr;kþ 1; yr;kþ 1; zr;kþ 1
� �

.
Substituting Eq. (30) into Eq. (14), and using the least square method for iter-

ative solution. When the termination condition xkþ 1 � xkj j\ex is satisfied, the
spoofing signal calculating result at tkþ 1 is output as xs;kþ 1; ys;kþ 1; zs;kþ 1

� �
and this

position is the transponder’s positioning. So, no matter the state of the receiver is
stationary or moving, we all have the approximate equality xs;k; ys;k; zs;k

� � �
xs;kþ 1; ys;kþ 1; zs;kþ 1
� �

as long as the transponder keeps still.
So we can draw a conclusion that the vehicle’s real position information can be

obtained from both of the least square method and the algorithm in this paper when
the real satellite signals are acquired, and the results of them are approximate. While
for the spoofing signals, the least square method get the wrong positioning result,
and the algorithm in this paper get the transponder’s position, and both of them are
not equality. Furthermore, from Eqs. (22) and (9), Eqs. (30) and (14) we can see
that equations solving accuracy depends on the position precision of the previous
time and pseudo-range measurement precision.

In the course of the receiver for the real signal is lock-lose and capture the
deception jamming signal, u-blox receiver can implement with no interrupt, but
NovAtel receiver will have no satellite signal or less than four satellite signal in
2–3 s. Due to the position information xr;k; yr;k; zr;k

� �
or xs;k; ys;k; zs;k

� �
at tk is

unknown, we cannot continue to determine the authenticity of the satellite signal
according to Eq. (22) or Eq. (30). Aimed at this situation, we can increase the time
span between two signals when unlock occurs and the receiver capture signal again,
and the form of the equations remain the same. For example, it is real signal at tk
and spoofing signal at tkþ 4, and tkþ 1 � tkþ 3 have no satellite signal or less than
four satellite signal, then the pseudo-range double differences form like Eqs. (9) and
(14) is

1� ai1
� �

Dqikþ 4;k � 1� a j
1

� �
Dq j

kþ 4;k ¼ dis;kþ 4 � rik
� �� djs;kþ 4 � r jk

� � ð31Þ

where the vehicle’s position at tk is known, that is to say, rik and r jk can be deter-
mined. Then we can make Taylor expansion for dis;kþ 4 and djs;kþ 4, and Eq. (31)
can be rewritten as
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dis;kþ 4 � rik
� �� djs;kþ 4 � r jk

� � ¼ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xikþ 4 � x0
� �2 þ yikþ 4 � y0

� �2 þ zikþ 4 � z0
� �2q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik � xr;k
� �2 þ yik � yr;k

� �2 þ zik � zr;k
� �2q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x jkþ 4 � x0
� �2 þ y jkþ 4 � y0

� �2 þ z jkþ 4 � z0
� �2q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x jk � xr;k
� �2 þ y jk � yr;k

� �2 þ z jk � zr;k
� �2q

þ eix;kþ 4 � e jx;kþ 4

� �
Dxs;kþ 4 þ eiy;kþ 4 � e jy;kþ 4

� �
Dys;kþ 4

þ eiz;kþ 4 � e jz;kþ 4

� �
Dzs;kþ 4

ð32Þ

Repeated deception jamming signal transponder’s position at tkþ 4 can be
obtained through the iterative solution of the above equations.

3 Experimental Analysis

To verify the feasibility and effectiveness of the algorithm, NovAtel receiver is
adopted for the actual tests, and the process is divided into static actual tests and
dynamic simulation tests. Receiver is placed at the top of the college building and
receives the real signal. Don’t change the receiver’s position and open the signal
transponder, and then we use its receiving antenna receives the real satellite signal
and place transmitting antenna at the place where with the receiver two meters to
simulate the satellite signal’s relay. This kind of relay is by natural distance without
humane latencies. The least square method and the above algorithm are used for
data analysis and using �2:1969e6; 5:1775e6; 2:9981e6ð Þ as a reference point to
the calculating result which is shown in Fig. 1 for coordinate transformation.

The sub-graph on the top of Fig. 1, the blue line represents the real position
which from the real satellite signal calculated by the least square method, the green
line represents the positioning result when the transponder is opened and the signal
is transmitted by the signal transponder, that is to say, it is the spoofing positioning,
the red line shows the result with the true signal using the algorithm in this paper,
the black line shows the result with the repeated deception jamming signal using the
algorithm in this paper. The sub-graph on the bottom of Fig. 1, the left is the
position deviation when the real signal calculated by two kinds of algorithms and
the right is the position deviation when the deception jamming signal calculated by
two algorithms.
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From the figure we can see that, for the real satellite signal, the blue line and the
red line keep consistent and the position deviation within 1 m. This means the
position solved by the least square method and the algorithm in this paper are
basically the same, and both of them are real position. While, for repeated deception
jamming signal, the green line and the black line are not in the same and the
distance deviation is greater than 4 m. The green line is the fault positioning comes
from the measurement pseudo-range in spoofing signal, and the black line is the
repeater deception jamming signal transponder’s position.

In order to further verify the validity of the algorithm in the existing limited
experimental conditions, we do the following things with measurement data:

(1) Added a fixed value to all the pseudo-range in the whole time of the deception
jamming signals which the value is c� 1e� 3, where c is the speed of light.
This process is used to simulate the same fixed time delay in the whole time,
and the result is shown in Fig. 2;

(2) Added a fixed value to all the pseudo-range at the same epoch of the deception
jamming signals which the value is c� 1þ 0:5kð Þe� 4. The value of k is
different at different time and along with time increasing at the rate of unit 1.
This process is used to simulate the same fixed time delay at the same epoch,
different time with different delay, and the result is shown in Fig. 3;

Fig. 1 Experimental result with no delay
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(3) Through data analysis, we found that the satellite which with carrier noise
power density ratio greater than 45 dB have four. Then corresponding four
satellite signals are selected and used for evaluating algorithm. For four
satellite corresponding pseudo-range of the deception jamming signals at the
same time added the value of 1:38e� 7; 0:78e� 7; 1:1e� 7; 1:53e� 7ð Þ,
respectively. In addition, for the whole pseudo-range at the same time added a
fixed value c� k � 1e� 8. The value of k is different at different time and
along with time increasing at the rate of unit 1. This process is used to simulate
all pseudo-range delay are different in the whole time, and the result is shown
in Fig. 4.

Fig. 2 Experimental result with the same fixed delay in the whole time
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Lines color definition in Figs. 2, 3 and 4 are the same as the definition in Fig. 1.
From the figures we can see that the algorithm positioning results are changed with
the time delay. However, the distance deviation from two algorithms calculating
result is basically remains unchanged. The calculating result in Figs. 1 and 2 are
basically identical, and this is because the deception jamming signal added the same
fixed delay in all the time, and it is offset each other in pseudo-range differences
calculation according to the deception jamming signal model in Eqs. (10) and (11).

Experimental results agree with the theoretical analysis, therefore it can be used
to identify whether the satellite signal true or not.

Fig. 3 Experimental result with the same delay at the same epoch
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4 Conclusion

To the common problem of repeated deception jamming, this paper proposes a
single receiver against repeated deception jamming algorithm. The realization of the
algorithm requires only a single receiver or a single antenna, pseudo-range double
differences is adopted between two adjacent times. The Taylor series approximation
is carried out to solve the position relationships in equations, and then use the least
square method to solve it. Finally the authenticity of the satellite signal is identified
according to the calculating results.

The advantages of this algorithm are: (1) the requirement of the equipment and
measurement information is low, and it only needs a single receiver and pseudor-
ange information. Therefore, it can avoid the receiver detection performance
affected by the baseline length; (2) it is not affected by satellite signal lock-lose.
From unlock to recapture, it is only need to increase the time span between two
signals and can realize the signal discrimination.

Fig. 4 Experimental result with different delay at different epoch and different pseudo-range
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The Effect of Cross-Correlation Items
on the Intersystem Interference
Between GPS, BDS and Galileo

Bingxue Chen, Xufang Huang, Xuyang Wang and Tangchao Li

Abstract The spectrum of four global satellite navigation systems allocated on the
L1 band are severely overlapped, which makes signal interfere inevitably. Effective
carrier power-to-noise density ratio (ðC=N0Þeff ) and its degradation are important
criteria to evaluate the degree of interference between Global Navigation Satellite
Systems (GNSS). In order to simplify the analysis process and computational
complexity, the cross-correlation items between desired signal and interference
signals outputted from the receiver are ignored when calculating C=N0ð Þeff . In order
to estimate how much deviation would be caused by ignoring the cross-correlation
items, the power spectrum density (PSD) of cross-correlation items have been
derived, and a new calculation formula of C=N0ð Þeff considering the influence of
cross-correlation items have been given, then the simulated results of intarsystem
interference of GPS, BDS and Galileo were presented, and the results of intersystem
interference between GPS, BDS and Galileo were also presented.
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1 Introduction

Over the past a decade, there are some research about the interference between
GPS, BDS and Galileo [1–10]. The effective carrier power-to-noise density ratio
(ðC=N0Þeff ) is an important criterion to assess the in-band interference from other
systems. Some assessment of these interference effects has generally been overly
conservative for the sake of simplicity in performing analyses [1–7]. Other some
researchers noticed that simplifying may cause estimation errors. Dr. Dierendonck
had considered some relatively short repeating codes, such as the GPS C/A code
signals, and evaluated the effects of signal Doppler on short code spectral lines, data
and symbol modulation effects [8]. Dr. Soualle analyzed the influence of the data
rate and the spreading codes of the navigation signals onto intra-system interference
for the GALILEO and GPS navigation systems [9]. Dr. Wei Liu presented a
methodology combing the spectral separation coefficient (SSC) and code tracking
spectral sensitivity coefficient (CT-SSC) for GNSS radio frequency compatibility
assessment [10].

To date, these interference analysis methods have neglected the influence of the
cross-correlation items onto intrasystem interference and intersystem interference
for GNSS. We would focus on the effects of the cross-correlation items onto
GNSS’s mutual interference.

Firstly, based on the matched filtering principle, the power and power spectral
density of cross-correlation items have been gained from the frequency domain, and
the cross spectral separation coefficient (CSSC) is defined by copying the definition
of spectral separation coefficient (SSC). The modified expressions of the C=N0ð Þeff
was presented in the end of this part, and the detailed calculating formula of
equivalent power spectral density of intrasystem interference and intersystem
interference were also presented. Then the numerical results of intrasystem inter-
ference of civil signals of GPS, BDS and Galileo were showed, and intersystem
interference between GPS, BDS and Galileo were also displayed. During the
simulation process, the real power spectral of C/A, L1C, B1 and E1OS are con-
sidered. Finally, the last section draws conclusions.

2 Signal Model of Cross-Correlation Items

2.1 Power of the Cross-Correlation Items

The expression of received signals from all visible satellites can be written as:

r tð Þ ¼ s tð Þþ u tð Þþ n tð Þ
sðtÞ ¼ Re aosðt � soÞ expðj2pðfc þ fdÞðt � soÞÞf g
uðtÞ ¼ Re ausðt � suÞ expðj2pðfuc þ fudÞðt � suÞÞf g

ð1Þ
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where, n tð Þ denotes thermal white noise with two-side spectral density of N0=2. s tð Þ
denotes the desired signal, s tð Þ ¼ cðtÞdðtÞ, dðtÞ denotes the data code, cðtÞ denotes
the pseudorandom noise (PRN) of the desired satellite signal. u tð Þ denotes the
interference signals come from the same satellite navigation system and come from
the different navigation systems. fc and fuc denote the carrier frequency of the
desired and the interference signals, respectively. a0 and au denote amplitude of the
desired and the interference signals, respectively. s0 and su denote the propagation
delay of the desired and the interference signals, respectively. fd and fud denote the
Doppler shift of the desired and the interference signals, respectively.

The spectral density function of the pseudo code cðtÞ will be denoted as Sðf Þ,
according to the matched filtering theory, the transfer function of matched filter
should be the complex conjugate of Sðf Þ, which is denoted as S�ðf Þ. When the
impact of noise and front-end filter is ignored, the spectral density function of
output signals from the matched filter, which is denoted as sY tð Þ, would be
expressed as:

Y fð Þ ¼ So fð Þþ Su fð Þð ÞS� fð Þ ð2Þ

where, So fð Þ denotes the Fourier transform of the desired signal, Su fð Þ denotes the
Fourier transform of the interference signal.

Then the power spectral density of sY tð Þ can be expressed as:

GYðf Þ ¼ Y fð Þj j2¼ So fð Þþ Su fð Þð ÞS� fð Þð Þ So fð Þþ Su fð Þð ÞS� fð Þð Þ�
¼ Go fð ÞþGu fð Þþ So fð ÞS�u fð Þþ S�o fð ÞSu fð Þ� �� �

G fð Þ ð3Þ

Consequently, the power output from the matched filter can be obtained by
calculating the integral of its PSD within the bandwidth:

PY ¼
Z1

�1
GY fð Þdf ¼

Z1

�1
Go fð ÞG fð Þdf þ

Z1

�1
Gu fð ÞG fð Þdf

þ
Z1

�1
So fð ÞS�u fð Þþ S�o fð ÞSu fð Þ� �

G fð Þdf
ð4Þ

where, Go fð Þ is the power spectral density (PSD) of sðtÞ, G fð Þ is the PSD of c tð Þ,
Gu fð Þ is the PSD of uðtÞ. S�o fð Þ is the complex conjugate of So fð Þ, S�u fð Þ is the
complex conjugate of Su fð Þ.

Now, considering the effects of the front-end filtering and noise, the power of
sY tð Þ should be expressed as:
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PY ¼
Zbr=2

�br=2

H fð Þj j2GY fð Þdf þN0

Zbr=2

�br=2

H fð Þj j2G fð Þdf

¼
Zbr=2

�br=2

H fð Þj j2Go fð ÞG fð Þdf þN0

Zbr=2

�br=2

H fð Þj j2G fð Þdf

þ
Zbr=2

�br=2

H fð Þj j2 Gu fð Þþ Gu;o fð ÞþGo;u fð Þ� �� �
G fð Þdf ð5Þ

where, Gu;o fð Þ ¼ ffiffiffiffiffiffiffiffiffiffi
CsCu

p
So f þDfð ÞS�u f þDfð Þ and Go;u fð Þ ¼ ffiffiffiffiffiffiffiffiffiffi

CsCu
p

S�o f þDfð Þ
Su f þDfð Þ, which are the cross power spectrum density between desired signal and
interference signals. H fð Þ is the transfer function of the receiver filter with band-
width br.

2.2 Cross Power Spectral Density

Assuming that the desired C/A signal emits from one of visible satellites, denoted as
PRNi, and the interference signals may come from other visible satellites which are
the same system or the different systems. For example, the C/A PRNi signal will be
suffered from intrasystem interference, such as Code Division Multiple Access
(CDMA) interference, denoted as PRNj j 6¼ ið Þ code, P code, M code and L1C code,
these interferences come from GPS. At the same time, the C/A PRNi signal will be
suffered from intersystem interference, such as BDS’s signals and Galileo’s signals.
In the case of intrasystem interference, Su fð Þ can be rewritten as:

Su fð Þ ¼ SCA j fð Þþ Sp fð Þþ SM fð Þþ SL1C fð Þ ð6Þ

The cross power spectrum Gu;o fð Þ and Go;u fð Þ in Eq. (5) can be written as:

Gu;o fð Þ ¼ SCA j fð Þþ SP fð Þþ SM fð Þþ SL1C fð Þ� ��
SCA i ð7Þ

Go;u fð Þ ¼ S�
CA i

fð ÞSu fð Þ ð8Þ

In the case of intersystem interference, Su fð Þ can be rewritten as:

Su fð Þ ¼ SE1A fð Þþ SE1B fð Þþ SE1C fð Þ ð9Þ
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So the cross power spectrum Gu;o fð Þ and Go;u fð Þ can be rewritten as:

Gu;o fð Þ¼ SE1A fð Þþ SE1B fð Þþ SE1C fð Þð Þ�SCA i ð10Þ

Go;u fð Þ¼S�
CA i

fð ÞSu fð Þ ð11Þ

2.3 Cross Spectral Separation Coefficient

Spectral Separation Coefficients (SSC) provides a measure of the interference
power output from a receiver when certain signals with given spectra are incident at
its input, which is defined as:

SSC Dfð Þ ¼
R br=2
�br=2

H fð Þj j2Gu N f þDfð ÞGN fð ÞdfR br=2
�br=2

H fð Þj j2GN fð Þdf
ð12Þ

The terms, Gu N fð Þ and GN fð Þ denote normalized PSD of the interference
signal and the local reference signal in the infinite bandwidth, respectively. That is,R1
�1 Gu N fð Þdf ¼ 1 and

R1
�1 GN fð Þdf ¼ 1. Df represents the frequency shift,

which comprises of Doppler frequency shift and the difference of central frequency
between the desired signal and the interference. The unit of SSC is 1/Hz.

The theory of SSC is extended to measure of the cross-correlation items power,
defined as:

CSSC Dfð Þ ¼
R br=2
�br=2

H fð Þj j2 Gu;o N f þDfð ÞþGo;u N f þDfð Þ� �
GN fð ÞdfR br=2

�br=2
H fð Þj j2GN fð Þdf

ð13Þ

where, Gu;o N fð Þ and Go;u N fð Þ are normalized cross power spectral density, that
means,

R1
�1 Gu;o N fð Þdf ¼ 1 and

R1
�1 Go;u N fð Þdf ¼ 1.

For example, CSSC Dfð Þ between the desired PRNi code and the interference
PRNj j 6¼ ið Þ code, can be calculated by the following equation, PRNi codes belong
to C/A signal:

CSSCCA ij Dfð Þ ¼
R br=2
�br=2

H fð Þj j2 S�
CA j

f þDfð ÞSCA i f þDfð Þþ SCA j f þDfð ÞS�
CA i

f þDfð Þ
� �

GN fð ÞdfR br=2
�br=2

H fð Þj j2GN fð Þdf
ð14Þ

The CSSC Dfð Þ between the PRNi code and P code, or M code, or L1C code can
be written as:
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CSSCCA P Dfð Þ ¼
R br=2
�br=2

H fð Þ
		 		2 S�P f þDfð ÞSCA i f þDfð Þþ SP f þDfð ÞS�

CA i
f þDfð Þ

� �
GN fð ÞdfR br=2

�br=2
H fð Þ
		 		2GN fð Þdf

ð15Þ

2.4 Modified Effective Carrier Power-to-Noise Density Ratio

The traditional effective carrier power-to-noise density ratio has been defined as:

C
N0


 �
eff
¼ C

N0 þ Itot
ð16Þ

Itot ¼ Cu

Zbr=2

�br=2

H fð Þ
		 		2Gu N f þDfð ÞGN fð Þdf ð17Þ

When considering the cross-correlation items, Eq. (16) should be rewritten as:

C=N0ð Þeff m¼
C

No þ Itot m
ð18Þ

C ¼ Cs

Zbr=2

�br=2

H fð Þj j2Go N f þDfð ÞGN fð Þdf ð19Þ

Itot m ¼ Itot þ
ffiffiffiffiffiffiffiffiffiffi
CsCu

p Zbr=2

�br=2

H fð Þj j2 So f þDfð ÞS�u f þDfð Þþ S�o f þDfð ÞSu f þDfð Þ� �
GN fð Þdf

ð20Þ

where, C is the received power of the desired signal, N0 is the PSD of the thermal
noise, Itot and Itot m are the equivalent power spectra of the traditional and modified
total interference, respectively. Cs and Cu are the received power of the desired and
the interference signal, respectively.

Substituting (19) and (20) into (18) yields the modified C=N0ð Þeff m

42 B. Chen et al.



C
N0


 �
eff m

¼
Cs

R br=2
�br=2

H fð Þj j2Go N f þDfð ÞGN fð Þdf

N0

Z br=2

�br=2
H fð Þj j2G fð Þdf þ

ffiffiffiffiffiffiffiffiffiffi
CsCu

p Z br=2

�br=2
H fð Þj j2 So f þDfð ÞS�u f þDfð Þþ S�o f þDfð ÞSu f þDfð Þ� �

GN fð Þdf

þCu

Z br=2

�br=2
H fð Þ
		 		2Gu N f þDfð ÞGN fð Þdf

0
BBBB@

1
CCCCA

ð21Þ

Comparing with the traditional C=N0ð Þeff [1–5], the traditional calculation for-
mula neglects the cross power spectrum and Doppler frequency shift.

The degradation of C=N0ð Þeff due to the cross-correlation items (in dB) should
be modified as:

C
N0


 �
deg tot

¼ C
N0


 �
deg intra

þ C
N0


 �
deg inter

ð22Þ

where,

C
N0


 �
deg intra

¼ 10 log10 1þ Iintra
N0


 �

C
N0


 �
deg inter

¼ 10 log10 1þ Iinter
N0 þ Iintra


 � ð23Þ

Iintra tð Þ ¼
XI�1

i¼1

C ið Þ
M SSC ið Þ

M Dfð Þþ
XU�1

u¼1

XI

i¼1

C ið Þ
u SSC ið Þ

u Dfð Þ

þ
XU�1

u¼1

XI

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C ið Þ
M C ið Þ

u

q
CSSC ið Þ

u Dfð Þ
ð24Þ

Iinter tð Þ ¼
XQ�1

q¼1

XKq

k¼1

XJp
j¼1

C jð Þ
q;kSSC

jð Þ
q;k Dfð Þþ

XQ�1

q¼1

XKq

k¼1

XJp
j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C jð Þ
M C jð Þ

q;k

q
CSSC jð Þ

q;k Dfð Þ ð25Þ

where, C=N0ð Þdeg tot is the total degradation, ðC=N0Þdeg intra is the degradation due
to intrasystem interference. C=N0ð Þdeg inter is the degradation due to intersystem

interference. SSC ið Þ
M is the SSC between ith CDMA interference and the desired

signals. SSC ið Þ
u is the SSC between the uth service on the ith satellite interference

and the desired signals, CSSC ið Þ
u as the cross spectrum between signals separation

coefficient system. SSC jð Þ
q;k is the SSC of the qth satellite of the pth system to transmit

the jth interference signal, CSSC jð Þ
q;k is the cross spectral separation coefficient

between the desired signal and interference. C ið Þ
M , C ið Þ

u , C jð Þ
q;k are the received power

of CDMA interference signal, intrasystem and intersystem interference signal,
respectively.
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3 Numerical Results

3.1 The Real PSD of Civil Signals

Table 1 summaries the technical characteristics of GPS, Galileo and BDS signals in
L1 band, detailed parameters can refer to the literature [11–13]. Table 2 summaries
the calculation parameters which are calculated for the C=N0ð Þeff of all civil signals

The GPS C/A codes, as well as the codes on the future GPS, BDS and Galileo
signals, such as L1C, E1OS and B1, actually produce line spectrums. These codes
are modulated with navigation data that spread the lines over the data/symbol
bandwidth. The following simulations will account for these facts. A plot of a
typical C/A code spectrum, B1 spectrum and E1B spectrum (relative to 1 W) in
Fig. 1, we assumed that they have the same central carrier frequency in order to
observe the difference. A close-in view of the real spectral density is shown in
Fig. 2.

Table 1 Signal parameters of GPS, Galileo and BDS in L1 band

System Service type Carrier frequency/MHz Modulation type Chip rate/Mcps

GPS C/A 1575.42 BPSK(1) 1.023

P(Y) 1575.42 BPSK(10) 10.23

M 1575.42 BOCsin(10,5) 5.115

L1C 1575.42 MBOC(6,1,1/11) 1.023

Galileo E1B 1575.42 MBOC(6,1,1/11) 1.023

E1C 1575.42 MBOC(6,1,1/11) 1.023

E1A 1575.42 BOCcos(15,2.5) 2.5575

BDS B1 1561.098 QPSK 2.046

B1-2 1589.742 QPSK 2.046

Table 2 Calculation
parameter

Parameter Value

Time period 7 day

Time step 60 s

Grid resolution 50 � 50

Elevation angle 50

Emission bandwidth 30.69 MHz

Front-end bandwidth 24.552 MHz

N0 −201.31 dBW/Hz
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3.2 Spectral Separation Coefficient and Cross Spectral
Separation Coefficient

Figure 3 shows the single-sided convolution evaluation of Eq. (12) for two typical
GPS C/A code spectral densities, as illustrated in Fig. 2, as a function of Doppler
frequency offset, illustrating the attenuation of the spectral separation coefficient
versus that offset, covering multiple 1-kHz lines. The minimum attenuation at
zero-Doppler difference has an approximate value of −37.6 (dB/Hz). This attenu-
ation is 20 (dB) less than the −57.6 (dB/Hz) average attenuation computed using a
long-code (with the C/A code chipping rate) continuous spectral density. It is also
more correct. Note that the attenuation at the odd-multiple of 500-Hz Doppler
offsets is as much as 70 dB, much more than the long-code approximation would
yield.

Figure 4 shows the CSSC versus the Doppler frequency offset. From the red
curve, it can be seen that CSSC of desired C/A code and interference C/A code has
the largest change, which is −40 to −80 dB. As the P code is also used BPSK
modulation, the spectrum of the main lobe overlap is relatively serious, cross power
spectrum interference followed by −70 to −110 dB. Moreover, the L1C code uses
MBOC modulation, with the impact of the subcarrier modulation, so the cross
power spectrum interference is slightly smaller. M code is military code, but the
cross interference can not be ignored. While the cross spectral separation coeffi-
cients of P code, M code and L1C code, we can see that they are almost constant.
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Fig. 3 Spectrum separation coefficients
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3.3 Intrasystem Interference of GPS, BDS, Galileo

In this section, all the interference simulation results refer to the worst scenarios.
The worst case assumes the minimum emission power of the desired signal,
maximum emission power of the interference signals, maximum aggregate visible
satellite over a grid of user locations on the earth’s surface and over specified time
intervals, and maximum D C=N0ð Þ over all the steps.

(1) Research on GPS C/A code in the worst scenarios, that is, the desired C/A code
with the minimum power, other interference signals with maximum received
power, and the maximum number of satellites received, the front-end band-
width is 20.46 MHz. D C=N0ð Þ denotes a conventional value that does not take
account of the cross-correlation items, D C=N0ð ÞM denotes a modified value.

In Table 3, the real PSD of C/A code is used to obtain the results of the effective
carrier power-to-noise density ratio’s degradation with Doppler shift when the cross
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Fig. 4 Cross spectrum separation coefficients

Table 3 Maximum intrasystem interference of the real PSD of C/A code

Real PSD D(C/N0) D(C/N0)M
Df = 0 Hz 20–21.4 20.8–22.2

Df = 500 Hz 0.95–1.25 1.05–1.35

Df = 1000 Hz 17.2–18.6 18–19.4

Df = 1500 Hz 0.85–1.1 0.95–1.2

The Effect of Cross-Correlation Items on the Intersystem … 47



power spectrum is considered. In lateral view, D C=N0ð Þ is larger than D C=N0ð ÞM
about 0.8–1.2 dB. In the longitudinal direction, the Doppler frequency shift has a
great effect on the result, which has the smallest at 500 Hz, about 1.05–1.35 dB,
and the maximum is 18–19.4 dB at 1000 Hz. This is also consistent with the results
in Figs. 1 and 2.

The envelope PSD of C/A code is used in Table 4, and the data of D C=N0ð Þ is
the result of the traditional value. It can be seen that D C=N0ð ÞM which consider the
effect of cross power spectrum increases by 2.1–2.4 dB.

(2) Research on BDS B1 in the worst case, that is, the desired B1 code with the
minimum power, other interference signals with maximum received power, and
the maximum number of satellites received, the front-end bandwidth is
20.46 MHz. It should be noted that the BDS system 1–5 satellite transmit a
navigation message at 500 bps while 6–37 satellite navigates at 50 bps. It is
now assumed that the desired signal B1 code is transmitted by one of the
satellites 6–37.

In Table 5, D C=N0ð Þ is larger than D C=N0ð ÞM about 0.5–1 dB, and the change
in Table 6 is more obvious, which is about 1.25–1.7 dB. It can be seen from this,
the effect of cross power spectrum is very large when the envelope PSD is
calculated.

(3) Research on Galileo E1B code in the worst case, namely the desired E1B code
with the minimum power, other interference signals with maximum received
power, and the maximum number of satellites received, the front-end band-
width is 24 MHz.

Table 4 Maximum intrasystem interference of the envelope of C/A code

Envelope PSD D(C/N0) D(C/N0)M
Df = 0 Hz 1.9–2.4 4.6–5.6

Table 5 Maximum intrasystem interference of the real PSD of B1 code

Real PSD D(C/N0) D(C/N0)M
Df = 0 Hz 13–15 13.5–16

Df = 500 Hz 0.45–0.65 0.45–0.65

Df = 1000 Hz 10–12 11–13

Df = 1500 Hz 0.45–0.6 0.45–0.65

Table 6 Maximum intrasystem interference of the envelope of B1 code

Envelope PSD D(C/N0) D(C/N0)M
Df = 0 Hz 0.65–1 1.9–2.7
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In Table 7, the effect of cross-correlation on Galileo E1B code is minimal
compared with GPS and BDS, only about 0.1 dB. This has the certain relation with
the anti-interference of the MBOC modulation of E1B code.

3.4 Intersystem Interference of GPS, BDS, Galileo

The data under the envelope PSD in Table 8 represents the traditional results
without regard to cross-correlation effects. Analysis of the data in Table 8, we can
see that: (1) Galileo cross power spectrum is always better than no cross situation,
either on GPS or BDS; (2) the effect of GPS on BDS is greater than the effect of
BDS on GPS, the interference of BDS B1 signal suffered from GPS signal is lager
than that suffered from BDS. (3) The effect of C/A suffered from Galileo is greater
than that from BDS. The center frequency of Galileo and GPS are the same, so the
spectrum overlap is more serious, BDS has 14.322 MHz center frequency offset

Table 7 Maximum intrasystem interference distribution of the envelope of E1B code

Real PSD D(C/N0) D(C/N0)M
Df = 0 Hz 6.2–6.8 6.3–6.8

Df = 500 Hz 5.2–5.7 5.3–5.8

Df = 1000 Hz 5.1–5.6 5.2–5.7

Table 8 Maximum intersystem interference between GPS, BDS and Galileo

Envelope PSD Real PSD Df = 0 Hz Df = 500 Hz Df = 1000 Hz

C/A ← BDS 2–3.2 (�10−3) D(C/N0) 0.014–0.032 3.2–5 (�10−3) 0.025–0.055

D(C/N0)M 0.012–0.026 0.022–0.036 0.025–0.055

C/A ← Galileo 0.22–0.27 D(C/N0) 0.2–0.35 3.55–4.05 0.4–0.65

D(C/N0)M 0.16–0.3 3.55–4.05 0.3–0.5

C/A ← BDS
+ Galileo

0.22–0.27 D(C/N0) 0.18–0.32 3.55–4.05 0.35–0.55

D(C/N0)M 0.18–0.32 3.55–4.05 0.35–0.55

B1 ← GPS 0.09–0.12 D(C/N0) 0.26–0.38 0.34–0.46 0.26–0.4

D(C/N0)M 0.32–0.48 0.48–0.62 0.32–0.5

B1 ← Galileo 0.03–0.036 D(C/N0) 0.085–0.13 0.18–0.215 0.115–0.16

D(C/N0)M 0.085–0.13 0.115–0.16 0.17–0.205

B1 ← GPS
+ Galileo

0.09–0.11 D(C/N0) 0.34–0.5 0.52–0.64 0.34–0.52

D(C/N0)M 0.4–0.6 0.64–0.8 0.4–0.6

E1B ← GPS 1.3–1.65 D(C/N0) 1.7–2.5 2.2–3.1 2.1–3

D(C/N0)M 1.7–2.6 2.3–3.2 2.2–3

E1B ← BDS 8.5–13.5 (�10−3) D(C/N0) 0.02–0.04 0.025–0.05 0.03–0.055

D(C/N0)M 0.02–0.04 0.025–0.05 0.03–0.055

E1B ← GPS
+ BDS

1.3–1.65 D(C/N0) 1.7–2.6 2.2–3.1 2.1–3

D(C/N0)M 1.8–2.6 2.3–3.2 2.2–3.1
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away from them. (4) E1B interference is generally larger than other signals.
Figure 2 can be more clearly seen in the actual power spectrum of C/A code is
much larger than the E1B code, which is why the GPS signal will give E1B signal
carrier to noise caused by more than decay value. (5) Compared with the traditional
D C=N0ð Þ, the values calculated by the cross power spectrum are almost slightly
larger than the traditional values.

4 Conclusion

In this paper, the effect of the cross-correlation items to the C=N0ð Þeff has been fully
considered. We first modify the traditional C=N0ð Þeff calculation model, and give a
more accurate analytical formula considering the effect of cross-correlation items.
Based on the modified effective carrier power-to-noise density ratio calculation
model, the simulation results of intersystem interference and intrasystem interfer-
ence between GPS, BDS and Galileo are discussed. It points out that when the
envelope PSD is used to calculate the intrasystem interference, the interference
value is about 1.5–3 dB larger than the unoptimized method; the intersystem
interference is about 0.5–1 dB when using the cross power spectrum calculation,
and the average value is 0.05–0.1 dB when calculating the intersystem interference;
using the cross power spectrum calculation after correction, the intersystem inter-
ference is about 1–1.5 dB larger than the traditional value. It can be seen that the
influence of cross-correlation items can not be neglected on the calculation of
effective carrier power-to-noise density ratio.

Acknowledgements Funded by National Natural Science Foundation of China (Grant
No. 61563004, 61004123)

Appendix (附录)

See Figs. 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, and 16

50 B. Chen et al.



Fig. 5 Maximum
intrasystem interference of
GPS C/A

Fig. 6 Maximum
intrasystem interference of
BDS B1

Fig. 7 Maximum
intrasystem interference of
Galileo E1B
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Fig. 8 Maximum
intersystem interference
between CA and BDS

Fig. 9 Maximum
intersystem interference
between CA and BDS,
Galileo

Fig. 10 Maximum
intersystem interference
between CA and Galileo
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Fig. 11 Maximum
intersystem interference
between B1 and GPS

Fig. 12 Maximum
intersystem interference of B1
and Galileo

Fig. 13 Maximum
intersystem interference
between B1 and GPS, Galileo
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Fig. 14 Maximum
intersystem interference
between E1B and GPS

Fig. 15 Maximum
intersystem interference
between E1B and BDS

Fig. 16 Maximum
intersystem interference
between E1B and GPS, BDS
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An Improved High-Sensitivity Acquisition
Algorithm for BDS B2 Signal

Xue Wang, Jianchao Du and Weibin Li

Abstract The NH code modulation of Beidou B2 satellite navigation signal causes
the problem of high bit reversal rate, which results in difficulty to directly apply the
coherent integration over periods longer than 1 ms as capturing weak Beidou B2
satellite signal. Besides, it needs to search again to determine the acquisition of NH
code chip position. Based on half-bit acquisition algorithm, an improved acquisition
algorithm is proposed which combines the feature sequence and half-bit algorithm
according to the characteristics of B2 signal. The proposed algorithm handles both
of high bit reversal rate problem and NH code chip positioning problem.
Experimental result shows that the performance of the proposed algorithm is not
only improved about 2 dB compared to the non-coherent algorithm, but also does
not need additional steps to determine the NH code phase.

Keywords Beidou B2 signal � Half-bit algorithm � Characteristic sequence � NH
code

1 Introduction

The Beidou Navigation Satellite System (BDS) is a global navigation system
compatibly with other navigation systems that has been developed and operated
independently by China. It has been designed to provide positioning, navigating
and timing services for Southeast Asia region in 2012 and extend to global users in
2020 [1]. By the end of 2013, the signal context of B2 frequency point is added to
documents Beidou navigation satellite signal in space interface control document
open service signal Version 2.0 [2]. It means that the Beidou has become the
world’s first satellite system to use two frequency points to achieve civil positioning
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service, which the positioning accuracy has improved to meter level even decimeter
level comparing to the single frequency signal.

The Beidou B2 satellite navigation signal of NH code modulation improves the
ability to resist narrow band interference and the performance of cross-correlation.
However, the rate of NH code is 1 kbps, which causes the problem of high bit
reversal rate. Besides, it is difficult to directly apply the coherent integration over
periods longer than 1 ms and to determine the NH code position as capturing weak
Beidou satellite signal. It is not sufficient to meet the requirements of the software
receiver for real-time acquisition.

To overcome this problem, this paper studies a high-sensitive B2 signal cap-
turing algorithm. First, it introduces the composition of the Beidou B2 signal and
analyses the feature of navigation message. Secondly, it brings the concept of
feature sequence and the half-bit acquisition. Then, an improved acquisition
algorithm is proposed that combines the feature sequence and the improved half-bit
algorithm according to the characteristics of B2 signal. Finally, the proposed
algorithm is verified with simulated BDS B2 signal in Matlab. The performance of
the proposed algorithm is compared with that of the non-coherent integration
algorithm [3].

2 Analysis of BDS B2 Signal

2.1 The Composition of the BDS B2 Signal

The B2 frequency signal of Beidou can be written as

S j
B2ðtÞ ¼ AB2IC

j
B2IðtÞDj

B2IðtÞ cosð2pfB2tþu j
B2IÞ

þAB2QC
j
B2QðtÞDj

B2QðtÞ sinð2pfB2tþu j
B2QÞ

ð1Þ

where j is satellite number. I and Q denote the in-phase channel and quadrature
channel. A is the amplitude of signal and C is pseudo-random noise (PRN) code.
D is the navigation data. fB is the B2 frequency which is 1207.140 MHz. u is the
initial phase.

It can be found the B2 frequency signal of Beidou is similar to the L1 frequency
signal of GPS. Both of them adopt the CDMA and right-hand circular polarization
modulation. The difference is that the Beidou adopts the QPSK modulation and its
ranging code rate and code length are twice than the ranging code rate and code
length of GPS [4]. So the B2 frequency signal of Beidou has high spectrum uti-
lization and good anti-interference ability.

In the paper, we only explore the in-phase channel because the quadrature
channel is licensed and used for military rather than civil use. The received in-phase
channel signal is defined as the following expression.
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S j
B2ðtÞ ¼ AB2IC

j
B2IðtÞDj

B2IðtÞ cosð2pfB2tþu j
B2IÞ ð2Þ

The satellite radio frequency signal is transmitted to the ground by the satellite
aerials. Then the signal passes through the atmosphere and is received by the
receiver. The receiver carries out a serial of operation such as amplifying power,
down-conversion, filtering and sampling-quantization to get IF signal. The navi-
gation satellite captured and processed signal is the digital IF signal. The B2 digital
IF signal of Beidou can be written as

Sk ¼ AICIðtk � sÞDIðtk � sÞ cosð2pðfIF þ fdÞðtk � sÞþu0Þþ nk ð3Þ

where tk is the kth sample time, s is the delay of signal. The fd is the Doppler
frequency shift of satellite signals. The nk is the noise value at the sample time. The
Sk is the B2 IF signal value at the sample time.

2.2 NH Code and Navigation Message

The B2 signal is modulated with NH code. The NH code contains 20 chips. Its
length is presented by NS. The NH code is the fixed value storage code. The values
are that 0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 0, 0, 1, 1, 1, 0. The modulated NH code
can improve the ability to resist narrow-band interference, spread the spectrum. It
benefits to bits and signal synchronization and improves mutual correlation. The B2
satellite signal of Beidou spreads the navigation message, which has a frequency of
50 Hz in D1 message and 500 Hz in D2 message. D1 message is modulated with
NH code and the NH code rate is 1 kbit. Both of code carry out the operation of
mod 2 and load to the B2 I channel signal of MEO=IGSO satellites. The D1
navigation message with modulated NH code has high bit reversal rate, so it is
difficult to capture the weak B2 signal of Beidou. Therefore, this paper focuses on
the D1 navigation message broadcast on high-sensitivity acquisition technology.
The composition of D1 navigation is illustrated in Fig. 1.

According to Fig. 1, the NH code period is 20 ms and the D1 period is 20 ms.
One period NH code matches one bit D1 navigation message and the starting
position of both is strictly aligned. The length of NH code is 20, which means one
period has 20 code chips and the chipping width is 1 ms. The period of bit reversal
is 1 ms so it is difficult to directly apply the coherent integration over periods longer
than 1 ms. It has no effect on no-coherent integration over periods longer than 1 ms.
Therefore the no-coherent algorithm can be used to capture the weak B2 signal of
Beidou. However, it needs to search again to determine the position of NH code
chip using the no-coherent algorithm.
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3 Acquisition Algorithm

3.1 FFT Acquisition Algorithm

Signal fast acquisition in the receiver is implemented by a FFT-based parallel code
phase search acquisition method [5]. The algorithm is illustrated in Fig. 2.

Fig. 1 The composition of D1 navigation

Fig. 2 Parallel code phase search acquisition algorithm
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3.2 Half-Bit Algorithm

Previous work related to BDS weak signal acquisition considers only the I channel
signal for coherent integration, and then the result is integrated non-coherently for
longer integration periods to improve the sensitivity of acquisition. The longer the
data for coherent integration, the more the extra gain of coherent integration, the
higher the sensitivity of acquisition is [6]. The improved half-bit method is that each
1 ms IF signal is divides into two parts. The former 0.5 ms data is odd signal and
the rest of 0.5 ms is zero-padding to combine 1 ms data. The latter 0.5 ms data is
even signal and the rest of 0.5 is also zero-padding to combine 1 ms data.
According to the principle of base 2 FFT, the padding data carries out radix-2 Fast
Fourier Transform. In this way, one of the two groups of data doesn’t contain the bit
reversal. The improved half bit algorithm is illustrated in Fig. 3.

4 Improved Half Bit-Feature Sequence Acquisition
Algorithm

4.1 Concept of Feature Sequence

The section introduces the concept feature sequence [7]. Firstly, we introduce the
linear generated space of linear algebra. The longest linear feedback shift register
sequence is called m sequence with periodic and copied. The length n of m
sequence generate pseudo-random sequences, whose cycle is 2n � 1 chips [7].

ck ¼ f ðck�1; ck�2; . . .; ck�nÞ ð4Þ

The minimum length which is sufficient to determine the chip position is called
the linear span space of the code sequence. The NH code which modulates the B2 I
channel signal of Beidou are 20 storage code chips with fixed value not

Fig. 3 The half bit algorithm
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pseudo-random code generated by the shift register. We extend the above men-
tioned concept of the linear span space to the storage codes. We call the linear span
space of NH code the Feature Length. The calculation steps of the feature length are
as follows [7].

(1) Let k be the max number of contiguous ‘zeros’ or ‘ones’ in the sequence whose
length.

(2) The size of M matrix is which the k is the length of sub sequence. Each row is
shifted by one bit based on the previous row. Mathematically,

M ¼

c1 c2 � � � ck
c2 c3 � � � ckþ 1

..

. ..
. � � � ..

.

cNs�k cNS�K�1 � � � cNS

cNS c1 � � � ck�1

2
666664

3
777775

ð5Þ

(3) Calculate the correlation coefficient of M matrix. Detect the matrix for identical
rows. If there are any rows are identical then auto increment k and repeat the
step 2 until no two rows of the M matrix are identical.

(4) The feature length L of sequence is the minimum values of k which satisfies the
condition in step 3.

According to the Sect. 2.2, the NH code sequence which modulates the D1
navigation message is (0; 0; 0; 0; 0; 1; 0; 0; 1; 1; 0; 1; 0; 1; 0; 0; 1; 1; 1; 0) and it can
generate 20 sub sequences. The feature length of NH code is 7 using the afore-
mentioned procedure calculation. Only the length of sub sequence is greater than or
equal to 7, any two sub sequence is not identical. Hence the method can uniquely
determine the NH code chip position. And call those sub sequences are feature
sequence of NH code.

4.2 Improved the Half-Bit and Feature-Sequence
Acquisition Algorithm

According to Sects. 3.2 and 4.1, the improved half-bit algorithm can avoid the
reversal of length the correlation operation and the feature sequence can uniquely
determine the NH code chip position. In this paper, we propose an improved
acquisition algorithm which combines the feature sequence and half-bit algorithm
according to the characteristics of B2 signal. The proposed algorithm principle is
introduced as follows. Use the 80 ms length of B2 IF signal to carry out weak
satellite acquisition. According to Sect. 3.2, the IF signal is divided into two parts
using aforementioned procedure. The data of odd group and even group can be
expressed as:
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Sodd ¼ D1;D2;D3; . . .;Dnf g ð6Þ

Seven ¼ E1;E2;E3; . . .;Enf g ð7Þ

where Sodd is the data of odd group and Seven is the data of even group. The Dn is the
data of nth odd block and En is the data of nth even block.

If k� 7, the 20 sub sequences which is generated by NH code is not identical.
Hence

Ck ¼ fCk1;Ck2; . . .;Cki; . . .;Ckng ð8Þ

where Cki is the length k sub sequence of the ith NH code chip. Considering the
signal amplitude and anti-interference ability, the value of k is set 10.

Since the D1 navigation message is modulated synchronously by NH code, the
initial edge of first NH code chip is corresponding to the initial edge of the navi-
gation message. Hence calculate sum of result which the first sequence is multiplied
with the continuous k data blocks. Then first sequence is multiplied with the next
1 ms data and is summed. In this case we need to continue these operation such as
shift, multiply and sum until 20 times because the length of NH code is 20 ms.
When the phases between the NH code and the multiplied feature sequence is same,
the NH code is right stripped. The data of stripped NH code carried out the sum of
data block which equal to coherent integration. It means that do first accumulation
and then carry out correlation calculation. Due to strip the NH code, the longest
length of coherent integration reach to 20 data blocks. Hence it can not only
improve the sensitivity of the acquisition but also avoid the problem of bit reversal
in the presence of NH code.

Soi ¼
Xk
n�1

Diþ n�1 � Ck1ðnÞ ð9Þ

Sei ¼
Xk
n�1

Eiþ n�1 � Ck1ðnÞ ð10Þ

where Soi is the result that the feature sequence is multiplied and sum with the ith
data of odd group. The Sei is the result that the feature sequence is multiplied and
sum with the ith data of even group.

The sum results carry out zero-padding and radix-2 operation. Then the output
carries out FFT parallel correlation calculation with local copy PRN (S1).
Mathematically,

Zoi ¼ ifft½fftðSoiÞ: � fftðS1Þ� ð11Þ

Zei ¼ ifft½fftðSeiÞ: � fftðS1Þ� ð12Þ
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where S1 is the complex conjugate of the local copy PRN based Fast Fourier
Transform. The * is the point-multiplication.

Hence, the odd group and even group have 20 result matrix of coherent oper-
ation which correspond to 20 the positions of NH code chip. Find the peak value in
the 20 result matrix. The NH code chip position depends on the maximum peak
result matrix. Comparing the peak between the odd group and even group, there is
greater peak group which does not contain the bit reversal. Then the selected greater
peak value is compared to the set capture threshold. If the value exceeds the set
capture threshold, it means the capture has completed successfully. Otherwise it is
failed. We can set the value of k is 20 when the signal power is very low. Then a
number of coherent integration is integrated no-coherently. Finally, carry out the
aforementioned peak judgment procedures. The specific procedures for the
improved half-bit and feature-sequence algorithm are as follows.

(1) Set the k value and obtain the Ck .
(2) The input of IF signal is divided into odd group and even group.
(3) The contiguous k data blocks of odd group and even group is demodulated with

NH code. It means that the ith data block is multiplied with the ith NH code of
the first sequence.

(4) Sum the data blocks of demodulated kth group.
(5) The sum results carry out zero-padding and radix-2 operation, which obtains

1 ms data of odd group and even group.
(6) Then the output carries out FFT parallel correlation calculation with local copy

signal.
(7) The results of different data blocks of odd arrays or even groups is integrated

non-coherently.
(8) Compare the peak between the odd group and even group, there is greater peak

group which does not contain the bit reversal.
(9) Calculate the capture detection value. If the value exceeds set capture threshold,

it means the capture has completed successfully. If not, the input data is delayed
1 ms and repeat steps 3–8.

Figure 4 shows the flow chart.

Fig. 4 Flow chart of proposed algorithm
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5 Simulation Results and Analysis

In order to verify the validity of proposed the half-bit and feature-sequence algo-
rithm, make simulation in Matlab. Set up simulation parameters. The sampling
frequency is 4.092 MHz. The IF frequency of B2 signal of Beidou is 1.25 MHz.
The D1 navigation message is a serial of random sequence including 1 and −1
generated by random function. The Doppler frequency of signal is 1000 Hz. The
phase of Ranging-codes is 500. The predictive time of acquisition algorithm is
1 ms. The search Doppler frequency change is in the range of (−10 kHz to
+10 kHz). The search frequency bandwidth is 500 Hz. In the experiment, the input
IF signal of B2I is set consistently 80 ms. In order to avoid the influence of different
threshold settings on the detection results, it means the capture has completed
successfully when the search unit of result matrix peak corresponds to correctly the
phase of Ranging-codes and Doppler frequency.

Firstly, under the same acquisition probability, the proposed half-bit and
feature-sequence algorithm is compared to the traditional non-coherent integration
algorithm. The feature sequence length value k of proposed algorithm is set 15 and
the integration length of non-coherent integration algorithm is set 15 ms. The two
algorithms are evaluated using emulated experiments based on the data of different
signal-to-noise ratios and calculate their acquisition probability. Figure 5 shows the
result of experiments and “Pd” is the abbreviation of “Probability of detection”.

According to Fig. 5, compared with the traditional non coherent integration
algorithm, the improved half-bit and feature-sequence acquisition algorithm is
better in capturing the sensitivity. The simulation results show that the performance
of proposed algorithm improves above 2 dB compared with non-coherent inte-
gration algorithm under same acquisition probability.
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In indoor environment, the SNR of weak signal B2I is about −34 dB. Hence, the
feature sequence length value k of proposed algorithm set 15 carries out the SNR
−34 dB weak B2I signal. The captured results are showed Figs. 6 and 7.

According to Figs. 6 and 7, in indoor environment the proposed algorithm
captures very well the B2I signal. Besides in the process of acquisition, the noise
interference is small, and the correlation value is prominent at the capture point, and
the preference of acquisition is good.

The 15 ms integration length of non-coherent integration algorithm carries out t
SNR −34 dB weak B2I signal. The captured results are showed Figs. 8 and 9.
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Fig. 6 SNR = −34 dB k = 15 the captured code phase of proposed algorithm

Fig. 7 SNR = −34 dB k = 15 the captured 3D result of proposed algorithm
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Besides, the improved algorithm can determine the NH code position by the
iteration of the flow chart while the phase of the ranging-code and Doppler fre-
quency are captured. However, the non-coherent integration algorithm can’t
determine the NH code position. After capturing the phase of ranging-code and
Doppler frequency, it is needed to other step to search the NH code position.
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107 phase of aquisition=500.5Fig. 8 SNR = −34 dB
15 ms the captured code
phase of non-coherent
algorithm

Fig. 9 SNR = −34 dB
15 ms the captured 3D result
of non-coherent algorithm
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6 Conclusions

The NH code modulation of Beidou B2 satellite navigation signal causes the
problem of high bit reversal rate, so it is difficult to directly apply the coherent
integration over periods longer than 1 ms to capturing weak Beidou B2 satellite
signal. In the paper, an improved acquisition algorithm is proposed which combines
the feature sequence and half-bit algorithm according to the characteristics of B2
signal. The concept of NH code feature sequence is introduced and the flow chart of
the improved algorithm is described in detail. Then the algorithm is verified with
simulated B2I signal and compared to the non-coherent integration algorithm. The
experimental result indicates that the performance of the proposed algorithm is not
only improved about 2 dB compared to the non-coherent algorithm, but also does
not need other steps to search the NH code phase in the same detection probability.

Acknowledgements The authors are grateful for the financial support from the Shaanxi Province
Natural Science Foundation (2015JM6334).

References

1. Yang Y (2010) Progress, contribution and challenges of compass/Beidou satellite navigation
system. Acta Geodaet Cartographica Sinica 39(1):1–6

2. China Satellite Navigation Office (2013) Beidou navigation satellite signal in space interface
control document open service signal. Version 2.0. China Standardization, Beijing

3. Qin X, Han C, Xie Y (2010) A high sensitive fast acquisition algorithm suitable to implement
in software GPS receiver. Acta Electronica Sinica 38(1):99–104

4. Liu T, Mao X (2013) Method of BD2 B1 signal generating. Comput Simul 30(9):70–73
5. Xu X, Fan J (2009) Acquisition algorithm of GPS software receiver. J Chin Inertial Technol

17(2):16–19
6. O’Driscoll C, Petovello MG, Lachapelle G (2008) Software receiver strategies for the

acquisition and re-acquisition of weak GPS signals. J Guidance. Proceedings of the institute of
navigation, national technical meeting, pp 843–854

7. Chan A, Games R (1990) On the linear span of binary sequences obtained from Q-ary M
sequences, Q odd. In: IEEE transactions on information theory, vol 36

68 X. Wang et al.



An Implementation of Navigation Message
Authentication with Reserved Bits
for Civil BDS Anti-Spoofing

Muzi Yuan, Zhicheng Lv, Huaming Chen, Jingyuan Li and Gang Ou

Abstract Since navigation message authentication (NMA) requires a modification
in space segment and the signal broadcasted by satellites, negligent implementa-
tions of NMA may cause a failure in legacy GNSS receiver to process civil GNSS
signal. This paper proposes an implementation of NMA applying reserved bits as
signature area. Digital signature and key chain algorithms are employed to improve
security and efficiency of the implement. In additional, performance of this
implementation is investigated.

Keywords Anti-spoofing � Digital signature � Reserved bits � Navigation message
authentication

1 Introduction

GNSS spoofing attack refers to the attack performed by broadcasting a counterfeit
GNSS signal to the target receiver. Without extra information, the receiver is not
able to distinguish an authorized signal from its fake replica. NMA is an effective
method to identify authorized signal by authenticating the signature attached to the
navigation message. Since NMA may include a modification in the structure of
GNSS signal, the implementation should be designed carefully to maintain the
compatibility for legacy receivers.

The spoofing attack neutralized by NMA can be detailed as the security code
estimation and replay (SCER) attack [1]. Several methods of NMA based on
ECDSA and TESLA were proposed recent years [1–7]. In latest research, perfor-
mance of NMA was measured by two indicators as time to first authenticated fix
(TTFAF) and time between authentications (TBA) in term of efficiency [8]. These
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works mainly concentrate on safety, feasibility and efficiency of NMA and ignore
the affects to legacy receivers.

Compatibility is a significant characteristic of GNSS. Modifications in naviga-
tion message should guarantee the capability for legacy receivers. This work pro-
vides an implementation of NMA for BDS. The implementation attaches the
signature to the reserved bits in navigation message. Legacy receivers need no
upgrade to maintain the capability and other receivers can achieve the anti-spoofing
ability by a modification in software.

The paper is organized as follows: model of SCER attack and basic principles of
NMA are discussed in Sect. 2; the proposed strategy of NMA is demonstrated in
Sect. 3; design of modified navigation message structure is introduced in Sect. 4; an
analysis of performance is performed in Sect. 5.

2 Model of SCER Attack and Algorithms for NMA

Meaconing attack can be mitigated because there is always a delay in the spoofing
signal to the authorized signal. Receivers can examine the time mark of all validate
signal and pick up the signal with the minimum delay. However, SCER signal can
be advance in phase than authorized signal. NMA is needed to detect and mitigate
this kind of spoofing attack.

A SCER attacker can manipulate the PVT solution of the target receiver by
broadcasting a well-designed GNSS signal. This counterfeit signal is composed by
two elements: delayed pseudorange code and fake navigation message. The com-
bination of authorized signal and its fake replica can be modeled as

Yk ¼ aŵk�dck�d þwkck þNk ð2:1Þ

Here in the model, ŵk�d is the fake navigation message, ck�d is the delayed
pseudorange code, wk and ck are navigation message and pseudorange code
broadcasted by authorized satellite. a is the energy gain of spoofing signal and Nk is
an IID Gaussian noise. While authorized signal is jammed or fake signal is higher in
power, the receiver will capture and track the fake signal. Thus ŵk�d will be
adopted as the navigation message, which may end up with a fake positioning
result.

NMA works as a tool to identify whether the navigation message is generated by
an authorized source. By adopting specific validation algorithms to navigation
message text in ŵk�d or wk , receivers can distinguish authorized signal form the
fake one. Algorithms applied by NMA mainly include ECDSA and TESLA.
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2.1 The Elliptic Curve Digital Signature Algorithm
(ECDSA)

First introduced in 1985 [9], the ECDSA is a public key digital signature standard
operates on groups associated with an elliptic curve space. The signature can be
generated by private key and plaintext navigation message. The verification can be
performed through a public key to validate the signature and message [10]. The
length of signature generated by standard 233-bit Koblitz curve is 466 bits [11].

Since the signature is unpredictable to attackers, the SCER attackers are not able
to attach a valid signature to ŵk�d . Receivers can verify the signature and plaintext
navigation message by ECDSA to implement the NMA.

The advantage of ECDSA is its security. The algorithm has been developed for
years and is adopted as cryptography method in many scenarios. However, com-
pared with the length of a 300-bit main frame, the signature may occupy large
amount of extra bandwidth. The performance of TTFAF and TBA will be limited
due to message bit rate.

2.2 The Timed Efficient Stream Loss-Tolerant
Authentication (TESLA)

Introduced in 2002, the TESLA authenticates a navigation message through keys in
a one-way chain [12]. The chain holds a property that it is easy to generate keys in
one direction while it is unfeasible to generate keys in the opposite direction.
Satellites broadcast the key in the chain in the inversed order of the generation
process. The verification can be performed through verifying the key chain and a
message authenticating code (MAC) generated by message and key.

A SCER attacker is not able to generate the chain from broadcasted information.
Receivers can verify the key and MAC to identify an authenticated signal.

The advantage of TESLA is its low communication overhead. The length of key
is possible to be relatively short because of the short expiration duration. However,
length of the chain is limited due to the storage and calculation capability. Receivers
need a periodic update of the root key in the chain.

Since there are advantages and disadvantages in both algorithms, this paper
provides an implementation of NMA combining both algorithms.

3 Proposed NMA Strategy

The proposed NMA is a scheme that transforms wk into dk where dk is navigation
message modified for authentication. In user segment, receivers can recover wk

form dk and get the extra information from dk to verify wk. Moreover, for
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compatibility requirement, the implementation should ensure that wk and dk
behaviors exactly the same in both modern receiver and legacy receiver.

As discussed in Sect. 2, EDCSA is adopted to achieve the security demand and
ensure a stable method for key distribution; while TESLA provides an improvement
in efficiency. Thus, the proposed scheme contains two forms with different algo-
rithm, mentioned as super frame authentication (SFA) and main frame group
authentication (MFGA).

3.1 Super Frame Authentication (SFA)

This authentication form is the method to authenticate GNSS signal as well as
distribute keys for NMA. This form is based on the ECDSA. Root keys for TESLA
and public keys for ECDSA are supposed to be acquired from this authentication
from.

In this form, a super frame is separated logically into three parts as navigation
message, key sets and signature, which is shown below. Here in the key sets
segment, operant key refers to those keys used for current authentication stage,
backup keys are keys used for authentication in next authentication stage. An
authentication stage refers to the life time of a single authentication key (Fig. 1).

For every super frame, each satellite calculates a digital signature of navigation
message and key set through a unique private key generated and updated by control
segment for each satellite. Based on the principle of ECDSA discussed in Sect. 2, a
466-bit signature will be generated for every super frame. The plaintext and sig-
nature can be verified by operant public key, which is supposed to be stored in
receivers. The signature is attached to the super frame and broadcasted to receivers.

Receiver is supposed to perform an attempt of authentication after a super frame
is transmitted. An operant public key is loaded into the receiver in the process of
manufacture and can be updated by a wire connection to authorized devices. The
operant public key stored in the receiver is adopted to verify the super frame and its

Fig. 1 Super frame structure of the proposed NMA scheme
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signature. While the verification passes, public keys of ECDSA and root keys of
TESLA are updated by key sets segment in navigation signal. The local time in
receiver is loosely synchronized with the time broadcasted by satellite. When
second of week (SOW) and week number (WN) in navigation message or the local
time in receiver indicates the expiration of operant keys, the operant keys are
supposed to be dropped and backup keys are employed to be operant keys. The
lifetime of ECDSA key pairs are supposed to be relatively long (e.g. 1 year)
because the algorithm is considered safe. Thus, the authentication stage duration of
ECDSA is long enough that the communication overhead in public key update
through wire connection can be ignored.

Receivers can perform one attempt of NMA for every duration of super frame, or
720 s in BDS. This authentication form is a fundamental authentication with long
TBA. This authentication form supports the implementation of advanced authen-
tication with short TBA. The advanced authentication form is main frame group
authentication based on TESLA.

3.2 Main Frame Group Authentication (MFGA)

This authentication form is supposed to be performed every several durations of
main frame. Those main frames which share the same authentication attempt are
grouped as a main frame group. Every main frame group is separated logically into
three parts as navigation message, message authentication code (MAC) and a key of
previous MAC. The structure of main frame group is shown below (Fig. 2).

Authentication stage of MFGA is the time duration of a one-way chain. The
chain is shared by all satellites and keys in chain are applied in the order arranged
by PRN IDs. For every authentication stage, satellite i receives a random number
s generated by control segment and is same for all satellites. Then the satellite
calculates and truncates the hash result F(i)(s) = {trunc[hash(s)]}(i) to designed key
length. The result is set as the end of the key chain for TESLA. Here F(i) means

Fig. 2 Main frame group structure of the proposed NMA scheme
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adopting hash and truncation function i times. Assuming the stage includes
M complete duration of main frame group, the end of the chain KM,i = F(i)(s). Based
on KM,i, the entire one-way chain can be generated by

Kn�1 ¼ F Nð ÞðKnjjSOWeÞ; n ¼ M;M � 1; . . .; 2; 1 ð3:1Þ

Here N is a fixed number lager than the number of satellites in the constellation,
marked as NC. Operator || merges two string, SOWe is the second of week in
navigation message when the first bit of key Kn is released. The introduction of
SOWe is to add unpredictable part into the key chain. This structure can neutralize
the attack performed by generating and storing all possible chains. K0,i is the
operant root key for satellite i of the stage. A different chain generated by another
random number s′ is generated at the same time. The root key K0,i′ is the backup
root key. In ECDSA authentication from, keys broadcasted can be generated by
K0 = F(N+1−i)(K0,i) and K0′ = F(N+1−i)(K0,i′). These two keys are broadcasted to
receivers in authentication form of ECDSA (Fig. 3).

In every duration of main frame group, the MAC is calculated by hashing and
truncating the conjunction of navigation message and TESLA key for current
duration. The generation of MAC can be described as MACn = trunc[hash(Mn||
Kn)]. Here Mn is the navigation message for current duration of main frame
group. TESLA key for previous group, navigation message and MAC for current
group are broadcasted to receivers in a main frame group. For the first group
duration, K0,i is broadcast as the previous key.

After the transmission of a main frame group, the receiver first verifies the
validation of TESLA key Kn. As the duration of key chain is supposed to be set as a
fixed number for all authentication stages. The receiver can speculate the authen-
tication stage and the location of Kn,i in current chain by the local time which is
loosely synchronized with satellite. While function Kn−1 = F(Kn,i) to Kn,i is repe-
ated by n * (N + 1) − i times, the validation of chain can be verified. If K0 is the
final result, current Kn,i is validate.

Fig. 3 Key chain of TESLA. Here in the figure Rev represents reserved key, black arrows are
generation direction, blue arrows are release direction (Color figure online)
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When the validation of TESLA key is verified, the authentication can be per-
formed by calculating the hash result of the conjunction of navigation message in
previous group duration and TESLA key Kn to get the MAC of previous group
duration. If it matches the MAC received in previous group, the signal passes the
authentication.

4 Design of Modification in Navigation Message

To maintain the capability of legacy receivers, all modifications in navigation
message should not change significant information bits. Thus, the implementation
of NMA is supposed to be arranged in the areas which are reserved.

4.1 Reserved Bits in D1 Navigation Message of BDS

The structure of BDS navigation message is documented in the interface control
document (ICD). From the ICD, reserved bits in D1 navigation message can be
located as Table 1 [13].

Here in Table 1 the slash mark (/) represents all available IDs. There are at least
25 bits reserved in every main frame and 2722 extra reserved bits in a super frame.
For SFA scenario, key sets and signature are supposed to be arranged in those 2722
reserved bits. In MFGA form, MAC and TESLA key are supposed to be arranged in
several 25-bit blocks.

Table 1 Reserved bits in
BDS D1 navigation message

Frame ID Page ID Start bit End bit Length

/ / 12 15 4 bits

3 / 292 292 1 bit

4 / 43 43 1 bit

4 / 291 292 2 bits

5 / 43 43 1 bit

5 1-6 291 292 2 bits

5 7 286 292 7 bits

5 8 214 276 63 bits

5 9 219 276 58 bits

5 10 171 260 90 bits

5 11-24 51 228 178 bits
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4.2 Proposed Structure of Navigation Message

Based on conclusion in Sect. 4.1, a practical arrangement of NMA functional bits
can be proposed.

The scale of key sets in SFA is two ECDSA standard 233-bit Koblitz curve
public keys (for each key up to 233 bits) and two TESLA root keys (for each up to
128 bits). Length of the signature to authenticate the super frame is 466 bits. Thus,
reserved bits 51-228 in the fifth frame in page 11-24 can be applied for SFA.

For example, the operant key of ECDSA can be broadcasted in the reserved bits
51-228 in page 11 and 51-105 in page 12; the backup key of ECDSA can be
broadcasted in the reserved bits 51-228 in page 13 and 51-105 in page 14; the
operant key of TESLA can be broadcasted in bits 51-178 in page 15; the backup
key of TESLA can be broadcasted in bits 51-178 in page 16; the signature can be
broadcasted in bits 51-228 in page 16, 51-228 in page 17 and 51-160 in page 18.
This arrangement ensures a rapid update of key sets through MFGA because keys
are transmitted in several independent main frames.

The scale of MAC and key in MFGA is variable. The arrangement bases on the
principle that all reserved bits in frame 1-4 in every page are supposed to be applied
for TESLA authentication. Thus, total length of MAC and key is supposed to be
integer multiples of 25 bits.

5 Performance Analysis

Performance of NMA can be indicated from the aspect of security and the aspect of
efficiency. For security indicators, this paper takes the average attack time
(AAT) and the possibility of false alarm (PFA) into consideration. For efficiency
indicators, the TTFAF and TBA are taken into consideration.

5.1 Security

Introduced in a 1998 report, it takes 3 months of a network of 50,000 Pentium Pro
200 MHz machines to crack a ECCp-109 challenge in ECDSA [11]. Based on
Moore’s law and analysis of hardware associate [14], the estimating time to crack a
ECDSA signature system by the network of 50,000 mainstream machines can be
shown as below (Table 2).

For a normal expiration period (e.g. 1 year), ECDSA is secure for NMA in
predictable feature.

Keys in TESLA key chain are operational only for a very short period (e.g. key
chain designed for 32 satellites with 16,384 keys set to expire in one day, every key
only stands for about 2 min). Crack of the chain requires series of crack of hash
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function. Thus, the TESLA method would be secure if the estimate crack time for a
single truncated hash function exceeds two times of the transmitting time of a main
frame group [15]. Because in this scenario both operant key and backup key will
expire before the attacker succeeds in crack process.

By Moore’s Law, a mainstream processor may take 3.5 � 1023 attempts in 1 s
in 2037 [14]. Thus, the length of key is supposed to meet the condition shown
below.

2Lkey � 2Ra ceil
Lkey þ LMAC

LRev

� �
Lmf Tb

� �
ð5:1Þ

Here in 5.1 Lkey is the length of key, LMAC is the length of MAC, LRev is the
length of reserved bits in every main frame (25 bits in BDS), ceil(s) is the minimum
integer not smaller than s, Lmf is the length of main frame (1500 bits in BDS) and Tb
is the interval of chip (0.02 s in BDS). For example, an 88-bit key and 12-bit MAC
can work securely (k = 4).

The PFA changes with the bit error ratio (BER) in the receive process. Every
single error bit can lead to an FA. Thus, PFA of both two authentication forms can
be shown as Fig. 4.

Form Fig. 4 MFGA has a much lower PFA than SFA. Thus, MFGA is the
mainstream authentication method in this implementation.

5.2 Efficiency

The TTFAF of the proposed implementation is discussed in two scenarios: initial
NMA and continuous NMA.

Initial NMA refers to the scenario where the receiver losses capture of authorized
signal for over two expiration durations of TESLA key chain. In this scenario
TESLA root keys stored in the receiver are not applicable. Hence the receiver is
supposed to perform an entire process of SFA first to access the operant and backup
key for TESLA. In this scenario, the TTFAF is

Table 2 Crack time estimation for different length of key by different platforms

Key length Pentium M XC3S1000 [14] ASIC

96 10 h 3.6 h –

128 97 years 51 years 5 months

160 7.6 � 106 years 6.2 � 105 years 5.0 � 104 years

233 (estimate) 5.0 � 1016 years 4.1 � 1015 years 3.3 � 1014 years
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TTFAFSFA ¼ 1
Lsf

�
XLsf
n¼1

ðnþ Lsf ÞTb
ð1� BERÞLsf ð5:2Þ

Here in 5.2 Lsf is the length of super frame (36,000 bits in BDS). For
BER = 10−6 the average TTFAF is 1119 s (18.65 min).

Continuous NMA refers to the scenario where the root keys stored in the
receiver are applicable. In this scenario, receiver can authenticate the signal through
MFGA. The TTFAF is

TTFAFMFGA ¼ 1
kLmf

�
XkLmf
n¼1

ðnþ 2kLmf ÞTb
ð1� BERÞkðLmf þ LRevÞ ð5:3Þ

Here in 5.3 Lmf is the length of main frame (1500 bits in BDS), k is number of
main frame in a group and LRev is the length of reserved bits applied for authen-
tication message transmission in main frame (25 bits in BDS). For k = 4 and
BER = 10−6 the average TTFAF is 311 s (5.18 min).

The TBA is the time interval between two MFGA, which is

Fig. 4 PFA in different authentication forms under different BER conditions
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TBAMFGA ¼ kLmf
ð1� BERÞkLmf ð5:4Þ

Here k is number if main frame in a group. For k = 4 and BER = 10−6 the
average TBA is 124 s (2.07 min).

6 Conclusion

This paper offers a practical implementation of NMA for BDS. The proposed
implementation combines ECDSA and TESLA, maintains the capability of legacy
receivers in NMA signal. The proposed strategy enables receivers to authenticate
signal every 2 min. The implementation does not severely degrade the performance
in time to first positioning fix of an authentication receiver with respect to a legacy
receiver.
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Performance Analysis of Signal Diversity
Reception for Large Aperture Array
in Beidou RDSS System

Haodong Jiang, Jingyuan Li, Xiangwei Zhu and Gang Ou

Abstract Due to the fact that the double-satellite active positioning function of
Beidou RDSS system needs the users are at least double-layer overlapped by GEO
satellites, so the ground central station (GCS) of RDSS system can get several same
copies of user instation signals through different large aperture antenna. The RDSS
GCS can take the advantage of received redundant signal to meet the requirement of
diversity reception. It can increase the signal-to-noise ratio (SNR) of the received
signal and reduce the code error rate of the received instation signal. The diversity
gain of instation signal is depended on the error of pseudo-code phase and carrier
phase. Based on the algorithm of Maximum-Ratio-Combination (MRC) and
without taking into account of the influence of SNR on the tracking accuracy, both
theoretical analysis and simulation results show that when the pseudo-code phase
error is less than 0.1 chip and carrier phase error is less than 0.1477 rad, the
diversity gain of two signals can greater to 2 dB compared to the signal without
tracking error.

Keywords Beidou � RDSS � MRC � Diversity gains � Code error rate

1 Introduction

Beidou RDSS business is an effective means of contact navigation and commu-
nication [1]. Since its completion, the cost-effectiveness ratio is satisfactory [2].
Beidou RDSS system consists of five GEO satellites and usually the instation beams
will multiple coverage. The GCS utilizes the signals which received by different
large aperture antenna in the overlapping area to realize the diversity reception.

Beidou RDSS short message service requires the bit error rate (BER) is below to
10−5 (SNR is 9.6 dB). However, we need data transmission which requiring the
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BER is below to 10−7 (SNR is 11.3 dB). So we come up to the diversity gain is
greater than 1.9 dB index based on this. The purpose of diversity reception is to
overcome the fading effect in the signal transmission and reduce the BER in the
data demodulation. Single-channel signal is easy to be affected by the sudden
change of the transmission channel. However, the probability that multi-channel
signals are affected by the transmission channel at the same time is much smaller.
Therefore, taking the advantage of the redundancy between the signal to achieve
diversity reception and reduce the BER has important research value and applica-
tion prospect.

2 Theory of Beidou RDSS Business Diversity Reception

The analog diversity is usually used in the mobile communication since the arriving
time of multipath signals is roughly equal. But the signal transmission time delay is
large through different GEO satellite, so we adopt digital diversity method in this
paper.

2.1 Flowchart of Beidou RDSS Diversity Reception

User diversity reception of instation signal process is shown in Fig. 1. Different
user instation signal which transmitted by different GEO satellite is received by
different ground large antenna. The antenna receiving link accomplishes the signal
sampling, down-conversion, filtering, analog to digital conversion and signal syn-
chronization. And the signal will be sent to the signal processing unit and after
processing the results will be sent to the ground terminal business processing server.

Fig. 1 The reception process of user instation signal
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2.2 The Model of Instation Signal and the Principle
of Diversity Algorithm

Beidou RDSS intermediate frequency (IF) discrete form signal can be represented as

riðkÞ ¼
ffiffiffi
2

p
aDðkÞCðkÞ sin 2pfi

1
fs
k

� �
ð2:1Þ

where k is the sampling point; a is the amplitude of the signal; D(k) is the data code;
C(k) represents for the spread spectrum code [3]. In this paper, the IF signal was built
for the instation signal. The intermediate frequency fi = 1.5 MHz, the sampling rate
fs = 4.6875 MHz, the spread spectrum code rate is 4.08 Mcps and the data rate is
500 bps. In order to check the stability of the test system, 30 bit short length data
code (60 ms) is chosen and in each experiment the Monte Carlo simulation time is
10,000.

We use the playback to check out the validity and feasibility of the signal. And
the signal spectrum is shown below (Fig. 2).

The diversity receiver receives the multipath signals can be represented as:

r ¼
Xi¼N

i¼1

xiri ð2:2Þ

where ri is the received signal of the large aperture antenna i. xi is the weighted
coefficient for the channel i. When choosing different weighted coefficient, different
way of merger is constituted. There are three common way of diversity merger [4].

Fig. 2 The IF signal
spectrum
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(1) Selective combining (SC).
Selective combining means detecting all the diversity branch and choosing a
branch of the signal which has the highest SNR as the output of the combiner.
According to this, the weighted coefficient of the signal branch which has the
highest SNR is 1 and the other weighted coefficient is 0. After data demodu-
lation, the two IF signal branch compare their SNR and select the branch with
the higher SNR as output. Selective combining method is simple and easy to
implement. However, the branch we not chosen is a loss of the signal
information.

(2) Maximum ratio combining (MRC).
Maximum ratio combining is a best way to merge. The weighted coefficient of
each branch is decided by the SNR. And for the MRC method, the output SNR
is the sum of each branch’s SNR. So, when multiple signals are very poor and
there is no signal can be demodulated separately, MRC method is still likely to
demodulate the right signal.

(3) Equal gain combining (EGC).
It is no need to weight for the signal for the EGC method because the weighted
coefficient is equal. The EGC method is simple and its performance is close to
the MRC.

In this paper, the MRC is adopted and the two branch signals’ coherent accu-
mulation value is merged. Since the simulation in this paper set the two branch
signals have the same SNR, the weighted coefficient can be chosen as both 1.
Therefore, under the premise, the MRC method is also the EGC method in this
paper.

3 Demodulation Loss Analysis for Single-Channel Signal

RDSS instation signal adopt the way of I, Q coherent demodulation. And the
coherent integration results are shown below [5 – 8].

IpðkÞ ¼ a
2
DðkÞRðDsÞ sin cðDfTcohÞ � cosðpDfTcoh þD/0Þþ nI ð3:1Þ

QpðkÞ ¼ a
2
DðkÞRðDsÞ sin cðDfTcohÞ � sinðpDfTcoh þD/0Þþ nQ ð3:2Þ

where, R(�) is the autocorrelation function of the pseudo code. Ds, Df , D/0 rep-
resent for the code phase mismatch, frequency mismatch, carrier initial phase
mismatch between the local signal and the received signal. Tcoh is the coherent
integration time.
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3.1 Pseudo-Code Phase Mismatch Loss Analysis

When the local carrier frequency is the same as the received signal frequency,
Df ¼ 0, sin cðDfTcohÞ ¼ 1, ignoring the carrier initial phase difference and the
influence of noise, the pseudo-code phase mismatch loss is [9]

LR ¼ 10 log 10ð½RðDsÞ�2Þ ð3:3Þ

In the tracking phase, code lock loop can take control of the code phase error in
0.5 chip. So when the pseudo-code phase error are 0.1, 0.3, 0.5 chip, the SNR loss
for the code phase mismatch are 0.9151, 3.0980, 6.0206 dB.

3.2 Frequency Mismatch Loss Analysis

When the local pseudo-code phase and received signal pseudo-code phase are
aligned, Ds ¼ 0, RðDsÞ ¼ 1, ignoring the carrier initial phase difference and the
influence of noise, the frequency mismatch loss is

Lf ¼ 10 log 10ðsin c2ðDfTcohÞ � cos2ðpDfTcohÞÞ ð3:4Þ

As we can see, frequency mismatch relates to DfTcoh, and usually DfTcoh is small.
So the demodulation loss of frequency mismatch is minimal. But, on the other hand,
the frequency mismatch will lead to the accumulation of phase, and we must use the
method of phase compensation to offset the impact.

3.3 Carrier Phase Mismatch Loss Analysis

Ignoring the frequency, pseudo-code phase difference and the influence of noise,
the carrier phase mismatch loss is

Lh ¼ 10 log 10ðcos2ðD/0ÞÞ ð3:5Þ

In the accurate tracking phase, carrier loop can keep the carrier phase within
0.4 rad. When the carrier phase error is 0.1, 0.2, 0.3 rad, carrier phase mismatch
loss is 0.0435, 0.1749, 0.3969 dB.
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3.4 Summary

For single-channel signal demodulation loss is mainly caused by the pseudo-code
phase mismatch and the carrier phase mismatch. Demodulation loss formula is

L ¼ 10 log 10ð½RðDsÞ�2 cos2ðD/ÞÞ ð3:6Þ

4 Performance Analysis and Simulation for Two Channel
Signals Diversity Reception Algorithm

Through the above analysis, we have made it clear that, for single-channel signal
demodulation loss is mainly caused by the pseudo-code phase error and the carrier
phase error. In the following question, we discuss two channel signals’ diversity
gain based on the MRC algorithm.

4.1 Performance Analysis and Simulation for Pseudo-Code
Phase Mismatch Diversity Gain

4.1.1 Theoretical Analysis for Pseudo-Code Phase Mismatch
Diversity Gain

Assume that the pseudo-code phase mismatch of the first channel signal is Ds2 and
the second is Ds2. And the two pseudo-code phase mismatch are range from −0.5
chip to 0.5 chip. Assume that two signals have the same SNR and do not have
frequency mismatch and carrier initial phase mismatch. From Sect. 3.1, the two
signal diversity merger is the sum of two channel signals’ coherent accumulation
value. When we sum up the coherent value, the signal energy increment speed is
squared but the accumulation of noise item is first power. So the SNR is increased.
We concluded that, compared to the first signal, the diversity gain is

G1 ¼ 10log10
R Ds1ð ÞþR Ds2ð Þð Þ2

2R Ds1ð Þ2
 !

ð4:1Þ

Compared to the second signal, the diversity gain is

G2 ¼ 10log10
R Ds1ð ÞþR Ds2ð Þð Þ2

2R Ds2ð Þ2
 !

ð4:2Þ
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And compared to the signal without pseudo-code phase mismatch, the diversity
gain is

G0 ¼ 10log10
R Ds1ð ÞþR Ds2ð Þð Þ2

2

 !
ð4:3Þ

The theoretical diversity gain is given below.
From Fig. 3, we can conclude that when the first signal pseudo-code phase

mismatch is getting greater, the diversity gain compared to the first signal is getting
greater. But when the second signal pseudo-code phase mismatch is getting smaller,
the diversity gain compared to the first signal is getting greater. When Ds1j j ¼ 0:5
chip and Ds2 ¼ 0 chip, diversity gain compared to the first signal reach maximum
6.5321 dB; When Ds1 ¼ 0 chip and Ds2j j ¼ 0:5 chip, diversity gain compared to
the first signal reach minimum 0.5115 dB. We can conclude the diversity gain
figure compared to the second signal by formula 4.2. And the figure is similar to
Fig. 3. Also, we can come up to the similar conclusion.

From Fig. 4, when the two channel signals do not have pseudo-code phase error,
diversity gain reach maximum 3.0103 dB; When the two channel signals
pseudo-code phase error are 0.5 chip, diversity gain compared to the signal without
pseudo-code phase error reach minimum −3.0103 dB.

If we assume that diversity gain compared to the signal with better tracking
accuracy is more than a dB (might as well set the first signal has high estimation
precision), we can conclude that

Fig. 3 The diversity gain compared to the first signal
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G1 ¼ 10log10
R Ds1ð ÞþR Ds2ð Þð Þ2

2R Ds1ð Þ2
 !

[ a ð4:4Þ

R Ds1ð Þ[R Ds2ð Þ ð4:5Þ

And we can calculate the second signal pseudo-code phase error must fulfill the
formula below.

ð
ffiffiffi
2

p
� 10

a
20 � 1ÞRðDs1Þ\RðDs2Þ\RðDs1Þ ð4:6Þ

For example, when a = 2, it means that we have 2 dB diversity gain compared
to the first signal which have better tracking accuracy and the second signal
pseudo-code phase error must fulfill the relation below.

Ds1j j\ Ds2j j\0:7804 Ds1j j þ 0:2196 ð4:7Þ

When guaranteed the diversity gain compared to the first signal, relation between
the two signal pseudo-code phase is shown below (Table 1).

Fig. 4 The diversity gain compared to the signal without pseudo-code phase error

Table 1 Relation between
the two signal pseudo-code
phase

Ds1j j Ds2j j
0.1 0:1\ Ds2j j\0:29764

0.2 0:2\ Ds2j j\0:37568

0.3 0:3\ Ds2j j\0:45372
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According to the formula G0 and Fig. 4, we can conclude that if we want to have
b dB diversity gain compared to the signal without pseudo-code phase error, we get
the formula below.

G0 ¼ 10 log10
R Ds1ð ÞþR Ds2ð Þð Þ2

2

 !
[ b ð4:8Þ

We conclude that the pseudo-code phase error of the two channel signals must
fulfill the relation below.

Ds1j j þ Ds2j j\2�
ffiffiffi
2

p
� 10

b
20 ð4:9Þ

For example, if we want to have 2 dB diversity gain compared to the signal
without pseudo-code phase error, we conclude the conclusion below.

Ds1j j þ Ds2j j\0:2196 chip ð4:10Þ

4.1.2 Simulation for Pseudo-Code Phase Mismatch Diversity Gain

Simulation parameter settings: the two signal IF fi = 1.5 MHz; sampling rate
fs = 4.6875 MHz; pseudo-code rate is 4.08 MHz; data rate is 500 bps. The data
length is 30 bit (60 ms) and in every experiment the Monte Carlo simulation time is
10,000. The pseudo-code phase error of the first signal is 0.5 chip and the second is
0.25 chip. Besides, the two signals do not have frequency and carrier phase error.
Additive white Gaussian noise was chosen. We simulate the scenario with low SNR
(−40 dB) and high SNR (−28 dB) separately. The results are shown below
(Table 2).

From Table 2 we can see, basically the simulation results are equal to the
theoretical value. The correctness and feasibility of the theory are verified.

Table 2 The simulation results for the pseudo-code phase mismatch

SNR = −40 dB SNR = −28 dB

First signal BER 31.24% (−45.94 dB) 2.64% (−33.99 dB)

Second signal BER 23.36% (−42.5 dB) 0.18% (−30.42 dB)

Diversity reception BER 19.51% (−41.05 dB) 0.03% (−29.02 dB)

Diversity gain compared to first signal 4.89 dB 4.97 dB

Theoretical gain compared to first signal 4.9485 dB 4.9485 dB

Diversity gain compared to second signal 1.45 dB 1.43 dB

Theoretical gain compared to second signal 1.4267 dB 1.4267 dB

Diversity gain compared to ideal signal −1.05 dB −1.02 dB

Theoretical gain compared to ideal signal −1.0721 dB −1.0721 dB
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4.1.3 Summary

Analysis for the two channel signals, we conclude that

(1) Without taking into account of the influence of SNR on the tracking accuracy,
the two signals’ diversity gain have no connection with SNR but is relevant to
the pseudo-code phase error of the two signals.

(2) When we want to have a dB diversity gain compared to the signal which have
better pseudo-code tracking accuracy, the two signal pseudo-code phase must
fulfilled formula 4.6.

(3) When we want to have 2 dB diversity gain compared to the signal without
pseudo-code phase error, the summation of two signal pseudo-code phase must
less than 0.2196 chip.

4.2 Performance Analysis and Simulation for Carrier Phase
Mismatch Diversity Gain

In the carrier tracking phase, the frequency error can control within 1 Hz. And in
the project implementation, the carrier phase is compensated in every a short time.
So the carrier phase error can be controlled within 0.4 rad completely.

4.2.1 Theoretical Analysis for Carrier Phase Mismatch Diversity Gain

Assume that the first signal carrier phase mismatch is /1, the second signal is /2
and there not exist other error factors. Through Sect. 3.3, we conclude that the
diversity gain compared to the first signal is

G1 ¼ 10 log 10
ðcosð/1Þþ cosð/2ÞÞ2

2 cos2ð/1Þ

 !
ð4:11Þ

Compared to the second signal, the diversity gain is

G2 ¼ 10 log 10
ðcosð/1Þþ cosð/2ÞÞ2

2 cos2ð/2Þ

 !
ð4:12Þ

And compared to the signal without carrier phase mismatch, the diversity gain is

G0 ¼ 10 log 10
ðcosð/1Þþ cosð/2ÞÞ2

2

 !
ð4:13Þ
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The theoretical diversity gain is given below (Figs 5 and 6).
The conclusion of carrier phase mismatch diversity gain can be drawn from the

analysis of the pseudo-code phase mismatch analogy. From Fig. 6, the curve is
smooth compared to the pseudo-code phase mismatch figure. It is that the carrier
phase mismatch demodulation loss is cosine-squared item and the pseudo-code
phase mismatch is squared item. Therefore, the carrier phase mismatch diversity
gain curve is smooth.

4.2.2 Simulation for Carrier Phase Mismatch Diversity Gain

The simulation parameter settings are the same with Sect. 4.1.2. The carrier phase
error of the first signal is 0.3 rad and the second is 0.4 rad. Additive white Gaussian
noise was chosen. We simulate the scenario with low SNR (−40 dB) and high SNR
(−32 dB) separately. The simulation results are shown below (Table 3).

From Table 3 we can see, basically the simulation results are equal to the
theoretical value. The correctness and feasibility of the theory are verified.

Fig. 5 The diversity gain compared to the first signal

Performance Analysis of Signal Diversity Reception … 91



4.3 Chapter Summary

(1) This chapter analyzes the diversity gain under the condition that the two
channel signals have pseudo-code phase mismatch and carrier phase mismatch.
We can draw the following three diversity gain formula. The diversity gain
compared to the first signal is

G1 ¼ 10 log 10
ðRðDs1Þ cosð/1ÞþRðDs2Þ cosð/2ÞÞ2

2½RðDs1Þ�2 cos2ð/1Þ

 !
ð4:14Þ

Compared to the second signal, the diversity gain is

Fig. 6 The diversity gain compared to the signal without carrier phase error

Table 3 The simulation results for the carrier phase mismatch

SNR = −40 dB SNR = −28 dB

First signal BER 17.84% (−40.44 dB) 1.01% (−32.41 dB)

Second signal BER 18.61% (−40.72 dB) 1.24% (−32.71 dB)

Diversity reception BER 9.929% (−37.55 dB) 0.053% (−29.43 dB)

Diversity gain compared to first signal 2.89 dB 2.98 dB

Theoretical gain compared to first signal 2.8531 dB 2.8531 dB

Diversity gain compared to second signal 3.17 dB 3.28 dB

Theoretical gain compared to second signal 3.1704 dB 3.1704 dB

Diversity gain compared to ideal signal 2.45 dB 2.57 dB

Theoretical gain compared to ideal signal 2.4562 dB 2.4562 dB
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G2 ¼ 10 log 10
ðRðDs1Þ cosð/1ÞþRðDs2Þ cosð/2ÞÞ2

2½RðDs2Þ�2 cos2ð/2Þ

 !
ð4:15Þ

And compared to the signal without carrier phase mismatch and pseudo-code
phase mismatch, the diversity gain is

G0 ¼ 10 log 10
ðRðDs1Þ cosð/1ÞþRðDs2Þ cosð/2ÞÞ2

2

 !
ð4:16Þ

In addition, we made the simulation verification. The simulation results ensure
the correctness and feasibility of the theory.

(2) Without taking into account of the influence of SNR on the tracking accuracy,
the two signals’ diversity gain have no connection with SNR but is relevant to
the pseudo-code phase error and the carrier phase error of the two signals.

(3) In engineering practice, if we want to ensure the technical index of the diversity
gain, the pseudo-code phase error and the carrier phase error of the two signals
are strict limited. And the diversity gain is given by formula 4.16.

5 Conclusion

This paper started from the demodulation loss of single-channel signal, focusing on
the two channel signals’ diversity gain under the condition that the two signal have
pseudo-code phase and carrier phase mismatch. Besides, the simulation was made
to verify the correctness of the theory. We came up with the following conclusions.

(1) Single-channel signal demodulation loss is mainly caused by the pseudo-code
phase mismatch and the carrier phase mismatch. When the pseudo-code phase
error is 0.1, 0.3, 0.5 chip, the demodulation loss is 0.9151, 3.0980, 6.0206 dB;
When the carrier phase error is 0.1, 0.2, 0.3 rad, the demodulation loss is
0.0435, 0.1749, 0.3969 dB.

(2) Based on the MRC diversity algorithm implementation, the diversity gain
depends on the two signals’ pseudo-code error and carrier phase error.
Theoretical analysis and simulation show that if we want to have 2 dB diversity
gain compared to the signal without pseudo-code phase error, the summation of
two signals’ pseudo-code phase error less than 0.2196 chip; When we want to
get 2 dB diversity gain compared to the signal without carrier phase error, the
two channel signals’ carrier phase must fulfill the formula
cosð/1Þþ cosð/2Þ\1:7804. From formula 4.16 we can calculate that when
the two signals have the same tracking performance, if the pseudo-code phase
error is less than 0.1 chip and the carrier phase error is less than 0.1477 rad, the
diversity gain can greater than 2 dB compared to the signal without
pseudo-code phase error and carrier phase error.
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Study on Multipath Model of BDS/GPS
Signal in Urban Canyon

Yuze Wang, Xin Chen, Peilin Liu and Wenxian Yu

1 Introduction

In the field of high precision satellite navigation applications, multipath is one of the
most important interferences that decrease the positioning accuracy. With the
development of high-precision satellite navigation technology, various types of
multipath mitigation technology has been proposed [1], but none of them can
completely solve this problem. Therefore, in order to study the influence of mul-
tipath interference and improve multipath mitigation technology, characteristic
model of multipath signal has attracted much attention.

Multipath model can be divided into two types according to different method,
namely, accurate model and statistical model. The accurate model mainly uses the
ray tracing method to accurately calculate each propagation path of the electro-
magnetic wave under a given 3D scene model. The advantage of this model is that
the parameter characteristics are detailed and accurate. The statistical model often
gives the probability density distribution model of multipath characteristic based on
experiment measurement. This type of model is suitable for the large scale scene
which is difficult to be calculated.

In recent years, a large number of multipath model have been proposed.
Lippincott gives a multipath model for multipath delay and power fading in 1992
[2]. The DLR group impulse signal on a Zeppelin in different environment, and the
impulse response data is used to model the multipath characteristics [3].
JAN P. WEISS build the 3D model for fighters and warships, and calculate the

Y. Wang � X. Chen (&) � P. Liu � W. Yu
Shanghai Key Laboratory of Navigation and Location Based Services,
Shanghai Jiao Tong University, Shanghai, China
e-mail: xin.chen@sjtu.edu.cn

© Springer Nature Singapore Pte Ltd. 2017
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017
Proceedings: Volume II, Lecture Notes in Electrical Engineering 438,
DOI 10.1007/978-981-10-4591-2_8

95



multipath model accurately under these carriers [4]. Hannah uses a parabolic for-
mula to simulate land-based multipath reflection models and validates it using
lake-side data [5]. Yang Gao calculates the influence of satellite orbit on multipath
fading theoretically [6]. Although a variety of multipath models have been pro-
posed, there are still missing multipath statistical models based on the real navi-
gation signal data, especially in complex environments such as urban canyons.

Because multipath signals are heavily dependent on the surrounding environ-
ment, it can be seen that the characteristics of multipath parameters are not similar
in different types of environments. Therefore, it is necessary to establish corre-
sponding statistical models in different types of scenes. Considering the multipath
interference is most serious in the urban canyon environment, this paper will focus
on the multipath characteristic model in this kind of scene. In order to make the
model truly represent multipath characteristics, this paper extracts the characteristic
parameters such as code phase delay and multipath energy attenuation in real
navigation signal data, and using it to build model. Since the Beidou navigation
satellite system contains GEO satellites, and it is significantly different from the
motion characteristics of other types of satellites, GEO satellites and NGEO are
distinguished and discussed separately.

2 Multipath Characteristic Parameters Extraction

2.1 Mathematical Model of Multipath

When the receiving antenna receives the line of sight (LOS) signal and the mul-
tipath signal at the same time, the received signal can be regarded as the combi-
nation of two signals. The formula is as follows:

sðtÞ ¼ ADðt � s0Þ cosðx0tþ h0Þ

þA
XN
k¼1

akDðt � s0 � skÞ cos½x0tþ h0 þUkðtÞ�
ð1Þ

where A and s0 is the signal power and propagation time of LOS respectively. ak is
the power attenuation proportionality coefficient, and sk is the kth multipath time
delay, and UkðtÞ is the carrier phase difference.

It can be seen that ak, sk and UkðtÞ are the main parameters in multipath signal.
Furthermore, dUkðtÞ=dt is the multipath Doppler difference compared with LOS,
which is also called multipath fading frequency [7]. In this paper, the statistical
models of multipath signals are analyzed based on the above mentioned parameters.
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2.2 Multipath Parameter Estimation

In this paper, the multipath characteristic parameters are obtained by processing the
intermediate frequency navigation signal data in real environment. In order to get
multipath characteristic parameters, this paper uses CADLL algorithm [8, 9, 10] in
the tracking loop to track all the signals, then the parameters of all the signal can be
estimated. The block structure of CADLL algorithm is as follows (Fig. 1):

In order to verify the correctness of the multipath parameters extracted by
CADLL algorithm, Spirent GSS8000 navigation signal simulator is used. The
configuration parameters of the simulator are shown in Table 1.

Figure 2 shows the detection result by CADLL algorithm, and each of the
sub-figure represents multipath time delay sk , multipath power attenuation ak,
multipath carrier phase difference UkðtÞ, and spread code correlation waveform
respectively. It can be seen that two multipath signals have been detected, and all
the parameters are estimated in real time. In Fig. 2, the red line represents multipath
1 and the green line represents multipath 2, then the estimated error can be given as
follows:

Table 2 shows that estimated error of the multipath characteristic parameters is
within a reasonable range, so the statistical model of multipath based on the esti-
mated parameter is effective. In addition, it can be seen that multipath interference
distort the spread code correlation waveform. When the multipath signal is miti-
gated, the correlation peak returns to the triangular wave shape.

Fig. 1 Block structure of CADLL

Table 1 Configuration
parameters of GNSS
simulator

Constellation GPS L1CA/PRN2

Multipath number Multipath 1 Multipath 2

Multipath delay (chip) 0.3 1.3

Power attenuation (dB) 5 15

Fading frequency (Hz) 0.1 0.3
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The main work of this paper is analyzing the characteristic parameters of the
multipath signal in a large number of collecting data, and building the statistical
model of these parameters.

3 Modeling Environment Description

3.1 Signal Collecting Environment

In order to establish the statistical characteristics model of multipath signal in urban
canyon environment, this paper chooses the Lujiazui area in Shanghai as the real
signal collection scene. Figure 3 shows all the collecting spots in google earth, and
many skyscraper can be seen from the map. This paper randomly selects 10 col-
lection site in the whole area with approximate uniform distribution, and each
collection site is given by the yellow mark of 1–10.

Fig. 2 Multipath characteristic parameters

Table 2 Estimated error of CADLL algorithm

Multipath number Multipath 1 Error Multipath 2 Error

Multipath delay (m) 82.3 5.6 377.4 3.5

Power attenuation (dB) 4.3 0.7 13.5 1.5

Fading frequency (Hz) 0.1002 0.002 0.3003 0.003
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Configuration parameters of the signal sampling machine are shown in Table 3.
Most parking place is the square before buildings for convenience, and a photo is

shown in Fig. 4.

3.2 Model Description

Four kinds of statistical models are established based on the multipath characteristic
parameters extracted from the real signal data. The models are described as follows:

• Multipath time delay probability density model: it is built by parameter sk. This
model focuses on the probability density distribution of multipath time delay,
and the relationship between multipath time delay distribution and satellite
elevation.

Fig. 3 Site of navigation signal collecting (Color figure online)

Table 3 Configuration
parameters of signal sampling
machine

Location 10 spots in Lujiazui, Shanghai

Time length 40 min per spot

Antenna carrier Van/static

Constellation BDS B1I and GPS L1CA

Sampling
frequency

62 MHz Bit
wide

8 bit

Signal bandwidth 50 MHz Mode Complex
signal
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• Multipath power attenuation model: it is built by parameter ak . This model
focuses on the relationship between power attenuation and multipath time delay,
and gives the probability distribution of multipath power attenuation probability
in similar delay intervals.

• Multipath fading frequency probability density model: it is built by parameter
dUkðtÞ=dt. When there is Doppler difference between the multipath signal and
the direct path signal, the observation error of GNSS receiver caused by mul-
tipath signal is periodic, and this frequency is called multipath fading frequency.

• Multipath occurring probability model: This model gives the proportion of
multipath occurring in entire experiment time.

4 Multipath Statistical Model

4.1 Multipath Time Delay Model

Multipath code phase delay is the main factor that causes the positioning error,
and delay within one chip will seriously reduce the code phase measurement
accuracy. Therefore, study of multipath time delay characteristic is very significant.

Fig. 4 Photo of signal collection site
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Figure 5 gives multipath time delay probability density model based on the
experiment data. It can be seen that the general trend of the multipath delay
probability distribution increases first and then gradually decreases, and the delay
distribution in 100–150 m accounts for the largest proportion.

According to the statistical measurement data, Gamma function is used to fit the
measurement data. The green line in Fig. 5 is the fitted curve, and its formula is as
follows:

PGamma snð Þ ¼ c
basC að Þ s

a�1
n e�

sn
bs ð2Þ

Figure 6 shows the multipath time delay probability density distribution of GEO
satellite. However, because the number of GEO satellites is small and the location is
easy to be blocked, the measurement data is not enough to obtain the fitted dis-
tribution model. But the overall trend of GEO multipath time delay probability
distribution is similar to NGEO.

4.2 Multipath Power Attenuation Model

Figure 7 gives the scatter distribution plot of the relationship between multipath
power attenuation and time delay. As can be seen from the figure, with the increase
of multipath delay time, the overall trend of the power attenuation is gradually
increasing. Thus, liner function is used to fit the measurement, and the formula is as
follows:

Fig. 5 Multipath time delay probability density model of NGEO satellite (Color figure online)
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f ðxÞ ¼ p1 � xþ p2 ð3Þ

4.3 Multipath Occurring Probability Model

In order to describe the overall effect of multipath interference, this paper further
explores the occurring probability that antenna receives multipath signal. The result
is shown in Fig. 8. In the figure, the occurring probability of multipath signal under
different satellite elevation angles is given. The black point is the probability of

Fig. 6 Multipath time delay probability density model of GEO satellite

Fig. 7 Multipath power
attenuation distribution
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NGEO satellite, and the red fork indicates the probability of GEO satellite. In
general, the multipath occurring probability is higher when the satellite elevation is
lower. But Fig. 8 shows that the occurring probability decreases when satellite
elevation is lower than 20°. Because multipath signal will be largely attenuated by
trees or other shelter when the satellite elevation is lower than 20°, then the
algorithm is not able to detect the multipath signal. The red line in Fig. 8 is the
Gauss fitted curve of NGEO satellite multipath, and it can be seen that GEO satellite
characteristic is similar as NGEO satellite. The formula is as follows:

PðhÞ ¼ 1

r
ffiffiffiffiffiffi
2p

p e�
h�lð Þ2
2r2 ð4Þ

4.4 Multipath Fading Frequency Model

Figures 9 and 10 show the multipath fading frequency probability density distri-
bution of NGEO satellite and GEO satellite. It can be seen from the figure that the
multipath fading frequency of NGEO satellite changes within the range of ±0.3 Hz,
while the GEO satellite is within ±0.003 Hz. Although the receiver is statistic, the
Doppler frequency between LOS signal and multipath signal is also different
because satellite is moving. In addition, the multipath fading frequency will be large
when the reflected object is moving.

Fig. 8 Multipath occurring probability model
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It can be seen from Fig. 9 that the probability density distribution of multipath
fading is basically symmetrical, and the formula is as follows:

Pðf Þ ¼ a � expðb � f Þ f [ 0
a � expð�b � f Þ f\0

�
ð5Þ

Figure 10 shows that the multipath fading frequency distribution trend of GEO
satellite is similar as NGEO satellite, but the value range is much smaller.

Fig. 9 Multipath fading
frequency of NGEO satellite

Fig. 10 Multipath fading
frequency of GEO satellite
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5 Conclusion

This paper extracts the characteristic parameters of multipath signal in urban can-
yon, and multipath delay model, multipath power attenuation model, multipath
fading frequency model and multipath occurrence probability model are established
by using these parameters. It reveals the feature of multipath in the urban canyon,
and can help to improve multipath mitigation algorithm.
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An Efficient Algorithm for Determining
the Correspondence Between DFREI
and rDFRE for a Dual-Frequency
Multi-constellation Satellite-Based
Augmentation System

Jie Chen, Zhigang Huang, Rui Li and Weiguang Gao

Abstract Global navigation satellite systems (GNSSs) will broadcast two open
signals for civil aviation within the next ten years. Satellite-based augmentation
system (SBAS) providers are currently developing the dual-frequency
multi-constellation (DFMC) SBAS interface control document (ICD) to take
advantage of the four GNSSs and two signals. In order to ensure the interoper-
ability, a SBAS provider is allowed to determine the correspondence between
DFREI and rDFRE based on the performance of its service within the frame of the
ICD. Considering that the search space of the correspondence determination is too
larger, an algorithm is proposed, which reduces the search space by decorrelating
DFREIs. The evaluation based on real data shows that the effect of quantitation
error resulted from the correspondence determined by the algorithm to SBAS
service performance is neglectable, indicating that the algorithm is efficient. The
algorithm could be of value for SBAS providers to design the correspondence.

Keywords Dual-frequency � Multi-constellation � Satellite-based augmentation
system � DFREI � Correspondence

1 Introduction

In order to take advantage of the Galileo system and the Beidou system to be of full
operational capability, and the two open signals centred around 1575.42 and
1176.45 MHz for civil aviation, the satellite-based augmentation system (SBAS)
interoperability working group was formed by the SBAS providers to develop the
dual-frequency multi-constellation (DFMC) SBAS interface control document
(ICD) [1, 2]. The ICD defines the augmentation message types and describes the
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usage of the parameters in the augmentation messages. Because of the limited data
rate of the SBAS signal and the need to augment 92 satellites simultaneously,
DFMC SBAS does not broadcast equivalent terms for fast pseudorange corrections
in legacy L1-only SBAS. Thus, there are only four components in the user range
error (URE) variance bounding satellite clock-ephemeris (SCE) error after applying
SCE corrections, denoted as r2DFC , as follows:

r2DFC ¼ rDFRE � dDFREð Þ2 þ e2corr þ e2er ð1Þ

where rDFRE is converted from the parameter DFREI in the message type (MT) 32,
MT 34, MT 35 or MT 36 with the correspondence broadcast though the MT 37;
dDFRE is a spatial parameter computed as:

dDFRE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IT � RT � R � I

p
þ eC

R ¼ 2ScaleExponent�5 �

E11 E12 E13 E14

0 E22 E23 E24

0 0 E33 E34

0 0 0 E44

2
66664

3
77775 � S � E

eC ¼ Ccovarinace � 2ScaleExponent�5

ð2Þ

with ScaleExponent and Eij being parameters in the MT 32, Ccovarinace being a
parameter in the MT 37, I being the four-dimensional observation vector, and eC
being used to compensating for the errors introduced by quantization; ecorr is a
temporal degradation parameter; eer is computed based on the approach type.

In order to simplify the description, eC is set to 0, which is the same value
broadcast by WAAS. Thus, rDFRE � dDFRE is computed as:

rDFRE � dDFRE¼rDFRE
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IT � RT � R � I

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IT � Pbrd � I

p
ð3Þ

where Pbrd ¼ r2DFRE � RT � R.
The master station of a SBAS decomposes the matrix PSIS, which is the

covariance matrix of SCE errors after applying SCE corrections, into rDFRE,
ScaleExponent and Eij. Then, rDFRE is converted to DFREI, and ScaleExponent and
Eij are quantized, so that these parameters can be broadcast to SBAS users. The MT
32, containing DFREI, ScaleExponent and Eij, has a maximum update interval of
120 s. During the update interval of the MT 32, MT 34–36, whose maximum
update interval are 6 s, broadcast DFREI to meet the alert time requirement of
precision approaching operations. SBAS users receive these parameters to compute
Pbrd . The difference between PSIS and Pbrd is the quantization error.

A DFMC SBAS provider is allowed to customize the correspondence between
DFREI and rDFRE based on the performance of its service within the frame of the
ICD. This ensures the interoperability among SBASs with variant service perfor-
mance. For instance, WAAS has a lot monitoring stations distributed in a wide area,
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supporting LPV-200 operations with GPS, so that WAAS can choose a small scale
factor for the correspondence. Meanwhile, a SBAS like MSAS with serval stations
distributed in a limited area may choose a large scale factor. In addition, a SBAS
augmenting a new GNSS whose satellite is less robust than a GPS satellite may
choose a large scale factor so that the instability can be protected against. This is
different from the L1-only SBAS, in which the correspondence between UDREI
and rUDRE is unchangeable and is same among different SBASs, as listed in Table 1
[3]. Note that UDREI and rUDRE in L1-only SBAS are equivalent terms for DFREI
and rDFRE in DFMC SBAS. Therefore, the problem that how to determine the
correspondence so that the quantization error can be minimized comes up to
DFMC SBAS providers, which L1-only SBAS providers do not need to face.

In the draft DFMC SBAS ICD, MT 37 is described as a critical message which is
not planned to be dynamically changed [1]. Thus, the parameters in MT 37,
especially the correspondence parameters, should be determined by SBAS provi-
ders in advance. According to the parameters description listed in Table 2, there are

Table 1 Correspondence between UDRE and rUDRE

UDREI rUDRE [m] UDREI rUDRE [m] UDREI rUDRE [m]

0 0.2280 5 0.9119 10 2.2796

1 0.3040 6 1.1398 11 4.5593

2 0.3800 7 1.3678 12 15.1976

3 0.5320 8 1.5958 13 45.5927

4 0.6840 9 1.8237

Table 2 rDFRE parameters in MT 37

Parameter name Length [bit] Scale factor [m] Range [m]

Min Max

rDFRE:DFREI = 0 4 0.0625 0.125 1.0625

rDFRE:DFREI = 1 4 0.125 0.25 2.125

rDFRE:DFREI = 2 4 0.125 0.375 2.25

rDFRE:DFREI = 3 4 0.125 0.5 2.375

rDFRE:DFREI = 4 4 0.125 0.625 2.5

rDFRE:DFREI = 5 4 0.25 0.75 4.5

rDFRE:DFREI = 6 4 0.25 1 4.75

rDFRE:DFREI = 7 4 0.25 1.25 5

rDFRE:DFREI = 8 4 0.25 1.5 5.25

rDFRE:DFREI = 9 4 0.25 1.75 5.5

rDFRE:DFREI = 10 4 0.5 2 9.5

rDFRE:DFREI = 11 4 0.5 2.5 10

rDFRE:DFREI = 12 4 1 3 18

rDFRE:DFREI = 13 4 3 4 49

rDFRE:DFREI = 14 2 30 10 100
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24ð Þ14�22 � 2:88� 1017 combinations of the correspondence if all 15 DFREIs are
used. A problem like this is always solved by a brute-force search. However, the
combinatorial explosion is highly likely to take place with so many candidate
solutions. The key to avoid combinatorial explosion is introducing external infor-
mation specific to the problem to reduce the search space, so that the brute-force
search can be sped up [4–6].

Although a draft version of the DFMC SBAS ICD has been approved by SBAS
providers, a public version has not been released yet. There is no public research
about how to determine the correspondence. Based on the fact that the SBAS
service performance is highly relied on the monitoring geometric dilution of pre-
cision (MGDOP) defined in (4), an algorithm using MGDOP to reduce the search
space is proposed. This algorithm provides an efficient way for SBAS providers to
determine the correspondence based on the its service performance under the
constraint listed in Table 2.

2 Methodology

The proposed algorithm contains two parts. The first part decorrelates all DFREIs,
so that the search space is cut into independent subspaces. The second part finds the
optimum correspondence of each DFREI using a brute-force search. The criterion is
that a correspondence candidate is optimum if the quantization error of it is min-
imum among those of other candidates.

2.1 Decorrelate DFREIs

There are 2:88� 1017 candidates in the whole search space as mentioned above,
which is infeasible to find the optimum one. After decorrelating all 15 DFREIs, the
search space is cut into independent subspaces, so that there are only 16 candidates
in each subspace when DFREI is smaller than 14 and only 4 candidates in the
subspace when DFREI is 14. That means there are only 228 candidates totally if all
15 DFREIs are used. Thus, the optimum correspondence can be determined within
a short time. The problem is how to decorrelate DFREIs.

DFREI describes the URE resulting from SCE errors after applying SCE cor-
rections. The accuracy of SCE corrections depends highly on the configuration of
SBAS monitoring stations. Given that all monitoring stations have a same tracking
accuracy, MGDOP is the best indicator of tracking accuracy. The MGDOP of a
satellite viewed from SBAS tracking stations is given by:
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MGDOP¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D1;1þD2;2þD3;3þD4;4

p
D¼ HTH

� ��1
Hi¼ cos Eleið Þsin Aziið Þ cos Eleið Þcos Aziið Þ sin Eleið Þ �1½ � ð4Þ

where Di;j is the (i, j)th element of the matrix D; Hi is the i-th row of the matrix H
and it is the observation vector from the ith monitoring station to the satellite; Ele
and Azi are the elevation angle and azimuth angle of the satellite. Figure 1 shows
that the MGDOP is suitable for decorrelation because its trend is similar to the trend
of user differential range error indicator (UDREI) broadcast by WAAS.

The samples for determining the correspondence are classified into subsets by
MGDOP. Each subset corresponds to a DFREI value. The mapping function from
MGDOP to DFREI is designed and given by:

DFREI MGDOPð Þ ¼ ln MGDOPð Þ � ln MGDOPminð Þ
ln MGDOPmaxð Þ � ln MGDOPminð Þ

�
� DFREImax � DFREIminð Þ� þDFREImin

ð5Þ

where MGDOPmin and MGDOPmax are the minimum and the maximum of
MGDOPs of a satellite; DFREImin and DFREImax are the minimum and the max-
imum of DFREI the SBAS plans to broadcast; x½ � rounds the number x to the
nearest integer. Considering that the ranges of MGDOP of GNSS satellites are
similar, MGDOPmin and MGDOPmax are set to be the quantiles of all satellites’
MGDOPs with the probabilities 1 and 99%, respectively, for simplicity.

The problem of the mapping function above is that the computation of MGDOP
needs at least 4 stations tracking the satellite. Thus, if a SBAS can provides integrity
information with less than 4 stations, Eq. (5) cannot classify all samples.
The MGDOP is the combination of the number of tracking stations and the geo-
metric relation between tracking stations and the satellite. It is hard to describe the
geometric relation quantitatively when there are less than 4 tracking stations, so that

Fig. 1 MGDOP and UDREI
of GPS PRN 1 satellite on
May 21, 2015
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the number of tracking stations is chosen to classify those samples. The amended
mapping function is written as:

DFREI MGDOP;nð Þ¼
DFREImaxþnmin�n; n�3
ln MGDOPð Þ� ln MGDOPminð Þ

ln MGDOPmaxð Þ� ln MGDOPminð Þ� DFREImax�DFREIminþmin nmin�4;0f gð Þ; n[3

(

ð6Þ

where n is the number of tracking stations; nmin is the minimum number of tracking
stations when the SBAS can still provide integrity information; min x; yf g returns
the smaller value between x and y.

2.2 Determine the Correspondence

After all samples are classified into subsets using (6), the correspondence of a
DFREI is determined with the corresponding subset. A brute-force search is used,
which tries all values of rDFRE to find the one leads to the minimum quantization
error. The quantization error QE is the maximum difference between
rDFRE � dDFREð Þ2 computed Pbrd by and that computed by PSIS within the service
area, defined as follows:

QE ¼ max
user2servicearea

fITPbrd DFREI; ScaleExponent;Eij
� �

I � ITPSISIg ð7Þ

where Pbrd DFREI; ScaleExponent;Eij
� �

is computed using (2) and (3).
The pseudocode of the brute-force search for a certain DFREI with a subset

containing N samples is given below.
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The parameter nmax in the pseudocode is the candidate number of the DFREI,
which is 16 if the DFREI is smaller than 14 and is 4 if the DFREI is equal to 4. The
parameters rDFREI;min and ScaleFactorDFREI are listed in Table 2.

3 Application and Evaluation

The data used in performance evaluation include the GPS broadcast message and
precise ephemeris provided by the National Geospatial-intelligence Agency (NGA),
WAAS broadcast message and WAAS stations’ antenna L1 phase center positions
provided by the National Satellite Test Bed, the GPS ultra-rapid ephemeris pro-
vided by the IGS, and measurements made at 1 Hz by WAAS reference stations
and provided by the National Geodetic Survey. The GPS L5 service has not offi-
cially been announced to operate at full capability, so that measurements of the GPS
L2 signal were used instead. The first part uses 7-day data to determine the cor-
respondence as a SBAS provider. The second part uses anther 7-day data to find out
the effect of the correspondence determine in the first part in user position domain.

3.1 Determine the Correspondence

The correspondence is determined with the SCE covariance matrix PSIS computed
by the AK method [7]. The mask angle, nmin, DFREImin and DFREImax are set to be
5°, 1, 0 and 14, respectively. The mapping result using (6) on May 21, 2015 is
showed in Fig. 2.

Fig. 2 Mapping result of
GPS PRN 1 satellite on May
21, 2015
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Based on the data from May 21 to 27, the correspondence is determined as listed
in Table 3. It is noteworthy that the rDFRE of each DFREI is the minimum in its
range.

3.2 Evaluate the Effect in User Position Domain

With the correspondence listed in Table 3, the SCE integrity parameters computed
by the AK method are quantized. Based on the measurements of WAAS stations,
navigation solutions are computed with the unquantized matrix PSIS and quantized
matrix Pbrd , respectively. With the navigation solutions, the effect of quantization
error introduced by the correspondence is evaluated in user position domain. The
results presented below are based on data obtained from May 28 to June 3, 2015.

3.3 Position Error

Table 4 shows that there are 24 stations whose statistical results about position error
before and after quantization are different. The differences in terms of the quantile
with the probability 95% and the root mean square (RMS) are both less than 2 mm.

3.4 Availability of CAT-I

A DFMC SBAS is expected to support CAT-I operations. The most critical
requirement is that the vertical alert limit ranges from 10 to 15 m depending on the
need of an airport. The vertical alert limit is set to be 15 m in this evaluation. The
availabilities of CAT-I in WAAS stations, which is the portion of time the vertical
protection level is smaller than the vertical alert limit, are analyzed. There are 5
stations whose availabilities increase about 0.01%, and there are 6 stations, 1 station
and 2 stations whose availabilities decrease about 0.01, 0.02 and 0.04%, respec-
tively, while 23 stations’ availabilities are unchanged.

Table 3 Correspondence
between DFREI and rDFRE

DFREI rDFRE [m] DFREI rDFRE [m] DFREI rDFRE [m]

0 0.125 5 0.75 10 2

1 0.25 6 1 11 2.5

2 0.375 7 1.25 12 3

3 0.5 8 1.5 13 4

4 0.625 9 1.75 14 10
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4 Conclusion

The correspondence between DFREI and rDFRE should be determined by a
DFMC SBAS provider in advance. Considering that MGDOP is an indicator of
augmentation performance, an algorithm based on decorrelating DFREIs with
MGDOP is proposed to decrease search space so that the combinatorial explosion
in determine the correspondence concurrently can be avoided. Using 7-day real
data, the proposed algorithm determined a correspondence, as listed in Table 3,
within a search space of only 228 candidate solutions instead of 2:88� 1017 can-
didate solutions. Another 7-day real data is used to analyze the effect of quanti-
zation error introduced by the correspondence in user position domain. The result
shows that there is little influence on the service performance, proofing that the
proposed algorithm is efficient. The algorithm could be of value for SBAS provi-
ders to design the correspondence.

Table 4 Position error

No. Position error before quantization [m] Position error after quantization [m]

Horizontal Vertical Horizontal Vertical

95% quantile RMS 95% quantile RMS 95% quantile RMS 95% quantile RMS

1 1.525 0.892 2.448 1.215 1.526 0.892 2.45 1.215

2 1.153 0.654 2.711 1.424 1.153 0.654 2.712 1.424

3 1.276 0.752 1.777 0.908 1.275 0.752 1.777 0.908

4 1.651 0.93 2.367 1.174 1.651 0.930 2.366 1.173

5 1.618 0.94 2.539 1.324 1.617 0.940 2.539 1.324

6 1.621 0.923 3.746 2.046 1.621 0.923 3.745 2.046

7 1.585 0.909 2.859 1.455 1.585 0.909 2.860 1.456

8 2.027 1.129 2.856 1.467 2.027 1.129 2.855 1.466

9 2.071 1.121 3.414 1.66 2.072 1.121 3.414 1.660

10 2.296 1.303 3.155 1.571 2.296 1.303 3.155 1.571

11 1.949 1.079 2.586 1.291 1.948 1.079 2.585 1.291

12 2.057 1.134 3.34 1.662 2.057 1.135 3.341 1.662

13 1.428 0.842 2.526 1.303 1.43 0.843 2.527 1.304

14 2.372 1.272 3.555 1.802 2.371 1.272 3.556 1.802

15 1.882 1.046 2.691 1.345 1.881 1.046 2.691 1.345

16 2.167 1.176 3.166 1.648 2.167 1.176 3.166 1.647

17 2.147 1.203 3.514 1.808 2.147 1.203 3.513 1.808

18 1.941 1.094 2.760 1.425 1.941 1.094 2.761 1.425

19 1.995 1.149 2.764 1.400 1.996 1.149 2.765 1.400

20 1.968 1.093 2.946 1.508 1.968 1.093 2.947 1.508

21 2.655 1.529 3.932 1.989 2.655 1.528 3.932 1.989

22 2.028 1.132 2.914 1.471 2.029 1.132 2.914 1.472

23 1.697 0.971 2.928 1.497 1.697 0.971 2.928 1.498

24 1.878 1.023 2.526 1.282 1.878 1.023 2.525 1.282
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Analysis on Ionospheric Delay Variogram
Modeling in China

Dun Liu, Xiao Yu, Liang Chen and Weimin Zhen

Abstract Ionospheric delay variogram is essential for Kriging based Space-Based
Augmentation System (SBAS) ionospheric grid model. Variogram realizations are
compared for various solar activity conditions and different latitudes for China and
around areas. It shows that the ionospheric anomaly in low-latitude areas impacts
the variogram seriously, causing a larger intercept at zero distance and a “bump” at
the distance of about 1000 km. An alternative method is proposed for variogram
modeling for China areas and parameters are given for variograms under different
solar conditions. A variogram with fixed constants is further proposed for practical
use in SBAS, and the parameters are given also.

Keywords Ionospheric � Variogram � Kriging method � Ionospheric grid model �
SBAS

1 Introduction

SBAS is established to augment GNSS performance in local region. In SBAS iono-
spheric grid model is used to correct the ionospheric delay which is one of the main
error sources degrading systemperformance. Threshold to bounding the residual error
effectively is also estimated in grid model. In the new development of SBAS, kriging
method is adopted to estimate the delay and its bounding [1–3, 9–11].

The essence of kriging method is to estimate the grid ionospheirc vertical delay
(GIVD) by making use of the spatial correlation characteristics of ionospheric
delays, which is actually depicted by variogram model (or the corresponding
covariance model). Variogram is also used for estimation of ionospheric delay error
bound, namely the grid ionospheric vertical error (GIVE) [3, 9–11].
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In previous work, characteristics of ionospheric spatial correlation structure in
China area has been studied, and comparison has been made with that of North
American region. Results show significant difference would be caused by the iono-
spheric anomaly in low latitude area of China [5, 7, 8]. For variogram realization,
ionospheric anomaly effects in south of China may also exist. Study has to be carried
out in variogram modeling and its further applications in SBAS for China area.

In this paper, the method of ionospheric delay variogram construction has been
analyzed. Different variograms under various solar activity conditions and in dif-
ferent latitude areas have been studied and compared for China area. Section 2
introduces the definition of variogram and its application in ionospheric grid model.
Section 3 gives the method of developing ionospheric delay variogram. Section 4
analyzes the characteristics of the variogram in detail for China area and the pro-
posed variogram model is also presented. Conclusion is given at last.

2 Ionospheric Delay Variogram and Its Application
in SBAS

2.1 Ionospheric Delay Variogram

The kriging estimated ionospheric delay can be expressed as the sum of a trend
item, a random field (process noise) item r and a measurement noise item m [1–3].

Imeas xkð Þ ¼ a0 þ a1x
eastð Þ
k þ a2x

Northð Þ
k þ r xkð Þþm xkð Þ ð1Þ

Where a0; a1; a2½ � are coefficients of the planar trend item. xk is the coordinate of
ionospheric pierce point (IPP) in local coordinate system centered at ionospheric

grid point (IGP) x Northð Þ
k ; x eastð Þ

k are respectively coordinates in the north and east
direction.

For each pair of IPPs xi, xj, ionospheric delay variogram is defined as c xi; xj
� �

:

c xi; xj
� � ¼ c xi � xj

�� ��� � ¼ 1
2
E r xið Þ � r xj

� �� �2� �
ð2Þ

Covariance function Cov xi; xj
� �

can then be defined as:

Cov r xið Þ; r xj
� �� � ¼ E r xið Þr xj

� �� � ¼ C0 xi � xj
�� ��� � ð3Þ

Relation between variagram c xi; xj
� �

and covariance function Cov xi; xj
� �

is:

Cov xi; xj
� � ¼ r21 � c xi; xj

� � ð4Þ
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In kriging method, ionospheric delay variogram is required to be a non-zero
value at distance of zero, which is called the nugget effect. The nugget-effect here is
equivalent to the white noise in delay estimation. The variogram increases linearly
near the origin, and at distance of infinite, it should converge to a constant value,
which is called the sill effect [3].

An admissible and widespread model for the variogram is the exponential model
shown as Fig. 1, where r0 ¼ rnomdecorr; r1 ¼ rtotaldecorr are respectively the nugget and
sill. The corresponding ionospheric delay variogram and covariance function is
shown as below [9, 10].

c xk; xlð Þ ¼ rtotaldecorr

� �2� rtotaldecorr

� �2� rnomdecorr

� �2h i
exp � Dk;l

ddecorr

� �
ð5Þ

C xk; xlð Þ ¼ rtotaldecorr

� �2� rnomdecorr

� �2h i
exp � Dk;l

ddecorr

� �
ð6Þ

Dk;l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xk � xlð ÞT xk � xlð Þ

q
ð7Þ

Where rtotaldecorr; r
nom
decorr are coefficients that need to be estimated. Constant ddecorr

is the de-correlated distance, which is generally selected as 8000 km.

2.2 Ionospheric Grid Model Based on Kriging Method

The kriging estimate of the grid ionospheric vertical delay (GIVD) Iest is determined
as [3, 9]:

Iest xð Þ ¼
Xn
k¼1

kkImeas xkð Þ ð8Þ
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Fig. 1 Ionospheric delay
variograms proposed in
WAAS
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where k is weight matrix, Imeas are the vertical ionospheric delays at IPPs, n is the
number of IPPs around the IGP for GIVD estimation.

k ¼ W �WG GTWG
� ��1

GTW
� �

C x; xkð ÞþWG GTWG
� ��1

X ð9Þ

W ¼ C xk; xlð ÞþM xk; xlð Þð Þ�1 ð10Þ

X ¼ 1 x eastð Þ x northð Þ
 �T ð11Þ

where G is the coefficient matrix determined by the satellite and user’s location.
W is the weight matrix, C is the covariance matrix from ionospheric variogram
model, and M is the measurement noise matrix.

GIVE, the bound for residual of delay estimation, is defined as follows [1–3]:

r2bound;IGP ¼ R2
irreg kTC xk; xlð Þk� 2kTC xk; xð Þþ rtotaldecorr

� �2h i
þ kTMk ð12Þ

where R2
irreg is the inflating factor.

As can be seen, the variogram is used to construct weighing matrix for iono-
spheric delay and its accuracy estimation. Moreover, it also depicts the uncertainty
rtotaldecorr

� �
of the background ionosphere in error bound estimation.

3 Method of Ionospheric Delay Variogram Construction

3.1 Modeling Data

GPS dual-frequency measurements are used in the study. The sites distribution
covers the low and mid latitude areas around China (Fig. 2). The data period spans
different solar activities (2003, 2005, 2009), and includes various status of iono-
sphere (calm and stormy).

3.2 Data Pre-processing

Ionospheric delays are extracted from GPS dual-frequency measurements. The
following steps are taken to improve the accuracy of derived ionospheric delays [4].

(1) Carrier phase smoothed code pseudo-ranges are used to extract the ionospheric
delays.

(2) Differential Code Bias (DCB) of GPS satellites released by CODE is used, so
only the hardware bias for receiver is to be estimated.
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(3) Only data during nighttime is used in receiver hardware bias estimation to
reduce the effects of larger variation of background ionosphere during daytime.

(4) Results from multiday are smoothed to improve the stability of receiver
hardware bias estimation, especially for ionospheric disturbance period.

Comparison with results from CODE shows an accuracy of better than 0.2 ns
could be achieved for the receiver hardware bias estimation in this way. As the
smoothed pseudo-ranges could reach the accuracy of millimeter or even better, the
resulting ionospheric delays will have the accuracy of about 0.2 ns.

3.3 Construction of Ionospheric Delay Variogram

With delays at IPPs, the variogram model can be constructed as below [3].

(1) For each pair of IPPs, we did a planar fit on the remaining measurement (up to a
certain radius) with the middle point of the two IPPs as reference.

(2) At each epoch, underlying trend described by this planar fit is removed from the
delays at the pair of IPPs, and then the difference of de-trended delays I xið Þ �
I xj
� �

is calculated.
(3) Compute all the difference I xið Þ � I xj

� �
between pairs of de-trended mea-

surements and the corresponding distance xi � xj
�� �� for all epochs.

Fig. 2 GPS network around China areas
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(4) The experimental variograms defined below are estimated with the difference of
de-trended delays. Because we do not have pairs of measurements separated by
exactly d, we bin the pairs with the certain tolerance d of 50 km [3].

cexp dð Þ ¼ 1
2
E I xið Þ � I xj

� �� �2
xi � xj
�� ��2 d � d

2
; dþ d

2

� 
ð1:13Þ

(5) Fitting the experimental variograms with exponential model given in Eq. 5 and
determining the rtotaldecorr and rnomdecorr for the variogram models.

4 Realization of Variogram for China Areas

4.1 Variogram Under Various Solar Activities

Figures 3, 4 and 5 shows the experimental variograms (blue line) for low (2009),
modest (2005) and high solar activity (2003) respectively. Data from days of quiet
ionospheric conditions are used in these variogram realizations. A period of three
hours is used to bin the data for statistics in each day. As can be seen:

(1) At the distance of zero, experimental variograms have values of non-zero,
which means the uncertainty caused by the background ionosphere. Yet
compared with variograms for North America area, the intercept of experi-
mental variograms and the range of its variation are much larger at the distance
of zero [1, 3].

Fig. 3 Variograms for China areas (2009) (Color figure online)
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Satellite signals may pass through the same IPP from different azimuths and
elevations, leading to different ionospheric delays at different paths. Moreover,
mapping function will also introduce error in vertical delays when converting from
the slant ones. As a result, the difference of de-trended delays will not be zero even
for neighboring IPPs.

Fig. 4 Variograms for China areas (2005) (Color figure online)

Fig. 5 Variograms for China areas (2003) (Color figure online)
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This difference would be larger in areas where low latitude anomaly exists.
Larger errors from excess ionospheric delays when signals pass through the
anomaly region and mapping function based on the imperfect thin shell model
destroyed by ionospheric anomaly contribute to this increasing difference.

(2) For years of modest and high solar activities, a “bump” at the distance of about
1000 km exists evidently in the ionospheric delay variogram. This phe-
nomenon is not shown in the variogram for North America area.

Within approximately ±20° on both side of the magnetic equator lies the
equatorial anomaly. It is the occurrence of a trough in the ionization in the F2 layer
at the equator and crests at larger magnetic latitude depending solar activity. For
China area, the south of Changjiang River (magnetic latitude of about 20°N) is
located under the ionospheric anomaly, where the area along the River is at the
northern edge of the anomaly, and the area around Guangzhou and Haikou is
located under the crest of anomaly [12].

When part or all IPPs are located in ionospheric anomaly region, the anomaly
structure will break down the assumption of the planar trend underlying the
thin-shell ionospheric model, increasing the error in de-trended delays. The error
will reach the largest especially when the two IPPs, with a distance of about
1000 km, are located respectively at the edge and the crest of the anomaly along the
same longitude. In that case, most of the IPPs for grid model fitting are located in
the northern area of the anomaly and the crest structure of the anomaly will have the
maximum effect on delay estimation.

With the distance between two IPPs increasing, the difference of ionospheric
delays will decrease even both IPPs are located in anomaly, as this two IPPs has a
smaller geomagnetic latitude span.

4.2 Variogram in Different Latitude Region

To understand the anomaly effects on variogram more deeply, we divided the IPPs
distribution into two parts: IPPs in low latitude area, and IPPs in middle latitude
area. The latitude of 30°N is selected as the separator. Experimental variograms for
these two regions are respectively estimated and results are shown in the following
figure. As can be seen that,

(1) For the middle latitude area, linear variation is shown clearly in the experi-
mental variogram. This means that in this region ionosphere has the perfect
planar variation, and the fitting results of variogram is in good accordance with
that of the North American [3, 9] (Fig. 6).

(2) For the low latitude area, the “bump” at distance of about 1000 km in the
experimental variogram still exists. This means that the abnormal variation in
experimental variogram of China area is caused by the ionospheric anomaly in
the low latitude area (Fig. 7).
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4.3 Fitting of Experimental Variogram

With the analysis of ionopsheric anomaly effects, it can be seen that there are two
features in the experimental variograms under modest and high solar activity.

(1) Larger difference between de-trending delays even for nearby IPPs.
(2) “Bump” in the experimental variogram for modest and high solar activity.

Fig. 6 Variograms for mid-latitude areas around China (North of 30°N, 2003)

Fig. 7 Variograms for low latitude areas around China (South of 30°N, 2003)
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In variogram modeling, exponential model is selected to fitting the experimental
variogram, in which the variogram increases linearly near the origin [1, 3].
Ionospheric anomaly effects make the modeling difficult as abnormally large values
would be estimated for rtotaldecorr and rnomdecorr if the large error in the intercept at zero
distance and the “bump” effects at 1000 km would be taken into account.

As can be seen from Sect. 2, the ionospheric delay variogram is mainly used to
construct the spatial covariance function for weighting estimation in kriging method.
So we could focus only on the regular change in experimental variograms, here is the
linear variation with distance, and dismiss the change of “bump” variation.

At the same time, variogram fitting provides the estimation of the parameter
rtotaldecorr , which describes the uncertainty of the background ionosphere. The rtotaldecorr
will contribute to the estimation of threshold on grid ionospheric delay error. Since
system availability is impacted adversely by an increasing error bound, smaller
value for rtotaldecorr is preferred in variogram modeling.

In SBAS, spatial threat model is adopted to compensate the delay estimation
error caused by disturbance. As the effects of ionoshperic anomaly on SBAS is the
same as that of modest storms, it is reasonable to neglect the anomaly induced
“bump” error in variogram modeling and make the errors absorbed by the spatial
threat model.

Based on above consideration, we neglected “bump” part of the experimental
variogram and only fit the linear trend variation in variograms in our variogram
modeling efforts. Exponential function is still selected for modeling.

4.4 Realization of Variogram for China Area

Experimental variograms are fitted for various solar activities and the variogram
models with different parameters are then established. In Figs. 3, 4 and 5, results of
variogram models are shown as the red lines. The estimated parameters of rtotaldecorr
and rnomdecorr are also given. In Table 1, typical values of parameter for variograms
under various solar activities are given.

As can be seen, variogram models are quite distinct for different level of solar
activity. Moreover, there’s no multiple variation between different variogram
models. In Reference [3], a method is recommended to build covariance model
C dð Þ ¼ u20C0 dð Þ for different ionospheric condition, in which C0 dð Þ is the basic
covariance model for quiet conditions, and the “zooming” factor u20 is derived based
on the degree of disturbance in the ionosphere. Yet this way in establishing

Table 1 Typical parameters
for variogram models

Solar activity rnomdecorr rtotaldecorr

Low (2009) 0.3 0.65

Modest (2005) 0.4–0.6 1.2–1.8

High (2003) 0.6–1.2 3–4
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variogram models for various ionoshperic conditions is not applicable for China
area. A possible resolution is to develop different ionospheric delay variogram
models according to the solar activity.

However, there are still difficulties in the multi-variogram scenario mentioned
above for practical use. As the spatial threat model is constructed based on vari-
ogram model, a new variogram model realization will require the corresponding
spatial threat modal to be established [10, 11]. In addition, what principles are
adopted to determine the solar activities and then the selection of a suitable vari-
ogram model are also the difficulty.

Sparks et al. pointed out that the kriging estimation based on varigram model with
fixed constants could still has a better performance than the planar fit method [9, 10].
The same way can also be adopted in variogram modeling for SBAS in China. In
practice, the varigram model with fixed constants is established based on the exper-
imental variograms frommiddle latitude area for periods of various solar activities and
that from low latitude area in periods of modest and low solar activities. The
parameters for the final model is rnomdecorr ¼ 0:45 and rtotaldecorr ¼ 1:25. The effectiveness
of this variogrammodeling method has been tested in our work on ionospheric spatial
threat model development which will be presented in another paper [6].

5 Conclusion

Variogram is essential for ionopsheric grid model in SBAS based on kriging
method. Variogram is generally used to construct the weighing factors in the
estimation of grid delay and its error bound. Different realization of variogram will
result in distinct system performance.

Experimental variograms for different solar activities and different latitude areas
are compared in this paper. Result shows that in the mid-latitude area of China
variogram follow the linear change. But when considering the low latitude, its
variation becomes more complicated with effects of the ionospheric anomaly. These
effects are much more significant under modest and high solar activities. These
characteristics make it difficult to modeling the ionospheric delay variogram for
SBAS in China with the ways used in WAAS.

Method is recommended on ionospheric delay variogram modeling after analysis
of typical features in experimental variograms caused by the ionoshperhic anomaly.
In this method the anomaly caused “bump” effect is neglected in the experimental
variograms and only the underlying linear variation is considered in the variogram
model fitting. Any possible errors from effects of the ionospheric anomaly would be
absorbed in the ionospheric spatial threat model. Ionospheric delay variograms are
modeled for different solar activities and typical values of parameters in the model
are given. An ionospheric delay variogram with fixed constants is recommended
further for practical SBAS in China and the parameters are also given for this model
realization.
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Scintillation Modeling and Its Application
in GNSS

Dun Liu, Xiao Yu, Jian Feng and Weimin Zhen

Abstract A method to analysis GNSS effects flexibly under various scintillation
conditions is presented with a combination of irregularity strength modeling and
signal propagating model. Irregularity strength model describes the spatial and
temporal variation of strength of scintillation-producing irregularities. The model
could be represented in terms of solar activity, magnetic latitudes, season and local
time, and the coefficients are derived with measurements from China areas.
Irregularity strength distribution, combined with propagating model, could produce
the simulated time series of scintillation affected signals received by users. The
combination also could give the scintillation index at user receivers under various
geometry configurations, which could be further used to GNSS availability analysis
under different scintillation conditions.

Keywords Ionospheric scintillation � Irregularity strength � Propagating model �
GNSS

1 Introduction

Ionospheric scintillation impacts seriously the space based information system such
as the GNSS, SAR etc. It is essential to develop models to simulate the scintillation
affected signals to assess the potential degradation of system performance under
scintillation [1–3].

The ionospheric scintillation model generally includes two parts: the irregularity
models and the signal propagation model [4–7]. The ionospheric irregularity
models, which depict the characteristics of the irregularity that caused the scintil-
lation effects, include models on height, thickness, strength and spectral index of the
irregularity [4, 6–9]. Among them, the strength model of irregularity is the most
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important one. The signal propagation model is generally based on the phase screen
theory, since the phase screen theory is one of the theoretical model to explain the
scintillation phenomenon on one hand, and tests had also verified the good con-
sistency between the theory analysis and the experimental results on the other hand
[10, 11, 16].

There are two main ideas in the irregularity strength modeling. One is to develop
model on the irregularity strength directly (actually CsL or CkL, the product of the
strength of turbulence and the irregularity layer thickness), with the WBMOD
(Wide-Band MODel) as the typical one [7–9]. Another is to model the local
electron density perturbation. The typical models based on this method includes the
GISM (Global Ionospheric Scintillation Model) in Europe, as well as the early
version of the WBMOD [6].

As the irregularity strength can be retrieved from the ground observation, such as
the GNSS scintillation measurements widely deployed, developing an irregularity
strength model is more favorable in scintillation modeling efforts [4, 7, 8].

In the implementation of phase screen method, by using the split step algorithm
and the Discrete Fourier Transformation (DFT) to solve the propagation equations,
we can obtain the complex amplitude of signal reaching receiver antenna. With the
assumption of “frozen field”, the spatial variation of signal intensity caused by
scintillation can be transformed to temporal variation of signal intensity, and then
time series of signal intensity can be obtained. In addition, the scintillation index
can also be obtained by theoretical calculation [11, 12]. Therefore, the phase screen
method provides a flexible way in the analysis of the scintillation effect.

Efforts on scintillation modeling have been conducted in our previous work, here
in this paper we focus on the analysis the scintillation effects on GNSS with these
models. Section 2 introduces the irregularity strength model for low latitude areas
of China. Section 3 introduces the signal propagation model based on the phase
screen theory. Based on these models, the scintillation effect was analyzed for
different cases in Sect. 4. Finally the conclusion is given.

2 Scintillation Related Irregularity Modeling

2.1 Irregularity Strength

The parameters of the scintillation related irregularity include the height, thickness,
strength, drift velocity, axial ratio, spectral index, and so on [4, 7–9]. Among them,
the strength of the irregularity is the most important one in scintillation modeling.

The strength of irregularity is generally expressed as CsL or CkL, in which the
disturbance strength Cs is closely related to the structure constant that is used in
classical turbulence studies, and L is the thickness of irregularity. Due to the dif-
ficulty in distinguishing the contribution of these two factors in scintillation effects,
CsL is generally modeled in study [4, 7, 8]. CkL is the introduced as a new

132 D. Liu et al.



parameter describing the irregularity strength in WBMOD [9]. The relationship
between them is:

CkL ¼ ð1000=2pÞpþ 1CsL ð1Þ

As CsL or CkL can be retrieved from the scintillation measurement, an empirical
model could be developed with the long term observation. In the estimation of CsL
or CkL, auxiliary parameters needed in the modeling can be obtained from the
location of the satellite and receiver, such as the geometry configuration, or from
the empirical values, such as the spectral index p.

2.2 Irregularity Strength Model

The study shows that scintillation activity depends on the magnetic latitude, season,
time after sunset, solar activity, and so on [4, 7, 8]. Therefore, irregularity modeling
was generally been conducted with different functions fitting into these parameters.
In Ref. [7], the irregularity strength is expressed as the functions of R, the sunspot
number, s, the angle between solar terminator and magnetic meridian at geomag-
netic equator, te, the time after E-layer sunset, and ka, the apex latitude [11].

ffiffiffiffiffiffiffiffi
CsL

p
¼ CefrðRÞfsðsÞftðteÞfkðkaÞ ð2Þ

The irregularity strength CkL is selected in our modeling effort instead, and the
following model is developed with observation in China [4].

ffiffiffiffiffiffiffiffi
CkL

p
¼ CEfrðRÞfsðsÞftðteÞfkðkaÞ ð3Þ

where, the functions of frðRÞ fsðsÞ ftðteÞ fkðkaÞ, with the variables defined as before,
are derived from observation.

(1) frðRÞ model

The function of A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þCrR

p
is adopted for frðRÞ. Coefficients of the function are

estimated with a least-squares fit to the CkL data retrieved from observation. The
result is A ¼ 16:48;Cr ¼ 0:06, [4].

(2) fsðsÞ model

The following function is used for fsðsÞ, and the coefficients in the function were
estimated with the scintillation data. The result obtained is B ¼ 1:11;xs ¼ 28:5 [4].

fsðsÞ ¼ B exp � s
xs

� �2
" #

ð4Þ
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(3) ftðteÞ model

The analysis shows that in the low latitude area of south China, ionospheric
scintillations begin 1 h after sunset in the E layer, and can last up to 4 h, then its
strength slowly decay [4]. Therefore, the following form is used for ftðteÞ.

ftðteÞ ¼
exp � te�1

0:5

� �2h i
te � 1

1 1\te\3
exp � te�3

3:5

� �2h i
3� te

8>><
>>: ð5Þ

(4) fkðkaÞ model

The magnetic latitude dependence of equatorial
ffiffiffiffiffiffiffiffi
CkL

p
was represented by a

function that increases toward the north and south from a non-zeros value at the
magnetic equator and which peaks on its way to an asymptote of zero at
mid-latitudes [7, 8]. So the following form is estimated for fkðkaÞ.

fkðkaÞ ¼ 0:5 1� erf
kaj j � 20

3

� �	 

ð6Þ

where ka is the apex latitude in degrees, erf denotes the error function,
erf xð Þ ¼ 2=

ffiffiffi
p

p R x
0 e

�t2dt.
With the functions frðRÞ; fsðsÞ; ftðteÞ; fkðkaÞ substituted into Eq. 3, and a

least-square fitting to the retrieved CkL data, the value for the constant CE can then
be readily estimated. The final model representation of the irregularity strength CkL
as in Eq. 3 will be straightforward with all these functions and its coefficients
available. In the study, the strength model of irregularity is established by using the
scintillation observation data of Haikou area during 2003–2008 [4].

2.3 Accuracy Assessment of Irregularity Strength Model

The accuracy of the irregularity strength model was verified with the ionospheric
scintillation data in Haikou and Guangzhou from GPS measurements. The internal
and external consistency accuracy is tested for the model.

2.3.1 Internal Consistency Accuracy of Strength Model

The internal consistency accuracy of the model is analyzed with the observation
data of Haikou area during 2003–2008. Figure 1 shows that the residual error of the
model has a normal distribution, with a mean of 0, and a variance of 0.44.
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The result shows that an unbiased estimation achieved for the model, better than the
performance of the model in Ref [7]. which is a biased estimation and had a larger
variance [4].

2.3.2 External Consistency Accuracy of Strength Model

In order to further verify the validity of the model, the external consistency accu-
racy of the model is analyzed by using the GPS scintillation data in Haikou and
Guangzhou in 2013. Figure 2 shows the results of the model with data in Haikou. It
has a mean of 0.07, and a variance of 0.42 for the variance. The result of a mean of
0.01 and a variance of 0.42 is achieved for the test with data from Guangzhou [4].

It can be seen that the irregularity strength model has a satisfied performance for
Haikou and Guangzhou areas, even in a year of higher solar activity (2013). In
these two tests, the model error maintains the normal distribution with a mean close

Fig. 1 Verification of the
irregularity strength model
with data of 2003–2008 from
Haikou

Fig. 2 Verification of the
irregularity strength model
with data of 2013 from
Haikou
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to zero and a variance of 0.42. This result is consistent with that from the Haikou
data set of 2003–2008 [4].

The consistency accuracy analysis shows that the established irregularity model
has a good applicability in the low latitude area of China. Features of the zero-mean
and the constant variance for the model residual make it possible to estimate the
strength of irregularity with a given confidence level. This is of great significance to
the studies such as the system availability assessment under scintillation.

3 Signal Propagating Model Based on Phase
Screen Theory

In phase screen theory, the irregularity layer is taken as a thin screen at certain
height. When wave passes the screen, only phase of the wave varies. Emerging
wave from the phase screen propagates in the free space and then reaches receiver
antenna. As the wave propagates towards the ground, interference across the
wave-front creates complex amplitude and phase diffraction patters. Scintillations
are produced when these spatial diffraction patterns are transformed into temporal
ones [12, 13]. To develop the propagating model with the phase screen theory, a
random phase screen should be generated and the parabolic wave equation
(PWE) is resolved to get the complex amplitude of signal reaching the receiver
antenna.

3.1 Generation of Random Phase Screen

According to Rino’s work, when the complex amplitude signal passes the phase
screen, the variation of phase caused by phase screen follows the specified power
spectral density (PSD) function [12, 13]:

U/ jð Þ ¼ k2r2e sec
2 hab 2p=1000ð Þpþ 1CkL

j20 þAj2x þBjxjy þCj2y
� �ðpþ 1Þ=2 ð7Þ

where j0 ¼ 2p=L0 is the outer scale wave number, L0 is the outer scale of iono-
spheric irregularity, p is phase spectral index, a, b are respectively axis ratio along
and transverse to the principal axis of irregularity. jx; jy are respectively compo-
nent in X axis and Y axis of the transverse wave number. CkL is strength of the
irregularity. A, B, C are coefficients depend on propagation geometry angle h; u
and geomagnetic inclination w. Detailed definition of these parameters can be
referred to Ref. [13].
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Random phase variation which follows the power spectral density function of (7)
can be generated by passing Gaussian white noise with zero mean value into a filter
with a transfer function of

ffiffiffiffiffiffi
U/

p
. This can be realized in a way of digital signal

processing and the algorithm has been given by Rino [12].

3.2 Propagating Model Based on Phase Screen Theory

In phase screen theory, the irregularity layer is taken as a thin screen at z ¼ 0. When
wave passes the screen, only the phase of the wave varies. That means, the complex
amplitude of the signal just below the screen is [2, 12]:

U q; 0þð Þ ¼ U q; 0ð Þei/ qð Þ ð8Þ

where U q; 0ð Þ is the wave signal incidence on the phase screen, /ðqÞ is the phase
variation caused by electron density fluctuation DNe concentrated on the phase
screen.

/ðqÞ ¼ k
ZL=2ðsec hÞ

�L=2ðsec hÞ

Dn rð Þdl ¼ kre sec h
ZL=2

�L=2

DNe qþ tan hbakT g� zð Þ; gð Þdg ð9Þ

Where q is the distance vector in the transverse (horizontal) plane, bakT ¼
ðcosu; sinuÞ is a unit vector in transverse plane, re is the classic electric radius, and
dl is the differential length element along the propagation path. The geometric
parameters are as shown in Fig. 3.

Emerging wave from the phase screen propagates in the free space and then
reaches receiver antenna. For signal propagation in free space (Dn is 0 then), (9) can
be solved by using transverse Fourier transform of U q; zð Þ defined as:

Fig. 3 Coordinate system in
phase screen simulation. The
origin is located at the
ionospheric pierce point
(IPP), axis X, Y, Z are
respectively pointing to
geomagnetic north,
geomagnetic earth and
vertical downward
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U q; zð Þ ¼ 1

2pð Þ2
Z1
�1

Z1
�1

bU j; zð Þeij�qdj ð10Þ

Where, j is the transverse Fourier wave number. The complex amplitude of
signal reaching receiver antenna can be expressed as:

U q; zð Þ ¼ 1

2pð Þ2
Z1
�1

Z1
�1

bU j; 0þð Þ exp �i
j2

2k
z sec hþ bakT � jð Þz tan h

� �� �
eij�qdj

ð11Þ

4 Application of Scintillation Models

With the date, space environment conditions (sunspot number, magnetic field etc.),
locations for satellites and users, observing geometry, and system information
(operating frequency) as input, the ionosphere scintillation model can estimate the
irregularity strength at the ionospheric pierce point where the signal pass through
the phase screen. Then the phase screen can be produced and the signals received
by the user can be resolved with the signal propagating model. Consequently,
analysis could be carried out on these received signals to assess the scintillation
effects on system performance. The following shows the potential applications of
the established scintillation model.

4.1 Simulation of Scintillation Affected Signals

Under the “frozen field” hypothesis, the variation of the complex amplitude of
signal can be transformed into the time series of the signal intensity and phase [12,
13]. These signal intensity and phase time series, modulated on the signals from a
GNSS simulator, can then be used to test the tracking performance of the receiver
under various scintillation conditions [15].

Figure 4 shows the simulated time series of the signal intensity with the scin-
tillation model. The amplitude scintillation index is also shown for the signal
intensity. In the simulation, the date is 12:30 (UT) 14th Sep. 2014, the satellite is in
a geosynchronous orbit with the nadir point at the 85°E, 0°N, user location is set to
20°N, 110°E, and the signal frequency is 1575.42 MHz. The space environment
parameters are obtained from NOAA according to the date in the analysis (the same
as below). We can see that a weak ionospheric scintillation is simulated in this
scenario.
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4.2 Maps of Scintillation Effects

4.2.1 Computation of Scintillation Index

An important application of the ionospheric scintillation model is to analyze the
system performance under the influence of scintillation. It can be realized with the
following steps:

(1) Map of the irregularity strength distribution in the specified region is generated
by using the ionospheric irregularity model.

(2) With the phase screen model, the ionospheric scintillation effects for the user
within the designated area can be obtained as a map of scintillation index (such
as the amplitude scintillation index).

(3) The performance degradation in the area can then be evaluated by a receiver
model with the scintillation index as input.

In the above process, the scintillation index can be computed based on the phase
screen theory. Rino gives the analytical resolution of the amplitude scintillation
index S4 under the phase screen theory [12].

S24 ¼ r2ek
2ðL sec hÞCsZm�1=2 Cðð2:5� mÞ=2Þ

2
ffiffiffi
p

p
Cððmþ 0:5Þ=2Þðm� 0:5Þ

� �
F ð12Þ

Z ¼ kzR sec h
4p

ð13Þ

m ¼ p=2 ð14Þ

where re is the classical electron radius, k is the wave-length of the signal, h is the
zenith angle of the incident signal at the receiver, p is the spectral index and the
typical value of 2.5 is used for low latitude areas, F is the propagating geometry

Fig. 4 Simulated signal
intensity (up) and the
corresponding S4 scintillation
index (below)
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factor, C is the gamma function [7, 8]. zR ¼ zzs=ðzþ zsÞ, where z; zs is the distance
from the phase screen to the ground receiver and the satellite, respectively. CsL is
obtained with the ionospheric irregularity strength model presented before.
Parameters for geometry configuration in simulation can be calculated with the
positions of the satellite and user.

4.2.2 Scintillation Affects Mapping

In previous work, we have established a GNSS receiver model with the scintillation
index S4 as the input to analyze the performance degradation of GNSS [3]. Here in
this paper, we only focus our efforts on the distribution of the irregularity strength
and the scintillation index. With these data, the map of the degrading performance
can be readily obtained.

Figure 5 shows the distribution of the irregularity strength using the model
constructed in Sect. 2. The date is 16:00 (UT), 10th Sep. 2001. The ground range
for the user is [−50°S, 50°N], [50°E, 180°E]. As the ionospheric scintillation index
depends not only on the irregularity strength, but also on the observing geometry,
two typical cases were analyzed below [12, 14].

In the first case, the user in the specified area has the same observing geometry
(the same azimuth and elevation angle). This situation is specialized in the analysis
of the spatial and temporal distribution of the ionospheric scintillation effects under
the same observing configuration.

Fig. 5 CsL map (16:00 UT, 10th Sep. 2001)
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Figure 6 shows an example of the S4 map in this case. In simulation, the user
received signals at the same azimuth angle of 0°, and elevation angle of 32°, the
date is set to 16:00 (UT), 10th Sep., 2001, the user range is [−50°S, 50°N] in
latitude and [50°E, 180°E] in longitude, and the signal frequency is 1575.42 MHz.
The irregularity strength is from the result shown in Fig. 5.

It can be seen that there are two areas with the maximum index in the South of
China and the South China Sea. The intensity of scintillation effects depend on the
observing geometry and the magnetic field as well. The different geometric relation
between the same propagation direction of the signals received and magnetic field
results in the difference in scintillation effects distribution.

The second case is to specify the location of the satellite, and analyze the
scintillation effects on users at the same time. In this scenario, the observing
geometry changed with user locations. Both the changed geometry configuration
and its relations with the magnetic field result in the variation in scintillation effects
on the computed S4 map.

Figure 7 shows the distribution of scintillation effects on the user in the area of
[−30°S, 30°N] and [50°E, 180°E] viewing a GEO satellite at the 68.5°E. The date is
16:00 (UT), 10th Sep. 2001, and the signal frequency is 1575.42 MHz. The
irregularity strength from Fig. 5 is also used here. The elevation angle user viewing
the satellite is given in the figure (green line) at the same time.

It can be seen that with the lower elevation, the user is affected by a more severe
scintillation effect. When the elevation is below the 10°, a modest scintillation effect
happened with an amplitude scintillation index of 0.5.

Fig. 6 S4 map with the same geometry configuration (16:00 UT, 10th Sep. 2001)
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When combined the map of scintillation index with the GNSS receiver model, it
can be readily to assess the users’ performance distribution under scintillation. In
our previous work, the GISM model is employed to produce the scintillation index
map [4]. As GISM can only produce the scintillation index map for the vertical
incidence, the flexibility of the analysis is limited. With the ionospheric scintillation
model established in this paper, we divide the scintillation models into irregularity
strength model and signal propagation model. So we can obtain the scintillation
index for arbitrary geometry configuration in observation, and effectively improve
the flexibility and applicability of scintillation effect analysis.

5 Conclusion

Ionospheric scintillation is an important disturbing source impacting various space
application systems. The ionospheric scintillation models provide a useful tool to
assess the scintillation effects on these systems.

The ionosphere scintillation models could be divided into the irregularity model
and the signal propagation model. We have set up an ionospheric irregularity
strength model for the low latitude area of China with GPS scintillation data from
Haikou and Guangzhou. The accuracy of the model is also analyzed. The results
show that error of the model observes a normal distribution with a mean of near
zero and a variance of 0.42.

Fig. 7 S4 map with different geometry configuration (16:00 UT, 10th Sep. 2001)
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Based on the theory of phase screen, signal propagation model is developed by
using the split step algorithm and the Discrete Fourier Transformation to solve the
wave equation. With the assumption of “frozen field”, the resolved complex
amplitude of signal can be transformed into the spatial variation of signal intensity
and then the temporal variation of signal intensity.

The ionospheric scintillation model output includes the time series of signal
intensity and phase, and then the scintillation index. Examples are given for various
analysis based on these different outputs. The separation between the irregularity
model and the signal propagating model make it possible to assess the scintillation
effects under different observation scenarios flexibly.
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A New Algorithm for Receiver Integrity
Monitoring with Receiver Clock Error
Auxiliary

Ye Ren, Xiaohui Li and Longxia Xu

Abstract The receiver integrity monitoring technology is one of the important
technologies to reflect the GNSS integrity. It can be divided into receiver autono-
mous integrity monitoring (RAIM) and auxiliary autonomous integrity monitoring.
Apart from the redundant observations of the receiver are used for RAIM, there are
various parameter information provided form receiver and the receiver clock error is
one of them. As the stability of the receiver oscillators to 10–10/s, this makes it
possible to make short-term predictions. In this paper, the receiver clock error is
introduced and the receiver clock error auxiliary GNSS integrity monitoring method
is proposed. In this paper, the principle of the method is introduced and the algo-
rithm flow is established firstly. Then the key steps involved in the method are
discussed, including receiver clock error prediction method, threshold value
determination method, fault detection method and fault identification method.
Among these key steps, threshold determination method are fully discussed and
validated. Results show that the threshold determination method is proper in the
method. Finally, the performance and feasibility of the proposed algorithm are
evaluated. The results show that the proposed method can effectively detect and
identify the faulty satellites. This method makes full use of the historical clock error
information, and provides a simple and effective method for the receiver integrity
monitoring.

Keywords Integrity monitoring � Receiver clock error � Fault detection � Fault
identification

Y. Ren (&) � X. Li � L. Xu
National Time Service Centre, Chinese Academy of Sciences, Xi’an, China
e-mail: renye@ntsc.ac.cn

Y. Ren � X. Li � L. Xu
Key Laboratory of Precision Navigation and Timing,
National Time Service Center, Chinese Academy of Sciences, Xi’an, China

© Springer Nature Singapore Pte Ltd. 2017
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017
Proceedings: Volume II, Lecture Notes in Electrical Engineering 438,
DOI 10.1007/978-981-10-4591-2_12

145



1 Introduction

According to the definition of ICAO, integrity is one of GNSS four performance
indicators (accuracy, integrity, availability, continuity) [1, 2]. Integrity refers to the
ability of the system to issue timely and effective alerts to users when it can not be
used for certain scheduled operations [3]. User integrity monitoring is one of the
important methods of GNSS integrity monitoring. User integrity monitoring
methods can be achieved in two ways: one is based on the redundant observations
at user terminal, which is usually called as RAIM (Receiver Autonomous Integrity
Monitoring) [4–6], and the other is based on the user auxiliary information, such as
receiver clock error system time offset [7].

Among the auxiliary information, the receiver clock error is the deviation
between the time of the atomic clock on the receiver and the GNSS constellation
system. After several generations of development, the stability of the receiver
oscillator has been better than 10–10/s. Theoretically, the prediction error may not
exceed 1 ns for 10 s of prediction. Therefore, the high stability of the clock error
information makes it possible to practice a short-term prediction of the clock error.
Furthermore, the predicted clock error can be treated as a known parameter for the
receiver integrity detection. However, the use of known clock error as auxiliary
information is premised on: (1) any system anomalies that affect the user’s position
estimation will also affect the estimation of the clock error; (2) the receiver atomic
clock stability maintains within 10–10/s. The receiver clock has no significant or
unpredictable frequency hopping and the receiver keeps this performance long
enough to accurately estimate the parameters of the receiver clock error; (3) the
observations used to establish the receiver model does not contain pseudorange
offset.

In this paper, the receiver clock error is introduced as auxiliary information for
user integrity monitoring, which is named as CEAIM (Clock Error Auxiliary
Integrity Monitoring).

2 CEAIM Algorithm

The principal of CEAIM is described as follows: (1) a current clock error tpre is
predicted by quadratic polynomial model with historical clock error information;
(2) a current clock error tsolve is resolved based on the current pseudorange
observation positioning solution; (3) a difference between the predicted clock error
and the calculated clock error is calculated. If the difference is beyond the preset
threshold value tTH, the algorithm would determine that one of the current obser-
vations may contain anomalies (4) when there is an anomalies, the fault identifi-
cation is lunched and the identified fault observations are removed (Fig. 1).
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3 Key Steps

3.1 The Determination of Threshold

The deviant of the predicted clock error tpre and the resolved clock error tsolve
should be very close and is assumed as following Normal distribution with zero
mean and r2 variance, under faulty-free constellation system. However, as long as
there is a system failure, it may affect the resolved clock error tsolve, and the deviant
may fall beyond the Normal distribution with 95% confidence interval. Therefore,
this can be used as a basis for fault detection as well as the determination of
threshold value.

A threshold should be determined prior to the integrity monitoring. The
threshold is the sum of the errors introduced during the prediction and resolution of
the system clock error under a faulty-free constellation system. Let the standard
deviations of the clock errors introduced by tpre and tsolve are rpre and rsolve, then:

solvet
pret

solve pret t tΔ = −

THt tΔ <

THt tΔ >

THt

Fig. 1 CEAIM flow diagram
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varðtpreÞ ¼ r2pre ð1Þ

varðtsolveÞ ¼ r2solve ð2Þ

According to the error theory, the variance of tpre − tsolve is:

varðtsolve � tpreÞ ¼ r2solve þ r2pre ð3Þ

Under faulty-free constellation system, tpre − tsolve follows a normal distribution
with a mean of zero. A faulty constellation system is defined as a situation that the
variance of the deviant fall beyond 3r. Therefore, the clock error threshold tTH is
determined as:

tTH ¼ 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2solve þ r2pre

q

ð4Þ

3.2 Fault Detection

Let Dt ¼ tsolve � tpre
�

�

�

�, according to the hypothesis test:

H0 : Dt\tTH ð5Þ

H1 : Dt[ tTH ð6Þ

when Δt does not exceed the threshold value, the algorithm decides that there is no
fault in the current observations; if Δt exceeds the threshold value, the algorithm
decides that there is faulty in the current observation.

3.3 Fault Identification

Based on the subset comparison method, tisolve represents as resolved clock error by
removing of the ith observation:

tisolve ¼ ððHT
i HiÞ�1HT

i Þ4;: yi; i ¼ 1; . . .; n ð7Þ

The subscript “4,:” represents all the columns in the fourth row, while Hi, yi are
the measurement matrix and the pseudo-range observation vector, respectively,
after removing the ith observation. For the current observations, n observations can
deduce n groups of solution value. Then, Dti is defined as:
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Dti ¼ tisolve � tpre
�

�

�

� ð8Þ

If there is a subset which corresponds to Dtmin ¼ minðDtiÞ, the removed
observation from this subset is considered that contains a fault.

4 The Algorithms Performance

4.1 Data Description

The underlying algorithm is verified by a experimental evaluation. The data of
BeiDou B3 frequency band of Xi’an Observatory, on October 9, 2015
(0:01:06:59:59), are collected and the sampling interval is 10 s.

In order to evaluate the algorithm, two indexes are introduced: fault detection
rate (FDR) and fault identification rate (FIR). During observation period, there are
N observation time ti(i = 1,…,N) and there are K observations in each observation
time. At an observation time ti, a particular observation GNSSj0ðj0 ¼ 1; . . .;KÞ is
artificially selected and a pseudorange bias is added to GNSSj0

(1) FDR: a ratio of the number of faults detected ND to the actual number of failures
N during the observation period:

FDR ¼ ND

N
ð9Þ

(2) FIR: a ratio of NI, which is the times that identified fault observation function
GNSSj meets the artificial fault observation GNSSj0, to the actual number of
failures N during the observation period:

FIR ¼ NI

N
ð10Þ

4.2 The Determination of Threshold

According to the key steps, the threshold is one of crucial factors that may affect the
algorithm performance. Therefore, further analysis is lunched to verify the deter-
mination of threshold.

4.2.1 Threshold Under Obscure Environment

The thresholds may vary with cut-off angle. For BeiDou, under the cut-off angle
of 10°, the threshold is 2.3 m, while the threshold is 4.5 m when the cut-off angle
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of 30°. The possible reason is that as the cut-off angle increases, the observation
quantity decreases and the parameter solution ability decreases, which followed by
the increase of uncertainty of timing and positioning. Then the deviation between
the predicted value and the resolved value increases. With the obscuration of the
observation deteriorating, that is, the cut-off angle increases from 0° to 30°, as
shown in Fig. 2, the threshold value is about 2 m when the shielding angle is less
than 20°. When the cut-off angle is above 20°, the threshold value is determined to
be about 4 m. Therefore, the threshold value should not be a constant value as the
increase of cut-off angle.

The observation of BD 02 satellite is artificially introduced pseudo-range
deviation value, which are 100, 200, 300 m, respectively. In Table 1, there is a
tendency of decrease for both FDR and FIR as the cut-off angle increases. The
reason contributes to this phenomenon may as the cut-off angle increases, the
number of observations decreases and the uncertainty of parameter solution
increases. Then the deviation of predicted clock error against the resolved clock
error may increases, which may lead to the decrease of FDR. Meanwhile, with the
decrease of observations, the correlation between pairs of observations my increase
and the difficulty for the identification my increase which may decrease the FIR.

Fig. 2 FDR and FIR under
pesoderange of
100/200/300 m

Table 1 FDR/FIR and
threshold under different
cut-off angle

Cut-off angle (°) Threshold (m) FDR (%) FIR (%)

0 2 93|98|98 90|96|97

5 2 94|98|98 89|96|96

10 2 94|97|98 90|95|96

15 2 95|97|98 91|95|97

20 2 94|97|99 91|95|97

25 4 92|94|95 84|89|91

30 4 82|90|90 80|85|87
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4.2.2 Threshold on the Algorithm Performance

The determination of threshold is based on a certain experience selection according
to a statistical distribution. In order to verify the feasibility of the threshold
determination method, the effect of the threshold uncertainty on the algorithm
performance is discussed. Adding uncertainty of 1.5 and −1.5 m on the threshold
2 m, FDR and FIR are shown in Fig. 3 and Table 2. If the threshold value is set
below 2 m, even if there is no fault introduced in the system, there is faulty
detected. This is the false alarm. When the threshold is set at 0.5 m, the false alarm
rate is as high as 40%; when the threshold is set at 3.5 m, the false alarm is reduced
to 4.8%. Meanwhile, as pseudorange deviation of 300 m is introduced, when
threshold is 0.5 m, the corresponding FDR and FIR is slightly higher than the value
under the threshold value of 3.5 m. These indicate that the higher the pseudorange
deviation, the higher FDR and FIR. The results show that the threshold determi-
nation method for this algorithm is feasible.

4.3 The Algorithm Performance

In the open area (cut-off angle of 10°), the threshold is tTH = 2.8 m, Table 3 shows
that with the pseudorange deviation increases, there is and increase tendency of

Fig. 3 FDR and FIR under
different threshold

Table 2 FDR/FIR with
different threshold

Threshold (m) Pseudo-range deviation (m)

0 (%) 100 (%) 200 (%) 300 (%)

FDR 0.5 45.1 98.9 99.1 99.5

2 9.8 95.5 98.2 98.8

3.5 4.8 92.2 97.5 97.8

FDI 0.5 6.4 92.4 95.8 98.1

2 0.4 91.8 96.4 97.2

3.5 0.1 89.8 95.2 96.4
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FDR and FIR. Generally speaking, with the pseudorange deviation is introduced
more than 100 m, the FDR can reach more than 94%.

In the case of obscure (cut-off angle of 30°), the threshold is tTH = 4.5 m,
Table 4 shows the FDR and FIR are little worse than the value under the open area.
In general, with the pseudorange deviation exceeds 100 m, FDR can only reach
85%.

5 Conclusion

A user integrity monitoring algorithm is proposed by introducing receiver clock
error as an auxiliary information. Firstly, the principle and flow of the algorithm are
established, that is, comparing the deviant between the predicted clock error and the
resolved clock error and the preset threshold value in order to determine the
working status of observations. Secondly, it describes some key steps involved in
the algorithm, including threshold determination method, fault detection method
and fault identification method. Moreover, among these important parameters,
threshold is further discussed on the aspect of the effect on the algorithm perfor-
mance. Finally, the feasibility of the algorithm is verified by experiments based on
real-time observation from BeiDou. The results show that: (1) the threshold value
should vary with the increase of obscure environment; (2) the higher the pseudo-
range deviation, the weaker of algorithm performance; (3) with the deteriorate of
the observation environment, the ability on both fault detection and fault identifi-
cation become decrease. Generally speaking, the proposed algorithm effectively
improves the utilization of the known information on the receiver, and provides a
simple and effective way for user integrity monitoring.

Table 3 FDR/FIR under
cut-off angle 10°

Pseudo-range deviation (m)

50 100 150 200 250 300

FDR (%) 88.47 94.37 95.80 96.34 96.87 97.94

FIR (%) 83.02 90.71 94.10 94.73 95.62 96.51

Table 4 FDR/FIR under
cut-off angle 30°

Pseudo-range deviation (m)

50 100 150 200 250 300

FDR (%) 84.90 88.29 88.65 90.08 90.08 90.08

FIR (%) 70.78 81.05 82.48 85.61 87.04 87.31
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FTS-Based Link Assignment and Routing
in GNSS Constellation Network

Tian-yu Zhang, Gang-qiang Ye, Jing Li and Jing-wen Xu

Abstract In order to solve the link assignment problem in GNSS constellation,
which is affected by the performance of dynamic topology, the method of Finite
Time Slot (FTS) is proposed for GNSS constellation in this paper. Firstly, we model
a GNSS constellation network as a FTS, where each time slot corresponds to an
equal-length interval in system period of the GNSS network. Then, we formulate
link assignment as a mixed integer linear programming problem, and proposing an
iterative optimization method. Finally, the link assignment efficiency and routing
performance are simulated for several kinds of time slot. The researching results
will support on orbit management and maintenance for Chinese GNSS
Constellation.

Keywords Finite time slot � GNSS constellation � Inter satellite links � Link
assignment � Routing

1 Introduction

Inter satellite links (ISL’s) is used to realize autonomous navigation and real time
information transmission in GNSS constellation network. Therefore, the integrated
space-ground dynamic network with function of data transmission and precision
measurement is established by ISL’s in GNSS. In GNSS, ISL’s is a very important
technique system, which is a kind of method to guarantee the security and reliability
in GNSS constellation, to improve the overall performance effectively. It also can
support to establish the space based information network [1–5].
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In GNSS constellation, one satellite moves along its orbit, its relative position to
other satellite and to the between ground station changes continuously and so does
the visibility matrix for inter satellite and satellite-ground from it. The inter satellite
links and satellite-ground station links are dynamically established [4, 5]. Therefore,
we need to select the optimal interval to guarantee maximize the overall GNSS
performance [6].

There are so many research about the link assignment at home and abroad. There
are some quantitative analysis about Dynamic change features of LEO and Walk
constellation network topology [7]. There is design dynamic switching topology of
networks about navigational satellite [8]. There is communication satellite con-
stellation reconstruction method according to lose efficacy ISL [9]. Harathi said that
a fast link assignment algorithm for satellite communication networks [10]. Noakes
expresses that an adaptive link assignment algorithm for dynamically changing
topologies [11]. Hong expresses that FSA-Based link assignment and routing in
low-earth orbit satellite networks [12]. Cain said that a distributed link assignment
(reconstitution) algorithm for space-based SDI networks [13]. Xu expresses that a
hybrid navigation constellation intersatellite link assignment algorithm for the
integrated optimization of the inter-satellite observing and communication perfor-
mance [5].

In order to solve the link assignment problem in GNSS constellation, which is
affected by the performance of dynamic topology, the method of Finite Time Slot
(FTS) is proposed for GNSS constellation in this paper. Firstly, we model a GNSS
constellation network as a FTS, where each time slot corresponds to an equal-length
interval in system period of the GNSS network. Then, we formulate link assignment
as a mixed integer linear programming problem, and proposing an iterative opti-
mization method. Finally, the link assignment efficiency and routing performance
are simulated for several kinds of time slot. The researching results will support on
orbit management and maintenance for Chinese GNSS Constellation.

2 Problem Analysis of ISL

ISL need to analyse the dynamic topology changes of GNSS constellation network.
We traverse the whole GNSS constellation cycle and discretize it into finite time
slot. The discretization whole period of GNSS constellation can be described as
finite time slot, so that we can move on to the simulation in each finite time slot,
which provides convenience for modelling and analysis about GNSS constellation
[14]. We describe the GNSS constellation with the visible matrix in each finite time
slot. In order to adapt to the antenna operation mode, we determines the satellite
node in each finite time slot as communication node between ground stations and
GNSS constellation. Finally we establish time slot table and routing table which can
help us manage GNSS constellation more accurately and orderly. The specific
model is shown in Fig. 1.
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2.1 Calculate Visibility Matrix

The visible matrix is a record that describes some linked conditions between
satellite and ground station or between satellites. Visible matrix model includes the
matrix between satellites and the matrix between satellites and ground station. The
visible matrix between satellites and ground stations has matured; the visible matrix
between satellites need to be considered about intersatellite visible geometry, the
range of signal and the range of antenna scanning [15]. The basic conditions that
one satellite can link with another are shown as follows:

OEE[ h ð1Þ

Lij �maxfL gmax ; Lmax g ð2Þ

cij � bmax; aij\ai;

Or cij [ bmax; 90
� � bmax\aij\ai ð3Þ

Constraint (1) specifies that the distance OEE between earth’s core and satellite
must be longer than the distance h between earth’s core and ionized stratum.
Constraint (2) expresses that the intersatellite distance Lij must be longer than the
upper-limit Lgmax of intersatellite geometrical distance and the upper-limit Lmax of
signal transmission distance. Constraint (3), stats that cij is the geocentric angle
between satellites, bmax is the largest coverage angle by satellite antenna beam, aij is
cover angle between satellites and ai is antenna beam half-power angle between
satellites.

Visibility matrix

Traffic 
Requirement

Link Assignment
Table

Modeling using 
Finite Time Slot

Real-Time
Opera on

Link Assignment
Op miza on

Rou ng
Table

Fig. 1 FTS modeling
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2.2 Confirm Node Satellite

Considering the mechanical characteristics of ground station antenna, in this paper,
we choose a visible satellite as satellite node for each ground station in each finite
time slot. We use the visible time between ground stations and satellites and the
number of satellite that the satellite node can link as judging basis, so that we can
select the greatest advantage one as a node to link with ground station.

As shown in Fig. 2, the visible satellites those the ground station can link are
Satellite a, Satellite b and Satellite c. For the ground Station A, Satellite a, Satellite
b and Satellite e have a higher orbit than others, so that they have larger visible
radian. In this time slot, Satellite b have 4 visible satellites and Satellite a have 2
visible satellites. So that, we choose the Satellite b as the node of the Station A.

Due to the difference of visible time between satellites and ground stations in
each finite time slot for GNSS constellation, which has complex topological
structure, we select the optimal visible satellite as a satellite node for each ground
station in each finite time slot, based on the genetic algorithm.

2.3 Program Link Assignment

In each finite time slot, ISL has the role of information interaction between satel-
lites. Time slot table plans the linking target and the state of sending and receiving
for each time slot, which can ensure the accurate of data transmission and the stable
operation of entire network for GNSS constellation. The positioning will be more
precise and the autonomous navigation will be more stabilized with the more

Fig. 2 Node satellite
modeling
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satellite links in a finite time slot [16]. Therefore we should as far as possible
planning more linking target for each satellite and meet the need of traffic for all
satellites in one link.

Constraint (4) specifies that the number of established links from a node cannot
exceed the total number of ISL’s available to the node (i.e., Nt). In this constrain, Vij

is the (i; j) element of the visibility matrix and is one if nodes i and j are visible from
each other and zero otherwise. Constraint (2) expresses our assumption that if a link
from node i to node j is established, then the backward link from node j to node i is
also established. The total traffic on link (i; j) (i.e., fij) is given by Constraint (3). The
link capacity constraint, Constraint (4), states that for each established link the total
link traffic should not exceed the link capacity C. The traffic conservation con-
straint, Constraint (5), specifies that for each source–destination pair (m and n), the
traffic into a node minus the traffic out of the node balances sourcing or sinking
traffic at that node. Constraint (7) states that uij takes one of two integer values zero
and one meaning that a link is either established (i.e., uij ¼ 1) or not (i.e., uij ¼ 0).

X

j

Vijuij �Nt 8i ð4Þ

uij ¼ uji 8i; j ð5Þ

fij ¼
X

m

X

n

xmnij 8i; j ð6Þ

fij �C � uij 8i; j ð7Þ

X

j

xmnji �
X

j

xmnij ¼
�Omn if i ¼ m
Omn if i ¼ n
0 otherwise

8
<
: 8i;m; n ð8Þ

xmnij � 0 8i; j;m; n ð9Þ

uij 2 0; 1f g 8i; ð10Þ

N number of nodes (satellites);

Nt maximum number of links at each node (number of ISL’s);
C link capacity;

Oij traffic requirement form node i to node j;

Vij visibility between node i and node j [the (i; j) element of the visibility matrix];

uij link connectivity between node i and node j;
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xmnij carried traffic on link (i; j) due to source-destination pair (m; n);

fij total carried traffic on link (i; j).

In this paper, we build the ISL modeling in each FTS and get the link assignment
table by simulation, according to constraints (4)–(10).

2.4 Build Routing Table

Routing table is collection of paths about ground station through the node to GNSS
constellation. The routing need the number of linking as much as possible and the
time delay as less as possible, in order to meet the rapid information interaction
between ground stations and GNSS constellation. Time delay mainly comes from
the number of other satellites between ground station and the target satellite.
Considering the complex intersatellite relationship, we need to continuously opti-
mize topological structure, and find out the optimal path in each finite time slot to
meet the requirements.

The uplink data need nodes as a data interchange station to GNSS constellation.
So that, the linking between satellites is very important. The gather of nodes can be
expressed by Eq. (11), and others are expressed by Eq. (12). n is the satellite sum of
GNSS constellation, q is the number of invisible satellite.

STNi ¼ SN1; SN2; . . .; SNmf g ð11Þ

SToj ¼ So1; So2; . . .; Soðn�mÞ
� � ð12Þ

The gather between node satellites and others can be given by Eq. (13). So that,
the number of linking can be given by Eq. (14).

LTNo SNi ! Soj
� � ð13Þ

X

t;i;j

LTNoðSNi ! SojÞ ¼ n� q ð14Þ

3 Constraint Condition

Due to the finite time slot of the solution to the problem of dynamic of GNSS
constellation network, the size of the finite time slot has a great impact on linking
efficiency and routing performance for the whole of GNSS constellation.
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3.1 Performance Analysis

In this paper, we calculate the 7 days’ visible matrix with finite time slot. If it is
visible within time slot, we record as 1, else we record as 0.

The smaller intersatellite link slot is, the more accurate link is. As shown in
Fig. 3, the visible time of two satellites are shown in figure in shadow, when the
finite time slots choose 60 min, the intersatellite status is invisible; when the finite
time slots choose 30 min, the intersatellite status is visible in latter 30 min; when
the finite time slots choose 15 min, the intersatellite status is visible in latter 45 min.
Therefore, choosing a small finite time slot can close to the real state of visible and
improve the overall performance of the intersatellite link when we simulation the
visible matrix.

3.2 Efficiency Analysis

Building more precise ISL model has not a better impact on the process of ISL. The
efficiency of ISL also occupies an important position in the process. We need to
improve the efficiency of ISL as possible on the basis of meeting the ISL’s per-
formance requirements.

When we choose the smaller finite time slot of ISL, we can guarantee a more
accurate model, but the requirement of computation grows exponentially. As shown
in Fig. 4, the smaller finite time slot we choose, the higher ISL’s model cost, so that
it is not conform to the requirements of the ISL when we pursuit the accuracy of
GNSS constellation purely. In this paper, we will compare the corresponding
performance and efficiency to conclude the optimal finite time slot for each finite
time slot in the next section.

Fig. 3 Example of visible
relationship

Fig. 4 Relationship between
time and FTS
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4 ISL Simulation Analysis of Performance

In this paper, we use the satellite simulation toolkit (Satellite Tool Kit, STK) to
simulate the model of GNSS constellation. This constellation include 5 GEO
satellites, 5 IGSO satellites, 24 MEO satellites, a total of 34 satellites and 5 ground
stations. We calculate the intersatellite and satellite-ground visible matrixes with
STK and MATLAB, divide those matrix with the finite time slot, and build the
visible matrixes of 60, 30, 15, 10 and 5 min.

4.1 Choice of Node Satellite

The size of finite time slot has important influence on computing result of visible
radian, which lead to the difference of visible matrix. In the aspect of choosing the
nodes, the statistics of visible satellites’ number can be used as the choosing the
nodes for each ground station. In other word, we count the number of the least
visible satellites and the average number of visible satellites for each ground station
in each finite time slot.

Clearly, the bigger finite time slot we choose, the less average number of visible
satellites we get, but the degree of number reduced is more and more small, and the
least number of visible satellites get the same result. The result is shown as Table 1.

4.2 Comparison of Link Assignments

In the ISL, the number between satellites has an important influence on autonomous
operation and navigation precision. The more links satellites can built, the better
ISL’s performance is. In this paper, we count the condition of linking in each finite
time slot. The results are shown in Table 2.

Table 1 The number of visible satellites in different FTS

Finite time slot (min) The least number of visible satellites The average number
of visible satellites

60 13 17.7083

30 13 17.7125

15 13 17.7133

10 13 17.7160

5 13 17.7164
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It is obvious from Table 2, the average number of intersatellite’ links will
increase slightly with the decrease of finite time slot, but when we choose 15, 10
and 5 min, the links have a little change.

As shown in Fig. 5, it is the changes of links average number in each finite time
slot from 1 to 10 h. It can be concluded from Fig. 5 that links’ number is signifi-
cantly less than other options when we choose 60 min and the links’ number is
approximately equivalent when we choose 30, 15, 10 and 5 min.

4.3 Comparison of Routing Tables

The size of finite time slot we choose has an effect on visible matrix, which lead to
some links can’t be built. In this paper, we count the average and the maximum
delay from ground to GNSS constellation in each finite time slot. The results are
shown in Table 3.

We can see that there are two satellites when we inject data into GNSS con-
stellation from ground station. The smaller time slot we choose, the smaller average
delay is.

In this paper, we count the average delay in each finite time slot from 1 to 10 h.
The results are shown in Fig. 6, we can get that the delay is large when we choose
60 min and the delay gap is small when we choose other slots.

Table 2 The number of linking in different FTS

Finite time slot (min) The least number of linking The average number of linking

60 10 11.63

30 11 12.93

15 12 13.82

10 12 13.83

5 12 13.86

Fig. 5 Relationship between
time and FTS
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5 Conclusion

From the simulation experiment, we can summarize that the performance of ISL
would be better when FTS become smaller, but the performance improve more and
more slowly. As comparison, the computational efficiency would be exponential
growth. When we choose the 60 min, the performance is significantly lower than
others. When we choose 60, 30, 15 and 10 min, the consuming time can be
accepted. In summary, the optimal choices of FTS are 30, 15 and 10 min. If the
computing power allowed, the best choice of FTS is 10 min.
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Construction and Performance Analysis
of GPS/BeiDou/Galileo Real-Time
Augmentation System

Liang Chen, Ying Liu, Changjiang Geng, Maorong Ge
and Jiao Wenhai

Abstract The satellite network of Chinese Beidou system and the European
Galileo System are on-contraction recently, which promotes the development of
Multi-GNSS high-precision fusion applications. In this paper, the algorithm of
multi-GNSS real-time clock fusion estimation is studied deeply, the real-time
augmentation message processing strategy is also discussed and real-time orbit data
processing and analysis are carried out based on PANDA software. Then the
multi-GNSS real-time augmentation system prototype is constructed based on the
GNSS real-time stream which could be obtained currently and real-time augmen-
tation messages including GPS, BeiDou and Galileo are broadcasting on the
Internet. The experiment results show that the real-time augmentation message
signal-in-space ranging error(RTAM-SISRE), effecting the user’s actual positioning
performance, of GPS is about 4–7 cm, that of Beidou IGSO/MEO and Galileo is
about 10 cm and BeiDou GEO satellites’ is about 33 cm, respectively. The
real-time Precise Point Positioning (PPP) results prove that 5–7 cm horizontal RMS
and better-than 10 cm vertical RMS based on carrier-phase observation can be
obtained.
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1 Introduction

Since the establishment of GPS in 1980s, the construction and application of Global
Navigation Satellite System (GNSS) are developing rapidly. GPS and GLONASS
are currently operating at full constellation and capability and can provide about
10 m navigation and positioning services for users of all over the world. Chinese
BeiDou system and the European Galileo system are also on-construction recently.
With the deepening application of satellite navigation in various industries, the
demands in navigation positioning accuracy and performance become more and
more high, which also promote the progress of satellite navigation and positioning
technology significantly.

Up to the end of 2016, the Chinese government has launched 23 satellite BeiDou II
satellites, 14 in-orbit satellites of which have been providing stable and reliable
Navigation, Positioning and Time (PNT) service for theAsia-Pacific region [1]. There
are 14 Galileo satellites in service including 4 In-Orbit Validation (IOV) satellites and
10 Full Operational Capability (FOC) satellites currently. The BeiDou and Galileo
satellite’s information are shown in Table 1. The satellite network construction of
Beidou and theGalileo promotes the development ofMulti-GNSS fusion applications
and the revolution of Multi-GNSS high-precision fusion technology. In recent years,
Multi-GNSS Precision Orbit Determination (POD) technology has been developing
rapidly and the precision of POD has been also improved significantly [2–7], which
provides the necessary conditions for GNSS augmentation technology based on
improving GNSS Signal-In-Space performance by providing higher precision
ephemeris products comparing broadcast ephemeris.

GNSS real-time augmentation relies on high-precision real-time satellite orbit
and real-time clock products. At present, the International GNSS Service (IGS) has

Table 1 BeiDou and Galileo satellite’s information (Up to 2016)

BeiDou PRN Satellite name Galileo PRN Satellite name

GEO C01 GEO-1 IOV E11 IOV-1

C02 GEO-6 E12 IOV-2

C03 GEO-3 E19 IOV-3

C04 GEO-4 E20 IOV-4

C05 GEO-5 FOC E01 FOC-10

IGSO C06 IGSO-1 E02 FOC-11

C07 IGSO-2 E08 FOC-8

C08 IGSO-3 E09 FOC-9

C09 IGSO-4 E14 FOC-2

C10 IGSO-5 E18 FOC-1

C15a IGSO-6 E22 FOC-4

MEO C11 MEO-3 E24 FOC-5

C12 MEO-4 E26 FOC-3

C14 MEO-6 E30 FOC-6
aPRN switch from C15 to C13 on 2016/10/11
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provided precise satellite orbit and clock product. Even though the effectiveness,
reliability and accuracy of ultra-rapid orbit provided by IGS have met the real-time
requirements, its ultra-rapid clock, with a precision of about 3 ns, cannot be used in
high-precise real-time applications [8]. IGS began to carry out the real-time project
at 2002. Until now it has provided 0.3–0.8 ns GPS/GLONASS real-time precise
clock products [9], however, which are only for scientific research and difficult to
be guaranteed for users. In order to obtain the high-precise real-time clock products,
the high-precise real-time orbit products are very critical. Recently, there are lots of
scholars paying attention to satellite POD and acquiring many in-depth achieve-
ments all over the world. Real-time GNSS orbit estimation, the GPS 3-dimensional
precision is about 3.5 cm, is realized preliminarily by Kalman filter in paper [2];
Based on PANDA software, the solar pressure model and the yaw-attitude model of
Beidou satellite have been greatly studied in paper [3–6], which improve the
BeiDou GEO, IGSO and MEO satellite orbit precision significantly. The precision
of better than 10 cm orbit overlaps in radial-direction and better than 20 cm in
cross-direction is achieved in those papers. In paper [7] the SLR and GNSS data are
been used together in Galileo satellites POD in order to eliminate the systematic
deviation existing in POD using GNSS observations only and the orbit precision is
about ten centimeters. The traditional satellite clock estimation model is optimized
and improved in order to realize the real-time clock resolved high-efficiently in
paper [10–15], which can be used to updating real-time clock every second and also
can realize 0.15 ns real-time clock in experiment afterwards.

This article is organized as follows. Firstly, the multi-GNSS real-time clock
fusion estimation algorithm is introduced, then the data processing strategy of
real-time augmentation messages is discussed and real-time orbit data processing
and analysis is carried out based on PANDA software. On this basis, the
multi-GNSS real-time augmentation system is constructed based on the GNSS
real-time stream and real-time augmentation messages including GPS, BeiDou and
Galileo are broadcasting on the Internet. Based on the augmentation system, the
performance of the real-time clock estimation model and real-time augmentation
message Signal-In-Space Ranging Error (SISRE) are analyzed. Finally, the
real-time PPP is used to verify the GNSS augmentation precision.

2 Real-Time Augmentation System

2.1 Real-Time Orbit and Clock

In this paper, real-time orbit data processing is based on Position and Navigation
Data Analyst (PANDA) software, which has achieved GPS, GLONASS, BeiDou
and Galileo high-precision orbit determination [16, 17]. The POD strategy adopted
in this paper is that previous 48 h observations are used for once POD processing,
carried out every three hours, to obtain the real-time orbit (6 h predicted part).
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Based on real-time GNSS data streams, high-precise GNSS real-time clock
processing is carried out by fixing high-precise information generated in real-time
POD processing like satellite real-time orbit, earth rotation parameters and station
coordinates and so on. Ionosphere-free combination observations are used in
dual-frequency data processing commonly to eliminate the ionosphere delay. If a
unified time reference is chosen, the un-differenced (UD) observation equation of
GPS/BeiDou/Galileo ionosphere-free combination is as follows:

vGj;PC ¼ dtþ bGr;PC � dTG
j � bG;sj;PC þ dGj;trop þ lGj;PC

vGj;LC ¼ dtþ bGr;LC � dTG
j � bG;sj;LC þNG

j þ dGj;trop þ lGj;LC
vBk;PC ¼ dtþ bBr;PC � dTB

k � bB;sk;PC þ dBk;trop þ lBk;PC
vBk;LC ¼ dtþ bBr;LC � dTB

k � bB;sk;LC þNB
k þ dBk;trop þ lBk;LC

vEm;PC ¼ dtþ bEr;PC � dTE
m � bE;sm;PC þ dEm;trop þ lEm;PC

vEm;LC ¼ dtþ bEr;LC � dTE
m � bE;sm;LC þNE

m þ dEm;trop þ lEm;LC
. . .

8>>>>>>>>>><
>>>>>>>>>>:

ð1Þ

where G, B and E represent one GPS, Beidou and Galileo satellites respectively; j,
k and m are the jth GPS, the kth BeiDou, and mth Galileo satellite at the same
epoch; PC, LC and N are pseudo-range, carrier-phase and ambiguity of
ionosphere-free; v is the residual; dt and dT are receiver and satellite clock error;
dtrop is the tropospheric delay; l is the difference between satellite station geometric
distance and PC, LC; br and bs represent the signal delay bias in receiver and
satellite, respectively. The bias related with pseudo-range is called code bias and
another related with carrier-phase is called un-calibrated phase delay.

In this equation, the code bias bsPC satellite-related is stable [18], and can be
merged with satellite clock error, we set d~T ¼ dT þ bsPC; Considering that the initial
information in normal equation is provided by pseudo-range observation mostly
and GPS time is chosen as the time reference, bGr;PC, the GPS code bias in receiver,

and dt, receiver clock error, are merged like d~t ¼ dtþ bGr;PC, then the equation can
be simplified as follow:

vGj;PC ¼ d~t � d~TG
j þ dGj;trop þ lGj;PC

vGj;LC ¼ d~tþ bGr;LC � bGr;PC
� �

� d~TG
j þ bG;sj;PC � bG;sj;LC þNG

j

� �
þ dGj;trop þ lGj;LC

vBk;PC ¼ d~tþ bBr;PC � bGr;PC
� �

� d~TB
k þ dBk;trop þ lBk;PC

vBk;LC ¼ d~tþ bBr;LC � bGr;PC
� �

� d~TB
k þ bB;sj;PC � bB;sj;LC þNB

k

� �
þ dBk;trop þ lBk;LC

vEm;PC ¼ d~tþ bEr;PC � bGr;PC
� �

� d~TE
m þ dEm;trop þ lEm;PC

vEm;LC ¼ d~tþ bEr;LC � bGr;PC
� �

� d~TE
m þ bE;sj;PC � bE;sj;LC þNE

m

� �
þ dEm;trop þ lEm;LC

. . .

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð2Þ

170 L. Chen et al.



If set ISBB�G ¼ bBr;PC � bGr;PC and ISBE�G ¼ bEr;PC � bGr;PC, then the equation
above can be expressed as,

vGj;PC ¼ d~t � d~TG
j þ dGj;trop þ lGj;PC

vGj;LC ¼ d~t � d~TG
j þ bGr;LC � bGr;PC þ bG;sj;PC � bG;sj;LC þNG

j

� �
þ dGj;trop þ lGj;LC

vBk;PC ¼ d~tþ ISBB�G � d~TB
k þ dBk;trop þ lBk;PC

vBk;LC ¼ d~tþ ISBB�G � d~TB
k þ bBr;LC � bBr;PC þ bB;sj;PC � bB;sj;LC þNB

k

� �
þ dBk;trop þ lBk;LC

vEm;PC ¼ d~tþ ISBE�G � d~TE
m þ dEm;trop þ lEm;PC

vEm;LC ¼ d~tþ ISBE�G � d~TE
m þ bEr;LC � bEr;PC þ bE;sj;PC � bE;sj;LC þNE

m

� �
þ dEm;trop þ lEm;LC

. . .. . .

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð3Þ

If set ~N ¼ br;LC � br;PC þ bsPC � bsLC þN, the parameters estimated in the UD
observation equation are as follow:

d~t; d~T; ISBB�G; ISBE�G; ~N
� �T

2.2 Processing Strategy

The processing strategy and parameter model of real-time orbit and clock are as
follows:

2.3 System Construction

The GPS/BeiDou/Galileo real-time augmentation system is designed and the sys-
tem prototype is constructed. As shown in Fig. 1, the main processes of the system
prototype include obtaining the real-time observation data of global multi-GNSS
tracking network, generating the real-time orbit and real-time clock augmentation
messages and broadcasting GPS/BeiDou/Galileo augmentation messages.

In the system, a global multi-GNSS network needs to be built to acquire the
real-time observation data and transmit to the data processing center through the
Internet.

The real-time POD strategy is that once POD processing carries out every three
hours using previous 48 h observations to obtain the real-time orbit (6 h predicted
part). Based on the IGS core stations and M-GEX stations (http://www.igs.org/
network), about 80 multi-GNSS stations shown in Fig. 2 are chosen for POD, about
40 of which can track BeiDou signal and 60 can capture Galileo signal.
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Using the data processing strategies in Table 2, multi-GNSS Real-time clock
processing platform is constructed based on multi-GNSS real-time orbit products
above and real-time data streams. As shown in Fig. 3, the total number of real-time
stations, some of which come from IGS real-time streams transmitted by German

Multi-GNSS
POD(every 3h)

Predict Orbit to Obtain Real-time 
Orbit(predict 6h)

Multi-GNSS Precise Clock Real-time 
Estimation(every 1-5  ) s

Real-time Orbit Corrections
Real-time Clock Corrections

Generating and Encoding Multi-
GNSS Real-time Augmentation 

Messages(RTCM Format)

External Information
(Coordinates,IGS08.atx,

Initial Orbit...)

Multi-GNSS
Real-time Streams

Multi-GNSS
Hourly Observations

Uploading Real-time 
Orbit& Clock

Multi-GNSS Real-time
Broadcasting Ephemeris

Augmentation Messages Broadcasting Server
(NTRIP Caster)

Real-time PPP

Fig. 1 The frame of GPS/BeiDou/Galileo real-time augmentation system
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Geoscience Research Center (GFZ) and provided by German Federal Agency for
Cartography and Geodesy (BKG) (http://mgex.igs-ip.net) [23] and some are built in
China, is about 60 including about 35 BeiDou stations and 50 Galileo Stations.

The messages broadcasting platform will process the multi-GNSS real-time
augmentation message and GNSS broadcast ephemeris streams to generate GPS,
BeiDou and Galileo real-time augmentation corrections, which are encoded in
RTCM format and broadcasted in NTRIP protocol [24].

It should be noted that the messages broadcasting in the system prototype is
realized based on BKG NTRIP Client (BNC) and NtripCaster software provided by
BKG [25]. The following tests are carried out based on the prototype system.

3 Precision of Real-Time Augmentation Message

The users of multi-GNSS real-time augmentation need to combine real-time orbit
and clock in positioning, so they take more attention to the combination precision of
orbit and clock. The real-time orbit and clock in real-time augmentation messages
are self-consistence, the clock products can eliminate some offsets of the orbit error
in radial-direction partially. Therefore, the factor affecting the actual positioning
performance is the real-time augmentation message Signal-in-Space ranging error
(SISRE), which is the projected error of the difference between the satellite position
obtained by the real-time augmentation messages(orbit and clock) and the truth

Fig. 2 The stations distribution of GPS/BeiDou/Galileo real-time augmentation system
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Table 2 The processing strategy and parameter model of real-time orbit and clock

Parameters Models for POD Models for real-time clock
estimation

Observation information

Observation UD ionosphere-free observation UD ionosphere-free observation

Prior information P1:1.0 m; L1:0.02cycle P1:1.0 m; L1:0.02cycle

Elevation mask 7° 7°

Observation weight p = 1, elev > 30°
p = 2sin(elev), elev � 30°

p = 1, elev > 30°
p = 2sin(elev), elev � 30°

Simple 300 s Real-time 5 s

Calculating arcs 48 h –

Reference frame

Time system GPS Time GPS Time

Inertial frame ICRF J2000.0 ICRF J2000.0

Terrestrial frame ITRF2008 ITRF2008

Precession and
nutation

IAU2000 IAU2000

EOP parameters IERS C04 IERS C04

Sun&Moon
ephemeris

JPL DE405 JPL DE405

Orbit model

Geopotential model EGM96 model (8 � 8) –

Ocean tides IERS conventions 2003 IERS conventions 2003

Solid earth tides IERS conventions 2003 IERS conventions 2003

Solid earth pole tides IERS conventions 2003 IERS conventions 2003

Solar radiation
pressure model

Reduced CODE 5-parameter with
no initial value [19]

–

Correction

Phase rotation
correction

Model correct [20] Model correct

PCO/PCV Satellite GPS, Galileo PCO: IGS08;
BeiDou GEO PCO:IGS M-GEX;
BeiDou IGSO/MEO PCO: ESA
Model [21];
GPS PCV: IGS08;
BeiDou, Galileo PCV: uncorrected

GPS, Galileo PCO: IGS08
BeiDou GEO PCO:IGS M-GEX
BeiDou IGSO/MEO PCO:ESA
model [21]
GPS PCV: IGS08
BeiDou, Galileo PCV:
uncorrected

Receiver GPS PCO: IGS08;
BeiDou, Galileo PCO: same as
GPS;
GPS PCV:IGS08;
BeiDou, Galileo PCV: same as
GPS;

GPS PCO: IGS08
BeiDou, Galileo PCO:same as
GPS
GPS PCV:IGS08
BeiDou, Galileo PCV: same as
GPS

Relativistic effects IERS conventions 2003 IERS conventions 2003
(continued)
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Table 2 (continued)

Parameters Models for POD Models for real-time clock
estimation

Parameters estimation

Adjustment method Weighted least-squares algorithms Square-root information
filtering [22]

Reference clock One satellite clock One satellite clock

Satellite orbit Position and velocity at given
initial epoch as well as five solar
radiation parameters

Fixed

Station coordinate Estimated Fixed

Tropospheric delay Saastanmoine Model + GMF
mapping function
Piece-wise constant zenith delay
of each station per 2 h

Saastanmoine Model + GMF
mapping function
random-walk process for each
epoch

Satellite clock Estimated as white noise Estimated as white noise

Receiver clock Estimated as white noise Estimated as white noise

Ambiguity Double-difference AR Estimated

Inter-system bias Estimated as constant parameters
with zero-mean condition

Estimated as constant parameters
with zero-mean condition

Fig. 3 The distribution of GPS/BeiDou/Galileo real-time clock estimation stations
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position on the line-of-sight direction from satellite to the user position. The paper
[26] gives the SISRE derivation process and obtains the formula as follows:

SISRE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a � dR� c � dtð Þ2 þ dA2 þ dC2ð Þ=b

q
ð4Þ

where dR, dA, dC represent the real-time orbit error in radial-direction,
along-direction and cross-direction compared with the reference orbit in inertial
frame, dt is the real-time clock error, and c is the speed of light. a and b are
correlation coefficient determined by the satellite orbit altitude, the different GNSS
coefficients are shown in Table 3. From Eq. (4) and the coefficients in the table, it
can be found that main factors affecting the user positioning performance are the
real-time orbit error in radial-direction and clock error.

Based on the same environment (same real-time orbit, real-time streams…) of
the real-time augmentation system prototype, two servers were chosen to carry out
the comparative test between UD and simplified model, and the results were ana-
lyzed from DOY 230 to 237, 2016.

3.1 Precision of Real-Time Orbit

In order to verify the precision of real-time orbit, the GBM final products provided
by GFZ are selected as reference orbit. Compared to the IGS final products, the
Precision of GBM products orbit is better than 1 cm and clock is better than 0.02 ns
and BeiDou orbit precision compared to SLR is about 10 cm [27]. Figure 4 and
Table 4 show the real-time orbit precision obtained in real-time augmentation
system prototype compared to the GBM orbit. From the results, it can be found that
the GEO orbit precision in radial-direction is about 30 cm and the along-direction
and cross-direction are worse, the reason of which may be that there is no obvious
changing of the GEO satellite geometrical distance to GNSS stations. The precision
of BeiDou IGSO, MEO and Galileo satellites in radial-direction is about 10, 4.5 and
11.5 cm, respectively. Among those, the precision of GPS is the highest with about
radial 2 cm, three-dimensional 7.5 cm.

Table 3 Coefficients of
different GNSS SISRE

Satellite BeiDou Galileo GPS

GEO/IGSO MEO

Orbit altitude (km) 35,786 21,528 23,222 20,200

a 0.99 0.98 0.98 0.98

b 127 54 61 49
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3.2 Precision of Real-Time Clock

The precision of real-time clock is analyzed by quadratic-difference method
[12–15], namely, by one satellite clock minus itself reference satellite, we can
obtain two clock difference time sequences of real-time clock and GBM clock,
make second-difference between the two clock sequences then statistic the mean
and STD. Figure 5 shows the precision comparison of the BeiDou, Galileo and
GPS real-time clock products to the GBM clock products (C06, E08 and G01 are
chosen as the reference satellites, respectively). From the results, we can see that the
precision of GPS, BeiDou GEO, IGSO/MEO and Galileo estimated by UD model is
about 0.18, 0.50, 0.24 and 0.30 ns, respectively. It can be also found that the
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Fig. 4 The precision of real-time orbit compared to the GBM

Table 4 The RMS precision
statistics of real-time
orbit (cm)

Satellite type Radial Along Cross

BDS-GEO 29.69 197.97 321.02

BDS-IGSO 10.01 30.35 17.09

BDS-MEO 4.34 17.60 7.01

Galileo 11.50 30.05 17.05

GPS 2.13 6.08 4.40
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precision of BeiDou GEO clock is worse than the others due to the impact of orbit
precision.

3.3 Real-Time Augmentation Message SISRE

By Eq. (4), the real-time augmentation message SISRE provided by the real-time
augmentation system prototype can be obtained, and the results are shown in Fig. 6.
From the figure, we can get that the real-time augmentation message SISRE of
GPS, BeiDou GEO, IGSO/MEO and Galileo is about 4.8, 33, 10 and 8 cm,
respectively.

From Eq. (4), it can be found that the orbit error in radial-direction and clock
error affect SISRE mostly, and the clock error can partially eliminate some effects
produced by the orbit error in radial-direction on SISRE. However, the SISRE
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Fig. 5 Precision comparison of BeiDou, Galileo and GPS real-time clock to GBM
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precision of BeiDou GEO real-time augmentation messages is much larger than
others, so it is not suitable for real-time high-precision positioning. Therefore,
BeiDou GEO satellites are not chosen in the following experiments.

4 Real-Time PPP Performance Analysis

Based on the real-time precise positioning software developed independently, the
performance of GNSS real-time augmentation system is tested using five real-time
stations provided by BKG, which are located in the area of Asia-Pacific and North
America.

Figure 7 shows the 24-h results of GPS + BeiDou real-time PPP in UNX3 on
November 10, 2016 (DOY315). From the figure, it can be found that multi-GNSS
real-time PPP can converge after about 15–20 min. Table 5 gives the precision
statistic results of November 4, 2016 to November 10, 2016, from which we can
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Fig. 6 Comparison of real-time augmentation message SISRE of BeiDou, Galileo and GPS
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found that the GNSS global real-time augmentation system prototype can provide
centimeter-level services with horizontal RMS 5–7 cm, vertical RMS better than
10 cm.

5 Conclusions

GNSS augmentation technology can improve GNSS Signal-In-Space service per-
formance by providing higher precision ephemeris products comparing GNSS
broadcast ephemeris. In this paper, the multi-GNSS real-time clock fusion esti-
mation algorithm is studied deeply. Secondly, the data processing strategy of
real-time augmentation messages is discussed and real-time orbit data processing
and analysis is carried out based on PANDA software. On this basis, the
multi-GNSS real-time augmentation system is constructed, and the performance
and precision are analyzed. The conclusions are as follow:

1. The experiment results show that overlaps precision of GPS/Beidou
MEO/Galileo satellites in radial direction is 1–5 cm, and that of Beidou

Fig. 7 Comparison between multi-GNSS PPP and GPS PPP using augmentation messages in
UNX3

Table 5 Real-time PPP RMS statistics (m)

Station Latitude Longitude Nation Resolving model Real-time PPP based
on augmentation
messages

Horizontal Vertical

ALGO 45.96 −78.07 Canada GPS 0.038 0.070

CUT0 −32.00 115.89 Australia GPS + BeiDou + Galileo 0.065 0.071

GMSD 30.56 131.02 Japan GPS + BeiDou + Galileo 0.047 0.057

JFNG 30.52 114.49 China GPS + BeiDou + Galileo 0.050 0.064

UNX3 −33.92 151.23 Australia GPS + BeiDou 0.048 0.054

Average 0.050 0.063
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GEO/IGSO satellites is about 10 cm in the multi-GNSS real-time augmentation
system prototype.

2. Based on augmentation system, real-time clock precision of GPS, BeiDou GEO,
IGSO/MEO and Galileo is about 0.18, 0.50, 0.24 and 0.30 ns, respectively.

3. The SISRE of GPS real-time augmentation messages provided by the system
prototype is about 4–7 cm, that of BeiDou IGSO/MEO and Galileo is about
10 cm and that of Beidou GEO is about 33 cm, which affect the user’s practical
application performance;

4. The GNSS global real-time augmentation system prototype can provide
centimeter-level services based on the carrier-phase observation with horizontal
RMS 5–7 cm, vertical RMS better than 10 cm.

From the conclusions of this paper, the GNSS real-time augmentation system
can provide real-time, high-precision and all-weather precise positioning and
navigation services all over the world. Combining with other GNSS technologies
like RTK, it can be applied to lane meter-level navigation, traffic logistics and
transportation, precision agriculture and ocean-going operations and has a wide
application prospect.
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An Improved Algorithm of Ionospheric
Grid Correction Based on GPS
and Compass Multi-constellation

Haipeng Li, Rui Li, Ziqi Wang and Weiguang Gao

Abstract Ionosphere delay is one of the main sources of error for single frequency
user location and is the main factor influencing the integrity monitoring, which is
the major problem in the building of the Beidou SBAS. At present, the Wide Area
Augmentation System (WAAS) uses the Kriging method to estimate the Grid
Ionospheric Vertical Delay (GIVD) and Grid Ionospheric Vertical Delay Error
(GIVE). On the basis of the traditional Kriging method, some domestic scholars
have proposed an improved Kriging method, taking into account the temporal
correlation of IPP delay values, using the IPP delay values in the update cycle for
algorithm to obtain more reasonable GIVE Value. However, because the GPS
satellite constellation are all the MEO satellites, IPP observation position change
over time, it is not easy to obtain accurate time variogram model. Specially, there
are five GEO satellites in China’s Beidou system, the IPP position formed by the
reference station observing GEO satellites is almost fixed, so we introduce the
Beidou GEO satellite observations in this paper, the accurate time variogram model
was obtained and the improved Kriging algorithm for the Chinese region is given.
In this paper, the ionospheric data of Beijing regional monitoring station are used to
study. First, the spatial correlation characteristics of ionospheric delay in northern
China were researched. Then, the 5 GEO satellites in Compass are selected to study
the ionospheric temporal variation. Finally, we conduct a simulation on ionospheric
delay estimation at IGPs in Multi-constellation through Kriging and Improved
Kriging algorithm. It can be concluded that, in the premise of satisfying integrity,
the GIVE is reduced more than 30% in most parts of north China; therefore, the
User Ionospheric Vertical Delay Error (UIVE) can more closely envelop the cor-
rection error.
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1 Introduction

Ionosphere delay is one of the main sources of error for single frequency user
location and is the main factor influencing the integrity monitoring, which is the
major problem in the building of the Beidou Satellite Based Augmentation System
(SBAS). As a typical SBAS system, the single frequency user of US WAAS uses
the Kriging grid correction method to estimate the ionospheric delay and confidence
limits in the direction of satellite sight [1]. The fundamental of the grid ionospheric
correction method is to make the ionosphere equivalent to a fixed height of the thin
layer, the master station using the ground reference station dual-frequency receivers
real-time collection of ionospheric delay measurements, estimated coverage area
within the latitude and longitude grid point Ionospheric vertical delay correction
and correction accuracy, i.e. GIVD and GIVE, moreover correctional data are
transmitted on L1 through Geostationary satellites (GEO) to user.

On the basis of the traditional Kriging method, some domestic scholars have
proposed an improved Kriging method, taking into account the temporal correlation
of IPP delay values, using the IPP delay values in the update cycle for algorithm to
obtain more reasonable GIVE Value. However, because GPS satellite constellation
are all the MEO satellites, IPP observation position change over time, it is not easy
to obtain accurate time variogram model. Currently, the SBASs are all designed for
single GPS constellation. With the development of Compass, how to get better
navigation accuracy and integrity in SBASs for GPS and Compass constellations is
of significance. In this paper, in view of characteristics in Compass which contains
GEO, IGSO and MEO three orbital satellites, in particular, there are five GEO
satellites which will contribute to some stationary IPPs, so we introduce the
Beidou GEO satellite observations in this paper, the accurate time variogram model
was obtained and the improved Kriging algorithm for the Chinese region is given.
In China, there is large difference between northern and southern in the ionosphere
features, in addition, the ionospheric storms and disturbance are more likely to
happen in the southern region. The difference is that the ionospheric changes in the
northern region are more regular and the change of ionospheric characteristics is
close to that of North Americathan. Therefore, the study is carried out using
ionospheric observation data received on monitoring stations in Beijing region in
this paper. Firstly, as the basis of ionospheric delay modeling, we make a special
correlation analysis of ionospheric delay on IPPs in the northern region of China.
Then, considering that some IPPs formed by Compass are motionless, the 5 GEO
satellites in Compass are selected to study the ionospheric temporal variation in
north China. Finally, we conduct a simulation on ionospheric delay estimation at
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IGPs in dual constellations through Kriging and Improved Kriging algorithm. It can
be concluded that Improved Kriging algorithm can obtain a more accurate estimate
of the ionospheric delay.

2 Ionospheric Delay Estimation

The IGPs on the ionospheric thin layer model of BDS is specified in BDS Signal in
Space Interface Control Document Version 2.0 (BDS-SIS-ICD-2.0), the coverage is
E70°–E145°, N7.5°–55°, the IGPs are divided by latitude and longitude 5° � 2.5°,
the update cycle is 5 min. In order to estimate GIVD, the ionospheric thin layer
model should firstly be modeled. Thus firstly we should research on the charac-
teristic of ionospheric delay in north China (In this paper the E100°–E135°, N30°–
55°region). According the former work done for WAAS in US, we make spatial
correlation analysis on the ionospheric measurements taken by the reference sta-
tions which are equipped with dual frequency receivers.

2.1 Spatial Correlation of Ionospheric Delay

We will make a statistical analysis on ionospheric delays at IPPs through dual
frequency observations from reference stations, which are converted to vertical
direction with obliquity factor Fipp in (1):

Fipp ¼ 1� RecosE
Re þ hI

� �2
" #�1

2

ð1Þ

Which E is the elevation angle, Re is the approximate radius of Earth
(6378.1363 km), hI is the height of the ionospheric thin layer model (350 km). The
distribution of the 13 reference stations in Beijing is shown in Fig. 1 as red
triangles, where dual frequency receivers gathering observations on both L1/L2 of
GPS and B1/B2 of BDS.

The ionospheric vertical delay model can be represented as the sum of the first
order plane trend term and the space-dependent stochastic term.

ImeasðxkÞ ¼ a0 þ a1x
ðnorthÞ
k þ a2x

ðeastÞ
k þ rðxkÞþ e ð2Þ

In the above formula, ImeasðxkÞ represents the vertical delay of ionosphere at

(xðnorthÞk , xðeastÞk ). The first three terms represent the first order plane trend item, and
rðxkÞ is the spatial correlation zero mean random term and e is the observation
noise. After the carrier phase smoothing code pseudorange, the accuracy of the
measured value is close to the carrier phase accuracy, so ignore e.
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Using the experimental variation function, the spatial correlation characteristics
of the vertical delay model of the ionosphere in the stationary period are analyzed,
the result is showed as Fig. 2, the blue lines representative the space experiment
variation functions of different time and the red reflects the fitting space variation
function model, then we can get the following Gaussian variation function model:

cðhÞ ¼ c 1� e�ðhaÞ2
� �

þ v; cð0Þ ¼ 0 ð3Þ

The parameters are:c ¼ 1:55m2; a ¼ 9000 km; v ¼ 0:05m2. The covariance
function of rðxkÞ that can be obtained is as follows:

CðhÞ ¼ cþ v� cðhÞ ¼ ce�ðhaÞ2 ;Cð0Þ ¼ cþ v ð4Þ

Fig. 1 13 reference station
receivers (color figure online)

Fig. 2 Spatial experiment
variation function results
(color figure online)
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2.2 Kriging Algorithm

2.2.1 Ionospheric Vertical Delay Model

The Kriging algorithm ionospheric vertical delay model is given by (2).

2.2.2 Grid Ionospheric Vertical Delay Estimation

Suppose that there are n sampling points x1; x2; . . .; xn around the ionospheric
penetrating point x, the corresponding vertical delay observations for the ionosphere
are Iðx1Þ; Iðx2Þ; . . .; IðxnÞ, then the vertical delay estimate at the x-point is as
follows:

GIVD ¼ ÎðxÞ ¼
Xn
k¼1

kkIðxkÞ¼ KT I

I ¼ ½I1; I2; . . .; In�T ; KT¼½k1; k2; . . .; kn�
ð5Þ

where, K is the coefficient vector. The problem of estimating is to find the optimal
value under certain constraint conditions, that is, the Kriging coefficient K satisfies
the following formula:

Min ðr̂2 ¼ KTCðhÞK� 2KTCðh0ÞþCð0ÞÞ
s:t: GTK ¼ X

�
ð6Þ

where, r̂2 is the estimated error variance, CðhÞ is a matrix of n � n, representing
the spatial covariance matrix between observations. Cðh0Þ is a n-dimensional
vector, represents the spatial covariance vector between the estimator and the
observed quantity. Cð0Þ is the spatial covariance between two observations with a
distance of zero, i.e. the prior variance, independent of position x. The GT is the
observation matrix and X is the position vector:

GT ¼
1 1 . . . 1

Lat1 Lat2 . . . Latn
Long1 Long2 . . . Longn

2
4

3
5; X ¼

1
Lat
Long

2
4

3
5

Using the Lagrangian method to solve the above equation, we can get the final
Kriging coefficient K:

K ¼ ðW � HGTWÞCðh0ÞþHX

H ¼ WGðGTWGÞ�1; W ¼ C�1ðhÞ ð7Þ

So the GIVD value at the grid point can be obtained.
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2.2.3 Grid Ionospheric Vertical Delay Error Estimation

In the ionospheric model, the GIVE value at the grid points represents the accuracy
of the GIVD estimate. However, anomalies such as ionospheric disturbances and
under sampling reduce the accuracy of GIVD estimates. This paper does not
consider the IPP under-sampling conditions of the ionospheric anomaly, only the
introduction of expansion model, a reasonable expansion of GIVE value to ensure
the integrity of the client. Therefore, the GIVE value can be obtained from the
following equation:

GIVE ¼ j99:9%rGIVE; r2GIVE ¼ R2
irregr̂

2
IGP ð8Þ

where, j99:9% is the quantile of the standard normal distribution 99.9% confidence
intervals. r̂2IGP is the variance of the delay value at IGP obtained by using the
covariance function during the calm period. R2

irreg is the expansion factor to over-
come the inaccurate model, the specific expression is as follows:

R2
irreg ¼ anI

T
measðW �WGðGTWGÞ�1GTWÞImeas ð9Þ

P ¼ 2
p

Zp
2

/¼0

K2 an
sin2ð/Þ þ 1

� ��n�3
2

d/ ð10Þ

where Imeas is the IPP ionospheric vertical delay observation sequence, an can be
obtained using the integrity probability assigned to the ionosphere portion, which
can be computed from Eq. (10). In Eq. (10), P ¼ 2:25� 10�8 is the probability of
goodness assigned to the ionospheric error part, and K ¼ 5:592 is the bilateral
quantile of the standard Gaussian distribution corresponding to 1 − P [2].

2.3 Improved Kriging Method

Just as we have introduced above, the traditional Kriging method utilizes only
sample space-related features and only GPS constellation is used in conventional
Kriging, and GIVD is estimated using only the IPP delay value at GIVD update. On
the basis of the traditional Kriging method, some domestic scholars have proposed
an improved Kriging method, taking into account the temporal correlation of IPP
delay values, using the IPP delay values in the update cycle for algorithm to obtain
more reasonable GIVE Value. However, because the GPS satellite constellation are
all the MEO satellites, IPP observation position change over time, it is not easy to
obtain accurate time variogram model. Specially, there are five GEO satellites in
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China’s Beidou system, the IPP position formed by the reference station observing
GEO satellites is almost fixed, so we introduce the Beidou GEO satellite obser-
vations in this paper, it provides a convenient way to eliminate the influence of
spatial location and obtain more accurate temporal variogram model.

In this paper, the IPP delay observations in the grid point update cycle are used
in the estimation algorithm [3]. Since the time dimension of the IPP delay value is
extended, the ionospheric vertical delay observation model of Eq. (2) changes to:

Imeasðxk; tÞ ¼ a0 þ a1x
ðnorthÞ
k þ a2x

ðeastÞ
k þ a3Mtþ rðxk; tÞ ð11Þ

where, Mt ¼ t0 � t, t and t0 is the observation time and the reference time,
respectively. That is to say t0 is the current update time. Note that the influence of
Earth’s rotation during update cycle requires to transform the location of IPP in the
update cycle to the location in coordinate system at the time of the present update.
At this point, GT and X have turned into:

GT ¼
1 1 . . . 1

Lat1 Lat2 . . . Latn
Long1 Long2 . . . Longn
Mt1 Mt2 . . . Mtn

2
664

3
775;X ¼

1
Lat
Long
0

2
664

3
775

Before solving the spatiotemporal correlation, the temporal correlation of the
ionosphere in the northern part of China is studied. Taking into account the fixed
position of the IPP formed by the Beidou GEO satellites, five GEO satellites of
BDS were selected to study the temporal variation characteristics of the ionosphere
in the northern part of China. The spatial variational function model and the
covariance function of the random term have been obtained. The same method is
adopted to research its time-dependent properties as in Sect. 2.1, the result is
showed as Fig. 3, the blue lines representative the temporal experiment variation

Fig. 3 Temporal experiment
variation function results
(color figure online)
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functions of different locations and the red reflects the fitting temporal variation
function model and we can obtain the following Gauss variogram model:

ctðhtÞ ¼ ct 1� e�ðhtb Þ2
� �

þ vt; ctð0Þ ¼ 0

CtðhtÞ ¼ ct þ vt � ctðhtÞ ¼ cte�ðhtb Þ2 ;Ctð0Þ ¼ ct þ vt
ð12Þ

The parameters are: ct ¼ 0:7m2; b ¼ 1800 s; vt ¼ 0:01m2

Finally, the temporal and spatial correlation characteristics of the ionospheric
calm period are analyzed and the covariance function is expressed by the following
model [4]:

Cstðhs; htÞ ¼ k1CsðhsÞCtðhtÞþ k2CsðhsÞþ k3CtðhtÞ ð13Þ

or equivalent to its spatial and temporal variation function model:

cstðhs; htÞ ¼ ½k2 þ k1Ctð0Þ�csðhsÞ
þ ½k3 þ k1Csð0Þ�ctðhtÞ � k1csðhsÞctðhtÞ

ð14Þ

Among them, Cst, Ct, Cs are space-time covariance function, time covariance
function and space covariance function, cst, ct, cs are corresponding variation
function respectively,and Cstð0; 0Þ,Ctð0Þ, Csð0Þ are ‘sills’ of cst, ct, cs, respectively.
The coefficients k1, k2, k3 in the model are determined by the following equation [5].

k1 ¼ ½Csð0ÞþCtð0Þ � Cstð0; 0Þ�=Csð0ÞCtð0Þ
k2 ¼ ½Cstð0; 0Þ � Ctð0Þ�=Csð0Þ
k3 ¼ ½Cstð0; 0Þ � Csð0Þ�=Ctð0Þ

ð15Þ

Using the method of experimental variation function to calculate the conver-
gence value of the spatiotemporal variation function tends to infinity, it is easy to
get Cstð0; 0Þ ¼ 2:315m2. And further get the k1 ¼ 0:0044; k2 ¼ 1:0031;
k3 ¼ 1:007. At this point, the covariance function of rðxk; tÞ has been obtained and
used in the improved Kriging estimation algorithm.

In addition, the a0n of Improved Kriging is equivalent to an�1 because the degree
of freedom in Eq. (11) is 4, and the Traditional Kriging method is 3. The rest of the
calculation steps are the same as those of the traditional Kriging method.

3 Algorithm Implementation and Results

In this paper, we select the 13 reference station receivers as shown in Fig. 1 of the
dual-band hybrid constellation observations on the algorithm proposed in the
simulation verification. This paper sets the GPS observation satellite elevation
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cutoff angle to be 15°, BDS observation satellite elevation cutoff angle to be 10°.
For the traditional Kriging method, the IPP search parameters: Rmin ¼ 800 km,
Rmax ¼ 2000km, MR ¼ 50 km, Nt arg et ¼ 30 and Nmin ¼ 10. Since the Improved
Kriging method uses IPP delay values in the update period of the dual constella-
tions grid point information, So the IPP search parameters is adjusted to:
Nt arg et ¼ 200, Nmin ¼ 50, the remaining parameters remain unchanged [3].

3.1 Algorithm Accuracy Analysis

The method of data culling is used to analyse the estimation accuracy of the
algorithm. The specific steps are as follow: For each IPP ionospheric delay mea-
surement, it is temporarily removed, the value is estimated with the remaining IPP
measurements, and then the temporarily removed IPP measurements are returned.
Repeat the above steps for all IPP delays Value, the estimated error of all IPP delay
values is obtained.

In this section, the data of different ionospheric disturbances are selected (the
three-day ionospheric disturbance index Kp is 2, 4 and 7 respectively), the error
maximum value and error mean square value are calculated to compared the fitting
accuracy of traditional Kriging method and improved Kriging method. The results
are shown in Table 1; the results show that the maximum error of IPP delay
estimation obtained by improved Kriging method is significantly smaller than that
of traditional Kriging method under different ionospheric conditions. However, the
root mean square of the estimated error obtained by the two Kriging methods is
very close, that is the estimation accuracy of the two is generally equivalent.

3.2 Algorithm Performance Analysis

So as to assess the performance of the improved Kriging algorithms, we compare
the GIVE In the service area. This section selects March 1, 2016 (Kp is 3) when the
GPS is 21600s, carries on the contrast analysis. Figure 4 shows the GIVE contrast

Table 1 The maximum (Max) and the root mean square (RMS) of the estimation error calculated
by Kriging and improved Kriging methods under different ionospheric conditions

Date Kriging Improved Kriging

Max(m) RMS (m) Max (m) RMS (m)

2016.3.13 2.4591 0.2155 1.7909 0.2179

2016.3.19 1.9951 0.2240 1.9581 0.2190

2016.3.6 2.8157 0.2207 2.7647 0.2149
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of the two algorithms. The results show that the GIVE value computed by Improved
Kriging method is smaller than traditional Kriging method in the 80% of selected
service region, especially in the sparsely region of IPP point. At different times in
the day, compared to the traditional Kriging method the improved Kriging method
calculates the GIVE value, which mostly reduces more than 30%.

3.3 User Integrity Analysis

This article selects BDSQ and BJLX receivers as user stations and compare the
estimated error of the user delay value and GIVE calculated by the two methods.
Figure 5 shows the results when March 1, 2016 BDSQ and March 19, 2016 BJLX
stations continuously track the GPS PRN 1and PRN 22, respectively. It indicates
that Improved Kriging’s UIVE can tighten the user IPP delay estimate error.

Fig. 4 The GIVE calculated by the two Kriging algorithms at GPS time of 6 h

Fig. 5 Results of user ionospheric delay correction error and error bound from two algorithms
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4 Conclusion

In order to solve this difficulty which the GPS satellite constellation are all the MEO
satellites, IPP observation position change over time, it is not easy to obtain
accurate time variogram model. In this paper, in view of characteristics in Compass
which contains GEO, IGSO and MEO three orbital satellites, in particular, there are
five GEO satellites which will contribute to some stationary IPPs, so we introduce
the Beidou GEO satellite dual frequencies observations in this paper, the accurate
time variogram model was obtained and the improved Kriging algorithm for the
Chinese region is given. By which the User Ionospheric Vertical Delay Error
(UIVE) can more closely envelop the correction error. First, the spatial correlation
characteristics of ionospheric delay in northern China were researched. Then, the 5
GEO satellites in Compass are selected to study the ionospheric temporal variation.
Finally, we conduct a simulation on ionospheric delay estimation at IGPs in
Multi-constellation through Kriging and Improved Kriging algorithm. It can be
concluded that, in the premise of satisfying integrity, the GIVE is reduced more
than 30% in most parts of north China.

Therefore, under the premise of satisfying the integrity, the improved Kriging
method improves the usability of the system service and is of great significance to
the engineering application of the grid correction method.
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A Study on Construction of Ionospheric
Spatial Threat Model for China SBAS

Dun Liu, Jian Feng, Li Chen and Weimin Zhen

Abstract Finite sampling of the ionosphere from the limited number of observa-
tions will threat the integrity of SBAS (Space-Based Augmentation System).
Ionospheric spatial threat model is introduced to over-bound residual errors in delay
estimation for this under-sampled scenario. Ionospheric anomaly existing in low
latitude areas exerts considerable influence on threat model realization. Methods are
presented to construct spatial threat model for China area with data during periods
of severe storms, including the modeling of variogram, selection of disturbance
detection threshold and design of data-deprivation strategy. Verification is also
conducted to show its applicability in SBAS with GNSS data from China and
around areas from typical storm events.

Keywords Ionospheric � Spatial threat model � Kriging method � Ionospheric grid
model � SBAS

1 Introduction

SBAS is a regional system developed to augment the performance (accuracy,
integrity availability etc.) of GNSS. Currently the largest error source of positioning
error in the system is signal delay caused by the ionosphere. To allow users to take
account of such error, SBAS computes and broadcasts ionospheric delays, called
the Grid Ionospheric Vertical Delay (GIVD), and integrity bound, called the Grid
Ionospheric Vertical Error (GIVE), at a set of regularly-spaced ionospheric grid
points (IGP). A variety of measures are designed in this bound estimation to protect
the user against positioning error due to the ionosphere and the possible ionospheric
irregularity [1–3].
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Limited observations from the SBAS could lead to a situation in which an
ionospheric area, where great gradient exists, is under-sampled. When the iono-
spheric delay at an ionospheric pierce point (IPP) located in this under-sampled area
is estimated with delays at IPPs from the surrounding quiet ionosphere, a risk arise
as the estimated GIVE cannot bound the actual error effectively. This threat is
especially serious when an ionospheric storm occurs. The ionospheric spatial threat
model is an effective measure to increase the error bound to protect user for this
kind of influence [4].

Ionospheric anomaly is a phenomenon of the increasing of electron density
along the latitude in the low latitude area. The impact of ionospheric anomaly on
SBAS is similar to that of a modest storm. For China, the south of the Changjiang
River is generally considered to be in the ionospheric anomaly zone, and regions
near Haikou and Guangzhou are under the crest of the anomaly [5]. It is expected
that the SBAS integrity risk due to the under-sampling measurement of ionosphere
will be higher in south of China than in mid-latitude areas, such as north of China.

The ionospheric anomaly will impact the SBAS on various aspects, including
the construction of ionospheric correlation model, selection of the irregularities
detection threshold, and the implementation of spatial threat model etc. [2, 3, 6, 7].
In SBAS, it is necessary to make tradeoff among various parameters in these models
to maximize the performance of system integrity and availability. Consequently,
constructing the ionospheric threat model for SBAS in China area will have to take
into account the ways the ionospheric variogram model and the disturbance
detection threshold are realized.

We have constructed the ionospheric variogram model for China area [8]. Here
in this paper, we will focus on the ionospheric spatial threat model for SBAS in
China. The second section introduces the implementation of SBAS ionospheric grid
model based on kriging method; the third section introduces the strategies in var-
iogram model realization, disturbance detection threshold selection and data
depriving method in developing the spatial threat model; analysis is made on the
spatial threat model in the fourth section, and conclusion is given in the end.

2 Description of Ionospheric Spatial Threat Model

2.1 Ionospheric Grid Model Based on Kriging Method

In ionospheric grid model, delay at the grid (GIVD) can be estimated with kriging
method as [2, 9–11]:

Iest xð Þ ¼
Xn
k¼1

kkImeas xkð Þ ð1Þ
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where kk is the weighting matrix, Imeas is the vertical ionospheric delays at the IPPs
located in xk , n is the number of IPPs available for GIVD estimation.

k ¼ W �WG GTWG
� ��1

GTW
� �

C x; xkð ÞþWG GTWG
� ��1

X ð2Þ

W ¼ C xk; xlð ÞþM xk; xlð Þð Þ�1 ð3Þ

X ¼ 1 xðeastÞ xðnorthÞ
� �T ð4Þ

where G is the coefficient matrix determined by satellite and user’s locations, W is
the weighting matrix, C is the covariance matrix derived from the ionospheric delay
variogram model, M is the measurement noise matrix, xðNorthÞ; xðeastÞ are coordinates
in the north and east direction respectively in a local frame with IGP as the origin.

Formal uncertainty in ionospheric delay estimation on the grid point is:

r2IGP ¼ kTC xk; xlð Þk� 2kTC xk; xð Þþ rtotaldecorr

� �2 þ kTMk ð5Þ

SBAS sets up mechanism to detect possible ionospheric disturbance. When the
statistic v2irreg exceeds the threshold, irregularity detector is tripped and the grid is

set as “unavailable”. When v2irreg below the threshold, then “inflates” the estimated
error variance to improve the effectiveness of error bounding. The formal error used
to evaluate the GIVE considering the “inflating” factor is [3, 6, 7]:

~r2IGP ¼ R2
irreg kTC xk; xlð Þk� 2kTC xk; xð Þ� þ rtotaldecorr

� �2iþ kTMk ð6Þ

where R2
irreg is the “inflating” factor used to account for statistical uncertainty in the

level of ionospheric disturbance [1–3].
When there are not enough observations sampling the disturbed ionosphere, the

undetected spatial variation of ionospheric delays will threat the effectiveness of
error bounding at the grid. The ionospheric threat model is designed as counter-
measures against this under-sampling scenario. The ionospheric threat model
consists of tabulated corrections that augment the confidence bound of the delay
estimates [3, 4, 6, 7]. The correction r2undersampled could be retrieved with two
metrics describing the skewed IPPs distribution. The first metric is the radius of
planar fit Rfit, i.e. the distance from the IGP to the most distance fit IPP. The second
metric, the relative centroid of IPPs distribution RCM = RCent/Rfit, is a measure of
how uniform the distribution is. Definition of the two metrics is shown is Fig. 1.
GIVE augmented by threat model is given by:

r2GIVE ¼ ~r2IGP þ r2undersampled ð7Þ
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where r2GIVE is the over-bounding error variance used to define the GIVE at an
IGP. It can be seen that effects from uncertainty in ionospheric grid model, iono-
spheric spatial de-correlation, measurements error and spatial under-sampling
measuring are included in GIVE estimation.

2.2 Construction of Ionospheric Spatial Threat Model

According to the definition of ionospheric delay error bound in SBAS, the GIVE
should meet the following requirement:

Ik � eIk�� ��2 �K2
undersampled ~r2k þ r2undersampled

h i
ð8Þ

where Ik , eIk are respectively the measurement and estimated ionospheric delays at
IPPs. Kundersampled is a scalar that controls how far out on the tail of the residual

distribution we wish to be (in practice, Kundersampled is set to a value of 5.33). ~r2k is

the inflated variance of the delay estimate at the IPP. r2undersampled is the augmen-
tation term from ionospheric spatial threat model.

According to Eq. 8, r2undersampled can be derived as:

r2undersampled ¼
Ik � eIk�� ��2

K2
undersampled

� ~r2k ð9Þ

Actually in ionospheric threat modeling, the tabulation of the raw data is per-
formed using the following equation. It indicates the maximization is performed
over measurements k and over the time interval T following each fit epoch.

Fig. 1 Fit radius and relative
centroid metric (RCM) plot
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rrawundersampler Rfit;RCM
� � ¼ max

over k;T
rundersampled;k
� � ð10Þ

In our initial effort in establishing the threat model in this paper, rundersampled;k
was evaluated only for delays at the same epoch as the fit, and no update time
interval T is considered.

3 Realization of Ionospheric Threat Model for China Area

3.1 Modeling Data

GPS measurements from stations in China and around areas are used for modeling
(Fig. 2). Data are selected from periods when severe ionospheric storms occurred
during the last solar cycle (Table 1).

3.2 Modeling of Ionospheric Variogram

Ionospheric delay variogram affects the kriging-based grid model estimation in
different ways, including the formal error estimation at IGPs, inflating factor cal-
culation, and realization of ionospheric spatial threat model [9–11].

Fig. 2 GPS network in China and around areas
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Ionospheric anomaly existing in low latitude of China results in larger intercept
at zero distance and “bump” effect at the distance of about 1000 km in ionospheric
experimental variogram [8]. To construct a reasonable variogram model, only the
linear variation in the experimental variogram was fitted, while the “bump” effect
was neglected. The realized ionospheric variogram model and the corresponding
covariance model are shown below.

c xk; xlð Þ ¼ rtotaldecorr

� �2� rtotaldecorr

� �2� rnomdecorr

� �2h i
exp � Dk;l

ddecorr

	 

ð11Þ

C xk; xlð Þ ¼ rtotaldecorr

� �2� rnomdecorr

� �2h i
exp � Dk;l

ddecorr

	 

ð12Þ

Dk;l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xk � xlð ÞT xk � xlð Þ

q
ð13Þ

where rtotaldecorr ¼ 1:25 , rnomdecorr ¼ 0:45, ddecorr is de-correlation distance and a con-
stant value of 8000 km is adopted. xk, xl is coordinates of IPPs in the local frame
centered at the IGP.

Modeling the variogram in this way, the residual in delay estimates caused by
the “bumps” is actually accounted for in the ionospheric threat model. The fol-
lowing part will show the feasibility of this variogram modeling effort.

3.3 Selection of Threshold in Ionospheric
Disturbance Detection

In SBAS an irregularity detector is designed for a possible ionospheric disturbance.
When the statistic v2irreg exceeds the specified threshold value, the GIVE at the IGP
is set to 45 m, indicating the grid ‘unavailable’ for use. Only when the value of

Table 1 List of threat model
storm days

Storm day Kp Dst Storm class

4/6/2000 8 −287 Severe

7/6/2000 9 −288 Extreme

7/15/2000 9 −289 Extreme

7/16/2000 8 −301 Strong

3/31/2001 9 −387 Extreme

10/29/2003 9 −350 Extreme

10/30/2003 9 −383 Extreme

10/31/2003 8 −307 Severe

11/20/2003 9 −422 Extreme

11/21/2003 7 −309 Extreme

9/11/2005 9 −147 Severe
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v2irreg is smaller than the threshold, an effective error bound will be estimated. As the
ionospheric spatial threat model acts to further improve the effectiveness of delay
error bound, only those data which have passed the disturbance detection could be
included in modeling [1, 3].

The irregularity metric used for ionospheric disturbance detection is defined as
below [3]:

v2irreg ¼
Rnoisev2

v2threshold
ð14Þ

where v2 is the goodness-of-fit statistic associated with the delay estimate at a given
IGP. v2threshold is a threshold that can be calculated using the inverse v2 cumulative
probability distribution with the number of IPPs and the allowable false alarm rate.
Rnoise is the constant determined by observation noise and ionospheric delay
covariance model.

As can be seen from Eq. 9, the selection of disturbance detection threshold is a
trade-off between the two components. On one hand, larger disturbance detection
threshold means more irregularity affected delays will be incorporated in grid model
estimation, increasing the grid error variance ~r2k and leading to a smaller value of
spatial threat model. On the other hand, degradation of grid model will increase the
error of Ik � eIk�� ��, and consequently increase the value of spatial threat model.
Additionally, the value of the detection threshold can directly affect system avail-
ability since the grid status will be set to “unavailable” when the threshold is passed
to trip the irregularity detector.

Comprehensive analysis has been conducted among various threshold values,
and the resulting system integrity and availability performance. In our study, the
final detection threshold was selected as 4 (in dimensionless units).

3.4 Depriving Strategy of Ionospheric Delay Data

Due to the finite sampling of the ionosphere from the limited number of observa-
tions, a user within the SBAS service volume may have a user IPP that experiences
an ionospheric irregularity that the system did not sufficiently sample. Such
irregularities occur often during severe ionospheric storms. In order to protect the
user from such threat, an under-sampled ionospheric threat model is applied to the
GIVE. Two distinct types of threat posed by the under-sampled irregularities have
been identified [4, 12]:

(1) “Blob” spatial threat model

Subject to limited measurements, the SBAS would sample a regional disturbed
ionosphere with few observations. When delays for IPPs located in the disturbed
area are estimated with delays from the surrounding IPPs in quiet ionosphere, a risk
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would arise in bounding the residual errors sufficiently. This is also called the
“blob” spatial threat model.

(2) “Wall” spatial threat model

In the “wall” spatial threat model, ionospheric pierce points locate on the same
side of the grid points, large residual in delay estimate at the grid point will be
caused with measurements at these pierce points. It describes an extreme scenario
which occurs often near the border of SBAS when a severe storm happens.

In construction of the ionospheric spatial threat model, the data-deprivation
scheme is adopted to simulate multiple examples of threats using the same set of
observation data. For each IGP, various masks are employed to select IPPs to be
removed from fits and subsequently treated as possible user measurements.
Residual error is then tabulated by comparing predicted and actual delays for the
excluded observations that lie near the IGP.

“Blob” threat is simulated by single station deprivation, i.e. excluding IPPs from
a single reference station. Single station deprivation is performed sequentially by
removing one station at a time until all stations in SBAS have been considered.

“Wall” threat is simulated by directional station deprivation, in which multiple
sites located at the edge of service volume in a particular direction is removed
sequentially.

Effects of ionospheric anomaly to SBAS can be treated as that from a modest
ionospheric storm to some extent. As the ionospheric anomaly affects most areas to
the south of Changjiang River in China, a reasonable station deprivation strategy
should be considered.

In this study, directional station deprivation is conducted to eliminate sites of
different numbers respectively from 8 directions: east, west, south, north, northeast,
northwest, southeast and southwest. For station deprivation from the directions of
south, southeast and southwest, multi-site, up to all sites in the south of Changjiang
River, will be removed considering the possible effects caused by ionospheric
anomaly.

3.5 Realization of Ionospheric Threat Model

Based on previous data processing strategy, ionospheric spatial threat model for
China area has been constructed. Figure 3 shows the tabulation of rrawundersampler for
the ionospheric threat model.

The actual threat model used by SBAS is defined as the two-dimensional
over-bound of the raw data [3, 4]. This ensures that rundersampler is monotonically
increase with respect to the IPPs distribution metrics Rfit and RCM. Figure 4 shows
the final under-sampled ionospheric spatial threat model based on kriging.
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Fig. 3 Raw data for ionospheric spatial threat model for China areas

Fig. 4 Ionospheric spatial threat model for China areas
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4 Validation of Ionospheric Threat Model

4.1 Cross Validation of Ionospheric Threat Model

The ionospheric spatial threat model was analyzed with cross validation method, in
which each IPP was taken as a virtual ionospheric grid point, and ionospheric delay
and its variance were estimated with the ionospheric grid model. The normalized
residual was then given by the following equation with different over-bounding
error variance rbound;IPP [9–11]:

Iv;IPP � bIv;IPP
rbound;IPP

ð15Þ

where Iv;IPP , bIv;IPP are respectively measurement and estimated vertical ionospheric
delays. Error bound rbound;IPP will be calculated from Eqs. 5, 6 and 7 respectively.
In Figs. 5, 6 and 7 these different generalized distributions of ionospheric delay
errors are given. The standard normal distribution is also given in each figure
(red line).

In SBAS, it is required that the ionospheric delay error should be effectively
bounded by the over-bounding error variance. For the distribution of generalized
delay error, this requires that the distribution of the normalized residuals should be
always over-bound by the standard normal distribution.

It can be seen that, as the formal error variance is inflated and augmented by the
ionospheric threat model, the normalized residuals are well overbounded by the
zero mean unit-variance Gaussian distribution (red line). There is some exception in

Fig. 5 Histogram of normalized residuals with rIGP (Color figure online)

204 D. Liu et al.



Fig. 7 at the end of the tail of residual distribution. Upon closer examination of
these abnormal values, we found it caused by the observations at the outermost
south edge where the test measurement was poorly surrounded by measurement. As
the results show, with the inflating factor and threat model incorporated, the con-
fidence bound is more conservative to over-bound the delay residual.

Fig. 6 Histogram of normalized residuals with ~rIGP (Color figure online)

Fig. 7 Histogram of normalized residuals with rGIVE (Color figure online)
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4.2 Availability of SBAS in China

Figure 8 shows the availability of APV-I service of SBAS in China areas with the
ionospheric spatial threat model. The data are from a stormy day under modest solar
activity (11th Sep. 2005). The analysis is conducted with a modified MAAST
software [13]. As can be seen, in most region of the mainland in China the
availability can reach 99%. For the region south to Guangzhou, Kunming, the
availability reduces to about 95% because of its location under the ionospheric
anomaly crest, the most affected area, and few ground stations. For the west and
north-east region, the availability also decreases because of less ground stations
available in these areas.

The analysis shows the established ionospheric spatial threat model can augment
the delay error bound effectively and the availability of 95% of could be available
for SBAS in China during this typical ionospheric storm period. More efforts will
be made to analyze the performance of the model under even more stormy days in
the future.

Availability with VAL = 50,  HAL = 556, Coverage(95%) = 97.14%
<  50% >  50% >  75% >  85% >  90% >  95% >  99% >99.5% >99.9%
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Fig. 8 SBAS availability assessment for APV-I service in China and around areas
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5 Conclusion

The ionospheric spatial threat model is designed to provide protection from delay
estimation error due to the under-sampling of irregularities in the ionosphere. It will
be used to increase GIVEs for a more effective error bounding for SBAS.

Ionospheric threat model is subject to the factors such as the ionospheric delay
variograms, threshold of disturbance detection etc. Ionospheric anomaly in low
latitude area of China will affects the variogram models, the disturbance detection
method etc. and consequently the realization of ionospheric threat model.

Ionospheric delay spatial threat model was developed with consideration on
reasonable ionospheric variogram model construction, appropriate detection
threshold selection, and station deprivation strategy accounting for the ionospheric
anomaly effects. Data from typical severe ionospheric storms are also used to assess
the performance of the threat model with cross validation and system availability
analysis. Result shows the effectiveness of the constructed ionospheric spatial threat
model.

It should be pointed out that, as the ionospheric threat model is depend on
variogram models and detection threshold, a new threat model should be realized
when these underlying models are improved. This will be our future work. Also,
system performance under different models and parameters will be studies for an
optimal ionospheric grid model for SBAS in China.
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RAIM Algorithm Based on Robust
Extended Kalman Particle Filter
and Smoothed Residual

Zhen Li, Dan Song, Fei Niu and Chengdong Xu

Abstract With the rapid development of Global Navigation Satellite System
(GNSS), receiver autonomous integrity monitoring (RAIM) has become an
essential part of integrity monitoring of navigation satellite system.
Conventional RAIM algorithm requires the observation noise obeying Gaussian
distribution, but in some conditions it obeys non-Gaussian distribution. Particle
filter is applicable to nonlinear and non-Gaussian system, thus RAIM algorithm
performance is improved under non-Gaussian noise with particle filter method.
However, particle degeneration interferes the performance of particle filter. In this
paper, robust extended Kalman particle filter is proposed and applied to receiver
autonomous integrity monitoring. The importance density function of particle filter
is calculated by robust extended Kalman filter in order to improve the accuracy of
state estimation when pseudo-range bias exists, and the particle degeneration is
restrained. On this basis, the smoothed residual test statistics is set up for satellite
fault detection and isolation. The simulation results show that RAIM algorithm
based on robust extended Kalman particle filter and smoothed residual can well
detect and isolate the faulty satellite under the condition of non-Gaussian obser-
vation noise. Compared to the RAIM algorithm based on particle filter, the new
RAIM algorithm has a better performance on fault detection, and its position
accuracy is improved.
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1 Introduction

With the rapid development of Global Navigation Satellite System (GNSS), integrity
has become an important service performance in navigation satellite system. Receiver
autonomous integrity monitoring is an essential part of navigation satellite system
integrity monitoring [1], which uses the redundant observations of receiver to achieve
the fault detection and isolation of satellite. RAIM algorithm can be divided into
Snapshotmethod andfilteringmethod. Snapshotmethod includes paritymethod, least
square method et al. which uses the redundant observations to detect and isolate fault
by collection consistency test [2, 3]. It’s quick and easy to implement without external
devices. Filtering method mainly uses Kalman filter algorithm which has a better
robustness than Snapshotmethod [4]. It makes full use of prior information to increase
the observation redundancy. The performance of RAIM algorithm depends on the
observation noise distribution which should be Gaussian distribution, but usually the
observation noise is non-Gaussian in practical application which causes the perfor-
mance degraded [5]. Particle filter is applicable to nonlinear and non-Gaussian sys-
tem, thus RAIM algorithm performance is improved under non-Gaussian noise with
particle filter method [6, 7]. However, particle degeneration interferes the perfor-
mance of conventional particle filter, and the calculation burden is heavy because of
multiple particle filter which monitor different failure modes in parallel.

Aiming at these problems, this paper proposes a new RAIM algorithm based on
robust extended Kalman particle filter (REK-PF) and smoothed residual. REK-PF
algorithm is an optimal importance density function method, which chooses an
appropriate importance density function to limit particle degeneration [8]. Robust
extended Kalman filter (REKF) is used for calculating the importance density
function of particle filter, and the accuracy of importance density function under
pseudo-range bias is improved by robust estimation, which improves the state
estimation accuracy of particle filter. Meanwhile, the fault detection statistics is
conducted by smoothed residual method, which achieves the fault detection and
isolation of satellite without multiple particle filter. The simulation results verified
the effectiveness of the new RAIM algorithm.

2 Robust Extended Kalman Particle Filter Algorithm

2.1 Particle Filter Algorithm

Particle filter is a non-parameterized and sequential Monte-Carlo simulation which
based on bayes estimation. It uses a few random sample, also called particle, to
represent the posteriori probability density of random variable of the system. It
prefers to get the approximate optimal numerical solution which based on the
physical model, rather than the optimal filtering of approximate model. So particle
filter is applicable to strongly nonlinear, non-Gaussian system.
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The state equation and observation equation of dynamic system can be expressed
as follows [9].

xk ¼ f xk�1;wk�1ð Þ ð1Þ

zk ¼ h xk; vkð Þ ð2Þ

where xk and zk is the state vector and observation vector of the system, f is the
state transition function, h is the function relationship between state vector and
observation vector, wk is the process noise and vk is the observation noise.

The algorithm process of conventional particle filter based on sequential
importance resample is as follows.

1. Particle initialization. k ¼ 0.

The initial particle swarm x0 ið Þ; i ¼ 1; 2; . . .Nf g� pðx0Þ is selected from the
prior probability density pðx0Þ, where N is the number of particle. The weight of
every single particle is initialized as 1=N, which can be express as
x0 ið Þ ¼ 1=N; i ¼ 1; 2; . . .Nf g.
2. k ¼ 1; 2. . .
I. Sequential importance sampling.

The prior particle at epoch k is selected from importance density function
qðxkjxk�1ðiÞ; zkÞ.

xk=k�1 ið Þ; i ¼ 1; 2; . . .N
� �� qðxkjxk�1ðiÞ; zkÞ ð3Þ

II. Weight updates.

The weight of every particle is updated by the observations and the observation
equation.

xk ið Þ ¼ xk�1 ið Þp zkjxk ið Þð Þ ð4Þ

Then the weight is normalized by

~xk ið Þ ¼ xk ið ÞPN
i¼1 xk ið Þ ð5Þ

III. Resample.

Calculating the effective number of particle Neff ¼ 1PN

i¼1
~xk ið Þð Þ2

, and compared

with the threshold Nth. The prior particle swarm xk=k�1 ið Þ; ~xk ið Þ; i ¼ 1; 2; . . .N
� �

need to resample to get a new particle swarm ~xk=k�1 ið Þ; ~xk ið Þ ¼ 1
N ; i ¼ 1; 2; . . .N

� �
if Neff\Nth. Usually Nth ¼ 2

3N.
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IV. State estimation.

The system state estimation at current epoch is as follows.

x̂k ¼
XN
i¼1

~xk=k�1 ið Þ~xk ið Þ ð6Þ

3. k ¼ kþ 1, turn to the calculation of next epoch.

2.2 Robust Extended Kalman Particle Filter

Particle degeneration is the main problem of conventional particle filter. As time
goes on, the weights are concentrated in a small amount of particles while most of
the weights are almost zero. Particles are sampled from importance density function
which has a great influence on filter performance, so an appropriate importance
density function can repress particle degeneration. According to the minimum
variance principle, the optimal importance density function is qðxkjxk�1ðiÞ;
zkÞopt ¼ pðxkjxk�1ðiÞ; zkÞ. But it is unpractical to use the optimal importance density
function because it is difficult to sample particle from pðxkjxk�1ðiÞ; zkÞ and calculate
the integration pðzkjxk�1 ið ÞÞ ¼ R

p zkjxkð Þp xkjxk�1 ið Þð Þdxk [10]. Conventional
particle filter chooses the state transition probability as importance density function
which is easy to implement, but particles will transfer to the state space without
observations. Some researchers proposed extended Kalman particle filter which
uses local linearization method. It uses extended Kalman filter to combine the
observations with the Gaussian approximation of state to produce a Gaussian dis-
tribution as the importance density function. The particle distribution is more
approximated to posterior probability distribution and the state estimation accuracy
is improved [11].

However, when the observations contain bias, the particle distribution by
extended Kalman filter will be influenced and the accuracy of importance density
function decreases. In this paper, robust extended Kalman particle filter is proposed.
The importance density function is produced by robust extended Kalman filter, thus
the observations are considered and the particle sampling is more accurate under
pseudo-range bias by robust estimation. The algorithm process of robust extended
Kalman particle filter is as follows.

1. Particle initialization, the same as particle filter.
2. k ¼ 1; 2. . .
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I. State estimation for every single particle by REKF.

x̂k =k�1 ið Þ ¼ Uk =k�1x̂k�1 ið Þ ð7Þ

Pk=k�1 ið Þ ¼ Uk=k�1Pk�1 ið ÞUT
k=k�1 þQk ð8Þ

�Kk ið Þ ¼ Pk=k�1 ið ÞHT
k HkPk=k�1 ið ÞHT

k þRka
�1
k

� ��1 ð9Þ

x̂k ið Þ ¼ x̂k=k�1 ið Þþ �Kk ið Þ zk � f x̂k=k�1
� �� � ð10Þ

Pk ið Þ ¼ I� �Kk ið ÞHkð ÞPk=k�1 ið Þ ð11Þ

where Uk=k�1 is the state transition matrix, Pk=k�1 ið Þ is the prediction state
covariance matrix, Pk ið Þ is the estimation state covariance matrix, Qk and Rk are
covariance matrixes of wk and vk respectively, Hk is the observation matrix and �Kk

is the robust filter gain matrix [12]. The equivalent weight matrix of observation
data is ak ¼ diag �p1; �p2; . . .�pm½ � and it can be obtained by Huber function or IGG
series solution. This paper chooses IGGIII solution [13], and the calculation of
equivalent weight is as follows.

�pi ¼
1; sij j � k0
k0
sij j

k1� sij j
k1�k0

n o2
; k0\ sij j � k1

0 sij j[ k1

8><
>: ð12Þ

where si is the standardized residual [14], k0 and k1 are robust parameters. In this
paper k0 ¼ 1:5 and k1 ¼ 3:0. When pseudo-range observations contain bias, the
weight of abnormal pseudo-range observations is descended and the corresponding
observation noise variance is ascended in REKF. Therefore the gain of abnormal
pseudo range observations in �Kk is descended to improve the state estimation
accuracy of particle x̂k ið Þ. Then the particle estimation sample which is less effected
by pseudo-range bias is x̂k ið Þ; i ¼ 1; 2; . . .Nf g.
II. Sequential importance sampling.

After calculating �xk ¼ 1
N

PN
i¼1 x̂k ið Þ and s2k ¼

PN

i¼1
x̂k ið Þ��xkð Þ2
N�1 , which is the mean

and the variance of particles respectively, the particle xk ið Þ is sampled from
importance density function q xkjxk�1 ið Þ;Zkð Þ ¼ N �xk; s2k

� �
.

III. Weight updates and resample, the same as particle filter.
IV. State estimation, the same as particle filter.
3. k ¼ kþ 1, turn to the calculation of next epoch.
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3 RAIM Algorithm Based on REK-PF
and Smoothed Residual

The state equation of navigation satellite system is as follows.

xk ¼ Uk=k�1xk�1 þwk�1 ð13Þ

where x ¼ rx; ry; rz;Dtu
� �T

and rx, ry and rz is the three-dimensional position
coordinates of receiver in ECEF coordinates. The receiver clock bias is Dtu, the
state transition matrix is U and the process noise is w.

The observation equation which uses pseudo-range observations is as follows.

qik ¼ Ri
k þ cðDtu � DtsÞþ Ti

k þ Iik þ vik ð14Þ

where qik is the pseudo-range observations between receiver position and the

position six; s
i
y; s

i
z

� 	
of satellite i, c is the speed of light, Dtu is the receiver clock

bias, Dts is the satellite clock bias, Ti
k is the troposphere delay, I

i
k is the ionospheric

delay, vik is the observation noise of pseudo-range and Ri
k is the real distance

between receiver and satellite i which can be expressed as follows.

Ri
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rx � six
� �2 þ ry � siy

� 	2
þ rz � siz
� �2r

ð15Þ

This paper combines REK-PF with smoothed residual method to achieve the
fault detection and isolation of satellite. Smoothed residual method is one of the
fault diagnosis method using particle filter. Its basic idea is, when the system is
fault-free, then the predicted observations which is calculated by state estimation of
particle filter should be close to the true observations. When system exists fault,
there should be a large difference value between the predicted observations and the
true observations. Using absolute value of the difference between them as residual,
the average value of residual in M epochs is compared with the threshold to
determine whether fault exists [15]. RAIM algorithm based on REK-PF and
smoothed residual can calculate the receiver state estimation accurately, and the
smoothed residual test is tested in every single observations to achieve fault
detection and isolation of satellite without multiple particle filter.

The process of RAIM algorithm based on REK-PF and smoothed residual is as
follows.

1. Particle initialization.

The initial particle swarm x0 ið Þ;x0 ið Þ ¼ 1
N ; i ¼ 1; 2; . . .N

� �
of REK-PF is cal-

culated according to receiver position coordinates rx; ry; rz
� 	

and process noise w.
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2. k ¼ 1; 2; . . .
I. State estimation of every single particle is calculated by REKF, and the priori

particle swarm xk=k�1 ið Þ; i ¼ 1; 2; . . .N
� �

is calculated by Sequential impor-
tance sampling.

II. Weight updates.

Substituting the priori particle xk=k�1 ið Þ; i ¼ 1; 2; . . .N
n o

and the position

coordinates six; s
i
y; s

i
z

� 	
of satellite i into observation Eq. (14) to calculate the pre-

dicted pseudo-range ~qik of satellite i. Substituting ~qik and the true pseudo-range qik
into (4) to calculate the weight and normalized it.

III. Resample.

The particle swarm after resampling is ~xk=k�1 ið Þ; ~xk ið Þ ¼ 1
N ; i ¼ 1; 2; . . .N

� �
.

IV. State estimation at current epoch.

x̂k ¼
XN
i¼1

~xMk ið Þ~xM
k ið Þ ð16Þ

V. Fault detection.

Substituting x̂k into the observation Eq. (14) to calculate the predicted obser-
vations ŷk. Calculating the corresponding residual dik ¼ ŷk � qik

�� �� of satellite i, and
the averaged value of residual Ti

k ¼ 1
M

Pk
j¼k�Mþ 1

dik in latestM epochs. Fault detection

test statistics is Trk ¼ max Ti
k

� �
; i ¼ 1; 2; . . .mð Þ. The detection threshold is s. If

Trk [ s, then the system exists fault, or the system is fault-free.

VI. Fault isolation.

If Ti
k [ s, then satellite i has fault which should be isolated.

3. k ¼ kþ 1, turn to the calculation of next epoch.

4 Simulation

The GPS observation data was collected from JFNG tracking station which located
in Jiufeng Township, Wuhan City, China. The observation time was from 27,800 to
28,400 s in the 342 th day of the year 2014. The simulation step is 1 s and the
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satellite cutoff angles is 10°. During this time, there are seven GPS satellite that can
be observed, and their prn number is 5,15,18,21,24,26,29 respectively. The
pseudo-range observations is Y ¼ y1; y2; y3; y4; y5; y6; y7ð Þ which obeys Gaussian
core-Laplacian distribution [16]. The particle number N ¼ 100, the window length
M ¼ 30 which is used to calculate the residual, and the detection threshold s ¼ 10,
which is chosen as a balance between false alarm rates and miss alarm rates. Add
30 m pseudo-range bias to the satellite 18 from 200 to 500 s. The position accuracy
is measured by Root Mean Squared Error (RMSE). When the fault has not been
isolate, the RMSE value of particle filter (PF) and REK-PF is shown in Fig. 1.

As shown in Fig. 1, when existing pseudo-range bias, the RMSE value of PF has
a significant increase while that of REK-PF has little change. It means that the
receiver state estimation can be calculated accurately by REK-PF even if the fault
has not been isolate.

The performance of RAIM algorithm based on REK-PF (hereinafter short for
REK-PF method) and RAIM algorithm based on PF (hereinafter short for PF
method) is compared in the simulation. The fault detection test statistics and the test
statistics of every single satellite of two methods is shown in Figs. 2 and 3
respectively.

As shown in Fig. 2, when existing pseudo-range bias, the fault detection test
statistics of REK-PF method is higher than that of PF method, which means
REK-PF method is more sensitive to failure. The fault detection test statistics of
REK-PF method exceeds the detection threshold and give an alarm at 208 s, while
the PF method give an alarm at 216 s, which means REK-PF method can detect the
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Fig. 1 RMSE value of two methods
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fault quicker. As shown in Fig. 3, the test statistics of satellite 18 in REK-PF
method exceeds the detection threshold while the test statistics of the other satellite
stay steady, so that satellite 18 can be judged to be the faulty satellite which should
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Fig. 2 Fault detection test statistics of two methods
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be isolated directly. On the other hand, the test statistics of every satellite in PF
method are all changed, which increase the risk of false alarm. The basic reason of
this phenomenon is that the particle state estimation of PF has bias when existing
fault, so that the residual is effected by the bias. But REK-PF method has an
accurate state estimation because of its robustness, so that the residual of fault-free
satellite is less effected by pseudo-range bias while the residual of faulty satellite is
more sensitive to the bias.

To further verify the performance of REK-PF method, different pseudo-range
bias are added in satellite 18. The average effective number of particles �Neff and the
alarm time of two methods is shown in Table 1. The average effective number of
particles �Neff is calculated as follows.

�Neff ¼ 1
T

XT
i¼1

Ni
eff ð17Þ

where T is the total time in simulation and Ni
eff is the effective number of particles at

epoch i. As shown in Table 1, whether fault-free or existing different pseudo-range
bias, the average effective number of particle of REK-PF method are more than that
of PF method, and the alarm time of REK-PF method is shorter.

The RMSE value of two methods under different pseudo-range bias are shown in
Table 2. As shown in Table 2, whether fault-free or existing different pseudo-range
bias, the RMSE value of REK-PF method are smaller than that of PF method. When
existing pseudo-range bias, the RMSE value of PF has an obvious increase while
that of REK-PF stay small, which means the position accuracy is improved because
of the robustness of REK-PF.

The effectiveness of REK-PF method can be testified in Tables 1 and 2.

Table 1 The parameters of two methods in fault detection and isolation

Pseudo-range
bias (m)

PF method REK-PF method

Average effective
number of particles

Alarm
time (s)

Average effective
number of particles

Alarm
time (s)

0 (fault-free) 29.35 89.22

20 28.61 228 90.01 213

25 29.06 223 90.04 210

30 28.75 216 89.65 208

35 28.67 213 89.44 207

40 28.57 210 89.19 205

218 Z. Li et al.



5 Conclusion

RAIM algorithm based on robust extended Kalman particle filter and smoothed
residual is proposed in this paper. The importance density function of particle filter
is calculated by robust extended Kalman filter, and the fault detection test statistics
is conducted by smoothed residual method to achieve the fault detection and iso-
lation of satellite. The simulation results show that, RAIM algorithm based on
robust extended Kalman particle filter and smoothed residual can well detect and
isolate the faulty satellite under the condition of non-gaussian observation noise.
Compared to the RAIM algorithm based on particle filter, the proposed RAIM
algorithm increases the average effective number of particles, shortens the alarm
time and improves the position accuracy, thus this new RAIM algorithm has a
better performance.

Acknowledgements This work was supported by the National Natural Science Foundation,
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Research on RAIM Algorithm Based
on GPS/BDS Integrated Navigation

Fuxia Yang, Ershen Wang, Tao Pang, Pingping Qu
and Zhixian Zhang

Abstract In multi-constellation integrated navigation system, the multiplication of
visible satellites makes the receiver autonomous integrity algorithm (RAIM) applied
in approach flight phase of civil aviation become possible. For the GPS/BDS inte-
grated navigation RAIM algorithm applied to approach procedure with vertical
guidance (APV) phase of flight, an algorithm based on BDS and GPS positioning
solution weighted average solution is proposed. Firstly, the algorithm obtains the
weighted average solution satisfying the vertical-guided approach by searching for
the optimal weight ratio and uses it as the final solution. Then, the distance between
the final solution and BDS, GPS positioning solution is used as the test statistic, and
the detection threshold is calculated through the maximum allowable false alarm
probability. In the end, the fault is detected by comparing the detection statistic and
the detection threshold. By collecting the raw GPS/BDS data, the proposed algorithm
was verified. The simulation results demonstrate that the proposed algorithm can
effectively detect fault satellites.

Keywords Global positioning system (GPS) � BeiDou Navigation Satellite System
(BDS) � Receiver autonomous integrity monitoring (RAIM) � Fault detection

1 Introduction

The receiver autonomous integrity monitoring (RAIM) algorithm is derived from
the high reliability requirements of the navigation system of the civil aviation users,
which is the ability of the navigation system positioning error to exceed the
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allowable error and timely alarm. At present, there are three main ways to realize
the integrity monitoring of the navigation system. One is the satellite autonomous
integrity monitoring (SAIM); the other is the receiver autonomous integrity mon-
itoring (RAIM), which uses the receiver’s internal redundant information; third is
the augmentation system. Compared with the other two integrity monitoring
methods, the receiver autonomous integrity monitoring based on the redundant
information inside the receiver to achieve satellite fault detection and isolation can
satisfy the user’s requirements for the alarm time [1]. Early receivers’ autonomous
integrity algorithms were based on GPS single-constellation, and the design goal
was to ensure the integrity from the route to the non-precision in the civil aviation
flight. However, with the development of global navigation satellite system
(GNSS), future civil GNSS receivers can use multi-constellation and
multi-frequency satellite signals to position and navigate. The number of partici-
pating satellites increase, which can effectively reduce RAIM hole in the civil
aviation flight. The RAIM technology can also be applied to some more strict
application scenarios, such as vertical guidance approach (APV-I, APV-II) and
precision approach (CAT-I).

Multi-constellation RAIM algorithm refers to check the consistency of two or
more satellite navigation system redundancy measurement information. The
development of GNSS technology brings a lot of opportunities to RAIM. The
research on RAIM based on GPS, BDS, GLONASS and Galileo has been done by
domestic and foreign scholars. T. Walter proposed the weighted RAIM method [2].
PB Ober and S. Hewitson proposed a method for monitoring integrity in
multi-system multi-fault scenarios [3–5]. RAIM of APV-I and APV-II is analyzed
for the combination of GPS, Galileo and GLONASS. ENE analyzes the RAIM
availability of GPS and Galileo integrated navigation during the vertical-guided
approach [6, 7]. Martineau et al. conducted a hypothesis analysis of GPS and
Galileo integrated RAIM in cutoff height, user equivalent range error and surface
grid resolution [8], and Xu et al. conducted a global survey of the vertical protection
level in the vertical guidance approach [9]. Yong C et al. proposed the optimal
weighted average solution (OWAS) algorithm [10], and domestic researchers also
extended this algorithm. Guo Jing et al. expanded its use of new grouping method
to meet the requirement of the double constellation double fault application scenario
[11]. The algorithm of optimal weighted average solution can easily and quickly be
compatible with different constellations, which avoids the error caused by the
conversion of different time and coordinate systems. It has the characteristics of fast
processing speed and high availability. Therefore, the optimal weighted average
solution method is used to study the BDS and GPS combined navigation in the
vertical guidance approach.

This paper studies the OWAS method. In the position domain, the distance
between the grouping position solution and the weighted average solution is taken
as the test statistic. The detection thresholds for fault detection are constructed by
using the maximum false alarm probability that OWAS double constellation RAIM
allow. However, in the single constellation fault identification, this method is
affected by the fault constellation positioning error, and the fault-free constellation
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will generate false alarm. Therefore, the paper completes fault satellite detection
and identification by the weighted least squares residual method. Simulation results
show that the algorithm availability supports the APV1 and APV2 vertical guidance
approach phase and the hypothesis that the GPS/BDS dual system simultaneously
fault.

2 The Optimal Weighted Average Solution (OWAS)
RAIM Algorithm

The optimal weighted average solution (OWAS) RAIM algorithm is a typical
representative of the multi-constellation receiver integrity algorithm in recent years.
It has been developed for application to a combined GPS/Galileo position solution
that would be used for vertical guidance approach. Base on two existing RAIM
methods: group separation (GS) algorithm [12] and weighted NIORAIM (Novel
Integrity Optimized RAIM) algorithm [13]. Their principle is that algorithm sep-
arates visible satellite into two groups by different navigation system to respectively
calculate the position results.

2.1 The Derivation of Covariance Matrix

The main words in all headings (even run-in headings) begin with a capital letter.
Articles, conjunctions and prepositions are the only words which should begin with
a lower case letter. The final solution of the algorithm is obtained by weighting
average of GPS and BDS position solution, as follows:

xA ¼ w1x1 þw2x2
w1 þw2

¼ w1

w1 þw2
x1 þ w2

w1 þw2
x2 ¼ rx1 þð1� rÞx2 ð1Þ

where r � w1=ðw1 þw2Þ and 0� r� 1.
The relationship between the position error of the optimal solution and the

weighting factor is as follows:

DxA ¼ rDx1 þð1� rÞDx2 ð2Þ

The general expression of the position error of the weighted least squares
solution is as follows:

Dxn ¼ ðGT
n
WnG

T
n
Þ�1GT

n
WnDRn ð3Þ

In Eq. (3), DRn is the pseudo-range error vector; Wn is the inverse matrix of
pseudo-range error covariance matrix; Gn is the correlation matrix of pseudo-range
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error and the receiver position, clock; n is the solving equation of nth navigation
system. So the covariance equation that the separation distance error between the
optimal weighted mean solution and each navigation system position solution is as
follows:

dPn � E½ðDxn � DxAÞðDxn � DxAÞT � ¼ E½DxnDxTn � DxADx
T
n � DxnDx

T
A þDxADx

T
A� ð4Þ

Equation (4) can be deduced by the following:

Pn � E½DxnDxTn � ¼ ðGT
n
WnG

T
n
Þ�1 ð5Þ

E½DxADxTn � ¼ rP1 þð1� rÞE½Dx2DxT1 � ð6Þ

Assuming GPS and BDS pseudo-range error is not relevant, then there is
E½DR2DRT

1 � ¼ 0. Thus, Eq. (7) can be derived.

E½Dx2DxT1 � ¼ ðGT
2
W2GT

2
Þ�1GT

2
W2E½DR2DRT

1 �W1GT
1 ðGT

1W1GT
1
Þ ¼ 0 ð7Þ

Therefore,

E½DxADxT1 � ¼ E½Dx1DxTA� ¼ rP1 ð8Þ

Similarly,

PA ¼ E½DxADxTA� ¼ r2P1 þ ð1� rÞ2P2 ð9Þ

Through Eq. (5), (8) and (9), it can be gotten as follows:

dP1 ¼ r2P1 þð1� rÞ2ðP1 þP2Þ ð10Þ

dP2 ¼ E½ðDx2 � DxAÞðDx2 � DxAÞT � ¼ r2ðP1 þP2Þ ð11Þ

2.1.1 The Weighting Ratio Determines the Protection Level

First, two parameters are defined as

Kfd � Q�1ðPfd
�
4Þ ð12Þ

Kmd � Q�1ðPmdÞ ð13Þ

where, Q�1 is the inverse of the complement of the one-sided standard normal
cumulative distribution function (CDF). Pfd is a maximum allowable false alert
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probability(Dual constellation including horizontal and vertical distribution need to
divide by 4). Pmd is a maximum missed detection probability.

Further define,

rV ;1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð3; 3Þ

p
ð14Þ

rV ;2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2ð3; 3Þ

p
ð15Þ

rV ;S �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PSð3; 3Þ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð3; 3ÞþP2ð3; 3Þ

p
ð16Þ

Then, based on Eq. (10) and (11), it can be gotten:

rdV ;1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dP1ð3; 3Þ

p
¼ ð1� rÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PSð3; 3Þ

p
¼ ð1� rÞrV ;S ð17Þ

rdV ;2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dP2ð3; 3Þ

p
¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PSð3; 3Þ

p
¼ rrV ;S ð18Þ

The vertical protection level (VPL1 and VPL2) is the sum of the vertical pro-
tection thresholds and the vertical positioning error upper limit under the
assumption of no fault detection, so VPL1 and VPL2 are written as:

VPL1 ¼ TdV ;1 þ aV ;1 ¼ KfdrdV ;1 þKmdrV ;1 ¼ Kfdð1� rÞrV ;S þKmdrV ;1 ð19Þ

VPL2 ¼ TdV ;2 þ aV ;2 ¼ KfdrdV ;2 þKmdrV ;2 ¼ KfdrrV ;S þKmdrV ;2 ð20Þ

Set VPL1 ¼ VPL2, we can get,

rmin VPL ¼ 1
2
þ 1

2
ðKmd

Kfd
ÞðrV ;1 � rV ;2

rV ;S
Þ ð21Þ

VPL ¼ 1
2
KfdrV ;S þ 1

2
KmdðrV ;1 þ rV ;2Þ ð22Þ

The weight ratio in Eq. (21) gives the smallest VPL, and the weight ratio that
minimizes HPL can also be derived in a similar manner.

2.1.2 The Weighting Ratio Determines the Error Precision
rV and dmajor

The covariance matrix of the weighted average solution position error, PA, was
showed in Eq. 23

PA ¼ E½DxADxTA� ¼ r2P1 þ ð1� rÞ2P2 ð23Þ
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rV and dmajor are given, respectively, by:
rV ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PAð3; 3Þ

p
ð24Þ

dmajor ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PAð1; 1ÞþPAð2; 2Þ

2
þð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PAð1; 1ÞþPAð2; 2Þ

2

r
Þ2 þPAð1; 2Þ2

s
ð25Þ

RAIM is available if rV and dmajor meet the bellow conditions:

rV � rV�max dmajor � dmajor�max ð26Þ

In the calculation of PA, rV and dmajor, separate weight ratios are applied to
vertical and horizontal.

2.2 Fault Detection

The optimal weighted average solution RAIM algorithm is based on the distance
between GPS/BDS and the optimal weighted average solution as the fault detection
test statistics. When both of the double-constellation appears faults, two test
statistics will exceed the detection threshold at the time of fault occurrence. Because
of fault detection based on position domain, the fault can be judged effectively
when multiple failures occur in each constellation; when the single constellation
fault, the fault constellation solution makes the distance between weighted average
solution and fault-free constellation increasing, and this will lead to the occurrence
of false alarms. In this case, the fault detection based on weighted least squares
residuals can be used to assist the fault detection model in the OWAS localization
domain to detect single constellation faults.

According to the linearization equation of GNSS pseudo-range observation, the
equation is solved by weighted least squares estimation so that the solution is

X̂WLS ¼ HTWH
� ��1

HTWy ð27Þ

Among them, W is weight matrix. The pseudo-range residual vector v is:

v ¼ y� HX̂WLS ¼ In � H HTWH
� ��1

HTW
� �

y ð28Þ

The sum of squares of the pseudo-range residuals is:

SSEWLS ¼ vTv ¼ yTWy ð29Þ
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When we assume that the observed noise is the normal distribution, SSEWLS has
a v2 distribution with (n − 4) freedom degrees. Therefore, make binary hypothesis
for SSEWLS. Give false alarm rate Pfa and probability density function, then we use
Eq. (30) to obtain the detection threshold TDWLS.

Pr SSEWLS [ tWLSð Þ ¼ 1�
ZtWLS

0

fv2 n�4ð ÞðxÞdx ¼
Z1
tWLS

fv2 n�4ð ÞðxÞdx ¼ PFA ð30Þ

Set TWLS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SSEWLS= n� 4ð Þp

as the detection statistic, corresponding to the

detection threshold is TDWLS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tWLS= n� 4ð Þp

. Compare the detection statistic
TWLS and the detection threshold TDWLS. If TWLS\TDWLS, we can judge that there is
no fault satellite; otherwise, there is fault satellite.

3 Experiment and Simulation Analysis

This simulation is based on the GPS/BDS double constellation RINEX data of
coordinates [−2279827.3156, 5004704.3094, 3219776.2093] collected at 0:00 on
July 31, 2016, and sampled 900 times (15 min, once per second). In the RAIM
algorithm availability analysis, the vertical guidance approach is emphatically
verified. There is no failure satellite in the raw sampling. In order to verify fault
detection algorithm, different deviations are intentionally added to the
pseudo-range observations at different times.

3.1 RAIM Availability Analysis

Table 1 describes the ICAO requirements for vertical guidance approach, precision
approach phase, alarm limits and availability [14]. The algorithm availability under
different alarm limits is shown as Fig.1.

Table 1 Performance requirements for different flight phases

Flight phase Vertical alarm threshold (m) Algorithm availability (%)

APV-I 50 99–99.999

APV-II 20 99–99.999

CAT-I 10–15 99–99.999
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When simulating the availability of a vertical guidance approach and precision
approach phase, the horizontal alarm thresholds are set to meet the minimum alarm
threshold of 40 m for the three flight phases. As can be seen from Table 2, when the
vertical alarm threshold is 20 m under the APV-II standard, the algorithm avail-
ability is 99.89%. With the increase of the vertical alarm threshold, the availability
of the algorithm is improved. With 99% availability as the boundary, the vertical
alarm threshold is at least 19 m.When the vertical alarm threshold is 19 m, the
algorithm availability is 99.11%. Table 2 summarizes the availability of the algo-
rithm in different flight phases. As Table 2 shown, under the GPS/BD dual con-
stellation positioning mode, the optimal weighted average solution (OWAS)
algorithm can support the APV-I and APV-II stages in the vertical guidance
approach flight phase. CAT-I in the precision approach cannot support it, but it can
be predicted. After adding the land-based augment, when this algorithm is applied
to the precision approach stage, it will have better effects.

Fig. 1 Algorithm availability

Table 2 Algorithm
availability statistics

Flight phase Vertical alarm
threshold (m)

Algorithm
availability (%)

APV-I 50 100

APV-II 20 99.89

CAT-I 15 57
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3.2 Fault Detection

In the progress of verifying the fault detection, the simulation environment is as
described above. In order to verify the ability of the algorithm to detect double
constellation faults, in the 16th satellite of GPS constellation and the 7th satellite of
BDS constellation is added to 30, 50, 70 m pseudo-range deviation at 500–900 s.

As shown in Figs. 2 and 3, Fig. 2 shows the vertical position field test statistics
of GPS/BDS without the pseudo-range deviation, and test statistics at this time is
small and the change is not significant. Figure 3 shows the test statistics of GPS and
BDS at the beginning of 500 s adding 30, 50 and 70 m pseudo-range deviation. It
can be seen from the picture that when the pseudo-range bias is added, the test
statistic increases instantaneously and exceeds the detection threshold. The greater
the pseudo-range bias is, the more obvious the test statistic increases. According to
above Figs. 2 and 3, we can know that the test statistic of the fault detection is
stably maintained in a small range, which is far from the detection threshold. When
the pseudo-range bias is added, and the test statistic exceeds the detection threshold,
this way can be used to effective judge the fault.
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4 Conclusions

In the paper, a kind of double-constellation RAIM algorithm based on optimal
weighted average solution (OWAS) is presented. According to the constellations,
this algorithm divided visible satellites into two groups. In the premise of ensuring
the vertical accuracy, the algorithm minimizes the vertical protection level, and
makes it meet the requirements of the vertical guidance approach flight phase.
Among them, the availability of APV-I phase algorithm is 99.89%, and the
availability of APV-II phase algorithm is 100%. Through the simulation results
based on the raw measurement data, this algorithm can be used to process the fault
detection of double constellation. When the pseudo-range bias is more than 30 m, it
can effectively detect the fault satellites. Meanwhile, the results are instructive for
the study of integrity monitoring for the BDS and other satellite navigation system
in civil aviation.
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RAIM Algorithm Based on Residual
Separation

Zhaoyang Li, Qingsong Li and Jie Wu

Abstract With the rapid development of Global Navigation Satellite Systems (GPS,
BDS, GALILEO and GLONASS), the number of available satellites is increasing. The
redundancyofGNSS is enhanced.Thiswill offer thepossibility of realizing receiver fault
detection and exclusion (FDE). Due to factors such as satellite fault and strong elec-
tromagnetic interference, measurements from some satellite are vulnerable to become
outliers. Unacceptable positioning errors will occur unless such faultymeasurements are
detected and excluded. Therefore, it is very important to apply RAIM (Receiver
Automatic IntegrityMonitoring) algorithm for improving the positioning precision. The
main function of RAIM algorithm includes two aspects: fault detection and fault
exclusion. This paper presents a RAIM algorithm based on residual separation. The
algorithm uses the residual sum of squares of observation equations as test statistics.
When test statistics exceed alarm threshold, it can be considered that there are faults in
measurements. And then the visible satellites are excluded at every turn, while
multi-combinations of remaining measurements are obtained. After SSE (Sum of
Squared Error) calculated, the combination of remaining measurements with smallest
SSE is the optimal result. Field test data and simulation data are processed in this work.
The RAIM algorithm based on residual separation can not only avoid excluding too
manysatellites, but also improve thepositioningaccuracy in the caseof containing faults.

Keywords Residual-based separation � Fault detection � Fault exclusion � RAIM

1 Introduction

Single point positioning (SPP) is the simplest and most convenient GNSS posi-
tioning technique. However, the positioning accuracy is poor and sometimes even
unacceptable, especially when measurements contain faults [1]. Therefore, it is
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essential to detect and exclude faults with integrity monitoring algorithm. At pre-
sent, there are mainly two methods to monitor the integrity of navigation system.
One method is using the Integrity Augmentation System, such as the WAAS (Wide
Area Augmentation System) in the USA, the EGNOS (European Geostationary
Navigation Overlay Service) in Europe and the BeiDou Augmentation System in
China. The other is the Receiver Automatic Integrity Monitoring (RAIM), which
exploits the measurement redundancy from receivers. The Integrity Augmentation
System cannot monitor the faults in receivers and the alarm message may not send
to users in time. Therefore, it is very important to apply RAIM algorithm in SPP,
which is essential to ensure the availability of the positioning results [2].

RAIM was first proposed by Kalafus [3] in 1987. The RAIM algorithm mainly
completes two tasks: detecting whether there are faults in the measurements,
identifying and excluding the faulty satellites. At present, the fault exclusion
methods such as data snooping [3] and parity space vector [3] are extensively used.
And they are equivalent [3]. The data snooping presented by Baarda constructs test
statistics with elements of residual vector and compares them with threshold one by
one. If some of the test statistics exceed the threshold, it can be considered that the
corresponding measurements contain faults, which should be excluded. The Baarda
method tests the measurements individually, which may exclude the non-faulty
satellites, leading to decreased positioning precision [4]. Furthermore, it may even
cause the available satellites less than four, resulting in no positioning solutions [5].

This paper proposes a residual-based separation RAIM. First, the fault detection
algorithm gives an alarm. Then an available satellite is excluded at every turn, and
the SSE of remaining satellites is calculated. If the smallest SSE is less than alarm
threshold, the corresponding remaining satellites combination is selected to carry
out positioning calculation. Otherwise the next exclusion turn will be executed,
until the SSE of remaining satellites is less than alarm threshold. Because only one
available satellite is excluded at every turn, it is impossible to exclude too many
satellites, which can effectively decrease faulty exclusion frequency and improve
the positioning accuracy.

The rest of the paper is organized as follows. Section 2 gives the mathematical
model of single point positioning, fault detection method based on least square
residuals, fault exclusion method including Baarda method and Residual-based
method. Section 3 verifies the performance of Baarda method and RBS method.
Section 4 gives the conclusion.

2 Model and Algorithms

2.1 Mathematical Model of SPP

The pseudorange measurement equations containing the receiver clock bias, satellite
clock bias and atmospheric propagation delay can be expressed as follows [2]:
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q j
k ¼ r j � rk

�� ��þ c � dtk � c � dt j þ dq j
kion þ dq j

ktro þ e jk ð1Þ

where, superscript j is the identifier of satellites, j ¼ 1 ; 2; . . .; n, n is the number of
satellites, and n� 4; subscript k is the identifier of receivers; q j

k is the pseudorange
measurement from receiver k to satellite j; r j is the position vector of the satellite j,
which can be obtained from satellite ephemeris and launch time of signal; rk is the
unknown position vector of receiver k; c is the speed of light; dtk is the clock bias of
receiver k, which is a unknown parameter; dt j is the clock bias of satellite j; dq j

kion is
the ionospheric delay; dq j

ktro is the tropospheric delay; e jk is random pseudorange
measurement noise.

To solve the pseudorange measurement equations, the equation need to be lin-
earized firstly. Assuming that the initial value of the receiver’s position vector is rk0,
the pseudorange measurement equations can be linearized as [2]:

q j
k ¼ jr j � rk0j � rj0k � drk � c � dt j þ c � dtk þ dq j

kion þ dq j
ktro þ e jk ð2Þ

where drk is the increment of the receiver’s position vector which is unknown;
rj0k is the unit vector from k receiver to j satellite.

2.2 Fault Detection Method Based on Residual Vector

The position of the receiver and receiver clock bias are obtained using above
standard SPP algorithm. However,in case of fewer visible satellites, the faulty
measurement of the individual satellite will have a large impact on the positioning
results. In this paper,the residual vector of least squares estimation is used to detect
fault.

The pseudorange residual vector of least square estimation is calculated as:

m ¼ Y � AX̂ ¼ ðI � AðATPAÞ�1ATPÞE ð3Þ

Define the cofactor matrix as:

Qv ¼ P�1 � AðATPAÞ�1AT ð4Þ

Thus, the pseudorange residual vector can be rewritten as:

m ¼ QvPE ð5Þ
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And the corresponding mean square error:

r̂ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vTPv=ðn� 4Þ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SSE=ðn� 4Þ

p
ð6Þ

where SSE means sum of squared error.
When the system is normal, all the elements of the pseudorange residual vector

should follow Gauss distribution with zero mean and r20 variance; when the mea-
surement of a satellite is abnormal, some elements of pseudorange residual vector
will no longer follow zero mean, which is the case that need to be detected.

Therefore, according to the statistical theory, SSE=r20 should follow v2 distri-
bution with n� 4 degree of freedom in the absence of fault. Dualistic hypothesis
can be proposed [3]:

Hypothesis with fault H0: EðeÞ ¼ 0, thus, SSE=r20 � v2ðn� 4Þ;
Hypothesis without fault H1: EðeÞ 6¼ 0, thus, SSE=r20 � v2ðn� 4; kÞ;
In the absence of fault, the SSE of the pseudorange residual should maintain at a

minor value. If there are accidental factors which cause SSE too large, it should be
false alarmed. With given false alarm rate PFA, the following formula can be got:

PðSSE/r20 � T2Þ ¼
ZT2

0

fv2ðn�4ÞðxÞdx ¼ 1� PFA ð7Þ

The alarm threshold can be obtained from the above formula, in which the
probability density function of the v2 distribution with n� 4 degree of freedom is
expressed as fv2ðn�4ÞðxÞ. If mean square error r̂\r0 � T=

ffiffiffiffiffiffiffiffiffiffiffi
n� 4

p
, it can be con-

sidered that the system is working normally [6]. Otherwise, it is considered that
there is fault in measurements which should be alarmed [7].

2.3 Fault Exclusion Method

When the GNSS navigation system is used as an auxiliary, the GNSS measurement
information should be no longer used after alarming. But if there is no other
auxiliary system, the fault in GNSS system needs to be excluded. The faults among
measurements needs to be detected with appropriate algorithm, and the corre-
sponding satellite has to be removed from the SPP observation model. At last,
navigation results which meet the users’ demand can be obtained.

2.3.1 Baarda Method

Baarda [3] proposed a method of fault exclusion based on elements of least square
residual. The test statistics are constructed by elements in residual vector. Then the
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identifier of satellite with fault is determined by the size of statistics. After that,
measurement of the satellite with fault is removed. Finally, the positioning result
without fault is obtained after iteratively calculating.

By using pseudorange residual error vector and the coordinated factor matrix,
Baarda’s method constructs the statistics as:

di ¼ mi
r0 �

ffiffiffiffiffiffiffi
Qmii

p ð8Þ

If the measurement of the ith satellite is normal, ei should follow Gauss distri-
bution with zero mean and r20 variance. Thus, mi and di should follow the Gauss
distribution. If the absolute value of di is too large, it can be considered that the ith
satellite contains fault, and should be excluded from the measurement equations.

Dualistic hypothesis about statistics di corresponding to the ith satellite can be
proposed as:

Hypothesis with fault H0: EðeÞ ¼ 0, di �Nð0; 1Þ
Hypothesis without fault H1: EðeÞ 6¼ 0, di �Nðdi; 1Þ
where, di is the zero offset of statistic di. Assume that false alarm rate of the

system is PFA, and false alarm rate of each satellite is P0
FA. Then the entire system

without alarming is equivalent to all of the satellites without alarming, that is
1� PFA ¼ ð1� P0

FAÞn. Thus, P0
FA � PFA=n. Assume that the fault threshold Td of

di meets the need of false alarm rate P0
FA. Therefore,

Pð dij j[ TdÞ ¼ 1ffiffiffiffiffiffi
2p

p
Z1

Td

e�
x2
2 dx ¼ 1

2
� PFA

n
ð9Þ

In the course of the positioning calculation, if dij j[ Td , it is considered that the
pseudorange measurement of the ith satellite contains fault, which should to be
rejected. If dij j � Td , it is considered that the satellite is normal and should to be
retained. In the end, measurement equations are constructed by all the reserved
satellites, which can be used to obtain a satisfactory navigation solution [3].

2.3.2 Residual-Based Separation (RBS) Method

The Baarda method is likely to exclude satellites without faults, which will decrease
the positioning precision. Thus, this paper proposes a residual-based separation
method, which determines the identifier of faulty satellites with residual sum of
squares and excludes only one satellite each time.

After excluding the first satellite, the pseudorange measurement equations are
changed to:
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Y
ðn�1Þ	1

¼
q2k � jr2 � rk0j þ c � dt2 � dq2kion � dq2ktro

..

.

qnk � jrn � rk0j þ c � dtn � dqnkion � dqnktro

2
64

3
75 ð10Þ

A1
ðn�1Þ	4

¼
ð�r20k ÞT1	3 1

..

. ..
.

ð�rn0k ÞT1	3 1

2
64

3
75; X1

4	1
¼ drk

c � dtk

� �
; E1¼

e2k
..
.

enk

2
64

3
75 ð11Þ

The estimated value of the unknown parameters is:

X̂1 ¼ ðAT
1P1A1Þ�1AT

1P1Y ð12Þ

where,

P1 ¼ diagðr�2
2 ; r�2

3 ; . . .r�2
n Þ ð13Þ

The residual vector becomes:

v1¼ Y1�A1X̂1¼ ðI � A1ðAT
1P1A1Þ�1AT

1P
1ÞE1 ð14Þ

After rejecting the first satellite, the residual sum of squares is:

SSE1 ¼ mT1P1m1 ð15Þ

Similarly, after rejecting the second to nth satellite, all of the residual sum of
squares can be obtained: SSE2; SSE3; . . . SSEn. Selecting the smallest SSE, it can be
considered that the corresponding measurement of satellite contains fault. Then, a
satisfactory positioning result can be obtained after excluding the satellite.

If the smallest SSE still exceeds the alarm threshold after excluding one faulty
satellite, the next exclusion round should be carried out as aforementioned method,
until the SSE is smaller than alarm threshold.

3 Algorithms Verifying

3.1 Simulation Data Processing

The Baarda method and RBS method are both fault exclusion algorithm and fault
detection method are both based upon residual vector. Therefore, the miss detection
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frequencies of the two methods are equivalent and the faulty exclusion frequencies
are compared in this section.

In order to verify the effect of the two methods systematically, a part of normal
data including 11,904 epochs was intercepted. Fault was artificially added in the
measurement of a satellite. If measurements without faults are excluded in one
epoch, it is considered that fault exclusion appears once. The faulty exclusion
frequency of two methods was counted. Increase the faults added at every round,
and the results are shown in Table 1.

From the table we can see that fault detection algorithm doesn’t alarm when the
fault added is tiny, so that the faulty exclusion frequency of the two methods are
both close to zero; When the fault added is at around 13 m and closes to the normal
measurement error, the faulty exclusion frequency of RBS method reaches maxi-
mum; When the fault added is larger than 13 m, the faulty exclusion frequency of
RBS method is gradually reduced to zero, while the faulty exclusion frequency with
Baarda method increases significantly. As a result, it can be considered that RBS
method can reduce the faulty exclusion frequency.

3.2 Field Data Processing

From October 20 to 21, 2015 and in Changsha City, Hunan Province, static
observation data of 23.7 h was collected. By processing the real measured data, a
group of SPP solutions were obtained. Regarding the result of PPP as true value, the
output is the error of SPP under three directions in the local geographic coordinate
system. The positioning accuracy is evaluated with the RMSE (Root mean square
error).

In this paper, the SPP program uses the modified Hopfield model to compensate
the tropospheric error, uses the double frequency measurements to compensate the
ionospheric error, and rejects the satellite with elevation less than 5°.

From the error curve in Fig. 1, it can be seen that in most of the time single point
positioning error results in zero nearby, but in some period of time the error is

Table 1 Comparison of
faulty exclusion frequency
between two methods

Fault (m) 8 9 10 11 12 13

RBS (epochs) 0 5 7 17 24 33

Baarda (epochs) 0 5 25 117 320 660

Fault (m) 14 16 18 20 22 40

RBS (epochs) 24 16 5 2 1 0

Baarda (epochs) 1126 2235 3234 3960 4868 10,506
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unacceptable. After analysing the data, it is found that measurement of a low
elevation satellite value is abnormal. The positioning results will meet the
requirements after rejecting the satellite with fault.

The false alarm rate PFA is set as 1	 10�3. After fault detection and exclusion
with Baarda method and RBS method, the following results are obtained (Fig. 2).

According to the above results,it is shown that Baarda method can realize the
fault exclusion and improve the accuracy of the SPP. However, it is obvious that the
effect of the method is not satisfactory in some periods of time. Sometimes
the measurements with faults are not correctly excluded. Therefore, the positioning
error is still too large. Sometimes too many satellites are excluded that the number
of remaining satellites is less than four. As a result, it’s impossible to carry out
single point positioning.
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Fig. 1 Position error curve obtained by using standard SPP
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With the same parameters, using the RBS method, the obtained results are
shown as follows (Fig. 3):

By contrast it’s obvious that the positioning accuracy was improved without
large error. And all the time positioning result is able to be obtained with only the
GPS satellites. So that it can be considered that positioning result is satisfactory
(Table 2).

By comparing the positioning error in three directions, it can be concluded that
FDE algorithm is able to improve the positioning precision significantly. As to the
fault exclusion algorithm, the performance of RBS is better than Baarda in three
directions.
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4 Conclusion

The RAIM algorithm is essential for detecting and excluding faults. Otherwise, the
positioning precision will be unacceptable. Data snooping method proposed by
Baarda is a classic method to exclude faults. However, healthy measurements are

0 1 2 3 4 5 6 7 8 9

x 10
4

-10

0

10

20

Time/s

E
rr

or
 in

 N
or

th
/m

0 1 2 3 4 5 6 7 8 9

x 104

-10

0

10

20

Time/s

E
rr

or
 in

 E
as

t/m

0 1 2 3 4 5 6 7 8 9

x 10
4

-40

-20

0

20

Time/s

E
rr

or
 in

 D
ow

n/
m

Fig. 3 Position error curve obtained by using the RBS method

Table 2 Positioning error
comparison among three
methods

Local direction Mean
error (m)

Standard
deviation (m)

RMSE (m)

North Origin 1.534 6.915 7.083

Baarda 0.968 3.072 3.221

RBS 0.356 1.982 2.014

Earth Origin 1.890 5.189 5.523

Baarda 2.544 1.859 3.151

RBS 2.595 1.559 3.027

Down Origin 1.349 16.100 16.156

Baarda −0.720 6.096 6.138

RBS −0.414 4.724 4.742
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possible to be excluded with Baarda method, which will decrease the positioning
precision.

This paper proposes a residual-based separation method which is used to exclude
faulty measurements. Because only one satellite is excluded at every round, the
faulty exclusion frequency will be much smaller than Baarda method.

After comparing and analysing the positioning results, the conclusions are as
follows: In case of few available satellites, the accuracy of SPP is greatly affected by
the faults among measurements. And fault detection and exclusion algorithm can
significantly improve the positioning accuracy. Comparing to the Baarda method
proposed in this paper, the RBS method can not only avoid rejecting too many
satellites, but also obviously improve the positioning accuracy.
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BDS Code Bias and Its Effect on Wide
Area Differential Service Performance

Sainan Yang, Junping Chen, Yize Zhang, Chengpan Tang,
Yueling Cao, Qian Chen and Wei Chen

Abstract The integratedwide-area differential system ofBDS broadcasts differential
corrections to compensate broadcast ephemeris errors and enhance user positioning
accuracy. It uses real-time pseudo-range observations from ground monitoring sta-
tions and calculates differential corrections, which are then broadcasted to users
through the GEO satellites. Previous studies show that apparent code biases exist for
BDS tracking stations, which in turnwill affect the accuracy of differential corrections.
This paper analyses the long-term pseudo-range biases based on the residuals in the
Precise Orbit Determination (POD), the characteristics of the mean and standard
deviation of the pseudo-range bias are studied. A code bias correction model is
proposed and applied to BDS wide-area differential calculation. Performance of the
code bias model is analysed in real-time pseudo-range based positioning. Results
show that: UDRE and user positioning accuracy are improved, where the satellite
UDRE is reduced from 0.43 to 0.35 m, and the user positioning accuracy is increased
by 10.6% and 14.6% in horizontal and height directions, respectively.
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1 Introduction

The BeiDou regional satellite navigation system (BDS) provides legacy PNT
service to open users and wide-area differential service to authorized users since
October 25, 2012. The BDS satellite constellation is combined of 5 Geostationary
Earth Orbit (GEO) satellites, 5 Inclined Geostationary Earth Orbit (IGSO) satellites,
and 4 Medium Earth Orbit (MEO) satellites [1–3]. Researches have been carried out
in precision orbit determination (POD), precision positioning and wide-area dif-
ferential positioning [4–8]. Previous researches found the existence of code bias in
BDS pseudo-range observations, which is of meter level and is elevation dependent
with significant differences between two groups of satellites [9, 10].

As an augmentation service to the legacy navigation message parameters, BDS
wide-area differential system calculates the differential corrections using real-time
observations of ground monitoring stations. These differential corrections are then
broadcasted to the user through the GEO satellites [7, 8]. Since pseudo-range
observations are used in the wide-area differential system [8], the code bias will also
influence the accuracy of wide-area differential corrections.

In this paper, we analyze the long-term pseudo-range biases based on the
residuals in the Precise Orbit Determination (POD). The characteristics of mean and
standard deviation of code bias are studied. We developed a code bias correction
model. The model is then applied to the estimation of BDS wide-area differential
corrections. Real-time pseudo-range observations are used to evaluate the perfor-
mance of the correction model. Results show that the accuracy of the UDRE and
user differential positioning are improved using the code bias correction model,
where UDRE is decreased from 0.43 to 0.35 m, and user differential positioning
accuracy is increased by 10.6% and 14.6% in the horizontal and height directions
respectively.

2 Analysis of BDS Code Bias

Precise orbit determination of BDS makes use of observations of the monitoring
stations in China, where the internal 3D precision of the orbit determination is better
than 1 m and the radial accuracy of the orbit is better than 0.2 m [6]. The strategies
used in BDS POD are shown in Table 1 [6]:

Precise satellite orbits and clocks are the main products in precise orbit deter-
mination. Additionally, we can retrieve pseudo-range residuals for each
station/satellite pair. Wanninger L et al. [9] analyzed BeiDou code bias derived
from BeiDou linear combination observations. In this paper, BeiDou code biases
are obtained from POD process. As phase observation has much higher weights in
POD, pseudo-range residuals in POD thus reflect the effects of multipath, receiver
hardware delays, noise etc., which is used in the next session for code bias analysis
and modeling (Table 1).
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2.1 Code Bias Time Series

Based on the pseudo-range residuals from POD in DOY 316–345 of 2016, we
calculate the mean and standard deviation of code bias. Figure 1 shows the daily
mean and standard deviation of the code bias for each satellite of the station CDJL.
We see that the daily mean code bias of different satellites is relatively stable, and
they differ among satellites. The code bias standard deviation is stable for most
satellites, while the variation of MEO satellites (sat11, sat12, and sat14) is much
more obvious with a 7-day period. The variation of daily standard deviation of

Table 1 The strategies used in BeiDou precise orbit determination

Items Description

Arc length 3 days

Data sampling rate 60 s

Estimated solar parameters Scalar factor and Y-bias

Empirical parameters Only cosine empirical accelerations in the along-track
and cross-track directions to avoid correlation

Troposphere delay factor One parameter per 4 h

Clock The master station clock fixed to solve the
other clock offsets

Weight rate Pseudo-range/Phase(1/10000)

315 320 325 330 335 340 345
-1

-0.5

0

0.5

1

m
ea

n(
m

)

315 320 325 330 335 340 345
0

0.2

0.4

0.6

0.8

1

doy

st
d(

m
)

sat01
sat02

sat03

sat04

sat05
sat06

sat07

sat08

sat09
sat10

sat11

sat12

sat13
sat14

Fig. 1 The daily mean, standard deviation of the pseudo-range residuals
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MEO satellites may be due to the different visible MEO arc, while the period of
MEO satellite trajectory track relative to the ground station is 7 days.

2.2 Repeatability of Code Bias

Figure 2 shows the daily pseudo-range residual variations for the GEO-02, IGSO-06
and MEO-14 satellites at station BJDN over one-month. The top subplot in
(a) shows the time-series of original pseudo-range residuals of GEO-02 for 1 month,
where the missing 3 days data is due to satellite maneuvering, and the time-series of
the GEO-02 is smoothed over one day and shown in the bottom subplot in (a). Plots
(b) and (c) show the original and smoothed residuals of the IGSO/MEO satellites in
top and bottom subplots respectively, which show their variation with the elevation
angle. In plots (b) and (c), different color curves represent residuals in different days.
It is found that the shape of pseudo-range residuals of each satellite is similar and
very reproducible. In the range where the satellite elevation angle less than 30°, the
satellite pseudo-range bias is relative large, and there is a certain range of tremble
accompanied by a large noise. The code bias noise of IGSO/MEO satellites decrease
with the elevation angle increase, but the pseudo-range bias still exists, and it is
correlated with the satellite elevation angle.

2.3 Code Bias of Different Groups of Satellites

Further analysis of the pseudo-range bias was performed for different groups of
satellites, namely the GEO, IGSO, and GEO group. Figure 3 shows pseudo-range
residuals of all satellites of the station BJDN in DOY 345 of 2016. It is found that
there are differences among different GEO satellites, where the code bias of each
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Fig. 2 Pseudo-range residual variations for the GEO-02, IGSO-06 and MEO-14 satellite over one
month, where X-axis represents DOY in (a); X-axis represents elevation angle in (b) and (c); top
subplot represents original pseudo-range residuals, bottom subplot represents smoothed
pseudo-range residuals, and different colors represent different days
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satellite differs in amplitude. The code biases of the same type of MEO or IGSO
satellite are more consistent. Furthermore, the code bias of IGSO and MEO
satellites differ in the magnitude of pseudo-range bias. The deviation of code bias
can reach 1 m between low and high elevation angle. The code bias of IGSO
satellite is between 0 and −0.5 m when satellite elevation reaches 90°, while it can
reach the amplitude of −2 m for MEO satellite (Fig. 3).

3 BDS Code Bias Correction Model

BeiDou wide-area difference system utilizes the real-time pseudo-range observation
of monitoring stations to calculate the wide-area differential correction for users.
Based on the above analysis of the BeiDou code bias, we see that code biases are
different for satellites at the same station which means that the code bias will not be
assimilated in station clock; Also, the code biases are different for stations tracking
the same satellite, which means that the code bias will also not be assimilated in
satellite clock. Consequently, the code bias will affect the accuracy of wide-area
differential corrections.

Wanninger L et al. analyzed BeiDou code bias derived from linear combination
observations and set up correction models for BeiDou IGSO/MEO satellites. In this
paper, we extend bias modeling for GEO satellites and set the elevation interval to
5° for the piecewise model of IGSO/MEO satellites.

According to the above discussion, the code bias of GEO satellites is long-term
stable, constant code bias correction model could be established for GEO repre-
sented as Eq. (1):

CodeBiasGEO ¼ Ciði ¼ 1; 2; 3; 4; 5Þ ð1Þ

where i denotes satellite PRN number, and Cj is constant term to be determined.
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Fig. 3 Code bias of GEO/IGSO/MEO satellites, where X-axis represents time in 3 days for GEO;
and X-axis represents elevation angle for IGSO/MEO; different colors represent different satellites
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The code bias of IGSO/MEO satellites is correlated with satellite elevation
angle, the correction model of IGSO/MEO satellite could be expressed as piecewise
linear function model related to satellite elevation angle shown in Eq. (2):

CodeBiasIGSO=MEO ¼
Cjðj\5Þ
aj þ kj � ðele� elejÞ ðj ¼ 5; 10; . . .; 85Þ
Cjðj[ 85Þ

8
<

:
ð2Þ

where ele is the elevation of the satellite, j represents the elevation angle index of
the satellite; and Cj is constant term, aj; kj.are model parameters to be estimated.

The model can be provided to the users to interpolate the specific code bias with
a given elevation angle.

The BDS code bias correction model is established by above data, and the
constant bias value of each GEO satellite and model parameters of IGSO/MEO
satellites are shown in Table 2. Figure 4 shows the code biases and their mean
value for IGS/MEO satellites at each elevation node.

Table 2 Piecewise linear model of Beidou code bias (unit: m)

GEO IGSO MEO

Sat No Bias Elevation Bias Elevation Bias Elevation Bias Elevation Bias

1 −0.052 5 0.838 50 −0.206 5 0.753 50 −0.435

2 0.096 10 0.523 55 −0.216 10 0.488 55 −0.705

3 0.271 15 0.425 60 −0.282 15 0.539 60 −0.825

4 −0.008 20 0.41 65 −0.313 20 0.418 65 −1.01

5 0.176 25 0.355 70 −0.394 25 0.453 70 −1.507

30 0.295 75 −0.413 30 0.357 75 −1.821

35 0.162 80 −0.475 35 0.097 80 −2.121

40 0.065 85 −0.665 40 0.049 85 −2.113

45 −0.094 45 −0.107
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Fig. 4 The bias value of IGSO/MEO satellite at each elevation node, where X-axis represents
elevation, the blue represents the mean bias value at elevation node, the red represents value of
each satellite
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4 Performance Evaluation of Code Bias Model

Applying the BeiDou code bias correction model in the BeiDou wide-area differ-
ential correction process, we evaluate the accuracy of resulting differential cor-
rection parameters and its performance in user differential positioning. In wide-area
differential data processing, same strategies are implemented except the additional
code bias model implement.

Experiment was carried out by using observation data in DOY 346 of 2016, two
sets of differential corrections (namely “equivalent clock”) are calculated with and
without code bias corrections. The effect of code bias on differential correction is
analyzed and further verified by the user’s differential positioning.

4.1 Differences Between the Two Sets of Equivalent Clock

Figure 5 shows two sets of equivalent satellite clock results with and without
correcting code bias. GEO-01, IGSO-07 and MEO-14 are analyzed. We found that
GEO’s equivalent satellite clock differs little with magnitude in 2 dm or less. The
equivalent clock difference of IGSO/MEO satellites varies greatly, especially in the
low elevation, where the difference may reach 1 m. Table 3 shows the RMS value
of the difference for each satellite. It can be seen that the difference of the
IGSO/MEO satellite is larger than that of the GEO satellite.
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Fig. 5 Differences between the two sets of equivalent clock of C01/C07/C14

Table 3 RMS statistics of
satellite equivalent clock
differences before and after
correction of code bias
(unit: m)

satID RMS satID RMS

1 0.066 8 0.336

2 0.044 9 0.337

3 0.029 10 0.34

4 0.022 11 0.332

5 0.135 12 0.327

6 0.35 13 0.34

7 0.356 14 0.59
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4.2 UDRE Comparison

The differences between the two sets of equivalent clock may cause difference in
the differential positioning accordingly. We calculate the satellite UDRE before and
after the application of code bias correction model, and the results are shown in
Fig. 6 and Table 4.

In the above figure, satellite 1–5 are GEO satellites, 6–10 and 13 are IGSO
satellites, and 11–12 and 14 are MEO satellites. After correcting the code bias
model, the GEO satellite UDRE decrease from 0.44 to 0.31 m, the IGSO satellite is
from 0.44 to 0.39 m, the MEO satellite is from 0.42 to 0.32 m. The UDRE of all the
satellites is improved.
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Fig. 6 Satellite UDRE comparison before and after the application of code bias model

Table 4 Satellite UDRE before and after the application of code bias model (unit: m)

satID UDRE UDRE (CodeBias) satID UDRE UDRE (CodeBias)

1 0.50 0.32 10 0.52 0.48

2 0.42 0.34 11 0.37 0.28

3 0.38 0.29 12 0.54 0.33

4 0.35 0.30 13 0.43 0.42

5 0.54 0.30 14 0.35 0.35

6 0.40 0.35 GEO 0.44 0.31

7 0.51 0.44 IGSO 0.44 0.39

8 0.38 0.35 MEO 0.42 0.32

9 0.38 0.32 Mean 0.43 0.35
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4.3 Comparison of User Differential Positioning Results

Based on the above analysis results, we use two sets of equivalent satellite clock
parameters to perform kinematic positioning using dual-frequency pseudo-range
data in DOY 346 of 2016. In positioning process, tropospheric delay, solid tide,
relativity correction, satellite and receiver phase center offsets were corrected by
model.

In the use of equivalent satellite clock parameters with code bias model applied,
the same model was used in user station to correct pseudo-range data. Figure 7
shows the results of the two groups of user positioning, where the two sub-graphs
show the statistical results of the positioning results of the different stations in the
horizontal and height directions, respectively. Table 5 summarized the positioning
results, where the user positioning accuracy in the horizontal improves from 1.04 m
to 0.93 m, and in height component improves from 1.6 m to 1.36 m. The
improvement is about 10.6 and 14.6% for horizontal and height component
(Table 5; Fig. 7).

Table 5 The mean statistical results of dual-frequency pseudo-range kinematic differential
positioning (unit: m)

No CodeBias CodeBias Improvement percentage

Horizontal 1.036 0.926 10.63

Height 1.597 1.364 14.59
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Fig. 7 Comparison of dual-frequency pseudo-range kinematic differential positioning for
different stations
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Figure 8 shows the histogram of the statistics results of positioning error of all
above stations. It can be seen that the amount of 3D positioning error bigger than
5 m is reduced, and the percentage of positioning error less than 3 m is increased
from 85.9% to 94.5%. This shows that the code bias correction model improves
user positioning accuracy and the reliability simultaneously.

5 Conclusion

In this paper, we analyze the long-term pseudo-range residuals results of
BeiDou POD. We find that the code bias of GEO satellite is relatively stable, and
the code bias of IGSO/MEO satellite is the function of elevation angle. According
to the analysis results, the BeiDou code bias correction model is established for
different types of satellites, and the model is applied to BeiDou wide area differ-
ential processing. The performance of Beidou code bias model is evaluated by
using the real-time pseudo-range observations. Results show that UDRE and user
positioning accuracy are improved by using the Beidou code bias model, where the
satellite UDRE decreased from 0.43 m to 0.35 m, and the user positioning accuracy
is improved by 10.6% and 14.6% in horizontal and height directions, respectively.
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Ionospheric STEC and VTEC Constraints
for Fast PPP

Yan Xiang, Yang Gao and Yihe Li

Abstract Significant initialization or convergence time of PPP is a limiting factor
for many applications. Recent studies have indicated that external ionospheric
information can be applied to provide a tight constraint to reduce the correlation
between the position parameters and the ionosphere to shorten PPP long conver-
gence time. However, receiver DCB is one challenge to separate from STEC.
Receiver DCB is often neglected and taken for granted that it can be absorbed by
the receiver clock parameter. In this paper, we critiqued the ionospheric STEC and
VTEC constrained PPP models separating receiver DCB by taking advantage of the
ionospheric information from a nearby station and GIM products. The results show
that the improvements of positioning accuracy for ionospheric STEC and VTEC
constrained PPP models are about 67 and 26% after a convergence time of 1 min.
The convergence time is significantly reduced with the ionospheric constraints from
a nearby station, while the performance of convergence time with GIM depends on
the quality of GIM.
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1 Introduction

Over the last two decades, precise point positioning (PPP) [10, 25] has become a
valuable method in various kinds of applications, such as precise positioning,
autonomous vehicle navigation, atmospheric sensing and seismology [1, 4, 6–8, 12,
15, 19, 23]. However, significant initialization or convergence time is required for
PPP in order to reach the centimeter-level. It typically takes about half an hour or
longer to reach the centimeter-level in three dimension (3D) [2, 8]. Because of the
long convergence period, PPP is still mainly applied in places where network
infrastructures are not available or long convergence time is not a major concern,
such as offshore and glacier positioning. Reducing the convergence period is
therefore essential in order to utilize the PPP technique to many other applications.

Recent studies have shown that the ionospheric information is helpful to shorten
PPP long convergence time [12, 13, 18, 20, 24]. The conventional PPP model relies
on the ionosphere-free combination observations [10]. This traditional PPP model
amplifies the noises when dual frequency observations are combined to cancel the
ionospheric effects. It is reported that eliminating the ionospheric delay by obser-
vation combination is equivalent to estimating the ionospheric effects as unknown
parameters in the uncombined PPP (UPPP) model without constraint [3, 14, 16]. In
contrast, the UPPP model based on uncombined measurements has been developed
in which the ionospheric delays are to be estimated. The advantage of this model is
that external accurate ionospheric information can be applied to provide a tight
constraint to reduce the correlation between the position parameters and the iono-
sphere, and as a result, it can accelerate the convergence time.

Ionosphere constrained PPP models have drawn the attention from researchers in
precise positioning community in recent years. Li et al. [12] attempted to fix the
ambiguities instantaneously with a dense network. The authors also held that
receiver DCBs from reference stations could be absorbed by receiver clock in the
user ends. Shi et al. [19] modeled the ionosphere deterministically and stochasti-
cally with a polynomial function and a random part to improve PPP performance
for single-frequency users. Tu et al. [20] implemented the combination of GPS and
GLONASS using UPPP by modeling the ionosphere with a polynomial function in
a similar manner. They found that the convergence time to sub-decimeter could be
reduced to 10 min. Zhang et al. [24] discussed the convergence performance of
ionosphere constrained PPP with receiver DCB considered, but only on code
measurements. Rovira-Garcia et al. [18] applied the slant ionospheric corrections
from reference stations, and achieved faster convergence. Lou et al. [15] demon-
strated the single- and dual- frequency PPP using multi-system, and an improve-
ment of 60% in the convergence time was found.

Although significant convergence time has been improved by adding iono-
spheric constraints, the receiver’s bias effects on both code and phase measurements
have been little discussed. In this paper, we display an ionosphere constrained
UPPP model to accelerate the positioning convergence. In the proposed UPPP
model, the ionospheric constraints are in the form of either slant total electron
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content (STEC) or vertical total electron content (VTEC). Different from a basic
UPPP model, the receiver DCB is also estimated separately from the ionospheric
parameters in the constrained UPPP model. The paper is organized as follows.
Section 2 provides a detailed description of the methodology developed for the
ionosphere constrained UPPP models. Experiments and results are then given in
Sect. 3 to assess the performance improvement of the ionosphere constrained UPPP
models. A comparison to the basic UPPP model is also conducted. Section 4
summarizes the research work including conclusions and future work.

2 Methodology

2.1 Basic UPPP Model

We start with the UPPP model since it is the basic model for applying the iono-
spheric constraints. To clarify the receiver and satellite clocks that contain the bias
terms, the traditional model is given first. The traditional PPP [10] is usually based
on ionosphere-free (IF) L1/L2 combined observation equations as shown in Eq. (1),
where the first-order ionosphere delays are removed. As can be seen from this
equation, the receiver and satellite clocks are consistent with the ionosphere-free
combination observations.

PIF ¼ qþ ðcdtr þ brPIF
Þ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

d~t

�ðcdts þ bsPIF
Þþ T þ eP

UIF ¼ qþðcdtr þ brPIF|fflfflfflfflfflffl{zfflfflfflfflfflffl}
d~t

Þ � ðcdts þ bsPIF
Þþ dorb

þ T þ NIF þ ½ðbrUIF
� brPIF

Þ � ðbsUIF
� bsPIF

Þ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
~NIF

þ eU

8>>>>>>>>><>>>>>>>>>:
ð1Þ

where

PIF denotes the ionosphere-free code combination;
UIF is the ionosphere-free carrier phase measurements (m);
q is the distance from receiver to satellite (m);
c is the light speed;
dtr is the receiver clock (s);
dts is the satellite clock (s);
T is the troposphere delay (m);
NIF is the ionosphere-free ambiguity (m);
e is the multipath and measurements noise (m);
brPIF

; bsPIF
are the biases of IF combination at satellite and receiver (m);

brUIF
; bsUIF

are the phase bias of IF combination at satellite and receiver (m).
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As the IGS satellite clocks are applied in the later UPPP model, the relationship
between the biases at one frequency and IF biases needs to be established and is
developed as below.

Since DCBP1=P2 ¼ bP1 � bP2, and
bP1 ¼ bPIF

þ 1=ð1� c2Þ � DCBP1=P2

bP2 ¼ bPIF
þ c2=ð1� c2Þ � DCBP1=P2

(
, we

have

brP1
� bsP1

¼ brPIF
� bsPIF

þ 1=ð1� c2Þ � ðDCBr
P1=P2 � DCBs

P1=P2Þ
brP2

� bsP2
¼ brPIF

� bsPIF
þ c2=ð1� c2Þ � ðDCBr

P1=P2 � DCBs
P1=P2Þ

(
ð2Þ

where brPj
; bsPj

are the code bias at frequency j at receivers and satellites (m);

c2 ¼ f 21 =f
2
2 .

After correcting the satellite clock errors using IGS precise clock products that
are generated based on ionosphere-free observation equations, the basic UPPP
model is expressed as the following observation equations.

P1 ¼ qþðcdtr þ brPIF
Þ � ðcdts þ bsPIF

Þþ T

þðI1 þ 1
c2 � 1

DCBs
P1=P2 �

1
c2 � 1

DCBr
P1=P2Þþ eP

P2 ¼ qþðcdtr þ brPIF
Þ � ðcdts þ bsPIF

Þþ T

þðc2I1 þ
c2

c2 � 1
DCBs

P1=P2 �
c2

c2 � 1
DCBr

P1=P2Þþ eP

k1U1 ¼ qþðcdtr þ brPIF
Þ � ðcdts þ bsPIF

Þþ T � ðI1 þ 1
c2 � 1

DCBs
P1=P2

� 1
c2 � 1

DCBr
P1=P2Þþ ðk1N1 þ brU1

� bsU1
� brPIF

þ bsPIF
þ 1

c2 � 1
ðDCBs

P1=P2 � DCBr
P1=P2ÞÞþ eU

k2U2 ¼ qþðcdtr þ brPIF
Þ � ðcdts þ bsPIF

Þþ T � ðc2I1 þ
c2

c2 � 1
DCBs

P1=P2

� c2
c2 � 1

DCBr
P1=P2Þþ ðk2N2 þ brU2

� bsU2
� brPIF

þ bsPIF

þ k2
c2 � 1

ðDCBs
P1=P2 � DCBr

P1=P2ÞÞþ eU

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð3Þ

where I1 ¼ 40:3 STEc
f 21

is the ionosphere delay along the line of sight between receiver

and satellite at L1 frequency (m). Nj is the ambiguity at frequency j (cycle); brUj
; bsUj

are the phase bias at frequency j at receivers and satellites (m).
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Based on Eq. (3), the following ionospheric terms I1 grouped with DCB
parameters are estimated as unknowns for each satellite as Eq. (4).

~I1 ¼ I1 þ 1
1� c2

DCBr
P1=P2 �

1
1� c2

DCBs
P1=P2 ð4Þ

Generally speaking, the divergence between the UPPP model in Eq. (4) and the
traditional PPP model in Eq. (1) lies in the way to treat ionosphere delays.
The UPPP model estimates the ionosphere delay as unknown parameters, while the
IF model eliminates the ionospheric delays by combination of dual-frequency
observations. The UPPP model can also decrease the noise level with better internal
consistency (smaller residuals). Regarding ionospheric models and constraints, they
has been widely studied in long-baseline relative positioning [16], known as
Stochastic Ionosphere Parameter (SIP) [3]. Recent studies have shown that the SIP
model is also feasible and effective in PPP [11, 19–21, 23, 24].

If a receiver observes n satellites, the number of observations in the UPPP model
is 4n, with 3n + 5 unknown parameters. Therefore, the redundancy in the UPPP
model is n − 5, which is the same as the IF PPP model. Dach et al. [3] also reported
that UPPP results with no ionospheric information constraints achieve the same
effect like the IF combination PPP.

2.2 Ionosphere Constrained UPPP Model

When external ionospheric information is available, the UPPP model in Eq. (3) can
be further extended. The external ionospheric information can be taken as a priori
information or pseudo measurements. The estimation with external ionospheric
information can be augmented as follows [17].

zþ ¼ z
x0

� �
¼ H

I

� �
xþ v

vx

� �
ð5Þ

Rþ ¼ R 0
0 P0

� �
ð6Þ

where zþ is the augmented measurement vector; R+ is the corresponding aug-
mented variance; v is the measurement errors; z is measurements; H is the design
matrix and x is the state vector. x0 and P0 refer to the external ionospheric infor-
mation (the ionospheric delays and their variance-covariance matrix) that can be
obtained from the augmentation of either VTEC or STEC. The external information
is the key to add constraints. We will explain the ways to obtain the priori infor-
mation as STEC and VTEC in detail in this subsection.

The least square solution of the linear system of Eqs. (5) and (6) can be derived
as Eq. (7).
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x ¼ ðHTR�1HþP�1
0 Þ�1ðHTR�1zþP�1

0 x0Þ
P ¼ ðHTR�1HþP�1

0 Þ�1

(
ð7Þ

The constrained solutions provide more precise solutions than that with no
external ionospheric information and also accelerate the PPP convergence.

Please note that, as Eq. (3) shows, the eI1 estimate contains not only the iono-
sphere but also the DCBs from satellites and receivers. Since the satellite DCBs are
very stable, we can correct them in advance. Satellite DCB have been provided on a
daily basis by International GNSS service (IGS) as a by-product of GIMs based on
smoothed code. We also estimated the satellite DCBs by reducing the leveling
errors using UPPP model [21]. In addition, if the P1 observations are available, we
choose the P1 measurements. Otherwise, the C1 code measurements are used. Once
the C1 type is used, the P1C1 biases are required to align to P1, and monthly basis
products are available from CODE (ftp.unibe.ch. aiub/CODE/YYYY/
P1C1YYMM.DCB). Therefore, the model can be further simplified as below by
correcting the satellite DCBs before adding priori ionospheric constraints.

P1 ¼ qþ cdtr þ brIF
� �þ T þðI1 � 1

c2�1DCB
r
P1=P2Þþ eP

P2 ¼ qþ cdtr þ brIF
� �þ T þ c2ðI1 � 1

c2�1DCB
r
P1=P2Þþ eP

k1U1 ¼ qþ cdtr þ brIF
� �þ T � ðI1 � 1

c2�1DCB
r
P1=P2Þþ k1 eN1 þ eU

k2U2 ¼ qþðcdtr þ brIFÞþ T � c2ðI1 � 1
c2�1DCB

r
P1=P2Þþ k2 eN2 þ eU

8>>>><>>>>: ð8Þ

where eN1 and eN2 are estimated ambiguities at L1 and L2 frequency.
However, the receiver bias is still an issue when adding the ionospheric con-

straints. After correcting the satellite DCBs, the ionosphere and receiver DCB
remain in the UPPP model. As the receiver DCB is different for code and phase in
sign, it is impossible to have the receiver DCB absorbed in the receiver clock
parameter. Simply ignoring the receiver DCB will result in less precise solutions.

If the vertical ionosphere is available, like GIM, an additional parameter of
receiver DCB must be considered. Li et al. [12] held that receiver DCBs from the
reference stations could be absorbed by receiver clock parameter in the user ends.
This is very important because the bias affects how the ionosphere errors being
corrected.

2.2.1 Ionospheric STEC Constrained UPPP

If the external ionospheric information is obtained before mapping, we called it
STEC. The ionospheric STEC constraints to user ends are highly correlated with
that from the nearby stations. The closer the stations, the variation STEC is more
similar. The accuracy level of the estimated ionospheric STEC parameter is
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generally at a centimeter level, sometimes to a decimeter level. Therefore, applying
the ionospheric STEC constraints from the nearby stations can compensate the
ionospheric variations in the user end.

However, besides the ionosphere, the estimated ionospheric parameters also
contain receiver DCBs from nearby stations. If we apply these constraints as pseudo
measurements to the user end, the DCBs from both nearby stations and the user end
need to be addressed. The deterministic and stochastic parts can be written as
Eq. (9).

I1;0 ¼ eIex ¼ I � 1
ðc2 � 1ÞDCBex; and P0 ¼ d2ex ð9Þ

where eIex is the estimated ionospheric parameters from nearby stations; DCBex is
the receiver DCB from nearby stations; d2ex is the variance of the estimated iono-
spheric parameters from the basic UPPP model.

2.2.2 Ionospheric VTEC Constrained UPPP

The ionosphere and the biases are highly correlated since they are both
frequency-dependent. The conventional way to separate the ionosphere from biases
is via ionospheric modeling. One typical example of VTEC products is global
ionospheric TEC maps (GIM). GIM has been supported by IGS working group on
ionosphere and available since June 1998. The primary objective of GIMs is to
monitor the variation of ionosphere continuously and apply this information to
single-frequency receivers who demand up-to-date ionosphere correction or sci-
entist who are interested in highly accurate ionosphere models [5].

Fortunately, GIM is found helpful for fast PPP by being offered as a priori
information. It is a pity that the accuracy of GIM is limited due to the number of
stations used for modeling and the modeling errors [22]. Considering the errors
from mapping function, the variance is doubled when the elevation is smaller than
20°. The deterministic and stochastic parts can be written as Eq. (10).

I0 ¼ IGIM ; and P0 ¼ d2GIM ¼ 4d2GIM ; ele\20�

d2GIM ; ele� 20�

�
ð10Þ

where IGIM is interpolated from GIM model by mapping to the corresponding
elevation; d2GIM is the variance interpolated from the GIM.

Ionospheric STEC and VTEC Constraints for Fast PPP 263



3 A Case Study on PPP Performance

3.1 Data Processing

Two nearby stations SUTH and SUTM from the IGS network on May 11, 2014 are
selected to validate the methods in Sect. 2. The two receivers are equipped with
Ashtech UZ12 and Javad RINAGANT_G3T respectively. The receivers are with a
distance of about 140 m, which is so close that the ionosphere information is
assumed to be the same. We chose a short baseline instead of a network. In practice,
the corrections are usually generated from a network at a relative long distance.
However, in our experiment, we want to address the receiver DCB and study how
fast it can be if precise ionosphere information is accessible. Therefore, we
implemented the basic UPPP model, ionospheric STEC, and VTEC constrained
UPPP models to analyze the performance of ionospheric constrained PPP.

Table 1 displays the parameter estimation strategies in data processing. Please
note that the geometry-free (GF) threshold to detect cycle slips and the variance for
receiver clock. A small GF threshold causes re-initialization of ambiguities due to
the ionosphere disturbance, while a large threshold is risky miss cycle slips.
Regarding variance of receiver clock, way too large variance than other variances is
not efficient for numerical computation. Furthermore, an outlier detection is adopted
to reject the satellite with any of the measurement residual larger than four times
root square of its corresponding variance. In addition, the orbit, clock, and P1C1
products from Orbit Determination in Europe (CODE) are used for consistency.

Table 1 Data processing strategies for UPPP

Parameters UPPP models

Observations Raw observations

Sampling rate 30 s

Cut-off angle 10°

GF threshold for cycle slip 0.1 m

PCO/PCV Corrected with the igs08_1886.atx

Phase windup Yaw-attitude model from Kouba [9]

Solid earth/tides IERS 2010

Receiver clock Model as random walk, initialized from SPPa

with variance of 602 (m2)

Troposphere Saastamoinen model for zenith hydrostatic delays
and estimate the wet delays

Ionosphere Estimate the slant delay for each satellite
each epoch with constraints

Ambiguity Model as random constant with initial variance of 302 (m2)

Receiver DCB Model as random constant with initial variance of 302 (m2)
aSPP is stand point position with solutions estimated using pseudorange at L1 frequency
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3.2 Basic UPPP Model

Figure 1 shows the time series of position errors at IGS station SUTH in east, north,
and up directions using the basic UPPP model, where the ionosphere is float
weighted with dynamic variation of 5 mm/s. The errors are compared with week
solutions in IGS08 reference frame. The left subplot is the time series of conver-
gence process during the day by simulating interruption every two hours. The right
figure shows the first two-hour session. It can be seen that the errors converge from
a large error then smoothly converging to millimeter. Regarding the errors in east
direction, they are slightly away from zero after the fluctuation at the beginning. It
takes 62.5 min for the east direction converge to 0.1 m, even longer than the
vertical direction in this case. We also checked the residuals, the standard deviation
(std) for pseudorange is around at 0.4 m, and the std for phase is at about 3.0 mm.

3.3 Ionosphere Constrained UPPP Model

3.3.1 Ionospheric STEC Constrained UPPP

Similarly, position errors of SUTH in east, north, and up directions using the
ionospheric STEC constrained UPPP model from the nearby station SUTM is
shown in Fig. 2. The ionospheric STEC from SUTM is also from basic UPPP
model including receiver bias. The left subplot is the convergence process during
one day by simulating interruption every two hours. The right figure shows the
second two-hour session. We chose the second one is because the first two-hour
session is meaningless due to converging process that results in inaccurate
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Fig. 1 Time series of position errors in east, north, and up direction using the basic UPPP model
every two-hour interruption (left), and the first two-hour session (right)
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ionosphere corrections. Compared to the lower Fig. 1, lower Fig. 2 has a fast
convergence process due to tight constraints on the ionosphere from nearby station
SUTM. Compared with the basic UPPP model, the convergence process has smaller
fluctuation, and the convergence time to 0.1 m for east direction is highly reduced
to 8 min in this case.

3.3.2 Ionospheric VTEC Constrained UPPP

We also present the position errors of IGS station SUTH in east, north, and up
directions using the ionospheric GIM constrained UPPP model in Fig. 3. Due to the
accuracy of the ionosphere products, it can be seen that the first two-hour session
has a little improvement in convergence time in right Fig. 3. If you observe the left
figure of all the 12 sessions, it can be seen the convergence of other sessions
sometimes are even worse than the basic UPPP model. The main reason is the poor
accuracy of the ionosphere in GIM.

3.4 Statistics on Convergence Time for the Three Methods

To compare the difference among the basic, ionospheric STEC and VTEC con-
strained UPPP models, we summarized the statistic convergence time for 12 ses-
sions. Table 2 shows the convergence time to 1 dm in three dimensions after a
convergence of 1 and 5 min with 68 and 95%. From the first two rows, it can tell
that the improvements of accuracy for ionospheric STEC and VTEC constrained
UPPP models are about 67 and 26% after 1 min. When it comes to 5 min, there is
no advantages for GIM constrained model due to the quality of GIM.
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Fig. 2 Time series of position error in east, north, and up direction using the ionospheric STEC
constrained UPPP model every two-hour interruption (left) and a two-hour session (right)
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4 Conclusions

In this paper, we enhanced the ionospheric STEC and VTEC constrained UPPP
models by considering the receiver DCB on both code and phase measurements.
The ionosphere constrained UPPP methods aim to emphasize the significance of
receiver DCB. We also evaluated the performance of ionosphere constrained UPPP
models by comparing with the basic UPPP model.

We first explained the estimated ionospheric parameters in the UPPP model to
address the estimated ionospheric parameters contain DCBs as well. Secondly, we
illustrated the ionospheric STEC constrained UPPP model by applying the slant
ionospheric corrections from nearby stations. In this step, we showed that the
receiver DCB from reference station must be considered in the constrained model.
Thirdly, the ionospheric VTEC constrained UPPP model is implemented using
GIM.

Based on the results, we can draw the critical conclusions as below.

• The estimated ionospheric parameters from UPPP contain DCB from satellites
and receivers.
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Fig. 3 Time series of position errors in east, north, and up direction using the ionospheric GIM
constrained UPPP model with two-hour interruption (left), and a two-hour session (right)

Table 2 Statistics on the convergence time to reach 0.1 m in three dimensions

Error after Basic UPPP (m) GIM constrained UPPP STEC constrained UPPP

1 min (68%) 0.73 0.54 (26.0%) 0.24 (67.1%)

1 min (95%) 0.97 0.71 (26.8%) 0.32 (67.0%)

5 min (68%) 0.13 0.28 0.10

5 min (95%) 0.21 0.35 0.15
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• The receiver DCB cannot be fully absorbed in the receiver clock. An extra
receiver DCB parameter is required.

• The accuracy improvements after a convergence of 1 min for ionospheric STEC
and VTEC constrained UPPP models are about 67 and 26%.

• There are no advantages of accuracy improvements at 5 min for ionospheric
STEC and VTEC constrained UPPP models.

Research for this study was conducted using a single station under quiet iono-
spheric conditions. However, exposure to long-term data and a disturbed iono-
spheric environment would mean the statistics is not always the same. Our next step
is working on analyzing globally distributed stations for a long-term data.
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Initial Assessment of BDS Zone Correction

Yize Zhang, Junping Chen, Sainan Yang and Qian Chen

Abstract Zone correction is a new type of differential corrections for BeiDou wide
area augmentation system. As broadcasted together with the equivalent satellite
clock and orbit corrections by BDS satellites, they enable user decimeter-level
real-time positioning capability using the carrier-phase observations. In this paper,
we give a brief introduction of zone corrections, and the function model of precise
point positioning (PPP) for dual- and single-frequency users using the zone cor-
rections. Tracking data of 30 stations in mainland China are used to evaluate the
zone-divided PPP performance, and the handling of troposphere delay and iono-
sphere delay are discussed. Results show that the zone-divided PPP performance
improves when fixing the troposphere delay. Model of UofC is much suitable for
single frequency user. The dual-frequency PPP can convergences to 0.5 m in
25 min and the positioning accuracy are 0.15 m in horizontal and 0.2 m in vertical,
respectively. As for single frequency PPP, the positioning accuracy convergences to
0.8 m in 20 min, while the positioning accuracy is 0.3 m in horizontal and 0.5 m in
vertical.

Keywords BDS � Zone correction � Equivalent satellite clock � Convergence
time � Precise point positioning

Y. Zhang � J. Chen (&) � S. Yang � Q. Chen
Shanghai Astronomical Observatory, No. 80, Nandan Rd.,
Shanghai 200030, China
e-mail: junping.chen@shao.ac.cn

Y. Zhang
College of Surveying and Geo-Informatics, Tongji University,
No. 1239, Siping Rd., Shanghai 200092, China

J. Chen
School of Astronomy and Space Science,
University of Chinese Academy of Sciences, Beijing 100049, China

© Springer Nature Singapore Pte Ltd. 2017
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017
Proceedings: Volume II, Lecture Notes in Electrical Engineering 438,
DOI 10.1007/978-981-10-4591-2_22

271



1 Introduction

In the BeiDou Navigation Satellite System (BDS) broadcast messages, the orbit
parameters is generated through orbit fitting processing using the precise orbits of
ODTS (Orbit Determination and Time Synchronization) process [1–3], while the
satellite clock parameter is generated based on the TWTT (Two-Way satellite Time
Transfer) technique [1, 3, 4]. BDS’s Legacy PNT service performance is 10 m
(95%) in positioning precision, and 50 ns (95%) timing precision at in Asia-Pacific
area [5].

To improve positioning accuracy and integrity, BDS integrates the wide area
differential services together with the Legacy PNT system. Current differential
corrections include the Equivalent Satellite Clock for the combined correction for
satellite radial orbit and clock errors, and ionospheric grids for the ionospheric
correction improvement for single-frequency users [6, 7]. The current differential
corrections provide for authorized users only, and the positioning precision can be
improved by 50% for dual-frequency user and 30% for single-frequency user,
respectively [7]. The Equivalent Satellite Clock correction principally includes the
mean radial component of orbits error in BDS monitoring area and the real-time
satellite clock errors, thus it could not fully reflect the orbit errors in the Along-track
and Cross-track directions and its differences maybe at decimeter level for users at
boundary areas of BDS service region. To correct for this effect, the orbit correc-
tions based on the combined the epoch-differenced carrier phase and pseudo-range
is proposed [8]. However, these models do not actually take advantage of the high
precision carrier phase, as pseudo-range may be seriously biased by multipath and
channel biases. Under such strategies, the User Differential Range Error (UDRE) is
at a level of sub-meter level, which will limit the applications of higher accuracy
requirements.

Supporting user decimeter level positioning accuracy requirements, a new type
of differential correction, namely the zone correction, is proposed in the upgrading
BDS wide area differential service system [9]. The new zone correction is generated
using the high precision carrier phase and corrects for the remaining common errors
for specific zones. In this paper, we firstly review the definition and calculation of
zone correction. Precise Point Positioning (PPP) models for single- and dual-
frequency observations using the zone corrections are introduced. Performance of
the zone-divided PPP is evaluated for single- and dual-frequency observations, and
strategies in handling of tropospheric and ionospheric delays are discussed.

2 Zone Correction and Zone-Divided PPP

2.1 Zone Correction

Most current wide area augmentation system uses smoothed pseudo-ranges in the
calculation of wide area differential message, which is rather reliable and efficient in
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real-time processing. However, due to the relative large noise of pseudo-range
observations and the impact of multipath errors, the accuracy of the calculated
differential correction is around 0.5 m in terms of UDRE [7, 8], which limits the
current performance at the level of few meters and could not meet the requirement
of real-time high precision applications.

To further improve the accuracy of differential corrections, the concept of zone
correction is proposed and implement in the new BDS wide area differential service
system [9]. The core of the algorithm is that both the observation error of a satellite
and the remaining atmosphere correction error for a specified regional are assumed
largely to be the same and are grouped into a time varying correction. Applying the
new concept, service areas of BDS are divided into several regions. The zone
correction is super-posed on broadcast ephemeris, the Equivalent Satellite Clock
and the orbit corrections. It is represented by the combined residuals of carrier
phase observations, where the receiver clocks and partial ambiguity are included,
and are combined through a comprehensive combination process of multi-stations.
The steps of zone correction are as follows:

(1) Calculation of Ionospheric-Free carrier phase residuals for each station in one
zone:

dLði; tÞ ¼ LC � q� drec þ dsat � dtrop � drela � damb � dESC � dorb þ e ð1Þ

In Eq. (1), L is the phase residuals of frequency i at time t, q is the geometric
distance between tracking station and satellite computed from broadcast ephemeris,
drec is the appropriate station clock, dsat is the satellite clock computed from
broadcast ephemeris, dtrop is the tropospheric delay, drela is the correction of rela-
tively, damb is the appropriate satellite ambiguity through pseudo-range minus
carrier phase, dESC is the Equivalent Satellite Clock Correction, dorb is the orbit
correction, e contains the phase-windup corrections, solid tide correction, ocean tide
correction and the observation noise. It should be pointed out that the satellite clock
in broadcast ephemeris is based on B3 frequency and the satellite clocks differs
between different frequencies [10, 11], and TGD correction should be corrected for
observations of other frequency combination.

From Eq. (1) we can see that the residual of carrier phase contains the residual of
station clock and partial ambiguity, together with observation noise, residual of
satellite orbit error, satellite clock error and tropospheric model error.

(2) Calculation of epoch-differenced carrier phase residual for each station in one
zone.

DLði; t; t � 1Þ ¼ 0; t ¼ 1
dtði; tÞ � dtði; t � 1Þ; t[ 1

�
ð2Þ
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(3) Combination of zone correction

dLðtÞ ¼ f ðDLðt; t � 1ÞÞþ dLðt � 1Þ ð3Þ

In Eq. (3), f means the combination function of comprehensive carrier phase
correction. In most situations, f is the weighted average of each station. During the
case of satellite disappearing, satellite arising, cycle slips or station clock jumps, the
process of cycle slip repairing and clock jump repairing should be performed,
otherwise the data should be abandoned.

2.2 Model of Zone-Divided PPP

Based on the broadcast ephemeris, the Equivalent Satellite Clock, the orbit cor-
rection and precise phase zone correction, real-time PPP can be realized for both
dual-frequency and single frequency users.

(1) Dual-frequency user PPP

For B1B2 or B1B3 frequency user, the positioning model can be expressed as
follow by using ionospheric-free combination.

PC ¼ qþ drec � dsat þ dtrop þ drela þ dESC þ dorb þ ePC
LC ¼ qþ drec � dsat þ dtrop þ drela þ damb þ dESC þ dorb þ dLþ eLC

�
ð4Þ

In Eq. (4), PC and LC are the ionospheric-free pseudo-range and carrier phase
combination of B1B2 or B1B3. Comparing Eq. (1) with Eq. (4), we can see that
although the broadcast orbit and clock is not precise after Equivalent Satellite Clock
correction and orbit correction, the residual error will be further corrected using the
zone correction. The station clock residuals contains in the zone correction will
absorbed by user station clock parameters, while the partial ambiguity in the zone
correction will absorbed in user ambiguity parameter. The change of satellite orbit
and clock remaining errors vary little during short time (90 or 180 s).

In the above model, the residuals mainly come from the carrier phase obser-
vation noise and the remained differences between station depended troposphere
delay and the troposphere delay contained in zone correction. As for pseudo-range
observations, the zone correction can’t be used because the containment of partial
ambiguity, so only the Equivalent Satellite Clock and orbit correction can be
applied.

To study the impact of the troposphere delay difference on dual-frequency
zone-divided PPP, tropospheric delay parameters could be theoretically set up in
Eq. (4).

(2) Single frequency user PPP
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For single frequency user, the ionosphere error is the main factor that affects the
positioning precision. Currently, the BDS provide 8 parameter ionosphere model
for legacy navigation, as for augmentation positioning, the 14 parameter ionosphere
model or the ionosphere grids is used [10]. However, the correction precision is
about 0.5 m [12, 13]. In 2002, GAO proposed a positioning model called UofC
[14]. In this model, due to the opposite of ionospheric delay in pseudo-range and
carrier phase, the ionospheric error can be eliminated by averaging pseudo-range
and carrier phase. Based on UofC, we establish a single frequency zone-divided
PPP model.

P ¼ qþ drec � dsat þ dtrop þ diono þ drela þ dESC þ dorb þ eP
ðPþ LÞ=2 ¼ qþ drec � dsat þ dtrop þ drela þ damb þ dESC þ dorb þ dLþ eL

�
ð5Þ

In Eq. (5), P and L is the single frequency pseudo-range and carrier phase
observation, dionois the ionospheric delay using 14 parameter ionosphere model or
ionosphere grids. The other parameters are the same with Eq. (4). Which should be
pointed out is that damb is actually half of the carrier phase ambiguity at single
frequency.

To study the impact of the ionosphere delay on single-frequency zone-divided
PPP, phase observations corrected for ionospheric delay using 14 parameter
ionosphere model or ionosphere grids could also be directly combined with
pseudo-range observations in Eq. (5).

3 Data Processing Strategy

In the implementation of the zone correction for BDS wide area differential service
system, the service area is divided into 18 zones, where the zone correction for each
zone is assumed to be calculated based on a pseudo reference station at the center of
the zone. Users first calculate its approximate coordinates and searching for the
nearest zone according to the given table of coordinates of each zone center. The
zone corrections are broadcasted to user through GEO satellite at given defined
epoch. To evaluate the precision and reliability of zone correction, the zone-divided
PPP performance is analyzed.

Figure 1 shows the region of each zone. About 30 BDS tracking stations dis-
tributed in China are selected for zone-divided PPP assessment, which are also
showed in Fig. 1. For each station, the zone centers within 1000 km are selected
orderly. The mean distance for all stations and zone centers is 597 km. Table 1
gives the processing strategy of zone-divided PPP.

Data from DOY 346–348 in 2016 is chose. For each day, the data is divided into
4 parts every 6 hours. So there are 12 arcs processed in total. For each arc, the
B1B2, B1B3, B1, B2, B3 zone-divided PPP are computed in kinematic mode.
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Fig. 1 Zone area and test stations

Table 1 Zone-divided PPP strategy

Type Strategy

Estimator Kalman filter

Satellite orbit and clock Broadcast ephemeris

Augmentation message ESC correction, orbit correction, zone correction

Data sampling 30 s

Limit elevation 10°

Ionospheric delay Dual-frequency: Ionospheric-free combination;
Single frequency: BDS ionosphere model

Tropospheric delay GPT2w + SAAS + VMF1

Solid tide, ocean tide IERS convention

Station coordinate Estimated, white noise

Station clock Estimated, white noise

Ambiguity Estimated
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4 Analysis of Zone-Divided PPP Performance

4.1 Effect of Troposphere Delay Parameter

Troposphere delay is one of the errors in GNSS observation. Troposphere models
such as UNB3, EGNOS, GPT2, IGGtrop can estimate the hydrogen delay and most
of wet delay, the precision of these models have been demonstrated to be 4–6 cm
[15, 16]. The rest of the wet tropospheric delay is estimated as a random walk
parameter in traditional PPP. As mentioned above, the zone correction contains
tropospheric model error. After applying zone correction, the troposphere error
would well be eliminated in areas near zone center.

To verify this, we make a comparison of zone-divided PPP with and without
troposphere parameter estimation. The troposphere model of GPT2w is set as the
initial value. Figure 2 shows the comparison of horizontal and vertical RMS dis-
tribution for B1B2 combined zone-divided PPP and Table 2 gives the statistical
RMS of different data length. From the figures we can see that by fixing the
troposphere delay, the precision of zone-divided PPP in height gets better. After
fixing the troposphere delay, 87% of PPP result is better than 0.2 m in horizontal
and 83% is better than 0.6 m in vertical for dual-frequency user. We can also find
that there is no much difference on the precision during 2–4 and 4–6 h, which
means the positioning error is already convergence (Table 2).
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Fig. 2 Zone-divided PPP precision distributions at horizontal (up) and vertical (down) with and
without troposphere parameter estimation
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To take a specific observation of positioning error distribution, the 3D posi-
tioning error distribution of zone-divided PPP at one station is compared by his-
togram statistics after one hour of convergence, showed in Fig. 3. The station is
about 700 km away from the zone center. From the figure we can see that the 3D
positioning RMS is 0.24 m and 95% is better than 0.39 m when estimating the
troposphere parameter. While the 3D positioning RMS is 0.1 m and 95% is better
than 0.27 m by fixing it. This proves that the zone correction contains part of
tropospheric model error at a regional area.
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Fig. 3 Positioning error distribution of zone-divided PPP for B1B2 with and without troposphere
parameter

Table 2 RMS of zone-divided PPP results at different data length

Type (h) With troposphere parameter Without troposphere parameter

Horizontal (m) Vertical (m) Horizontal (m) Vertical (m)

1–2 0.17 0.28 0.17 0.24

2–4 0.11 0.22 0.11 0.18

4–6 0.10 0.22 0.10 0.17
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4.2 Effect of Single Frequency PPP Model

As for single frequency user, one can use the traditional single frequency PPP
model or the UofC model mentioned above. To evaluate the different of these two
models, a comparison test is conducted. Figure 4 is a typical zone-divided PPP
results for B1 frequency user of two models. From the figure we can see that the
traditional model is much worse than UofC, which is due to that the ionosphere
error is eliminated in UofC model by averaging pseudo-range and carrier phase.

To further evaluate the effect of zone correction on single frequency PPP, we
also test the traditional single frequency PPP without zone correction. The statistical
results for all stations are listed in Table 3. From the table we can see the advantage
of UofC model. The RMS is 0.22 m in horizontal and 0.43 m in vertical. As for
traditional PPP, the positioning precision also improves after applying zone cor-
rection, from 0.67/0.99 in horizontal and vertical to 0.42/0.87. To take a specific
observation, the 3D positioning error distribution at one station is compared in
Fig. 5. After applying zone correction, the 3D positioning RMS improves from
1.38 to 1.04 m, as for 95% positioning error, it improves from 2.03 to 1.59 m.
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Fig. 4 Traditional single frequency PPP (left) versus UofC PPP (right)

Table 3 Single-frequency PPP for different model

Type Traditional PPP without
zone correction

Traditional PPP with
zone correction

UofC PPP with zone
correction

Horizontal (m) 0.67 0.42 0.22

Vertical (m) 0.99 0.87 0.43
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4.3 Overview of Zone-Divided PPP Performance

Based on the analysis of effect of troposphere delay parameter and single frequency
PPP model analyzed above. We conduct the full experiment of zone-divided PPP
for different frequencies. In the experiment, the troposphere error is fixed through
GPT2w model. For single frequency positioning, the UofC model is applied.
The RMS of zone-divided PPP is calculated from 4th to 6th hour. Table 4 gives
the mean value of all stations and zones of different frequencies. We can see that for
dual-frequency user, the mean kinematic positioning precision is below 0.15 m in
horizontal and 0.20 m in vertical. As for single frequency user, the mean kinematic
positioning precision is below 0.30 m in horizontal and 0.50 m in vertical,
respectively. The single frequency zone-divided PPP performance is much worse
than that of dual-frequency. The precision can be regarded as the zone-divided
precision within 600 km.

For real-time kinematic user, the convergence performance is more concerned.
To evaluate the convergence performance of all stations, we get the mean 3D
positioning error of zone-divided PPP every 5 min at first one hour. Figure 6 gives
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Fig. 5 Positioning error distribution of zone-divided PPP for B1 with and without zone correction

Table 4 RMS of
zone-divided PPP results at
different frequencies

B1B2 B1B3 B1 B2 B3

Horizontal (m) 0.11 0.14 0.22 0.23 0.27

Vertical (m) 0.18 0.19 0.43 0.43 0.46
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the convergence performance of zone-divided PPP for B1B2 and B1. From the
figure we can see that it can convergence to 0.5 m in 25 min for dual-frequency
user and to 0.8 m in 20 min for single frequency user.

5 Conclusions

In this paper we give a brief introduction of zone correction and the zone-divided
PPP model for dual- and single-frequency user. Based on national distributed BDS
tracking station in mainland China we evaluate the performance of dual- and
single-frequency zone-divided PPP in different aspects. We conclude that:

(1) The precision of zone-divided PPP improves after fixing the troposphere delay.
(2) Zone correction improve the user positioning performance. UofC model is

much better for single frequency user.
(3) For dual-frequency user, the mean kinematic positioning precision is below

0.15 m in horizontal and 0.20 m in vertical. As for single frequency user, the
mean kinematic positioning precision is below 0.30 m in horizontal and 0.50 m
in vertical, respectively.

(4) The zone-divided kinematic PPP can convergence to 0.5 m in 25 min for
dual-frequency user and to 0.8 m in 20 min for single frequency user within
600 km. In general, the user can achieve a positioning precision better than 1 m
within the distance of 1000 km from zone center.
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Test Results of HiSGR: A Novel
GNSS/INS Ultra Tight Coupled
Spaceborne Receiver

Xiaoliang Wang, Deren Gong, Yanguang Wang, Bo Qu,
Longlong Li, Xingyuan Han and Yansong Meng

Abstract With supporting of National Natural Science Foundation, Academy of
Space Electronic Information Technology (ASEIT) is developing a novel compact
spaceborne GNSS receiver; we call it as High Sensitive GNSS Receiver (HiSGR),
that can operate effectively in the full range of Earth orbiting missions from Low
Earth Orbit (LEO) to geostationary and beyond. Improved signal detection algo-
rithms have been used in signal process section of HiSGR and inertial sensor is
used for GNSS/INS ultra-tight coupled design that speed up the acquisition process
and provide improved tracking performance for weaker GPS signals and in the
presence of high dynamics shifts. HiSGR has experienced extensive tests to
demonstrate the promising performance of some crucial specifications, by using
real GNSS signal receive on open field and Hardware In-the-Loop
(HIL) simulation. Receiver performance in LEO scenarios is provided. Finally, a
ground vehicle running test is introduced for the demonstration of fast acquisition
and reacquisition capability under conditions of signal lost. HiSGR demonstrated
promising performance and acted stable during all those simulations and tests,
which proved the capability for future space applications.
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1 Introduction

For recent decades, the use of GNSS receiver for space missions has becoming
quite a common technique. Some major applications include [1]: Real-time Precise
Orbit Determination (POD), attitude determination and raw measurement provider.

Since so many kinds of scientific demanding for space applications of GNSS
receiver, several organizations have undertaken efforts to develop spaceborne
GNSS receivers from Low Earth Orbit (LEO) to lunar missions in past two decades.
Some famous products includes BlackJack (or TurboRogue Space Receiver,
TRSR-2) [2, 3] receiver and some follow-on version developed by NASA’s Jet
Propulsion Laboratory (JPL) and Broadreach Engineering (BRE) [4],
commercial-off-the-shelf (COTS) dual-frequency receiver OEM4-G2L from
NovAtel Inc. for space applications, Septentrio’s PolaRx2 receiver for LEO mis-
sions [5, 6].

ASEIT is currently developing a novel compact spaceborne GNSS receiver
“HiSGR” for future space applications, under the supporting of National Nature
Science Found, as shown in Fig. 1. This paper gives the introduction of HiSGR
receiver in detail. The rest of this article is organized as follows: Sect. 2 provide the
introduction of hardware and software architectures of HiSGR receiver. The sim-
ulation results using HIL and real signals are given in Sect. 3.

Fig. 1 HiSGR receiver with
painted encapsulation
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2 Receiver Architecture

2.1 Hardware

As shown in Fig. 2, the total receiver components are carefully layout in two
Printed Circuit Boards (PCBs). The bottom layer includes (1) high sensitive
front-end with low noise amplifier (LNA) that provides the down-converted GNSS
signal. (2) DC-DC converter power supply module which provide the necessary
second voltages to the other components from the primary 28 V DC power bus.
(3) High stability frequency reference and (4) inertial measurements sensor. All the
information will be transferred to top layer for post process. The output navigation
solutions and necessary raw measurements will be delivering to remote-terminal
Command & Telemetry (C&T) interface using MIL-STD-1553B communication
bus, and finally proved to spacecraft GNC system through internal connector.

Two GNSS receive antennas are used, one for zenith pointing and one for nadir.
Clearly this is from the requirement of high altitude spacecraft that get signal
acquisition and tracking of GPS satellites through a down-looking direction. The
two antennas can be switched on and off in front-end device automatically,
according to the altitude of receiver [7], and the intermit frequency signals are
finally provided. The current version of HiSGR is a GPS L1/L2 due frequency
receiver that capable of receiving L1 C/A, L2C, L2 P(Y) code. Receiving BeiDou
B1 and B3 signals will be realized in near future.

The FPGA1 in top layer is acquisition and tracking correlator FPGA controlled
by an internal microprocessor, which is used for fast weak signal acquisition and
tracking. This device undertaken the most computationally demanding task since it
requiring a search across a three dimensional space of unknown time delay, doppler
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shift, and satellite pseudo random noise number. It is also the critical factor to
sensitivity of traditional receiver design. Improved signal detection algorithms have
been used in HiSGR that speed up the acquisition process and provide improved
performance for weaker GPS signals in presence of high dynamics. Typically,
tracking of signals down to 25 dB-Hz is possible with standard GPS methods [8],
while acquisition is limited to about 35 dB-Hz. Some special treatments of
acquisition scheme are used for the HiSGR. First, the satellite selection logic from
software section can predict the GNSS satellite passes and coarse doppler shift for
any altitude and antenna orientations. Second, an ultra-tightly coupled
GNSS/Inertial Kalman Filter is used in occasions as (or some scenarios during)
dynamic maneuver and in challenging signal environment (during launch, orbit
transitions and reentry), which also aid the signal fast acquisition or reacquisition.

The tracking correlator implements the code delay locked loop and carrier
tracking functions on each of the channels with data output by the acquisition
section. Those data are stored in a fast DDR2 SDRAM connected to FPGA1. By
optimal design of the code and carrier tracking loops for the expected signal levels
and dynamics in space, it is possible to increase the sensitivity of the receiver for
tracking weaker GPS signals, at or just below the tracking threshold of typical
receivers. Conventional GPS acquisition and tracking algorithm generally use 1 ms
accumulated I and Q values, as this is convenient for detecting the data bit tran-
sitions. The longer the accumulation time, the lower the satellite C/N0 that can be
detected. Detection thresholds are generally set at around 95% probability. This
equates to a post-accumulation signal/noise level of around 8 dB. For the
improvement of weak signal tracking performance in HiSGR, two methods are
used: One by longer non-coherent accumulations and the other is adaptive tracking
loop filter. The first is using 20 ms correlations for tracking weak signal, and even
50 non-coherent accumulations over the 1 s time interval using 20 ms coherent
accumulations. The C/N0 detection threshold is achieved about 15 dB-Hz and even
below in test. The adaptive tracking loop filter is also used for the reliable tracking
and data demodulation of C/A signal, by estimation of best gain settings of tracking
loops in real-time [9]. However, the filter method is far too computationally
intensive for routine use, especially in strong signal scenarios.

FPGA2 is used for inertial measurements and aided almanac information col-
lection from MEMS sensor in bottom layer and attached EEPROM. It also controls
the navigation solutions output from DSP and handles commanding and telemetry
messages thought MIL-STD-1553B interface ports.

2.2 Software

The DSP in the top layer of Fig. 2 is in charge of basic navigation software, which
processes the received signal measurements to compute the navigation solutions.
The core of navigation algorithm is achieved by Real-Time Precise Orbit
Determination software (RTPODs). RTPODs is a compact and portable software
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package optimized for real-time processing and is designed for use on embedded
DSP systems. It makes use of an extended Kalman filter as well as precise dynamic
models for orbiting receivers. The models used in RTPODs include a full EGM-96
70 by 70 gravity field, the DTM 94 atmospheric drag model [10], a solar radiation
pressure model, Earth orientation and polar motion models as well as a relativity
model. In addition, RTPODs has the capability to utilize the reduced dynamic
technique [11] in which empirical accelerations are estimated in order to account for
any dynamics left unmodeled. Finally, the Position, Velocity, and Timing
(PVT) point solution will be provided when four or more satellites are being
tracked, via a single-shot nonlinear least-squares solver, and also provides onboard
orbit determination capabilities in sparse. When RTPODs operating in dual fre-
quency mode, more observations are used to compute the ionospheric delay and
ionosphere-free pseudoranges for each satellite in view.

The RTPODs mainly operate in GNSS stand-alone navigation mode, and can
also be switched to integrated navigation mode that incorporate inertial measure-
ments and on-line processed using ultra-tight coupled GPS/inertial Kalman Filter
for predicted orbit position, velocity and attitude, which is used to remove the
Doppler effects to allow weak signal tracking in some scenarios.

The availability of the source code allows customization of RTPODs for space
applications in difference altitude. So far, several modifications have been made for
RTPODs which covers LEO to Lunar missions (Table 1).

3 Tests and Simulations

HiSGR has experienced extensive tests to demonstrate the promising performance
of some crucial specifications, by using Hardware In-the-Loop (HIL) simulation
and real GNSS signal receive from moving vehicle in open field and underground.

The following subsections describe the HIL simulation configurations, general
HiSGR receiver performance, data processing and preliminary results.

Table 1 Some RTPODs
versions

RTPODs versions Applications

RTPODs-LEO
RTPODs-R
RTPODs-HEO
RTPODs-GEO
RTPODs-LUNARa

RTPODs-L2a

RTPODs-Ta

Low earth orbit
Reflected signal receiving
High eccentric orbit
Geostationary orbit
Cislunar/orbiting moon
Helo Lagrange L2
Test for ground vehicle

aUnder development
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3.1 HIL Simulation for LEO

HIL testing is useful to evaluate actually performance of receiver under varies
conditions including dynamics, signal levels, and error sources on orbit. The RF
input of the receiver is connected to a GPS simulator in such a test rather than a real
antenna. The specified trajectory and attitude could also be provided from simulator
that simulates the receiver was actually in motion. Aspects of the receiver perfor-
mance could be evaluate repeatly that would be impossible through terrestrial static
tests.

ASEIT has recently purchased a state-of-the-art Spirent GNSS simulator of
model GSS9000 (as shown in Fig. 3, with HiSGR connection) which is a multiple
constellation/ frequency GNSS simulator (GPS/Galileo/BeiDou/GLONASS/
SBAS/QZSS). It has up to 16 parallel channels per carrier through each RF out-
put. The GNSS simulator allows users to control virtually all kinds of the simulated
GNSS signal properties and modeled error sources.

The LEO scenario of CHAMP (Challenging Minisatellite Payload) is used in
this simulation, as orbit elements given as: Eccentricity 0.00398, Inclination
87.272°, Perigee altitude 429 km, Apogee altitude 476 km, Longitude of ascending
node 150.089°, Argument of perigee 323.038°.

The receiver antenna is configured to be fixed in the mass center of spacecraft,
with orientations of zenith direction. The receiving antenna gain patterns can be
configured manually using antenna attenuation pattern editor in GSS9000 simulator
and the default gain patterns is used during in this simulation (default_v1-0.ant_pat
file in setting GUI).

Data collection, 
process and analysis

HiSGR
receiver

Power
supply

Spirent GSS9000
simulator

Fig. 3 HiSGR receiver under HIL test
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Only GPS constellation is used in the test. The signal levels in the simulator are
default to −130 dBm that comply with the minimum guaranteed signal strength
from GPS ICD-200 [12, 13].

The recommended GPS reference gain pattern is also provided in the simulator
setting GUI (default_v1-1.ant_pat file). However, the default setting file failed to
provide the accuracy GPS gain pattern for signal transmitter. Several references
have mentioned the actual measurement of GPS antenna gain pattern for deep
research [14, 15]. Here we use the recent published results for testing [16]. The
actual antenna gain data of Block IIF were adopted, as shown in Fig. 4, and
transformed to the ant_pat file, importing to simulator for testing.

Simulation time is set from 14:15:00 to 20:15:00 08/Apr/2016 UTC, with
sampling step of 1 s. The GPS reference orbits are based on precise ephemeris
which download as version 3.01 renix files from IGS web site [17]. It makes the
simulated GPS orbits and clock parameters to closely match the actual GPS con-
stellation at the time of the simulation. Software version RTPODs-LEO is burned
into the hardware components which is a GNSS only version without inertial
assistant. The signal acquisition and tracking algorithm choose 1 ms correlations
for this test.

HiSGR performed excellent during the whole simulation time. Figure 5 illus-
trated the PDOP values and histogram of satellite geometry visible versus satellites
get tracked data from the output from RTPODs-LEO software. The POD perfor-
mance after filter convergence is given in Fig. 6 (using 15 s sample interval points
for concise). The position errors in radial/in-track/cross-track directions are just
about a few meters in real-time process, which is suitable for most missions in LEO
with real-time requirements.
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3.2 Vehicle Test on Ground

In this section, here we provide some brief introduction of the testing results using
moving vehicle both on open field and underground, as shown in Fig. 7.

Software version RTPODs-T is used to verify algorithm of ultra-tight coupled
integrated navigation design for weak signal acquisition and tracking under varies
conditions, currently is under development with limited functions. However, the
signal process section is achieved with inertial assistants, and the positioning
computation is conducted offline using sampled data during test. Figure 7a
demonstrated the assembling of HiSGR in platform with NovAtel’s SPAN@
integrated navigation system, which is used for the comparison and evaluation of
final solutions. Figure 7b, c shown the basic instruments configurations during
running test, and Fig. 7d demonstrated the moving vehicle underground, which

0 1 2 3 4 5 6

1.7

1.8

1.9

2

2.1

PD
O

P

time (hours)

8 9 10 11 12 13 14 15 16 17 18
0

0.2

0.4

0.6

0.8

sat num

pr
ob

ab
ilit

y 
(%

) sat visible
sat get tracked

Fig. 5 PDOP and GPS visible analysis

0 1 2 3 4 5 6
-8
-6
-4
-2
0
2
4
6
8

time (hours)

LE
O

 p
os

iti
on

 e
rr

or
 (m

)

Fig. 6 HiSGR POD position error from RTPODs-LEO software

292 X. Wang et al.



aiming the assessment of receiver performance when no visible satellites available
in space and fast signal reacquisition.

HiSGR performed stable during the whole simulation time. The receiver
achieved quick signal reacquisition when out of underground garage. Figure 8
demonstrated the HiSGR test during open field. The reference trajectory is provided
by the NovAtel’s SPAN@ integrated navigation system.

By using GNSS standalone mode, The HiSGR positioning error is less than
10 m without occlusion, but diverged gradually when running under occulted
buildings, as in Fig. 8b. However, the positioning error reduced rapidly, about less
than 15 m under occlusion, when HiSGR switched to GNSS/INS ultra-tight cou-
pled mode.

Fig. 7 Vehicle tests on open field and underground

Fig. 8 Vehicle moving trajectory (a) with signal occulted routing (b)
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4 Conclusions

This article provided detail introduction of design and development of a novel
compact spaceborne GNSS receiver “High Sensitive GNSS Receiver (HiSGR)”,
which conducted by ASEIT. HiSGR is a space qualified multifunctional GNSS
receiver that can operate effectively in the full range of Earth orbiting missions from
Low Earth Orbit to geostationary and beyond. Improved signal detection algorithms
have been used in signal process section of HiSGR that speed up the acquisition
process and provide improved tracking performance for weaker GPS signals.
A compact and reconfigurable software package named Real-Time Precise Orbit
Determination software (RTPODs) is used in HiSGR that optimized designed for
use on embedded systems. HiSGR has experienced extensive tests by using
Hardware In-the-Loop simulation and real GNSS signal receive from moving
vehicle in open field and underground. The real time POD positioning error is about
a few meters in LEO and less than 10 meters on ground test. Simulation results
surely demonstrated the promising performance that suitable for future space
applications.
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Multi-period PMF + FFT Acquisition
Method Based on Symbol Estimation

Wen Liu, Tian-tong Gao, Zhong-liang Deng and Di Zhu

Abstract Due to the relative motion between the satellite and the target, there is a
large Doppler shift in the high dynamic navigation and positioning system. Using a
set of partial correlators to combine the fast Fourier transform for PN code
acquisition, the two-dimensional search of the code phase-Doppler frequency can
be reduced to a one-dimensional search, which reduces the computational burden.
Aiming at the problem that the traditional PMF + FFT method is affected by the
bit-flipping only for single-cycle acquisition, this paper presents a multi-period
PMF + FFT interoperability capture method based on symbol estimation. In the
case of bit flipping, the ratio of the main peak to the secondary peak in the
acquisition result is improved by 15%, which has better anti-bit transition ability
and make multi-period capture more feasible, enhancing the capture effect.

Keywords Matched filter � FFT � Symbol estimation � Multi-period

1 Introduction

The primary task of GNSS receivers is to capture and track satellite signals. The
design and implementation of GNSS signal acquisition strategy is one of the core
contents of receiver development. The use of spread spectrum ranging code GNSS
signal reception power is low, so the receiver must first signal pseudo-code-related
despreading. At the same time, due to the uncertainty of the Doppler shift, the
two-dimensional search must be performed at fixed intervals on the code phase and
frequency. The acquisition time of different search strategies is not the same. The
speed of the whole parallel mode is the fastest and the speed of the whole serial
mode is the slowest. At present, the PMF + FFT signal acquisition method has been
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widely used in GNSS, and this method has certain advantages under high dynamic
conditions [1]. The classical PMF + FFT method is only applicable to single-cycle
acquisition, which limits the capture sensitivity of the inter-operable signal, because
bit-flipping affects the multi-period coherent integration results. In this paper, we
introduce a symbol-based multi-period PMF + FFT estimation method, and com-
pared with other existing acquisition strategy.

2 PMF + FFT Acquisition Algorithm

The traditional PMF + FFT acquisition method is described in detail in the related
literature [2, 3]. It consists of two steps: The first step is to segmentally correlate the
signal using a correlator that contains P in-phase and quadrature branches based on
a partially matched filter. Suppose that the length of one correlator is X, the product
of the number of correlators and the correlator length is XP = M. The first corre-
lator correlates with the first X chips of the pseudocode sequence, the second
correlator correlates with the second set of X chips using the pseudocode sequence,
and so on. The output of P correlators is the partial correlation result. If the P results
are coherently combined, they are equivalent to the result of a perfectly matched
filter with standard length M.

In the second step, K-point FFT is performed on the P correlation results. The
PMF + FFT-based acquisition method does not coherently combine the P results,
but uses them as an input of the N-point FFT (N � P), and performs Doppler
frequency estimation by performing FFT output maximum detection. Where the
maximum value of the FFT output will be closest to the actual Doppler frequency.

In the case of multi-period acquisition, the conventional method can cause the
coherent accumulation of the matched filter to be inaccurate due to bit jump. In
addition, by the time limit of integration, it is difficult to achieve the desired effect in
the case of weak signal.

3 Multi-period PMF + FFT Acquisition Method
Based on Symbol Estimation

The IF signal is mixed to obtain a baseband signal. The baseband signal first enters
the partial matching module. P correlation results can be obtained for every symbol
period. The correlation results are entered into a symbol estimation module, which
performs bit inversion detection on the P correlation results of the adjacent two
symbol periods one by one, and counts the bit flip. The bit count information is
used to accumulate the correlation result corresponding to each period. The
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correlation result after polarity accumulation is input to the FFT module and
transformed into the frequency domain. The maximum value obtained is compared
with the local capture threshold in the capture decision to obtain the final capture
result.

3.1 Partially Matched Modules

Similar to the traditional PMF-FFT method, the received baseband signal is seg-
mented and correlated, and P correlation values can be obtained for each received
code period. The resulting value is denoted by i_m, where i represents the code
period number and m represents the corresponding partial match result number.
Under the effect of the pseudo-code clock, the code shift controller controls the
local code and the received code to partially accumulate. Each cycle can be P partial
correlation matching results (Fig. 1).
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2 Code 

shift 
register
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i_P

Code shift 
controller

Fig. 1 PMF schematic
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3.2 Symbol Estimation Module

Similar to the traditional PMF-FFT method, the received baseband signal is seg-
mented and correlated, and P correlation values can be obtained for each received
code period. The resulting value is denoted by i_m, where i represents the code
period number and m represents the corresponding partial match result number.
Under the effect of the pseudo-code clock, the code shift controller controls the
local code and the received code to partially accumulate. Each cycle can be P partial
correlation matching results.

Using the result of partial matching I_P, symbol decision is made on the decision
result of adjacent two periods. As shown in Fig. 2, the symbol estimation step
requires comparison of the results of the co-directional and reverse paths of the
adjacent two periods.

The M-th result of each cycle and the in-phase result of the adjacent period are:

I2m ¼ 1 mþ 2 m
I3m ¼ 2 mþ 3 m

..

.

INm ¼ ðN � 1Þ mþN m

ð1Þ

Fig. 2 Partial matching module based on symbol estimation
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The same results can be obtained with the same cycle:

I 02m ¼ 1 m� 2 m
I 03m ¼ 2 m� 3 m

..

.

I 0Nm ¼ ðN � 1Þ m� N m

ð2Þ

Each group of results need to be judged, the decision expression is as follows:

Ti
m ¼ I 0im � I 0im ð3Þ

Ti
m\0 indicates that a flipping occurs at the m-th partial matching portion of the

(i − 1)-th cycle and the i-th cycle. Otherwise, the (i − 1)-cycle and the i-cycle are
not flipped. A set of adjacent sets of P-group correlation results are counted. The
count result is set to J. When one of the set of correlation results is judged to be
flipped, J is incremented by 1, otherwise J is decremented. In the P group of
relevant results are judged to be the end of the results of J to make judgments. If
J > 1, then the first cycle and the second cycle of the final decision for the
occurrence of bit flip, if J < 1, then the first cycle and the second cycle of the final
decision for a bit flipped. If the bit is flipped, the bit flipping counter is incremented
by 1, otherwise it remains unchanged. After each successive cycle decision, the
result of the current bit transition counter needs to be saved as Xi (X1 ¼ 0).

When the symbol estimation for all cycles is completed, the correlation result for
each period is processed according to the bit counter: when the bit counter is even,
the correlation result is not changed. When the bit counter is an odd number, the
correlation result is inverted. And then the polarity of the correlation result corre-
sponding to each cycle is accumulated, and P accumulation results are obtained:

Im ¼
Xi¼N

i¼1

i m � �1ð ÞXi ð4Þ

3.3 FFT Module

Fast Fourier transform (Fast-Fourier-Transform) is a fast algorithm for discrete
Fourier transform. The number of fast Fourier transforms needs to be an integer
power of 2. This method performs K-point FFT transform on the P-valued coherent
accumulative values obtained by the symbol estimation module. If P < K, the sum
of zero padding and P should be exactly equal to K. Finally, the FFT results are
output to the capture decider (Fig. 3).
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4 Capture Performance Simulation

The pseudo-code rate of GPS signal is 1.023 MHz. Assuming the width of AD is
4 bits, the signal sampling rate is 62 MHz, the actual GPS signal is received by the
antenna, the sampling time is 2 ms. Using MATLAB to deal with the data under
down-conversion and AD sampling. The following Figs. 4 and 5 show the capture
result of bit flipping situation and the absence of bit flipping situation respectively.

In the absence of bit flipping, 1 ms of data is captured using the traditional
PMF + FFT method, with a ratio of peak to sub-peak of 1.48; 2 ms of data is
captured using a symbol-based multi-period PMF + FFT capture method, The ratio
of the highest peak to the second peak was 1.51, and the latter increased by 2%
compared with the former. As a result of multiple cycles of signal capture, the effect
of the capture has improved (Figs. 6 and 7).

In the presence of bit flipping, both the conventional PMF + FFT method and
the symbol-based multi-period PMF + FFT acquisition method are used to sample
2 ms data. Traditional PMF + FFT method of the highest peak and the ratio of
sub-peak of 1.18, 80% of the original, a larger decline. The ratio of the peak to the
sub-peak of the multi-period PMF + FFT method based on symbol estimation is
1.39, which is 92%, and the latter is 15% higher than the former.

( )1 nN− ( )1 nN−

Fig. 3 Multi-symbol
periodic FFT transform
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Fig. 5 Symbol-based estimation without bit-flipping PMF + FFT acquisition results (Doppler
shift)

Fig. 4 The conventional PMF + FFT acquisition result (Doppler shift) in the case of no bit
flipping
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Fig. 7 Symbol-based PMF + FFT acquisition results in case of bit flipping (Doppler shift)

Fig. 6 The conventional PMF + FFT acquisition result (Doppler shift) in the case of bit flipping
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5 Conclusion

In the presence of bit flipping, it can be seen that the multi-period PMF + FFT
acquisition method based on symbol estimation has a certain anti-bit-flipping
capability compared with the conventional PMF + FFT acquisition method, which
makes it possible to capture multi-period signals using the PMF + FFT method.
Multi-period coherent accumulation of the gain will bring a certain increase in the
capture effect.
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The Cubature Kalman Filter
and Its Application in the Satellite
Star-Sensor/Gyro Attitude
Determination System

Xiaobo Yuan, Chao Zhang and Chunling Shi

Abstract As the satellite attitude determination system is a typical non-linear
system, the application of non-linear Kalman filter in the satellite attitude deter-
mination system is necessary. Aiming at the satellite Star-sensor/Gyro attitude
determination system, the application of Cubature Kalman filter in satellite
Star-sensor/Gyro attitude determination system is discussed in this paper. Firstly, 2n
cubature point are generated basing on the cubature principle; then transform the
points into new ones by non-linear system equations; finally, apply the new points
to the update of system state. Simulation results show that CKF is better than EKF
and UKF in accuracy and stability.

Keywords The satellite Star-sensor/Gyro attitude determination system �
Non-linear Kalman filters � CKF

1 Introduction

The accurate measurement of satellite attitude is a prerequisite for realizing precise
attitude control. It is commonly used in the satellite attitude measurement that
measure the attitude with star sensor and gyro, then the filtering algorithm is
adopted to information fusion processing, which gain a higher accuracy than single
measurement method. When the attitude sensors are certain, choosing the appro-
priate filtering algorithm is the key factor to improve the attitude accuracy of the
satellite.

Due to the nonlinearity of the satellite attitude measurement system, we need a
nonlinear filtering algorithm. The Extended Kalman filter [1] (EKF) was firstly
proposed to solve non-linear problem. The principle is that linearize the nonlinear
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systems by Taylor expansion to solve the non-linear problem which Kalman filter
cannot do. By now, EKF has been one of the most widely used algorithm in
engineering. EKF is simple to calculate and easy to implement, which are its main
advantages, while the calculation of Jacobian matrix and instability problem caused
by the truncation error in strong nonlinear problems are disadvantages. Basing on
the idea that nonlinear estimation algorithm is more approximate to linear system
than linear estimation, Julier and other scholars put forward the unscented Kalman
filter [2] (UKF) in 1995. According to deterministic sampling strategy, basing on
UT exchange and taking the Kalman filter as the framework, the UKF algorithm
approach the posteriori distribution of the state directly. Its calculation amount is
equivalent to EKF, and its performance is better than EKF [3]. But it is still not
suitable for dealing with strong nonlinear problems. In 2009, a Canadian scholar
named Arasaratnam proposed a new nonlinear filtering algorithm—the Cubature
Kalman filter [4] (CKF). By using spherical radial Cubature criteria for the corre-
sponding integral calculation, CKF is currently the closest approximation algorithm
to Bayesian filtering. It not only overcomes the application limitation of EKF and
UKF in strong nonlinear system, but also has higher filtering accuracy than the
central difference Kalman filter (Central Difference Kalman filter, CDKF) and the
Particle filter [5, 6]. It is a new powerful tool to solve the state estimation problem
of nonlinear systems, widely used in navigation and positioning [7], target tracking
[8], robot [9], aerospace attitude determination [10] and other fields.

Aiming at the selection of filtering algorithm for satellite integrated attitude
determination system based on star sensor/gyro, in this paper, the measurement
equation and equation of state are derived, and new integrated filtering based on
CKF principle is designed, then we compared CKF with EKF and UKF. The
simulation results show that the accuracy of CKF is the highest in the three kinds of
algorithms.

2 Satellite Integrated Attitude Determination System

2.1 The Theory of Integrated Attitude Determination

As shown in Fig. 1, the working principle of the satellite integrated attitude system
based on star sensor/gyro is as below:

(1) The gyro is used as a short-term attitude reference to estimate the attitude of the
satellite;

(2) The star sensors are used as a long-term attitude reference and export the
attitude of the three axis of the satellite;

(3) Put the measurement information of star-sensors and gyros into the nonlinear
filter. Then estimate the attitude error, gyro drift error and other error basing on
measurement information of star-sensors. Finally, output the attitude informa-
tion and revise the system.
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2.2 System Measurement Equation

(1) System measurement equation

Taking the typical double-star-sensors system as an example, the measurement
equation of the system is showed as [11]:

Zk ¼ HkXk þVk ð1Þ

where, Hk ¼ �2Cio � Cob q̂ð Þ � lb1�½ � 03�6

�2Cio � Cob q̂ð Þ � lb2�½ � 03�6

� �
, and Xk ¼ D�qT D�dT D�bT

� �T
is

the state estimator of the system. D�q; D�d and D�b are the vector part of the attitude
error of quaternions, the constant drift error of the gyro and the relative drift error of
the gyro respectively; Vk is the observation noise sequence, and it satisfies the
condition that E ðVkÞ ¼ 0; E ðVkVT

k Þ ¼ Rkdkj; where, Rk is the observation noise
covariance matrix. The measurement accuracy of each star sensor is supposed to be
same with each other. By that way, Rk ¼ vk2I6�6, and vk is the measured accuracy.
Cio is the transformation matrix from orbit coordinate system to inertial coordinate
system, which is related to the orbit state of the satellite; Cob q̂ð Þ is current attitude
matrix. q̂ are the current quaternions; lb1 and lb2 are the installation position of the
two star sensor in the satellite system.

(2) The gyro measurement model

Taking fiber optic gyroscope as an example, the measuring model of gyroscope
is as below [12]

xg ¼ xþ dþ bþ ng ð2Þ

Among them, xg it is the actual gyro output; x is the true rotation angular
velocity of the satellite’s three axis, which is relative to the inertial space. d is
related to the amount of drift, and satisfy the condition that _d ¼ �Dsdþ nd , and
Ds ¼ diagð 1sx ; 1sy ; 1szÞ is a diagonal matrix composed of time correlation constant.

Star - sensors

Gyros
Satellite attitude 

prediction

information processing

information processing

Drift correction

Junction filter

Gyro correction

Output 
attitude

Fig. 1 The principle of satellite Star-sensor/Gyro attitude determination system
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nd is white noise which is drive by First-order Markov Model. b is the constant drift
of gyro, and satisfy the condition that _b ¼ nb; ng is the measurement noise, which
usually is Gauss white noise.

2.3 System State Equation

According to the different parameters, the state equation is also different. In this
paper, the error of the variable part and the gyro drift error of attitude four elements
are estimate. The equation of state of the system is showed as below [13]:

_Xk ¼ FkXk þGkWk ð3Þ

where, Fk ¼
� x̂�½ � � 1

2 I3�3 � 1
2 I3�3

03�3 �Ds 03�3

03�3 03�3 03�3

24 35 is the Jacobian matrix,

x̂�½ � ¼
0 �x̂z x̂y

x̂z 0 �x̂x

�x̂y x̂x 0

24 35, Gk ¼
� 1

2 I3�3 03�3 03�3

03�3 I3�3 03�3

03�3 03�3 I3�3

24 35 is the noise driven

matrix, Wk ¼
ng
nd
nb

24 35 is the noise matrix.

3 Filter Design and Precision Analysis

3.1 Filter Design Based on CKF

The core of CKF is the Cubature criterion, which is derived from a strict mathe-
matical deduction. By constructing 2n equal-weighted Cubature points and spread
them by nonlinear equation, some new points are generated to predict the state of
the next moment. Similar to UKF, CKF does not need linearization, and amount of
the sampling point is less than UKF, the derivation process is more rigorous.
Besides, the accuracy of CKF is higher than that of EKF and UKF. For the satellite
attitude measurement system composed of formulas (1) and (3), we discrete the
model with fourth-order Runge-Kutta method, then we get a discrete model as
below:

Xkþ 1 ¼ fk Xkð ÞþWk

Zkþ 1 ¼ hkþ 1 Xkþ 1ð ÞþVkþ 1

�
ð4Þ
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where, Xk 2 Rn; Zk 2 Rm, and Xk is state estimate, Zk is updated measurement.
Wk; Vk are the system noise and measurement noise separately, both of them are
independent Gauss white noise, and their covariance matrix are Qk; Rk separately.

Basing on the satellite attitude measurement system expressed by formula (4),
we adopt CKF to solve attitude estimation, and the detail is showed as below:

(1) Initialization parameter

bX0 ¼ E X0
� �

P0 ¼ E X0 � bX0

	 

X0 � bX0

	 
T
� �8<: ð5Þ

(2) Decompose the state estimation covariance matrix with Cholesky method

Pk�1 ¼ Sk�1STk�1 ð6Þ

(3) Generate Cubature points and spread them with nonlinear equation

vi;k�1 ¼ bXk�1 þ Sk�1ni

xi;kjk�1 ¼ f vi;kjk�1

	 
(
; i ¼ 1; 2; . . .; 2n ð7Þ

where ni ¼
ffiffiffi
n

p
I..
.� I

� �
i
, which represent the ith and jth column value of

I..
.� I

� �
.

(4) Calculated state the one-step predicted value Xkjk�1 and the predicted covari-
ance matrix Pkjk�1

Xkjk�1 ¼ 1
2n

P2n
i¼1

xi;kjk�1

Pkjk�1 ¼ 1
2n

P2n
i¼0

vi;kjk�1 � Xi;kjk�1

	 

vi;kjk�1 � Xi;kjk�1

	 
T
þQk�1

8>><>>: ð8Þ

(5) Generated Cubature points again and spread them with nonlinear equation

Pkjk�1 ¼ Sk�1STk�1

vi;k�1 ¼ Xkjk�1 þ Sk�1ni

zi;kjk�1 ¼ h vi;kjk�1

	 

8>><>>: ; i ¼ 1; 2; . . .; 2n ð9Þ

(6) Calculate the predicted measurement value Zkjk�1, the covariance matrix of
innovation information Pzz

k and the state covariance matrix Pxz
k
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Zkjk�1 ¼ 1
2n

P2n
i¼1

zi;kjk�1

Pzz
k ¼ 1

2n

P2n
i¼0

zi;kjk�1 � Zkjk�1
� �

zi;kjk�1 � Zkjk�1
� �T þRk�1

Pxz
k ¼ 1

2n

P2n
i¼0

xi;kjk�1 � Xkjk�1
� �

zi;kjk�1 � Zkjk�1
� �T

8>>>>>>><>>>>>>>:
ð10Þ

(7) Status updates

Kk ¼ Pxz
k Pzz

k

� ��1bXk ¼ Xkjk�1 þKk Zk � Zkjk�1
� �

Pk ¼ Pkjk�1 � KkPzz
k K

T
k

8><>: ð11Þ

When bXk is obtained, revise the quaternions and gyro drift as below:

q̂k ¼ q̂kjk�1 � Dq̂k
Dq̂k ¼ Dq̂kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�D�̂qk D�̂qkð ÞT
q

d̂k ¼ d̂kjk�1 þDd̂k
b̂k ¼ b̂kjk�1 þDb̂k

8>>>>><>>>>>:
ð12Þ

When the update calculation is completed, bXk is reset to zero.

3.2 Precision Analysis

Every filtering algorithm is based on the deduction of Eq. (13), and the precision of
different filtering algorithm mainly depend on the integral precision.

I ðf Þ ¼
Z
Rn

f ðxÞx ðxÞ dx ð13Þ

As many literatures have proved the conclusion that precision of UKF is higher
than that of EKF, here don’t discuss it anymore. In this paper, we mainly focus on
the comparison between CKF and UKF.

During the deduction of Eq. (13), both CKF and UKF introduce a series of
discrete points with some weight to impend the real integration, and the difference
are the selection of discrete points and corresponding weight. CKF adopt Cubature
criterion as below:
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ni ¼
ffiffiffi
n

p
I..
.� I

� �
i

xi ¼ 1
2n

8<: i ¼ 1; 2. . .; 2n ð14Þ

UKF adopt UT criterion as below:

ni ¼ 0; xi ¼ j
nþ j i ¼ 1

ni ¼
ffiffiffiffiffiffiffiffiffiffiffi
nþ j

p
I½ �i; xi ¼ 1

2n i ¼ 1; 2. . .; 2n

�
ð15Þ

where, n is dimension of X, and variable j is adjustment factor, usually they satisfy
the equation nþ j ¼ 3. By integrating Eq. (13), we can get the mean value of f ðxÞ
as below [14]:

�f ðxÞ ¼ f bXk�1

	 

þ $TPxx$

2!

� 
f þ 1� 3� � � � � 2k � 1ð Þ

2kð Þ!

�
Xn
i¼1

ai1
@

@xi1
þ � � � þ ain

@

@xin

� 2k

f ðxÞjx¼�x þ r

ð16Þ

�f ðxÞCKF ¼ f bXk�1

	 

þ $TPxx$

2!

� 
f

þ nk�1

2kð Þ!
Xn
i¼1

ai1
@

@xi1
þ � � � þ ain

@

@xin

� 2k

f ðxÞjx¼�x
ð17Þ

�f ðxÞUKF ¼ f bXk�1

	 

þ $TPxx$

2!

� 
f

þ nþ jð Þk�1

2kð Þ!
Xn
i¼1

ai1
@

@xi1
þ � � � þ ain

@

@xin

� 2k

f ðxÞjx¼�x
ð18Þ

The variable aij is the ith and jth column value of the matrix Sk�1.
By comparing Eq. (16) to (18), we can draw conclusions as below:

(1) If n\3; �f ðxÞCKF\�f ðxÞUKF\�f ðxÞ, UKF impends the �f ðxÞ more closely, so the
precision of UKF is higher than that of CKF.

(2) If n ¼ 3; �fðxÞCKF ¼ �fðxÞUKF\�fðxÞ, CKF impends the �f ðxÞ more closely, so the
precision of CKF is higher than that of UKF.

(3) If n[ 3, we compare the performance of the two algorithms on numerical
stability. Integral stability factor is defined as below:

I ¼
X
i

xij j =
X
i

xi ð19Þ
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So if n[ 3; x0 ¼ 1� n
3\0, xi ¼ 1

2n\0 ði ¼ 1; 2; . . .; 2nÞ, and IUKF ¼
2
3 n� 1[ 1. According to the conclusion of literature [15], large truncation error
will occur and the filtering precision will descend. Considering the fact that
ICKF ¼ 1, we can easily deduce that �f ðxÞUKF\�f ðxÞCKF\�f ðxÞ when n[ 3, and
naturally, the precision of CKF is higher than that of UKF.

4 Simulation and Analysis

Basing on STK software, we chose a low orbit satellite’s attitude and three axis
angular rate data as the reference data Data1, and the simulation time is 1000 s.
Then, according to Table 1, we add the measurement noise and the gyro error to the
reference data (The experiment assuming that the performance of the two star
sensor is same) to generate experimental data with errors—DATA2.

For convenience of analysis of the performance of the algorithm, we use EKF,
UKF and CKF to process Data2 separately. The experimental environment is
MATLAB 2014a, and some initial parameters are set as below:

X0 ¼ 01�9; P0 ¼ I9�9 � 10�14; Q0 ¼ I9�9 � 10�14; R0 ¼ I6�6 � vk2

The experimental results are shown in Table 2 and Fig. 2. As is showed in
Table 2, when the star sensor’s measure error is 5arc, each of the three algorithms
can achieve a high accuracy, and the accuracy of CKF is highest, followed by UKF,

Table 1 Parameters of attitude sensors

Parameters Value

The direction of star sensor in satellite system lb1 ¼ 0 1 0½ �T
lb1 ¼ 0 0 1½ �T

Star sensor measurement error (3r) vk = 5″

Star sensor output frequency 5 Hz

Gyro output frequency 50 Hz

Gyro drift 0.1 °/h

Gyro constant drift 0.03 °/h

Gyro measurement error 0.5 °/h

Table 2 The comparison of the attitude accuracy basing on EKF and UKF and CKF

Filtering algorithm Performance index

Error mean (″) Mean square error (″) Processing
time (s)Roll Pitch Yaw Roll Pitch Yaw

EKF −0.0371 0.1874 0.2668 0.4264 0.9470 0.8336 5.416

UKF −0.0381 0.1880 0.2434 0.3129 0.7130 0.6329 7.509

CKF −0.0415 0.1712 0.1910 0.3114 0.6695 0.6024 6.710
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EKF is the worse, which is corresponding to the result of Sect. 3.2; And the length
of process time: EKF < CKF < UKF; The stability: UKF > CKF > EKF. Such
result shows that CKF has a higher precision than UKF with the strict mathematical
derivation. Meanwhile, as the amount of the sampling point is less than the UKF,
CKF’s efficiency is higher than UKF. Last but not least, even though EKF has
characteristics of simple calculation, its precision and stability both are the worst
among the three algorithms.

5 Conclusions

Aiming at the combination filter of satellite attitude determination system, this
paper proposed an idea that adopting the Cubature Kalman filter algorithm to star
sensor/gyro integrated attitude determination system, and designed integrated atti-
tude determination filter based on CKF principle. Simulation experiment was also
designed to compare the performance of EKF, UKF and the new algorithm, and
simulation results showed that the filtering accuracy and stability of CKF both are
better than EKF and UKF. The research results have some reference value for
engineering time.

Fig. 2 The principle of satellite Star-sensor/Gyro attitude determination system
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TC-OFDM Receiver Code Tracking
Method Based on Extended Kalman Filter

Jun Mo, Zhongliang Deng, Buyun Jia, Xinmei Bian and Jichao Jiao

Abstract Accurate code phase measurement is an important research focus in high
sensitivity tracking. Due to the existing time and code division-orthogonal fre-
quency division multiplexing (TC-OFDM) receiver code tracking algorithms based
on delay-locked loop (DLL) and the extended Kalman filter (EKF) without
amplitude estimation are prone to loosing the loop in dynamic environments, a
TC-OFDM receiver code tracking method is proposed. To improve the estimation
accuracy of EKF in the environment with drastic change of signal amplitude, the
algorithm estimates the phase error of PN code and signal amplitude as the state
vector of EKF. Theoretical analysis and simulation results show that this algorithm
takes advantage of the statistical properties of signal amplitude, overcomes the
shortcomings of the traditional DLL and EKF without amplitude estimation, and
effectively improves the convergence speed and tracking quality of the code
loop. Thereby, the proposed algorithm can improve the tracking sensitivity of the
existing TC-OFDM receiver by 2–5 dB.

Keywords Code tracking � EKF � Signal amplitude � TC-OFDM

1 Introduction

In the spread spectrum receiver, signal tracking includes two parts: carrier tracking
and code tracking. High-sensitivity research is an important direction of its
development. By improving the convergence speed of code loop when the signal
strength greatly changes, the spread spectrum receiver can reduce the unlocked
probability of the code loop and improve the tracking sensitivity.

In the Signal Noise Ratio (SNR) dynamic environment, the fluctuation of the
signal amplitude may cause the code loop to be unlocked. The traditional code
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tracking algorithm is based on the delay-locked loop (DLL) technique [1, 2], the
characteristic frequency and damping coefficient to determine the performance of
code loop are generally fixed or simply adjusted. It cannot be stably tracking the
positioning signal whose amplitude changes over a wide range. Ref. [3] uses
extended Kalman filter (EKF) to eliminate the effect of multipath effect on signal
tracking. The tracking model is simple and the loop is easy to be unlocked at low
SNR. In Ref. [4], a method of combining improved code phase detector with EKF
suppression loop noise is proposed to achieve weak signal tracking under multipath
interference. In Ref. [5], the EKF algorithm is combined with Bayesian estimation,
and can track the carrier and pseudo-code phase of the GPS weak signal. However,
neither of the two methods analysed the SNR dynamic change. Refs. [6] and [7]
propose a signal tracking algorithm based on adaptive Kalman filter. The noise
covariance matrix is estimated by historical information and the system model is
tracked. Because the dynamic covariance matrix has uncertainty, low SNR can
easily cause the problem of filter divergence.

The time and code division-orthogonal frequency division multiplexing
(TC-OFDM) positioning system based on terrestrial mobile broadcast network
adopts CDMA. In the indoor environments with frequent occlusion and intense
signal strength, the dynamic range of signal amplitude is often large, and the signal
strength decreases 30 dB in a short time. Therefore, the TC-OFDM receiver also
has the above-mentioned tracking problem. In this paper, an extended Kalman code
tracking algorithm including signal amplitude estimation for SNR dynamic change
is proposed. The code phase error and the signal amplitude are jointly estimated as
EKF state vectors to improve the tracking loop convergence rate, then the tracking
sensitivity of the TC-OFDM receiver can be improved.

2 Code Tracking Model

TC-OFDM signal is spread-modulated with the pseudo code firstly, then the pseudo
code and data code through the two-phase shift keying mechanism (BPSK) to
modulate the carrier. Received by the receiver antenna to the ith base station signal,
the digital IF signal converted by the analog-digital conversion (ADC) module can
be written as:

rðiÞðnTsÞ ¼ Ais
ðiÞðnTs � fiÞej2pðfIF þ fd;iÞnTs þu0;i þxðnÞ ð1Þ

where Ts denotes the sampling clock, Ai is the amplitude of the IF signal, sðiÞ is the
spreading code for modulating the data information, fi is the signal propagation
delay, fIF denotes the signal intermediate frequency, fd;i is the residual carrier
frequency, u0;i is the initial phase of the carrier and xðnÞ is the additive white
Gaussian noise (AWGN).

In the signal tracking stage, the signal channel obtained the current base station
signal carrier frequency and code phase through the tracking loop. Since the bit
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synchronization has been completed by the TC-OFDM positioning receiver in the
tracking loop, the modulated data bit boundary is known. Subsequent analysis of
this paper is based on the bit synchronization has been completed, then the carrier
loop has obtained detailed carrier frequency. Traditional code tracking loop using
DLL technology shown in Fig. 1.

The delay between the received signal and the local signal is estimated by
the code loop. In traditional code tracking loops, the common code loop discrim-
inator is:

s ¼ ð1� dÞE � L
Eþ L

ð2Þ

where d is the interval between the Early and the Immediate two sets of correlators,
E and L are the integral value of the Early and the Later.

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IEðsÞ2 þQEðsÞ2

q
¼ A sin cðfdTcohÞj jRðs� dÞþ nE

L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ILðsÞ2 þQLðsÞ2

q
¼ A sin cðfdTcohÞj jRðsþ dÞþ nL

8<
: ð3Þ

where A denotes the signal amplitude of the output correlator, Tcoh is the coherent
integration time, Rð�Þ is the autocorrelation function, nE and nL are the noise of the
output of the corresponding correlator branch. Note Ac ¼ ðA sin cðfdTcohÞj jÞ2, then
Eq. (3) can be expressed as:

E ¼ ffiffiffiffiffi
Ac

p
Rðs� dÞþ nE

L ¼ ffiffiffiffiffi
Ac

p
Rðsþ dÞþ nL

�
ð4Þ

When calculates s by Eq. (2), Ac is normalized and eliminated, s is not sensitive
to Ac changes. But in the signal tracking, Ac can reflect the current received signal
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power and carrier tracking. In the case of accurate carrier tracking, SNR of the
received signal can indirectly characterized by Ac, and the SNR directly affects the
error accuracy of the tracking loop, as shown in Fig. 2.

When the SNR is low, the base station signal received by the TC-OFDM
receiver is easily affected by internal thermal noise and dynamic stress error, causes
comparatively large signal parameter estimation error in the TC-OFDM receiver
tracking loop. There are nonlinear factors when the discriminator works, so the
receiver is prone to appear the code loop unlocked phenomenon. Because the
traditional code tracking loop algorithm is difficult to deal with the dramatic
changes of the base station signal, s and Ac are used together as the state vector of
EKF in this paper, and EKF method is used to replace traditional code tracking
discriminator.

3 Improved Extended Kalman Code Tracking Algorithm

3.1 Improved Code Loop Model

Figure 3 is the proposed extended Kalman code tracking algorithm in this paper.
The core idea is to replace the code loop discriminator with EKF in the TC-OFDM
receiver tracking loop. The EKF algorithm is an estimation method based on the
minimum mean square error estimation criterion. The nonlinear function is
expanded by Taylor polynomials near the state estimation value. So the nonlinear
filtering problem is transformed to a linear filtering problem. In practice applica-
tions, the form of EKF is closely related to the state equation and the observation
equation.

Fig. 2 Code phase error under different SNR
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3.2 State Equation

State equation describes the state vector. In order to accurately track the phase of
the input signal, the state of the filter is select as:

X ¼ s;Ac½ �T ð5Þ

Assuming that signal energy Ac changes slowly over a short period of time, it
can be modeled as a stationary first-order Markov model unit matrix with one-step
state transition matrix:

Ac;k ¼ Ac;k�1 þ nAc ð6Þ

where nAc is the change value of the signal energy at two moments. Then the EKF
linear state equation can be expressed as:

Xk ¼ UXk�1 þWk�1 ¼ 1 0
0 1

� �
Xk�1 þ ns

nAc

� �
ð7Þ

where U is the state transition matrix, Wk�1 is the system process error. ns, nAc are
the Gaussian white noise with mean 0 and variance of d2s and d2Ac

. Therefore, the
covariance matrix is:

Q ¼ d2s 0
0 d2Ac

� �
ð8Þ
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Fig. 3 EKF code tracking loop structure
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3.3 Observation Equation

The observation equation describes the relationship between the observed value and
the state vector. The integral clear E and L branch outputs in the code tracking loop
are given by Eq. (3). For the convenience of analysis, consider only a non-coherent
integration code loop tracking model, observation values can be abbreviated as
follows vector form:

Y ¼ E2

L2

� �
¼ A2

cRðs� dÞ2
A2
cRðsþ dÞ2

� �
þ n2E

n2L

� �
ð9Þ

Equation (9) also can be written as

Yk ¼ hðXkÞþVk ð10Þ

where Vk is the random observation noise, the observation matrix corresponds to
Yk is:

Hk ¼ @hðXkÞ
@Xk

����
Xk¼X̂k;k�1

¼ Ac;k�1
@ðRðs�dÞ2Þ

@s Rðsk�1 � dÞ2
Ac;k�1

@ðRðsþ dÞ2Þ
@s Rðsk�1 þ dÞ2

" #
ð11Þ

Due to the complexity of PN code auto-correlation function with limited
bandwidth, PN code autocorrelation function of infinite bandwidth is used instead:

RðsÞ ¼ 1� sj j=Tcoh sj j\Tcoh
0 others

�
ð12Þ

by taking RðsÞ into Eq. (11):

Hk ¼
2Ac;k�1ð 1

Tcoh
� sk�1�d

T2
coh

Þ 1� 2 sk�1�dj j
Tcoh

þ ðs�dÞ2
T2
coh

2Ac;k�1ð 1
Tcoh

� sk�1 þ d
T2
coh

Þ 1� 2 sk�1 þ dj j
Tcoh

þ ðsþ dÞ2
T2
coh

2
4

3
5 ð13Þ

The I/Q output noise of the correlator follows a Gaussian distribution with mean
0 and variance d2N , then:

Eðn2E;IÞ ¼ Eðn2E;QÞ ¼ Eðn2L;IÞ ¼ Eðn2L;QÞ ¼ d2N ð14Þ

At the same time, the noise is independent in I/Q two ways of the same cor-
relator, so
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covðnE;I ; nE;QÞ ¼ covðnL;I ; nL;QÞ ¼ 0 ð15Þ

covðn2E;I ; n2E;QÞ ¼ covðn2L;I ; n2L;QÞ ¼ 0 ð16Þ

The corresponding by (3):

n2E ¼ n2E;I þ n2E;Q þ 2
ffiffiffiffiffi
Ac

p
Rðs� dÞ cosðuÞnE;I þ 2

ffiffiffiffiffi
Ac

p
Rðs� dÞ sinðuÞnE;Q ð17Þ

n2L ¼ n2L;I þ n2L;Q þ 2
ffiffiffiffiffi
Ac

p
Rðsþ dÞcosðuÞnL;I þ 2

ffiffiffiffiffi
Ac

p
Rðsþ dÞ sinðuÞnL;Q ð18Þ

The variance of n2L and n2E is:

Varðn2EÞ ¼ Eðn4EÞ � Eðn2EÞ2 ¼ 4d4N þ 4AcRðs� dÞ2d2N ð19Þ

Varðn2LÞ ¼ Eðn4LÞ � Eðn2LÞ2 ¼ 4d4N þ 4AcRðsþ dÞ2d2N ð20Þ

and

covðn2E; n2LÞ ¼ 0 ð21Þ

where the covariance matrix of Vk is

R ¼ 4d4N þ 4AcRðs� dÞ2d2N 0
0 4d4N þ 4AcRðsþ dÞ2d2N

� �
ð22Þ

3.4 EKF Algorithm

The EKF algorithm obtains the filtering value of the current time according to the
estimated value of the state at the previous time and the observation value of the
current time. Therefore, the filtering process of the entire code loop can be divided
into two parts: state estimation and state prediction.

(1) Prediction
state one-step prediction:

Xk;k�1 ¼ UXk�1 ð23Þ

one step prediction error matrix:

Pk;k�1 ¼ UPk�1U
T þQk�1 ð24Þ
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(2) Update
Filter gain:

Kk ¼ Pk;k�1HT
k ðHkPk;k�1HT

k þRkÞ�1 ð25Þ

State estimation:

Xk ¼ Xk;k�1 þKkðYk � hðXk;k�1ÞÞ ð26Þ

Estimated error square:

Pk ¼ ðI�KkHkÞPk;k�1ðI�KkHkÞT þKkRkKT
k ð27Þ

From Eq. (25), when Rk is large, the corresponding Kk will be very small,
resulting in the state estimation value calculated by Eq. (26) is very small; when q
is small, the one-step prediction error equation Pk;k�1 calculated by Eq. (24) will be
small, resulting in a smaller state estimate Xk. From the above analysis, the
updating of EKF system state is a compromise between the current system state
uncertainty and the observed uncertainty. In this paper, Rk and Qk are determined
by comparing the historical observations with the current observations to enhance
the adaptability of the EKF filter to noise.

4 Simulation and Analysis

In order to verify the performance and correctness of the improved extended
Kalman code tracking algorithm, the real TC-OFDM signal is collected by the
signal collector, and the noise is added artificially. To test the performance of the
code loop, the carrier tracking method proposed in Ref. [4] is used to accurately
track the carrier without noise. Simulation mainly tests the tracking quality of the
code loop under different SNR and the loop convergence speed under the signal
strength fluctuation. The simulation results are compared with the traditional
second-order DLL with 25 ms coherent integration time, the EKF without signal
amplitude estimation and the improved EKF tracking algorithm with amplitude
estimation proposed in this paper.

Under different SNR, the code rate fluctuation of the three code tracking algo-
rithms is shown in Fig. 4. Figure 4a is the code loop stable tracking situation when
SNR is −25 dB, and Fig. 4b is when SNR is −35 dB. It can be seen from Fig. 4a
that the traditional second-order DLL can track the TC-OFDM signal better in the
case of strong signal, the code rate fluctuation is within 0.4 Hz; but the proposed
EKF code tracking algorithm with signal amplitude estimation has better signal
tracking performance, smaller code rate fluctuation range and more accurate
tracking accuracy. From Fig. 4b, it can be seen that the tracking performance of
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traditional DLL is degraded, and the fluctuation of steady-state code rate is
extended to 2 Hz. The range of code rate fluctuation of the proposed algorithm is
increased, but it is smaller than that of traditional second-order DLL algorithm and
EKF algorithm without signal amplitude estimation. So the tracking precision of the
proposed is the best among the three algorithms.

To test the code loop convergence rate, a time to increase the original data on the
10 dB attenuation and maintain 2 s, and code rate fluctuations of three tracking
algorithms are shown in Fig. 5. It can be seen that the code rate fluctuations of
traditional DLL and EKF algorithm are fluctuating greatly, but EKF with amplitude
estimation are small and convergent rapidly. At the same time, the EKF algorithm
with amplitude estimation has small fluctuation of code rate in the region of signal
attenuation.

Fig. 4 Comparison of code rate fluctuation under different SNR
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5 Conclusion

Based on the analysis of traditional DLL and EKF code tracking algorithm without
amplitude estimation, an EKF code loop model including signal amplitude esti-
mation is proposed and simulated. Compared with these three algorithms, the EKF
code tracking algorithm with signal amplitude estimation is more efficient than
traditional DLL and EKF code tracking algorithm. The proposed algorithm has the
advantages of small fluctuation range of code rate and fast convergence rate when
the signal strength is large and dynamic changing, and tracks the TC-OFDM signal
better in the low SNR environment. At the same time, this algorithm is imple-
mented on FPGA, and can improve the tracking ability of the existing TC-OFDM
receiver by 2–5 dB.
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A RTK Float Ambiguity Estimation
Method Based on GNSS/IMU Integration

Di Zhu, Zhong-liang Deng, Kai-qin Lin and Jun Lu

Abstract Recently, unmanned aerial vehicles (UAVs) have been widely used in
personal entertainment, aerial photography, geographical mapping, and precision
agriculture. Accurate position of the UAV is necessary for intelligent and auton-
omous UAV. RTK technology can provide centimeter level positioning accuracy
making it one of the development trends of UAV precise navigation. However, due
to the high dynamic of vibration and motion of UAV, the accuracy of float
ambiguity estimation for a low cost single frequency RTK-GNSS receiver is lim-
ited. In this paper, a single frequency RTK-GNSS/IMU integration method is
proposed to improve the performance of Real time kinematic (RTK). Testified by a
low cost single frequency GNSS receiver, the proposed method can decrease the
time to fix ambiguity by more than 14% and increase 20% of fix rate.

Keywords UAV � Precise navigation � RTK-GNSS/IMU integration

1 Introduction

Recently, unmanned aerial vehicles (UAVs) have been widely used for a variety of
applications. According to KPCB, the largest venture capital fund in the United
States, global consumer unmanned aerial vehicle shipments reached 4.3 million
units in 2015, which are widely used in personal entertainment, aerial photography,
geography and precision agriculture. With the increasing demand for intelligent and
autonomous UAVs, the traditional standard single point positioning (SPP) accuracy
has been difficult to provide sufficient position accuracy.

Real Time Kinematic (RTK) can provide real-time centimeter level position
accuracy [1]. Current consumer-grade UAVs typically use low-cost
single-frequency RTK-GNSS receiver. However, the vibration and motion of the
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UAV is high dynamic, much longer time ambiguity converge time is therefore
needed, decreasing the ambiguity fix rate. To resolve integer ambiguity, first, we
need to estimate the float ambiguity, and then use the Least-Squares Ambiguity
Decorrelation Algorithm (LAMBDA) to search the integer ambiguity [5]. The
accuracy of the float ambiguity determines whether the ambiguity search is suc-
cessful, which affects the ambiguity convergence time and fix rate. At present, float
ambiguity is typically estimated by the Kalman filter with a constant acceleration
model [3]. However, the model does not take the high dynamic characteristics of
the UAV into consideration, which enlarges the estimation error, leading to a longer
converge time.

To improve the accuracy of float ambiguity, we introduce an improved Kalman
filter method based on RTK-GNSS/IMU Integration. By using the attitude data
provided by the UAV controller’s MEMS acceleration sensor, we could improve
the positioning accuracy and shorten the ambiguity converge time.

2 Float Solution Estimation Based on Kalman Filter

The carrier-phase, pseudo-range and Doppler measurements can be expressed as:

Psi
u ¼ qsiu þ cðdtu � dtsÞþ Isiu þ Tsi

u
/si
u ¼ k�1ðqsiu þ cðdtu � dtsÞ � Isiu þ Tsi

u ÞþNsi
u

Dsi
u ¼ �k�1ð _qsiu þ cðd_tu � d_tsÞþ _Isiu þ _Tsi

u Þ

8<
: ð1Þ

where Psi
u is pseudo-range measurement; /si

u is carrier-phase measurement and Dsi
u is

Doppler measurement.
RTK is based on the double-differencing carrier phase measurement. The

satellite clock biases dts and receiver clock biases dtu can be completely eliminated
by using double-differencing technique. Under short baseline, most of the iono-
spheric errors Isiu and tropospheric errors Tsi

u can also be eliminated. The
double-difference measurement equation at epoch k is expressed as:

Ps2s1
k;ub ¼ qs2s1k;ub

/s2s1
k;ub ¼ k�1qs2s1k;ub þNs2s1

k;ub

Ds2s1
k;ub ¼ �k�1 _qs2s1k;ub

..

.

Psns1
k;ub ¼ qsns1k;ub

/sns1
k;ub ¼ k�1qsns1k;ub þNsns1

k;ub

Dsns1
k;ub ¼ �k�1 _qsns1k;ub

8>>>>>>>>>>><
>>>>>>>>>>>:

ð2Þ

where Ps2s1
k;rb is double-differencing pseudo-range measurement; /s2s1

k;rb is
double-differencing carrier-phase measurement and Ds2s1

k;rb is double-differencing
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Doppler measurement. The components of Kalman filter state vector are position,
velocity, acceleration and double-differencing integer ambiguity which is
defined as:

x ¼ r v a Ns2s1
ub . . . Nsns1

ub½ �T ð3Þ

The partial derivatives matrix of Eq. (2) can be written as:

Hk ¼

@q
s2s1
u
@r 01�3 01�3 0 � � � 0

k�1 @q
s2s1
u
@r 01�3 01�3 1 � � � 0

�k�1 @ _q
s2s1
u
@r �k�1 @ _q

s2s1
u
@v 01�3 0 � � � 0

..

. ..
. ..

. ..
. ..

. ..
.

@q
sns1
u
@r 01�3 01�3 0 � � � 0

k�1 @q
sns1
u
@r 01�3 01�3 0 � � � 1

�k�1 @ _q
sns1
u
@r �k�1 @ _q

sns1
u
@v 01�3 0 � � � 0

2
6666666666664

3
7777777777775

ð4Þ

where @q
si
u

@r ¼ @ _q
si
u

@v ¼ � rsi�r
rsi�rk k,

@ _q
si
u

@r ¼ vsi�v
rsi�rk k � rsi�r

rsi�rk k
� �

rsi�r
rsi�rk k � vsi�v

rsi�rk k.

(1) Kalman filter update phase

By using Eq. (1), the measurement vector can be written as:

y ¼ Ps2s1
k;ub /s2s1

k;ub Ds2s1
k;ub . . . Psns1

k;ub /sns1
k;ub Dsns1

k;ub

� �T ð5Þ

The Kalman filter observation equation at epoch k is defined as:

yk ¼ Hk~xk þ vk ð6Þ

Where vk is the observation noise vector which is assumed to be zero mean
Gaussian white noise with the normal distribution vk �Nð0;RkÞ. The Kalman filter
update phase uses the following equation:

Kk ¼ ~PkHT
k ðHk~PkHT

k þRkÞ�1

x̂k ¼ ~xk þKkðyk �Hk~xkÞ
P̂k ¼ ðI � KkHkÞ~Pk

ð7Þ

where Rk is the covariance matrix of observation noise vector vk. Kk is the Kalman
optimal gain matrix. x̂k is a state vector estimated by Kalman filter and P̂k is the
covariance estimate of x̂k .
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(2) Kalman filter predict phase

The Kalman filter predict phase between the two epochs can be expressed as:

~xk ¼ Fk;k�1x̂k�1 þwk ð8Þ

~Pk ¼ Fk;k�1P̂k�1FT
k;k�1 þQk ð9Þ

where Fk;k�1 ¼
I3�3 Dt � I3�3 Dt2=2 � I3�3 03�n

03�3 I3�3 Dt � I3�3 03�n

03�3 03�3 I3�3 03�n

0n�3 0n�3 0n�3 In�n

2
664

3
775 is state transition matrix

from epoch k � 1 to epoch k. wk is the process noise vector which is assumed to be
zero mean Gaussian white noise with the normal distribution wk �Nð0;QkÞ and the
~xk is the predicted state vector at epoch k. Assuming that the carrier is at constant
acceleration between the two epochs and that the acceleration is a white noise
process with constant spectral density, the covariance matrix of the process noise
can be expressed as:

Qk ¼

Dt4
20 I3�3

Dt3
8 I3�3

Dt2
6 I3�3 03�n

Dt3
8 I3�3

Dt2
3 I3�3

Dt
2 I3�3 03�n

Dt2
6 I3�3

Dt
2 I3�3 I3�3 03�n

0n�3 0n�3 0n�3 0n�n

2
6664

3
7775r2a ð10Þ

where r2a is the acceleration constant variance, determined by the actual movement
model of the carrier. However, to determine the size of r2a is difficult. A large r2a
will cause poor filter precision, and if r2a is too small, the filter position will not
reflect the actual movement of the carrier in time. Since the vibration and motion of
the UAV is high dynamic and the observation rate output by low cost RTK-GNSSs
receiver is low, the constant acceleration assumption cannot be assured. Thus, the
accuracy of float ambiguity based on the constant acceleration model is not suitable
for UAV application.

3 Float Solution Estimation Based
RTK-GNSS/IMU Integration

Current UAVs typically use IMU to estimate the attitude of the UAV. We apply the
IMU gyroscopes and accelerometers measurement to Kalman filter predict phase to
improve the accuracy of float ambiguity. The Kalman filter state vector can be
rewritten as:
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x ¼ r v bb Ns2s1
ub . . . Nsns1

ub

� �T ð11Þ

where bb is the accelerometers bias estimate expressed in the body-fixed-frame. The
Kalman filter input vector uk at epoch k can be added to the state transition equation
(Eq. 8)

uk ¼ Ce
k;b � f b þ ge þmk ð12Þ

where f b is accelerometers measurement output by IMU. Ce
k;b is the rotation matrix

from body-fixed-frame to ECEF frame. ge is gravitational acceleration vector
expressed in ECEF frame and mk is accelerometers input noise. Using the input
vector uk , (Eq. 8) can be rewritten as:

xk ¼ Fk;k�1xk�1 þBk;k�1uk þwk ð13Þ

where Fk;k�1 ¼
I3�3 Dt � I3�3 Dt2=2 � Ce

k;b 03�n

03�3 I3�3 Dt � Ce
k;b 03�n

03�3 03�3 I3�3 03�n

0n�3 0n�3 0n�3 In�n

2
664

3
775 is the state transition

matrix and Bk;k�1 ¼
Dt2=2 � I3�3

Dt � I3�3

03�3

0n�3

2
664

3
775 is control-input matrix. The covariance matrix

of process noise Qk is:

~Qk ¼ Bk;k�1MkBT
k;k�1 þQk ð14Þ

where Mk is the covariance matrix of mk. Since the accelerometer measurement
output frequency is typically up to 100 Hz, the acceleration can be considered
constant between adjacent measurements time and the constant variance of the
acceleration r2a can be approximated to zero.

~Qk � Bk;k�1MkBT
k;k�1 ð15Þ

By combining the accelerometer measurements, the RTK-GNSS/IMU
Integration can more accurately predict the next epoch double-differencing carrier
phase, pseudo-range and Doppler, and these measurements are subtracted from the
actual measurements of the RTK-GNSS receiver to obtain the measurement
residuals, which are subjected to Kalman filter to obtain the current epoch optimal
state estimate x̂: The components r̂ and v̂ of x̂ are the best estimated position and

velocity, b̂
b
is the accelerometer bias estimate, and Nsis1

ub is double-differencing float
ambiguity estimate.
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The Rotation matrix Ce
k;b is determined by the attitude of the UAV. In general,

the attitude of the UAV is expressed as a unit quaternion q: The Rotation matrix
Ce
k;b expressed as a unit quaternion is defined as:

Ce
k;bðqÞ ¼

q20 þ q21 � q22 � q23 2ðq1q2 þ q0q3Þ 2ðq1q3 � q0q2Þ
2ðq1q2 � q0q3Þ q20 � q21 þ q22 � q23 2ðq2q3 þ q0q1Þ
2ðq1q3 þ q0q2Þ 2ðq2q3 � q0q1Þ q20 � q21 � q22 þ q23

2
4

3
5 ð16Þ

q ¼ ½ q0 q1 q2 q3 �T ð17Þ

The implementation of RTK-GNSS/IMU Integration is shown in Fig. 1.
The IMU acceleration measurement equations expressed in body-fixed-frame is
defined as:

gb ¼ �ðf b � ab � bbÞ ð18Þ

where gb is gravitational acceleration, ab is motion acceleration of the UAV and can
be approximated as:

ab � Cb
k;e

ðv̂k � v̂k�1Þ
Dt

ð19Þ

The best estimate of the gravitational acceleration is expressed as:

ĝb ¼ Cb
k;e � �ge ð20Þ

Fig. 1 Diagram of RTK-GNSS/IMU integration method
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where �ge is gravitational acceleration constant expressed in ECEF frame. The error
vector between gb and ĝb is there unit cross product:

e ¼ gb

gbk k �
ĝb

ĝb
�� �� ð21Þ

The gyro angular rate is corrected by a proportional-integral block:

X̂b ¼ Xb þKpeþKI

Z
e ð22Þ

The proportional-integral term governs the frequency cross-over between
accelerometer based attitude estimates and integrated gyro estimates [2, 4]. Using
the corrected gyro angular rate X̂b to update quaternion:

_qk�1 ¼
1
2
qk�1 � pðX̂bÞ ð23Þ

qk ¼ _qk�1 � Dt ð24Þ

where pðX̂bÞ ¼ 0 X̂b
� �T

. The attitude of the UAV and rotation matrix Ce
k;bðqkÞ

can be obtained by Eq. (16).

4 Field Experiment

4.1 Experiment Approach

To verify the performance of the proposed RTK-GNSS/IMU integration, we con-
ducted an experiment of the small UAV. The experiment setup was as follows:

(1) UAV platform: wheelbase 250 mm unmanned aerial vehicle.
(2) Base station: CTI N71, antenna CHCC220GR.
(3) Reference receiver: ComNav K505 triple frequency RTK receiver.
(4) Airborne Antenna: triple helical antenna.

The experiment was carried out at the playground of Beijing University of Posts
and Telecommunications. The base station was erected in the new scientific
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research building. The baseline length was about 0.5 km. The airborne antenna was
mounted on the top of the UAV and connected to the reference and test receiver
through a power divider (Fig. 2).

4.2 Experiment Result

Test result is shown in Fig. 3. There were some buildings at the south of play-
ground, which causes lots of cycle slips. The green points denote fixed integer
ambiguity, the yellow points denote float ambiguity and the red points denote
standard single point positioning. By using RTK-GNSS/IMU the fix rate of
ambiguity is increased about by 20% and the time to re-fix ambiguity is decreased
by more than 14%.

Fig. 2 Experiment UAV
system
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RTK-GNSS RTK-GNSS/IMU

Fig. 3 Experiment track and fix rate

Fig. 4 Positioning error
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By using RTK-GNSS/IMU Integration, the positioning error is decreased from
0.021 to 0.013 m (Fig. 4, Table 1).

According to the results, the proposed RTK-GNSS/IMU integration used in
Kalman filter can effectively improve the fix rate of ambiguity and the re-fix time.

5 Conclusion

The proposed RTK-GNSS/IMU integration improve the accuracy of float ambiguity
to increase the fix rate and re-fix time and the proposed integration work perfectly in
high dynamic and high vibration especially in the UAV.

It is predicted that by 2020 the output value of China’s unmanned aircraft will
reach billions of dollars. With the implementation of China’s “civil space infras-
tructure, long-term development plan” and the maturing national differential net-
work stations are maturing, Low-cost RTK receiver system in the field of consumer
UAV has broad prospects. The method proposed in this paper is of great practical
significance to enhance the usability of single-frequency RTK-GNSS receivers, and
can be used for the integration and development of the UAV and location services.
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Table 1 Experiment result
between RTK-GNSS and
RTK-GNSS/IMU

RTK-GNSS RTK-GNSS/IMU

Fix rate 51.2% 71.8%

RMS 0.021 m 0.013 m

Re-fix time 43 s 37 s
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Accuracy Analysis of GNSS/INS
Deeply-Coupled Receiver for Strong
Earthquake Motion

Hengrong Liu, Tisheng Zhang, Penghui Zhang, Farui Qi and Zhuo Li

Abstract With the development of high-frequency GNSS receivers and precision
positioning technology, GNSS has been one of the main observation means to
obtain high precision crustal deformation information in seismic monitoring.
However, the measurement accuracy of carrier phase of GNSS receiver is obviously
decreased under the motion condition, which affects the performance of GNSS. The
accelerograph and the GNSS are highly complementary, and the combination of the
two has been extensively studied in seismic monitoring in recent years. The loose
couple and the tight-couple are integrated at the data level, which has no help to
improve GNSS carrier phase accuracy. GNSS/INS deep integration implements the
signal level aiding of GNSS receiver by INS (Inertial Navigation System), which
can improve the carrier phase accuracy. In this paper, we focus on analyzing carrier
phase accuracy of the GNSS/INS deeply-coupled receiver under strong earthquake
conditions. First, we discuss the spectrum characteristics of strong earthquake
signals, and analyze the tracking error of PLL (Phase-locked Loops) before and
after IMU (Inertial Measurement Unit) aiding under strong earthquake based on the
error model. Then, the carrier tracking performance of the loop before and after
IMU aiding is tested on our self-developed software deep integration receiver, with
strong earthquake motion generated by a GPS/INS hardware signal simulator. The
analysis and testing results show that the tracking error of PLL with INS aiding is
significantly smaller than traditional PLL. The RMS of phase discriminator error of
INS-aided carrier PLL with the optimized bandwidth is smaller than 6° under the
2G single frequency simulation conditions, which is consistent with the analysis.

Keywords Strong earthquake motion � Inertial navigation system � GNSS/INS
deeply-coupled receiver � Carrier phase
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1 Introduction

Strong earthquakes means earthquakes with a magnitude of not less than 6. When
the strong earthquake occurs, real-time reliable seismic monitoring can not only
help people take steps in time, which can reduce casualties and economic losses, but
also can provide data sources for seismological research. The accelerograph records
the seismic information by inertial measurement unit, but the integral will amplify
the low frequency noise in the data processing, which results in the low mea-
surement accuracy for the low frequency components in seismic signal [1].
Conversely, GNSS technology, as one of the main observation means to obtain high
precision crustal deformation information in seismic monitoring, can accurately
measure low-frequency components under the motion condition. However, the
measurement accuracy of the carrier phase of the GNSS receiver is limited by the
tracking loop, which affects the performance of GNSS receiver under the complex
dynamic conditions [2].

In order to solve the problem of seismic measurement accuracy and adapt to
complex earthquake scene, the combination of the accelerograph and the GNSS has
been extensively studied in recent years. The researchers of GFZ in Germany used
the loosely-coupled Kalman filter to process the results of GPS single frequency
receiver and MEMS (Micro-Electro-Mechanical System) inertial sensor under
simulated strong earthquake motion, and found that the precision was obviously
better than that of accelerograph [3]. In the United States, Geng J compared the
results of tightly-coupled Kalman filter and the loosely-coupled Kalman filter to the
accelerograph and GNSS, and concluded that the performance of the
tightly-coupled filter is better. In conclusion, most previous studies have shown that
the combination of the accelerograph and the GNSS can improve the measurement
accuracy under the strong earthquake condition [4]. However, the loose couple and
the tight couple are integrated at the data level, which has no help to improve GNSS
measurement accuracy, so that they can not solve the problem of the declined
performance of GNSS receivers essentially.

The GNSS/INS deeply-couple technology can implement the signal level aiding
of GNSS receiver by INS. Therefore, in this paper, we apply this technology to the
research of strong-earthquake measurement, and focus on analyzing and testing the
carrier phase measurement accuracy of it under the strong earthquake motion.

2 Analysis of Strong Seismic Signal

In this chapter, based on its acceleration sequence and spectral distribution, the
signal characteristics of the actual seismic wave are studied. On June 14, 2008,
Iwate-Miyagi Inland Earthquake occurred in Japan. The ground-wave magnitude
was 7.2 ms. The accelerograph at IWTH25KiK-net recorded 100 Hz acceleration
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sequence in three axes. Figure 1 shows the 60-s acceleration sequence in the north–
south (N–S) direction.

As shown in Fig. 1, the maximum acceleration of the seismic wave reaches
1036 gal, so it is a strong seismic wave. Then based on the amplitude-frequency
characteristics analysis, the power spectrum can be obtained by using SeismoSignal
Version 5.1.0 (seismic wave processing software) to process the acceleration
sequence, as shown in Fig. 2, it reflects the vibration energy of each frequency
component of seismic wave.

As is seen in Fig. 2, the frequency spectrum of the strong seismic signal is very
complex. With the frequency increases, the dynamic energy increases first and then
decreases, and mainly concentrates in 1–10 Hz.

Therefore, based on the characteristics of the acceleration sequence of strong
seismic signal, the GNSS signal simulator is used to design a 2G single-frequency
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sine-wave motion scene to test the tracking error of traditional loop with different
frequency signals.

3 Analysis of Error Model

In this chapter, based on the tracking error model, the tracking errors of the tra-
ditional PLL and the deeply-coupled PLL are analysed.

3.1 Error Analysis of Traditional PLL

The error propagation model of traditional PLL is shown in Fig. 3.
Where hiðsÞ and h0ðsÞ is the phase of the PLL input signal and output signal,

hclk errorðsÞ is the local oscillator error, brought by hiðsÞ during down conversion
processing, xuðsÞ is thermal noise. In addition, the dynamic change can also lead to
tracking error. Therefore, the phase error of GNSS receiver PLL is composed of
thermal noise, vibration-induced oscillator jitter, Allan variance-induced oscillator
jitter and dynamic stress error, which denoted as rtPLL, rrv, rrA, he respectively.
Different error are not related to each other, so the mean squared error of total error
can be written as follows:

rPLL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2tPLL þ r2rv þ r2tA

q
þ he=3 ð1Þ

For the second-order traditional PLL, the formula (1) can be expanded as follows
[5]:

r2tPLL ¼ ð180
p

Þ2 � Bn

C=N0
� 1þ 1

2Tcoh � C=N0

� �
ð�Þ ð2Þ

r2rv ¼
180
p

� �2

� p
2f 20 K

2
gGg

2:67Bn
ð�Þ ð3Þ

( )i s
dK ( )F s

( )o s

( )s

oK
S

_ ( )clk    error s

∑

discriminator

Fig. 3 Error propagation model of traditional PLL
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r2tA ¼ 180
p

� �2

�2p2f 20 � ð p2h�2ffiffiffi
2

p
1:89Bnð Þ þ

ph�1

4 1:89Bnð Þ2 þ h0
4

ffiffiffi
2

p ð1:89BnÞ
Þð�Þ ð4Þ

he ¼ D<
ð1:89BnÞ2

ð�Þ ð5Þ

where Bn is noise bandwidth, C=N0 is carrier-to-noise ratio, Tcoh is coherent inte-
gration time, f0 is carrier frequency, Kg is oscillator sensitivity, Gg single-sided
vibration spectral density, hi is a constant, D< is frequency ramp-up amplitude.

Most of the receivers use the Costas PLL, which is insensitive to 180° phase
inversion. So when the rtPLL is three times larger than one quarter of the traction
range of discriminator, in other words, when the rtPLL is more than 15°, the PLL is
considered to be lost.

Figures 4 and 5 shows the all errors of second-order PLL with different
parameter when the carrier acceleration is 2G. Figure 4 shows the all errors with
different bandwidths when the carrier-to-noise ratio is 40 dB-Hz and the coherent
integration time is 1 ms. As is seen in this figure, the main error of the loop is
dynamic stress error, and when the bandwidth is less than 18 Hz, the total error is
greater than the threshold, the loop is lost. Figure 5 shows the all errors with
different signal strength when the bandwidth is 20 Hz and coherent integration time
also is 1 ms. As is seen in this figure, the dynamic stress error is independent of the
signal strength, and due to the thermal noise, when the carrier-to-noise ratio is lower
than 34 dB-Hz, the loop is lost. In short, both the dynamic performance and
anti-noise performance should be considered in selecting bandwidth. However, the
bandwidth can be reduced by IMU aiding, which can reduce the tracking error of
the PLL under dynamic conditions.
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3.2 Error Analysis of Deeply-Coupled PLL

According to the author’s previous research results [6], the error propagation model
of deeply-coupled carrier PLL is shown in Fig. 6.

WhereDfIMUðsÞ is the Doppler estimation error of auxiliary information caused by
the IMU error, and faidðsÞ is the Doppler shift calculated from auxiliary information.
The feed-forward branch of the deeply-coupled PLL provides real-time carrier
motion information for the tracking loop, which eliminates the tracking error caused
by the motion of the carrier, so that this loop only needs to track the Doppler esti-
mation error of auxiliary information. So Doppler estimation error is analysed below.

According to the previous research, the initial velocity error of GNSS revised is
the main error source of the feed-forward branch in IMU errors, which including
initial velocity error, initial attitude error, sensor bias, sensor scaling factor, etc.
Therefore, in order to simplify the analysis, only the Doppler estimation error
caused by the initial velocity error is considered in this paper, denoted as rV0, and
the formula is as follows:
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r2V0 ¼
180
p

� �2

� 2p � dVNð0Þ
k � e � xn

ð�Þ ð6Þ

where dVN 0ð Þ is the initial velocity error, k is the carrier wavelength, and xn is the
characteristic frequency. Although dVNð0Þ will change with time and converge to
zero, the general update cycle of integration is 1 s, so that the cycle of dVNð0Þ is
1 s. Therefore, dVNð0Þ should be considered as an integral part of the loop
steady-state errors. So the formula (1) becomes:

rPLL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2tPLL þ r2rv þ r2tA þ r2V0

q
ð7Þ

According to the above analysis, taking the MEMS inertial measurement unit
MTI-G shown in Table 1 as an example, the all errors of second-order
deeply-coupled PLL with MTI-G aiding under can be drawn with different signal
strength and bandwidth, as shown in Figs. 7 and 8.

Table 1 Error parameter of typical IMU

Gyroscope Accelerometer 加速度计

MTI-G (MEMS) Bias: 15°/h Bias: 800 mGal

Bias instability: 100°/h Bias instability: 2000 mGal

Correlation time: 600 s Correlation time: 600 s

Scaling factor: 1000 ppm Scaling factor: 1000 ppm

ARW: 3°/h VRW: 0.12 m/s/
ffiffiffi
h

p

Initial velocity error dVN 0ð Þ : 0.04 m/s
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It can be seen from the figures that the influence of different signal strength on
thermal noise error is very large, and on other errors is very small. When the signal
strength is strong, the lower the bandwidth is, the larger the influence of Doppler
estimation error is under the dynamic conditions, and the optimal bandwidth of
deeply-coupled loop is not less than 15 Hz, which the corresponding phase error
RMS is 3.3°. When the signal strength is weak, thermal noise is always the main
error under the dynamic conditions, and the optimal bandwidth of deeply-coupled
loop is about 5 Hz, which the corresponding RMS error is 7.3°.

4 Test Verification and Analysis

In this paper, the GNSS/INS signal simulator is used to simulate strong seismic
signal, the self-developed GNSS/INS signal recorder is used to collect the signal,
and the self-developed deeply-coupled software system is used to process the data.
In addition, this paper only simulates the circular motion with the same attitude on
the horizontal plane. The scenes that set on the GNSS signal simulator are
single-frequency sine-wave motion with the frequency of 1 and 2 Hz, the maximum
acceleration of 2G and 100-second dynamic duration. During the simulation period,
the satellite G28 is located at the zenith, while G06 and G10 are in the east and
south directions respectively, which the elevation both are the lowest.

Figure 9 shows the angular velocity and acceleration of the carrier under 1 Hz
simulation scene. As is seen in this Figure, there are only horizontal motion in this
scene, and the waveform acceleration in the north and east directions are sinusoidal
and cosine wave with the amplitude of 2G and the frequency of 1 Hz, respectively.

Figures 10 and 11 show the discriminator output of the second-order traditional
PLL and the second-order deeply-coupled PLL MTI-G aiding with while tracking
low-elevation G10 satellite signal in the 1 Hz simulation scene, and the coherent
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integration time is 1 ms, the bandwidths are 15 and 20 Hz. It can be seen that in the
high dynamic case, the phase error of the deeply-coupled PLL is much smaller than
that of the traditional PLL.
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The following is a statistical analysis. The output of each phase error source in
the discriminator is different, and the thermal noise variance has the following
relationship with the discriminator output:

rd# �
ffiffiffiffiffiffiffiffiffiffiffi
2BLT

p
¼ rtPLL ð8Þ

Referring to Eqs. (1)–(7), Table 2 shows that the discriminator error statistics for
the 1 and 2 Hz scenes, where the integration time is 1 ms and regardless of the
oscillator error. It can be seen from the table that the traditional PLL can reduce the
discriminator error by increasing the bandwidth, but the error is still large, which
will lead to loop instability. Contrarily, the discriminator error of deeply-coupled
PLL is obviously reduced, and the RMS of discriminator error is less than 6° with
the optimal bandwidth of 15 Hz, which agrees well with the theory. Meanwhile,
there is a greater dynamic frequency in the 2 Hz scene than in the 1 Hz scene,
which resulting in a slight increase discriminator error. In conclusion, the carrier
tracking accuracy can be significantly improved by MEMS IMU aiding in the
strong earthquake scene.
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5 Summary

In this paper, based on the analysis of the spectrum characteristics of strong seismic
signals, the tracking errors of PPL before and after IMU aiding are analysed the-
oretically according to the tracking error model, and tested on our self-developed
software deeply-coupled receiver, with simulate strong earthquake motion gener-
ated by a GPS/INS hardware signal simulator. Theoretical analysis and experi-
mental tests show that GNSS/INS deeply-coupled technology can greatly improve
the measurement accuracy of GNSS receiver under the strong earthquake motion.
Next, experimental verification will be carried out, and the algorithm of the
deeply-coupled tracking loop will be optimized according to the results.
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Table 2 Tracking discriminator error statistics of G10 in various scenes (Unit Deg)

Bandwidth
(Hz)

RMS of phase
error
In the static
period (1 Hz)

RMS of phase
error
In the dynamic
period (1 Hz)

RMS of phase
error
In the static
period (2 Hz)

RMS of phase
error
In the dynamic
period (2 Hz)

Traditional PLL 15 4.48 30.54 4.52 29.07

20 4.49 17.60 4.57 17.09

Deeply-coupled
PLL

5 4.49 5.20 4.48 6.53

15 4.49 4.67 4.52 5.57
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Research on MEMS IMU Aided BeiDou
Receiver Carrier Loop Technology

Chunyu Liu, Lei Chen, Yangbo Huang,
Ling Yong, Shaojie Ni and Feixue Wang

Abstract In dynamic scenarios, the loop bandwidth of BeiDou receiver must be
sufficiently wide and the integration time should be short to ensure stable tracking.
It will introduce too much noise to the tracking loop with the increase of bandwidth
and the reduction of integration time, resulting in the loss of lock of BeiDou
receiver carrier tracking loop in high dynamic scenarios. Therefore, high dynamic
position is hard to be achieved. In this paper, steady tracking performance with
auxiliary has been performed under different C=N0 (carrier to noise ratio) and
dynamic scenarios, and we propose the range of accuracy of the PLL effectively
aided by MEMS IMU under different orders, and then analyze the auxiliary optimal
bandwidth under different orders. Simulation results show the improvement of
bandwidth with auxiliary under different grades of MEMS IMU and different orders
of PLL.

Keywords BeiDou � MEMS IMU � PLL � Optimal bandwidth � Tracking error

1 Introduction

In December 27, 2012, BeiDou regional satellite navigation system officially began
to provide positioning, navigation and timing services in the Asia-Pacific region.
For the pseudo-range and carrier phase measurement of BeiDou and GPS, the
accuracy can achieve the same grade [1]. BeiDou satellite signals are easily blocked
in some cases, such as indoor, lush trees, urban canyon and other scenarios.
Additionally, in high dynamic scenarios, such as various tactical missiles and
moving carrier with high speed, the receiver cannot balance the influence of high
dynamic and noise. Consequently, it cannot track satellite signals stably and is
difficult to achieve high dynamic positioning and navigation.
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Inertial Navigation System (INS) is a kind of autonomous navigation system. It
has the advantage of excellent dynamic response, high data updating rate, strong
anti-interference and the ability of outputting attitude information, which is com-
plementary to BeiDou. From the perspective of INS error, it can be divided into
strategic grade, navigation grade, tactical grade and commercial grade [2]. The
corresponding INS sensor precision index is shown in Table 1.

Since the inertial navigation system is expensive, this limits the application of
BeiDou/INS integrated navigation system. MEMS is a new product of Micro
Electronic Mechanical System device. Inertial measuring element (IMU) is the
application of MEMS technology, which can measure the linear acceleration and
angular velocity of moving objects. MEMS IMU is a new strap-down inertial
navigation system. It has the advantage of small volume, light weight, low con-
sumption, low cost, strong anti vibration and high reliability in a variety of tactical
weapons guidance system [3].

The world’s leading MEMS IMU research institutes are BAE, BEI, Draper,
Honeywell and Analog Device (ADI). The following table lists the major
MEMS IMU product models of Honeywell and ADI. The performance of tactical
grade MEMS IMU is further improved with volume and weight decreased gradu-
ally. The MEMS acceleration index of some models has reached to the navigation
grade. At present, the accuracy of commercial MEMS gyro has been up to the
tactical grade, and the accuracy of international laboratory for MEMS gyro has been
better than 0.01°/h [4].

In order to track high dynamic stress under high dynamic scenarios, the band-
width of PLL needs to be increased. However, the larger bandwidth, the more noise
will be introduced, thus the tracking loop will be easier loss of lock. To solve this
problem, this paper studies MEMS IMU aided BeiDou receiver scalar PLL.

2 MEMS IMU Aided PLL Model

In order to achieve a more stable tracking performance, PLL can be assisted by the
carrier dynamic information from the MEMS IMU, the same as the code loop
supported by the carrier loop, the dynamic stress which the PLL needs to detect and
endure will be greatly reduced, and the tracking performance can be improved by
compressing the bandwidth and increasing the integration time. Figure 1 shows the
MEMS aided PLL model [5].

In Fig. 1, x0ðsÞ is the input reference signal, heðsÞ is the dynamic tracking error,
FðsÞ means the loop filter function, the loop gain is Ko � Kd, NCO denotes the
numerically controlled oscillator, 1=s is the integrator, GðsÞ is the equivalent
MEMS IMU information filtering. For the convenience, the loop gain is set to 1, the
following content focus on designing loop filter, and analysis of the performance of
PLL assisted by MEMS IMU.
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To simplify the MEMS IMU error model, a one-dimensional error model can be
obtained by using only the acceleration bias ea and the gyro drift eg, where a!
denotes the specific force, x is the position parameter, g stands for the gravitation, R
is the earth radius, t is the time and

ffiffiffiffiffiffiffiffiffi
g=R

p
is the Schuler frequency.

a!¼ €xþ g
R
� x� ea � eg � g � t ð1Þ

Figure 1 shows the dynamic tracking loop error he sð Þ ¼ x0ðsÞ � xðsÞ, taking it
into the loop transfer function we can obtain:

he sð Þ ¼ s� F sð Þ � G sð Þ � s2 þg=Rs2
sþ F sð Þ � x0 sð Þþ F sð Þ � G sð Þ

sþ F sð Þ � ea
s3

þ g � eg
s4

� �
ð2Þ

In order to ensure the independence between the dynamic tracking error and the
input signal, the first term of Eq. (2) must be 0, thus we can obtain:

C0s ¼ F sð Þ � G sð Þ � s
2 þ g=R

s2
ð3Þ

In Eq. (3), C0 represents the coupling coefficient between BeiDou and
MEMS IMU, the value of 1 stands for the coupling degree and 0 denotes that the
BeiDou cannot receive the aid of MEMS IMU. From Eq. (3) we can get equation of
MEMS IMU information filter, where xs is the Schuler frequency. If the loop filter
is the ideal second-order loop, the above formula can be substituted into Eq. (2) and
converted to the time domain, then we can obtain:

he tð Þ ¼ 1� C0

x2
n

� €x0 þ C0 � ea
x2
n

� cos xs � tð Þþ C0 � eg � g
x2
n

� sin xs � tð Þ
xs

ð4Þ

If the loop filter is the ideal third-order loop, the dynamic tracking error can also
be obtained:

F(S)dK
)s(xo

G(S)MEMS IMU

NCO

1/s

)s(eθ

)s(x

oK

Fig. 1 Structure diagram of
MEMS IMU aided PLL
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he tð Þ ¼ 1� C0

x3
n

� vx0 � C0 � ea
x3
n

� sin xs � tð Þ
xs

þ C0 � eg � g
x3
n

� cos xs � tð Þ ð5Þ

When the coupling coefficient is 1, the steady-state error of the dynamic stress is
no longer dependent on the carrier dynamics, rather determined entirely by the
system error of MEMS IMU after compensation. Compared with the thermal noise
mean square error, the error of Allan phase jitter and PLL phase jitter can be
ignored. Combined with the dynamic error of the formula, the loop error expression
[6] can be obtained after MEMS IMU support:

rPLL ¼ 180�

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bn

C=N0
1þ 1

2TcohC=N0

� �s
þ 1

3
� 360
k

� he tð Þ ð6Þ

It is the same as the conventional PLL for the analysis of optimal bandwidth, if
@rPLL

@Bn
¼ 0, the formula can be expressed as:

Bn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2N
3

he tð Þ
1=lð ÞN

� �2

k
2p

� �2 1
C=N0

1þ 1
2TcohC=N0

� �2Nþ 1

vuuuut ;
l ¼ 0:53; N ¼ 2
l ¼ 0:7845; N ¼ 3

	
ð7Þ

We can obtain the optimal bandwidth if the derivation of time is set to 0, and the
optimal bandwidth will be grow with the increasing of the error parameter of the
MEMS IMU device. It can be seen from Eq. (6), the PLL supported by high
precision MEMS IMU device can obtain low tracking error with high cost.

3 Effects of MEMS IMU Accuracy
on PLL Tracking Error

Combining the inertial performance parameters of different grades in Table 1,
HG1930 device and ADIS16480 device are taken as examples and the coherent
integration time is set to 1 ms. The comparison of auxiliary second-order PLL
tracking error curves of ADIS16480 and HG1930 under the 1 and 20 Hz bandwidth
is shown in Fig. 2.

Table 2 shows that the gyro performance of HG1930 is better than that of
ADIS16480, and the accelerometer performance of ADIS16480 is better than that

Table 1 Accuracy grade of inertial sensor

Performance Strategic Navigation Tactical Commercial

Gyro drift (°/h) 0.0001 0.01 1 100

Accel bias (mg) 0.001 0.01 0.5 10
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of HG1930. Simulation results show that the loop tracking error of the tactical grade
MEMS IMU can be kept below the threshold (15°) when the C=N0 is greater than
27 dB-Hz and the bandwidth is 20 Hz. When the bandwidth is reduced to 1 Hz,
there is a large amplitude jitter of loop tracking error due to periodic Schuler jitter.
The auxiliary PLL tracking error may exceed the threshold even when C=N0 is
relatively high, thus the auxiliary PLL tracking may not work in this scenario. The
auxiliary tracking error of HG1930 under narrow bandwidth is smaller than
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Fig. 2 MEMS IMU aided second-order PLL tracking error curves

Table 2 Product model and
performance of MEMS IMU

Institutes Model Gyro drift (°/h) Accel bias (mg)

HG1900 1 0.3

Honeywell HG1920 6 0.6

HG1930 1 0.3

ADIS16460 8 0.2

ADI ADIS16480 6.25 0.1

ADIS16490 1.8 0.0036
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ADIS16480’s. Hence, the accuracy of gyro is the main factor of MEMS IMU,
which affects the auxiliary loop tracking error. When the bandwidth of loop is
20 Hz and the accuracy of MEMS gyro is set to the tactical grade, It can be found
that the trend of loop tracking error is almost unchanged with the accuracy of the
accelerometer increasing from 0.01 to 10 mg.

Tactical MEMS IMU devices have been relatively mature and the accuracy of
commercial MEMS accelerometer can reach the navigation grade. However, the
accuracy of commercial MEMS gyro is not up to the navigation grade. If simula-
tions above are supported by devices with higher precision, the tracking error with
auxiliary will be under the threshold. The tracking error curves of the navigation
grades under 1 and 20 Hz bandwidth are shown in Fig. 3.

From Fig. 3, the threshold value in the case of 20 dB-Hz can be reduced with the
decrease in PLL bandwidth. In the conjunction with the simulation results in Fig. 2,
it can be seen that the cyclical jitter caused by tactical MEMS gyro can lead to the
loss of lock when bandwidth is reduced to 1 Hz. To facilitate the analysis of MEMS
gyro accuracy on the tracking error, we maintain the accuracy of MEMS
accelerometer at the tactical grade, and set the loop bandwidth and the coherent
integration time to 1 Hz and 1 ms, respectively. The trends of tracking accuracy of
the gyro under 20 and 25 dB-Hz are shown in Fig. 4.

It can be seen that when the bandwidth is reduced to 1 Hz, the gyro drift value
needs to be lower than 0.016°/h if the 20 dB-Hz signal is stably tracked for the
second-order PLL assisted by the MEMS IMU. The gyro drift value should be
lower than 0.17°/h if it is stably tracked at 25 dB-Hz weak signal. For third-order
loop, devices with gyro accuracy lower than 7.47°/h can assure effective assistance
under different C=N0. Devices with gyro accuracy lower than 76.2°/h can be
effective when the C=N0 is greater than 25 dB-Hz. The critical curves of gyro drift,
which achieve the stable tracking of second and third-order PLL at different C=N0,
are shown in Fig. 5.
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Fig. 3 MEMS IMU aided second-order PLL tracking error
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The simulation results show that navigation grade devices can effectively assist
the second-order PLL in 1 Hz bandwidth under weak signal with 20–25 dB-Hz.
Tactical grade devices with bandwidth less than 4 Hz cannot be effectively assisted,
and commercial grade devices cannot be effectively assisted. When C=N0 is higher
than 30 dB-Hz, Tactical grade devices can effectively assist the loop when the
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Fig. 4 Relationship between gyro drift and tracking error

Fig. 5 Critical curves of gyro drift
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bandwidth is greater than 2 Hz. Commercial grade devices can achieve assistance
when C=N0 is more than 50 dB-Hz and the bandwidth is more than 20 Hz. For the
third-order PLL under 1 Hz bandwidth, navigation and tactical grade devices can
effectively assist the 20–25 dB-Hz weak signal, and commercial grade devices can
effectively assist the signal when C=N0 is more than 30 dB-Hz.

4 Optimal Bandwidth Analysis of PLL
with MEMS IMU Aiding

From above analysis, we can see that with the decrease of loop bandwidth, high
precision MEMS IMU auxiliary PLL is required to ensure the tracking perfor-
mance. That is, as the accuracy of the MEMS IMU increases, the bandwidth of the
loop can be designed to be smaller. Figure 6 verifies the simulation of the optimal
bandwidth on the tactical grades HG1930 with auxiliary PLL or not.

From Fig. 6, the decrease of optimal bandwidth with HG1930 aiding is the most
obvious at low C=N0, and the optimal bandwidth reduction of the third-order PLL
is much better than that of the second-order PLL. To facilitate the comparative
analysis of the degree of bandwidth with the auxiliary or not, C=N0 is set to 20, 25,
30, 40 and 50 dB-Hz, respectively. Figure 7 shows the change of bandwidth with
the auxiliary or not.

From Fig. 7, the improvement in the optimal bandwidth of the third-order PLL is
significantly better than that of the second-order PLL, and the improvement of the
optimal bandwidth is the same at different C=N0. Equation (7) can be verified
independently of C=N0. Since the coupling coefficient is set to 1, the optimal
bandwidth of the HG1930 auxiliary PLL is independent of the carrier dynamics.
That is, the optimal bandwidth is not affected by carrier dynamics. The improve-
ment of the optimal bandwidth is only related to the accuracy of the MEMS IMU
device. To facilitate the study, we set the C=N0 to 20 dB-Hz. Figure 8 shows the
improvement of the optimal bandwidth with auxiliary of the inertial navigation
devices of different grades.

From Fig. 8, for the auxiliary second-order PLL, because the accuracy of nav-
igation grade and tactical grade devices are relatively high, the gyro drift value is
10°/h or less. It can effectively improve the 1–50 g dynamic scenarios assisted loop
optimal bandwidth, in which the optimal bandwidth with navigation grade aiding is
improved by 96%. The accuracy grade of commercial device is relatively low,
when the gyro drift value is higher than 100°/h. Optimal bandwidth under 0–5 g
dynamic has no improvement because of the larger error leading to increased
bandwidth. For 5–50 g high dynamic optimization of the bandwidth, the
improvement is less than 50%.

For the auxiliary third-order loop, the improvement of the optimal bandwidth of
tactical grade MEMS IMU devices is more than 90% in the dynamic scenarios of
0.5–20 g/s. The improvement effect of commercial grade MEMS IMU devices on
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the optimal bandwidth is more than 60%. When the carrier dynamic is less than
0.1 g/s, commercial grade MEMS IMU devices have less than 60% improvement in
the optimal bandwidth. If the coupling coefficient is not 1, the carrier dynamic will
affect the optimal bandwidth of the loop with the auxiliary. The improvement ratio
of the loop bandwidth will decrease with the increase in the carrier dynamic, which
is in accordance with the previous researches.

5 Conclusion

In this paper, the relationship between steady-state tracking error and the combi-
nation of C=N0 and accuracy of the MEMS IMU device is analyzed quantitatively
based on the MEMS IMU auxiliary PLL. The theoretical analysis and simulation
results show that commercial MEMS IMU devices can effectively assist the
third-order PLL for 30 dB-Hz signal. Tactical grade MEMS IMU devices can
effectively assist the second-order PLL when the bandwidth is greater than 2 Hz.

The optimal bandwidth with auxiliary is analyzed based on the conventional
PLL, which is related to the C=N0 of signal and the precision of MEMS IMU
devices. The improvement of the loop bandwidth is not in dependent of C=N0. The
optimal bandwidth will decrease obviously with the increase in C=N0. The
improvement of bandwidth will be better when the accuracy of the MEMS IMU
devices is higher. The auxiliary effect will be better with a higher order.
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An Improved Robust Fading Filtering
Algorithm for the GPS/INS Integrated
Navigation

Chen Jiang, Shu-bi Zhang and Qiu-zhao Zhang

Abstract As an estimator of the state space, Kalman filter has been widely applied
in the field of dynamic navigation and positioning. However, the divergence will be
likely to happen when significant errors of the model exist. Thus, the fading factor
is introduced to control the influences of the state model errors. In order to improve
the performance of the filter, the multiple fading factors are adopted to address the
problem that a single fading factor fails to control the interferences of all model
errors. By minimizing the estimation error in the worst case, the H-infinity filter can
be adopted to address the uncertainties under different conditions. Nevertheless, the
H-infinity filter cannot resist the influences of outliers. The robust estimation
method is thus integrated with the H-infinity filtering algorithm to improve the
stability of the filter furtherly. Data of the Global Positioning System (GPS) and the
Inertial Navigation System (INS) integrated navigation system are collected with
GPS receivers and Inertial Measurement Units (IMU) under actual conditions.
Experiments using different filtering algorithms together with the contrastive
analysis are performed with the collected data. Results demonstrate that the pro-
posed filtering algorithm shows better stability. Both the filter divergence and the
influences of the outliers are controlled effectively with the proposed filtering
algorithm, and precision of the filtering results are improved simultaneously.
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1 Introduction

The required accuracy of the navigation instrument increases along with the
development of the navigation techniques. It has become an important aspect by
integrating the navigation techniques to improve the instruments’ performance.
GPS is characterized by all-whether measurement and high precision, and INS is a
self-navigation system which indicates that no signals of the INS is sent and
received. The integration of GPS and INS has been widely studied and applied. As
an optimal estimation method, the Kalman filter has found extremely wide appli-
cations. Kalman filter is proposed based on the H2 norm, and the performance is
closely related to the accuracy of the system model and the statistical information of
the noises. It may cause a filter divergence when significant errors of the model
exist [1]. Based on the fading memory, an optimal fading filter was proposed to
restrain the filter divergence [2]. However, the multiple-dimension system was
controlled with only a single fading factor, which indicates that it is difficult to
correctly present the change of the system and to guarantee the absolute opti-
mization of the filter. Then, the suboptimal fading filter [3] and the multiple fading
filter [4] were proposed based on the conventional fading factor. In theory, the
fading filter will show the ability to control the influences of the model deviations.
However, the aforementioned algorithms’ ability of resisting the outliers should be
furtherly improved, and the outliers may even cause a filter divergence. By mini-
mizing the estimation errors in the worst case [5, 6], the H-infinity filter can be
adopted to address the system model and uncertain interferences of the noises, and
it has been adopted in the GPS/INS integrated navigation system [7, 8].
Nevertheless, it may cause a filter divergence in the presence of outliers [9]. The
robust estimation method is a practical method of resisting the influences of
abnormal observations [10–12]. Rather than disproportionately pursuing validity
and unbiasedness, the robust estimation method focuses on the robustness and the
reliability of the estimator. Accordingly, the robust estimation method is introduced
to improve the performance of the filter.

In this paper, an improved multiple fading filtering algorithm is proposed. The
data were collected under natural conditions with the GPS/INS integrated naviga-
tion instruments. The data were calculated with the proposed algorithm, and
validity of the improved algorithm were demonstrated with various experiments.
Contrastive analysis was performed between the improved algorithms and the other
algorithms.
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2 The Fading Filter and the H-infinity Filter

2.1 The Fading Filter

For the dynamic model equation and the observation equation

xk ¼ Uk;k�1xk�1 þwk

zk ¼ Hkxk þ vk

�
ð2:1Þ

where xk is the state vector at epoch k;Uk;k�1 is the state transition matrix, Hk is the
measurement matrix, zk is the observation vector, wk and vk are the system and the
observation noises, respectively. The fading filter approach is given by

xk=k ¼ xk=k�1 þ �Kkðzk � Hkxk=k�1Þ; ð2:2Þ

where �Kk is the gain matrix and �Kk ¼ �Pk=k�1HT
k ðHk�Pk=k�1HT

k þRkÞ�1; �Pk=k�1 is the
covariance matrix of the state vector and �Pk=k�1 ¼ SkðUk;k�1Pk�1U

T
k;k�1ÞþQk; Sk is

the fading factor and Sk � 1;Pk�1 is the covariance matrix of the state vector at
epoch k � 1;Rk and Qk are the covariance matrices of the observation and the state
noises, respectively. Obviously, in the fading filter, the covariance matrix of the a
priori state is inflated for Sk times, and this will degrade the efficiency of the past
state information. Compared with the standard Kalman filter, the state errors from
the last epoch are well controlled [2].

It is clear that a proper fading factor should be selected. A fading filter was
proposed based on the optimization where two forms of fading factors were derived
[2], and the concise one is:

Sk ¼ maxf1; 1
n
trðNkM

�1
k Þg; ð2:3Þ

where Mk ¼ HkUk;k�1Pk�1U
T
k;k�1H

T
k ;Nk ¼ PVk � HkQkHT

k � Rk;PVk ¼ EðVkVT
k Þ

and Vk ¼ Hkxk=k�1 � zk; trð�Þ denotes taking trace of a matrix, Vk denotes the
predicted residual vector, and PVk denotes the covariance matrix of Vk , and
P̂Vk ¼ 1

k

Pk
i¼1 Vi VT

i . A simplified method of Sk is Sk ¼ maxf1; trðNkÞ=trðMkÞg, this
fading factor Sk is the optimal in theory [1]. Since a single fading factor can hardly
guarantee the optimization, a multiple fading filter was proposed [3], and the fading
factor is:

Sk ¼ diagðs1; s2; . . .; sm; 1; . . .; 1; . . .; 1Þ; ð2:4Þ

Si ¼ max 1;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½viðkÞ�2
k2i jiiðkÞei

� biiðkÞ
jiiðkÞ

s !
; ði ¼ 1; 2; . . .;mÞ; ð2:5Þ
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where viðkÞ is the ith element of Vk, m is the number of the observable variables, ki
is the ith observable element of Hk , biiðkÞ is the ith element of Bk and
Bk ¼ HkQk�1HT

k þRk, jiiðkÞ is the ith element of and Jk ¼ UkPk�1UT
k , and ei is the

threshold value fixed according to the Chi-square distribution.

2.2 The H-infinity Filter

Assume that a discrete nonlinear system is given by

xk ¼ f ðxk�1Þþwk�1

zk ¼ hðxkÞþ vk

�
; ð2:6Þ

where f ð�Þ and hð�Þ are the nonlinear state transition function and the nonlinear
observation function, respectively, xk is the state vector to be estimated. The cost
function J is [13]:

J ¼
PN

k¼1 xk � x̂kk k2
x0 � x̂0k k2P�1

0
þ PN

k¼1 ð wkk k2Q�1
k
þ vkk k2R�1

k
Þ ; ð2:7Þ

where N is the total number of filtering time limit, x0 is the initial value of x with the
covariance matrix P0; x̂0 and x̂k are the estimated state vectors of x0 and xk,
respectively.

The estimate of xk should satisfy x̂k ¼ arg min Jk k1. However, the closed-form
approach of an optimal H-infinity filter cannot be achieved under common condi-
tions [14]. Then a suboptimal recursion algorithm was proposed with a threshold
value c which satisfied the Riccati inequality [15]

P�1
k þHT

k Hk � c2LTk Lk [ 0; ð2:8Þ

where Pk is the covariance matrix of xk , and Lk is an unit matrix in this paper. As for
the nonlinear system, the recursion formula of Pk=k in the H-infinity filter is given
by:

Pk=k ¼ Pk=k�1 � ½Pxz;k Pk=k�1� Pzz;k � Rk þ I PT
xz;k

Pxz;k Pk=k�1 � c2I

� ��1 PT
xz;k

PT
k=k�1

" #
; ð2:9Þ

where Pxz;k and Pzz;k denote the cross-covariance matrix and the innovation
covariance matrix, respectively, Pxz;k ¼ Pk�1=kHT

k and Pzz;k ¼ HkPk=k�1HT
k þRk . In

general, Pxz;k and Pzz;k are obtained using a nonlinear filtering algorithm such as the
unscented Kalman filter and the cubature Kalman filter. In this paper, the nonlinear
problem is addressed with the cubature Kalman filter.
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It should be noticed that, the value of c is closely related to the robustness of the
filter, and the filter becomes more robust when c decreases. However, it may cause
a filter divergence if c is too close to 0 [16]. Thus, a proper value of c is often set by
experience.

3 An Improved Robust Multiple Fading Filter

Since a single fading factor cannot guarantee the optimal filtering, a multiple fading
factor was proposed to address this problem [3]. However, the robustness of this
filter can still be improved. Accordingly, a new comprehensive filtering algorithm is
proposed to furtherly improve the performance of conventional fading filter. In a
multiple fading filter, Sk ¼ diag(s1; . . .; sm; 1; . . .; 1Þ, where m is the number of
observable elements in xk . Pk=k�1 can be expressed as Pk=k�1 ¼ SkUk;k�1Pk�1

UT
k;k�1Sk þQk to keep its symmetry.
The robust estimation method is employed to improve the robustness to the

abnormal observations. In general, the components of the predicted state vector are
correlated, so the equivalent covariance matrix constructed by scaling factor kij is
adopted, and kij is [17]:

kij ¼
ffiffiffiffiffi
kii

p ffiffiffiffiffi
kjj

p
; ð3:1Þ

kii ¼
1 �V�Xki

��� ���� c

�V�Xki

��� ���
c

�V�Xki

��� ���[ c

8>><
>>: ; ð3:2Þ

where �V�Xki

��� ��� is the component of the predicted residual vector, 1:0� c� 1:5, and kjj

can be fixed in the same way as kii. Thus, the equivalent covariance matrix �Rk is
achieved by

�Rk ¼ kijRk: ð3:3Þ

Then, a robust multiple fading H-infinity filter is constructed, and the whole
recursion formulas of the new algorithm are:

xk=k�1 ¼ Uk=k�1xk�1; ð3:4Þ

�Pk=k�1 ¼ SkUk;k�1Pk�1=k�1U
T
k;k�1S

T
k þQk; ð3:5Þ
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xk=k ¼ xk=k�1 þ �Kkðzk � Hkxk=k�1Þ; ð3:6Þ

�Kk ¼ �Pk=k�1H
T
k ðHk�Pk=k�1H

T
k þ �RkÞ�1; ð3:7Þ

�Pk=k ¼ �Pk=k�1 � Uk=k�1�Pk=k�1½HT
k L

T
k ��R�1

e;k

Hk

Lk

" #
�Pk=k�1U

T
k=k�1; ð3:8Þ

�R�1
e;k ¼ I 0

0 �c2I

� �
þ Hk

Lk

� �
�Pk=k�1½HT

k LTk �; ð3:9Þ

4 The GPS/INS Integrated Navigation System

In this GPS/INS integrated navigation system, the loosely-coupled navigation is
easier to be implemented and the computation process is more concise [18]. In the
loosely-coupled GPS/INS integrated navigation system, a 15-dimension state vector
is designed, and the state vector X̂ is given by:

X̂ ¼ ½dx; dy; dz; dvx; dvy; dvz; d/e; d/n; d/u; dgx; dgy; dgz; dax; day; daz�; ð4:1Þ

where the symbols denote the deviations of the position, velocities, attitudes, and
the noises of the gyroscope and accelerometer, respectively.

In the loosely-coupled GPS/INS integrated navigation system, ation form of the
state equation is achieved by Taylor series expansion [1]:

Xk ¼ Uk;k�1Xk�1 þWk; ð4:2Þ

where Xk is the state vector, Wk is the model noise, and Uk;k�1 is the discretized
state transition matrix. The differences of position and velocity between GPS and
INS are selected as the external measurement:

ZqðtÞ ¼ qGPS � qINS: ð4:3Þ

rGPS and vGPS are the output information of the GPS, rINS and vINS are that of the
INS. The measurement equation is given by:

Zk ¼ rGPS � rINS
vGPS � vINS

� �
; ð4:4Þ
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5 Experiments and Analysis

In these experiments, data were collected by a vehicle mounted GPS/INS integrated
navigation system. In this system, two GPS receivers and a low cost inertial
measurement unit (IMU) were adopted. GPS data were calculated through the
double difference pseudorange. The precise results calculated by the double dif-
ference carrier phase were taken as references. Then two cases were designed to
examine the stability and the robustness of the new algorithm. Four schemes were
performed in each case:

Scheme 1: Kalman Filter (KF);
Scheme 2: H-infinity Filter (HF) (c was set as 2);
Scheme 3: The multiple fading H-infinity filter (MF) (c was set as 2);
Scheme 4: The robust multiple fading H-infinity filter (RMF) (c was set as 2);

5.1 Case 1

Each filtering algorithm was calculated by self-designed program. Position errors of
the four schemes are demonstrated in Figs. 1, 2, 3 and 4.

The RMSEs of each scheme are displayed in Table 1:
It is learned from Figs. 1 and 2, the HF algorithm performs much better than the

KF algorithm. With the model deviations and the uncertain interferences controlled,
the multiple fading filter shows a better performance than the HF algorithm which
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KF algorithm
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can be seen from Figs. 2 and 3. Aided by the robust estimation method, the RMF
algorithm performs the best among the four schemes, and the amplitudes of the
position errors are furtherly reduced which can be concluded from Fig. 4. It is
demonstrated in Table 1 that the improved algorithm shows a higher precision
comparing with the other algorithms.
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5.2 Case 2

In this case, gross errors were added artificially to the GPS initial observations at the
160th, 260th, 360th, 460th, 560th epochs, respectively. Position errors of these
schemes are displayed in Figs. 5, 6, 7 and 8.

In this case, performances of these schemes are mainly affected by outliers.
Obviously, Figs. 5 and 6 demonstrate that the KF and HF algorithms have little
ability to resist the effects of outliers. However, both the conventional and the
robust fading filters show a great robustness to outliers which is learned from
Figs. 7 and 8. Moreover, error amplitudes of the robust multiple fading filter are
smaller than those of the other algorithms.

Then the RMSEs of each scheme are listed in Table 2.
Since the performances of the KF and the HF algorithms are significantly

affected, the RMSEs of them become much bigger. Little change is found for the
MF and the RMF algorithms in terms of the RMSEs which indicates that they can
resist the influences of the outliers. With influences of the dynamic model errors and
the uncertain interferences controlled, the new fading filter is more robust than the
other three algorithms.
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Table 1 RMSEs of each
scheme (m)

Axis KF HF MF RMF

X 0.132 0.098 0.094 0.080

Y 0.291 0.208 0.192 0.124

Z 0.192 0.131 0.124 0.096
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Table 2 RMSEs of each
scheme (m)

Axis KF HF MF RMF

X 0.275 0.182 0.111 0.088

Y 0.383 0.264 0.198 0.127

Z 0.321 0.210 0.130 0.101
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6 Conclusion

In this study, an improved robust multiple fading filter is proposed. Aided by the
robust estimation method, a comprehensive filtering algorithm is constructed by
integrating the multiple fading factor and the H-infinity filter. The improved fil-
tering algorithm is performed in the loosely-coupled GPS/INS integrated navigation
system and the detail conclusions are summarized as follows:

(1) Both the Kalman filter and the H-infinity filter will be affected significantly by
the outliers. With the model deviations controlled, the multiple fading filter
shows some robustness.

(2) Aided by the robust estimation method and the H-infinity filter, performance of
the conventional multiple fading filter is improved furtherly. The robust mul-
tiple fading filter is implemented in the loosely-coupled GPS/INS integrated
navigation system, and the stability and robustness are demonstrated with both
the initial and the perturbative data.
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Rapid Extrinsic Calibration of Seamless
Multi-sensor Navigation System Based
on Laser Scanning

Yanglin Zhou, Guangyun Li, Fengyang Li,
Ming Dong and Shuaixin Li

Abstract With the rapid development of national economy, higher requests have
been put forward on PNT (positioning navigation and timing) service. Researches
on integrated navigation systems, including fusion technologies of multi-navigation
sources and adaptive algorithms for various application scenarios, have become the
highlighted topic. The method of laboratory calibration for GNSS/INS/LiDAR
integrated navigation system, applied for indoor and outdoor seamless positioning,
was studied in this paper. Combined with high-precision Theodolite and Laser
Scanning System, this paper proposed a laboratory high-accuracy calibration sce-
nario for integrated navigation system, designed a rapid laboratory calibration
model, deduced the corresponding error model with the analysis of differential
equations and the method of Monte Carlo, and finished the lever-arm calibration of
GNSS and the mounting parameters of laser scanner, and designed a rapid labo-
ratory calibration model. Laboratory experiments had been carried out to verify the
feasibility of this millimeter-level calibration method, which could be used for
calibrating the initial mounting parameters of the integrated navigation system.
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Nomenclature

rai
�! position vector of point i in coordinate a

raPi

�! position vector of point Pi in coordinate a

rba
! relative translation from coordinate a to coordinate b

Rb
a relative rotation from coordinate a to coordinate b

PGNSS the geometric center of GNSS antenna
PANT the geometric center of the lower edge of GNSS antenna
L laser scanner coordinate system
S auxiliary measurement coordinate system
I POS coordinate system
k1 scale change between coordinate S to coordinate L
k2 scale change between coordinate I to coordinate S

1 Introduction

With the rapid development and wide popularization of the digital information, the
concept of ‘Digital earth’, ‘smart earth’ or ‘smart city’ [1] has been reloaded and
becomes common knowledge, and thus higher requests have been put forward on
PNT (positioning navigation and timing) service’s quantity, quality and renew
speed [2]. Traditional navigation techniques could no longer satisfy the increasing
demand for LBS (location based service), Integrated with different navigation
sensors (e.g. GNSS, Accelerometer, Gyroscope, Magnetometer, 2-D/3-D imager,
LiDAR, Bluetooth, Barometer, WLAN etc.), adapted to complex scenarios (e.g.
urban canyon, building interior, open field, jungle, forest canopy, suburban,
underground, underwater etc.), high-efficiency and robust seamless indoor and
outdoor navigation system quickly becomes the new trend of acquiring the
real-time geometric information [3].

Seamless navigation and positioning is in fact a new navigation fusion tech-
nology, which will support integration of combination of existing navigation
techniques [GNSS, WNL (wireless network locating) and SCS (self-contained
sensor)], capable of heterogeneous and asynchronous navigation sources and have a
rapid adaptation to different scenarios for the creation of robust navigation and
positioning technology.

Integrating GNSS, wireless locating with self-contained sensors requires new
navigation filtering (i.e., fusion) algorithms, abstraction methods, and an overall
navigation system architecture [4], so that it attracts extensive attentions and
intensive investigation: SoOPs (signals of opportunity) based navigation technol-
ogy [5], high-precision wireless network locating technologies integrated system
[6], multi-sensor, multi-network integrated navigation technology [7],
Camera/IMU/GNSS integrated navigation technology for challenging GNSS
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environments [8], vision-aided Pedestrian/GNSS coupled navigation technology for
smart terminals [9], etc.

Key technologies of Seamless navigation and positioning can be divided into
four parts: (1) multi-sensor calibration; (2) Information synchronization and fusion;
(3) Online optimization of navigation sensors; (4) Robust and economical filtering
algorithm. This paper focus on optimizing the extrinsic calibration procedure of
multi-sensor navigation system. Accurate inter-sensor geometric relationship is of
great importance to information synchronization and fusion, which will influence
navigation and positioning directly [10]. In the current study, Users depend greatly
on the manufacturer, whose calibration procedure is complex and not revealed,
lacking of autonomy and innovation. In order to solving these issues, this paper
presents an extrinsic calibration approach, utilizing laser scanning based aiding, for:
GNSS/INS/LiDAR integrated seamless indoor and outdoor navigation and posi-
tioning system (Indoor: point cloud based registration [11] or SLAM [12]
(Simultaneous Localization and Mapping; Outdoor: integrated GNSS/INS naviga-
tion [13]). This paper tackles a rapid and robust calibration scheme, whose per-
formance is evaluated through experimental results using simulated model. Besides,
a comparative analysis between the theodolite measuring system based and laser
scanning based results has been carried out to verify the feasibility and efficiency of
this calibration method.

2 Laboratory Calibration Scheme

An operational and low-cost seamless navigation system (GIL) is integrated on a
wheel-based platform, which consists of position and orientation system
(SPAN-CPT [14]), laser sensor (FARO focus3D-X120 [15]) and data processing
system (Laptop Think pad T530), as shown in Fig. 1

2.1 Introduction of Measuring Sensors

(1) Laser scanner system
Laser scanner (LS) is the main measuring sensor in GIL, which is current
state-of-the-art active imaging modality, capable of measuring detailed dense
geometric information of the object space efficiently and quickly. A FARO
focus3D-X120 laser scanner is used as a navigation sensor in GIL and a Rigel
VZ400 laser scanner [16] is used as a secondly measuring sensor in the cali-
bration procedure. Both of the introduced laser sensors are time-of-flight sys-
tem, but using different distance measurement principle [17] (pulse-based
focus3D-X120 and phase-based VZ400): FARO laser scanner cannot identify
the retro-reflective material (RRT) targets and Rigel laser scanner cannot
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identify the spherical target automatically. The cooperative targets used in this
paper are shown in Fig. 2. The measurement specifications of laser scanners are
shown in Table 1.

(2) Theodolite measuring system
The theodolite measuring system (TMS), carrying out frontage intersecting
measurement according to the fixed reference line, consists of three T3000A
theodolites in this paper, with a throughout consideration of precision, relia-
bility, efficiency. The intersection measuring accuracy of the integrated TMS
can attain 0.02–0.1 mm within the range of 10 m [18].
When using LS and TMS as an auxiliary measurement system, its accuracy and
spatial data type has a huge difference due to different measuring principle and
corporative targets. As shown in Fig. 3, TMS attains only singe point spatial

Fig. 1 Sensor configuration of GIL

(a) FARO
Spherical target 

(b) FARO
Chessboard target 

(c) Rigel 
Retro-reflect target

Fig. 2 Cooperation targets for laboratory calibration experiment
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information while LS attains points cloud spatial information as well as
retro-reflective information. So the measurement data must be preprocessed
before the application into the calibration procedure.

2.2 Details of Calibration Procedure

The total extrinsic calibration of GIL is complex, which consists of subordinate
sensor calibration and inter-sensor relationship calibration. Subordinate sensor
calibration mainly focuses on the improvement of survey-grade sensors (e.g. IMU,
laser scanner and camera) with the corresponding corrections (e.g. IMU drift error
correction [19], laser scanner ranging constant correction [20] and camera orien-
tation element correction [21]). Inter-sensor calibration mainly discusses about the
extrinsic relationship between GNSS antenna [22], IMU [23] and measuring sen-
sors (including laser scanner [24] and camera [25]).

GNSS lever arm is the difference between the different sensing point of GNSS
and IMU. The lever arm calibration is necessary in GIL, because its error will
influence the accuracy of navigation solution directly [26]. It is assumed in this

Table 1 Measurement
specifications of different
measurement systems

Name Range Accuracy

LS I RigeL 1–500 m 5 mm @ 100 m

VZ 400

LS II FARO 0.6–120 m 2 mm @ 50 m

Focus3DX120

TMS Leica 1–100 m 0.05 mm

TM3000

(a) 3D points measured
 by TMS

(b) 3D Point cloud captured
by TLS

Fig. 3 Cooperation targets
for laboratory calibration
experiment
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paper that the center of POS is in coincident with that of IMU. The definition of the
relevant coordinate system can be found in [27], the whole calibration procedure is
shown in Fig. 4.

The extrinsic calibration in this paper consists of GNSS lever arm calibration and
laser sensor mounting parameters calibration, with the following specific scheme:

(1) GNSS lever arm calibration.

Step 1: Attain the geometric center of GNSS antenna through AMS.
Step 2: Transfer the geometric center into POS coordinate, with the connection

between POS coordinate and AMS coordinate established from common
points between POS and AMS.

(2) LS mounting parameters calibration.

Step 1: Establish the coordinate connection between LS and AMS.
Step 2: Similar to Step 2 of GNSS lever arm calibration, establish the coordinate

connection between POS and AMS.
Step 3: Calculate the mounting parameters of LS through the coordinate con-

nection between LS and POS, deduced from Steps 1 and 3.
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Fig. 4 Procedure of laboratory calibration

382 Y. Zhou et al.



3 Laboratory Extrinsic Calibration Mathematical Model

3.1 GNSS Lever Arm Calibration Model

As shown in Fig. 5, lever arm calibration model can be divided into two parts:
(1) Circle fitting of GNSS geometric center; (2) coordinate transformation from
AMS to POS.

1. Circle fitting of GNSS geometric center
Based on the fact that the edge of GNSS antenna is a regular shape, the geo-
metric center of GNSS can be deduced with the axial information from circle
fitting.

(1) Least square based circle fitting

Assume the radio of antenna is R, and its center is rSPANT

��! ¼ x0; y0; z0ð Þ, the
corresponding equation can be expressed as:

x� x0ð Þ2 þ y� y0ð Þ2 þ z� z0ð Þ2�R2 ¼ 0
a x� x0ð Þþ b y� y0ð Þþ z� z0 ¼ 0

�
ð1Þ

The nonlinear model of GNSS antenna edge is established by removing the
higher order terms through Taylor series expansion. After that, least square
method is applied to calculate the coordinate of GNSS antenna edge’s center.

(2) Extraction of axis normal vector
There exists a relative distance between the center of antenna edge and that of
antenna. An axis normal vector is needed for the deducing of GNSS geometric
center.
The axis normal vector can be extracted from the circle equation of antenna’s
edge as formula (2):

r!¼ �affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ 1

p �bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ 1

p 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ 1

p
� �

ð2Þ

GNSS

S
Pr

GNSS Geometric Center 

AMS Coordinate (S)

POS Coordinate (I)

S
Ir

S
IR

Fig. 5 GNSS lever arm
parameters calibration model
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Besides, the axis normal vector can be extracted from the fitting of GNSS
connecting rod, due to its coaxial character with GNSS antenna edge, which
can also be used to validate the accuracy of axis normal vector extraction [28].

2. Attain the coordinate of GNSS geometric center

With the relative distance DL, GNSS antenna edge’s center rSPANT

��!
and axis

normal vector r*, GNSS geometric center can be calculated through formula (3):

rSPGNSS

���! ¼ rSPANT

��!þDL � r* ð3Þ

3. Establish the coordinate connection between POS and AMS.
With the common observation points between POS and AMS, the transfor-
mation can be expressed as formula (4):

rIj
!¼ k2 � RI

S � rSj
�!þ rIS

! ð4Þ

4. Transfer the geometric center into POS coordinate
Substitute (3) into (4), we get formula (5), namely, GNSS lever arm in POS
coordinate:

rIPGNSS

���! ¼ k2 � RI
S � rSPGNSS

���!þ rIS
! ð5Þ

3.2 LS Relative Mounting Parameters Calibration Model

LS mounting parameters consist of the LS position parameters, as well as orien-
tation parameters, in relevant with POS coordinate. Through AMS, this paper
establish the transformation between POS coordinate and AMS coordinate, from
which we can deduce position parameters from translation vector and orientation
parameters from rotation matrix. The calibration can be seen in Fig. 6.

1. Establish the coordinate connection between LS and AMS.

rSi
�! ¼ k1 � RS

L � R h;uð Þ � rLi
�!� �þ rSL

! ð6Þ

2. Establish the coordinate connection between POS and AMS.

rIj
!¼ k2 � RI

S � rSj
�!þ rIS

! ð7Þ
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3. Establish the coordinate connection between POS and LS.
Substitute (6) into (7), we get formula (8), namely, the transformation between
POS coordinate and LS coordinate.

rIj
!¼ k3 � RM � rLj

�!þ rIL
! ð8Þ

where k3 ¼ k1 � k2 represents the scale change between LS coordinate and POS

coordinate; rIL
!¼ k2 � RI

S � rSL
!þ rIS

!
represents the translation vector, namely

position parameters of LS; RM ¼ RI
S � RS

L represents the rotation matrix, from
which we can calculate the orientation parameters through the following
formula:

aM ¼ arctan
RMð3; 2Þ
RM 3; 3ð Þ

	 


bM ¼ � arcsin RMð1; 3Þð Þ

cM ¼ arctan
RMð2; 2Þ
RMð2; 1Þ

	 
 ð9Þ

3.3 Extrinsic Calibration Procedure Error Model

While the vehicle is in motion state, there exists no obvious line vibration or
angular vibration, making the trajectory relatively smooth. Therefore, we can filter
the measurement data based on the condition of smooth trajectory to remove part of
surveying error in the measurement system.

From formulas (5) and (8), we can find that the essence of lever arm and
mounting parameters is the transformation between different coordinate. In this
paper, we deduce the error model from the angle of coordinate transformation.

LS Coordinate (L)

AMS Coordinate (S)

POS Coordinate (I)

S
Lr

S
LR

S
Ir

S
IR

Fig. 6 LS mounting
parameters calibration model
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The transformation between coordinate A and coordinate B can be expressed as
formula (10):

rB
!¼ k � RB

A � rA!þ rAB
! ð10Þ

where a, b, c represents the rotation angle from A to B; k represents the scale factor
between A and B; X0, Y0, Z0 represents the translation from A to B; All of them
form the seven-parameter transformation vector n!.

The expansion of matrix RB
A can be expressed as:

RB
A ¼

cos c cos b � cos b sin c sinb
cos a sin cþ cos c sin b sin a cos c cos a� sin c sin b sin a � cos b sin a
sin c sin a� cos c cos a sin b cos c sin aþ cos a sin c sinb cos b cos a

0
@

1
A

The expansion of formula (10) can be expressed as:

XB ¼ f nð Þ ¼ k � R11 � XA þR12 � YA þR13 � ZAð ÞþX0

YB ¼ g nð Þ ¼ k � R21 � XA þR22 � YA þR23 � ZAð Þþ Y0
ZB ¼ h nð Þ ¼ k � R31 � XA þR32 � YA þR33 � ZAð Þþ Z0

8><
>: ð11Þ

The linearization of formula (11) can be expressed as:

VXB ¼
@f nð Þ
@X0

dX0 þ @f nð Þ
@Y0

dY0 þ @f nð Þ
@Z0

dZ0þ @f nð Þ
@a

daþ @f nð Þ
@b

dbþ @f nð Þ
@c

dcþ @f nð Þ
@k

dk � lXA

VYB ¼
@g nð Þ
@X0

dX0þ @g nð Þ
@Y0

dY0þ @g nð Þ
@Z0

dZ0 þ @g nð Þ
@a

daþ @g nð Þ
@b

dbþ @g nð Þ
@c

dcþ @g nð Þ
@k

dk � lYA

VZB ¼
@h nð Þ
@X0

dX0þ @h nð Þ
@Y0

dY0þ @h nð Þ
@Z0

dZ0 þ @h nð Þ
@a

daþ @h nð Þ
@b

dbþ @h nð Þ
@c

dcþ @h nð Þ
@k

dk � lZA

8>>>>>>>><
>>>>>>>>:

ð12Þ

Its residuals matrix can be expressed as VrB ¼ A � dn� lrA; Its relevant weight
matrix P; The number of common points i (i� 3). Then, we can deduce the unit
weight variance as formula (13):

d2 ¼ VrTBPVrB
3i� 7

ð13Þ

Usually, P is a unit weight matrix. So the accuracy of translation, rotation and
scale factor is relevant. We assume that the Maximum range of common points is
L and the value of rotation is in radians. The relevance of the accuracy can be
expressed as formula (14):
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m2
a ¼ m2

b ¼ m2
c ¼ m2

k ¼
m2

X0

L2
¼ m2

Y0

L2
¼ m2

Z0

L2
¼ d2

L2
ð14Þ

The corresponding translation error and rotation error can be expressed as for-
mula (15):

m2
T ¼ m2

X0
þm2

Y0 þm2
Z0 ¼ 3d2

m2
R ¼ m2

a þm2
b þm2

c ¼
3d2

L2

8><
>: ð15Þ

1. Error model of GNSS lever arm
From formula (5), we can find that the accuracy of lever arm is mainly influ-
enced by the transformation error mtrf 1 (between S and I) and GNSS center
fitting error mfit. We assume the transformation vector (between S and I) consists
of k1, a1, b1, c1, X01, Y01, Z01, with its corresponding error mk1 , ma1 , mb1 , mc1 ,
mX01 , mY01 , mZ01 and the maximum range is L1.
Differential method has been applied in formula (5) to develop GNSS lever arm
error model:

m2
rIPGNSS

¼ RI
S � rSPGNSS

���!����
����
2

�m2
k þ

@RI
S

@a1
� rSPGNSS

���!����
����
2

�m2
a1 þ

@RI
S

@b1
� rSPGNSS

���!����
����
2

�m2
b1

þ @RI
S

@c1
� rSPGNSS

���!����
����
2

�m2
c1
þm2

X01
þm2

Y01 þm2
Z01 þ k2 � RI

S

�� ��2 �m2
fit ð16Þ

2. Error model of LS mounting parameters
From formula (8), we can find that the accuracy of LS mounting parameters is
mainly influenced by the transformation error mtrf 1 (between S and I) and the
translation error mT2 (between L and S). We assume the transformation vector
(between S and L) consists of k2, a2, b2, c2, X02, Y02, Z02, with its corresponding
error mk2 , ma2 , mb2 , mc2 , mX02 , mY02 , mZ02 and the maximum range is L2.
Differential method has been applied in formula (8) to develop LS position
parameters error model:

m2
rIL
¼ RI

S � rSL
!����
����
2

�m2
k þ

@RI
S

@a1
� rSL
!����
����
2

�m2
a1
þ @RI

S

@b1
� rSL
!����
����
2

�m2
b1

þ @RI
S

@c1
� rSL
!����
����
2

m2
c1
þm2

X01
þm2

Y01 þm2
Z01

þ RI
S � @ rSL

!

@X02

������
������ � m

2
X02

þ RI
S � @ rSL

!

@Y02

������
������ � m

2
Y02 þ RI

S � @ rSL
!

@Z02

������
������ � m

2
Y02 ð17Þ
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Orientation parameters can be deduced from the rotation matrix RM ¼ RI
S � RS

L,
which can be specifically expressed as RM ¼ R a1; b1; c1ð Þ � R a2; b2; c2ð Þ. But,
differential method is not suitable for nonlinear and complex equation, so, error
of orientation parameters is discussed using Monte-Carlo method in this paper.
The extraction of orientation parameters aM , bM , cM can be expressed as
aM ; bM ; cMð Þ ¼ F lð Þ. Vector l consists of the orientation parameters a1, b1, c1
and a2, b2, c2, which represent the rotation between S and I, and rotation
between S and L respectively. The rotation error can be expressed as Dl, which
can realize 0 of bias mean value and ml of mean square error. The error model
of LS orientation parameters can be expressed as:

DaM ;DbM ;DcMð Þ ¼ F lþDlð Þ � FðlÞ ð18Þ

4 Experiments and Results

Experiment has been carried out with Trimble Zephyr II GNSS antenna, as shown
in Fig. 7a. LS and TMS have been chosen as AMS in the calibration procedure.
TMS has a measuring precision better than 0.1 mm, fulfill the need of GIL cali-
bration [29]. While the accuracy of LS is influenced by the retro-reflective prop-
erties of non-cooperative targets.

4.1 GNSS Lever Arm Calibration Results

1. Fitting results of GNSS antenna edge center
The visual effects of fitting based on TMS and LS (RigeL VZ400) can be seen in
Fig. 7b, c, with the corresponding fitting results of GNSS geometric center be
seen in Table 2.
From Table 2, we can find that the fitting accuracy of TMS is 0.06 mm, while
the fitting accuracy of LS is only 3.6 mm, due to the influence of the
non-cooperative targets [30].

2. Transformation parameters between S and I
Retro-reflective targets have been chosen as the common observation points
between POS and AMS. We can find the relevant translation and rotation
parameters in Tables 3 and 4 and deducing the corresponding error through the
proposed error model.
From Tables 4 and 5, we can find that the transformation accuracy, supported by
TMS, is better than 1 mm, while the accuracy of LS-supported transformation is
better than 2 mm. we can calculate the translation error and rotation error
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through formulas (18) and (19): mTPOS1 = 1.38 mm, mRPOS1 = 0.046;
mTPOS2 = 0.82 mm, mRPOS2 = 0.017°.

3. GNSS lever arm parameters
By applying GNSS geometric center and transformation parameters (between S
and I) into formula (12), we can attain GNSS lever arm parameters, as shown in
Table 5.
With GNSS lever arm error model, the accuracy of the LS-supported GNSS
lever arm calibration and that of TMS-supported calibration can be calculated:
mx1 = 2.21 mm, my1 = 2.35 mm, mz1 = 2.35 mm; mx2 = 0.63 mm,
my2 = 0.57 mm, mz2 = 0.69 mm. We can find that TMS-based scheme is more
accurate than LS-based scheme, and it can be used as a reference. By comparing
the lever arm parameters in Table 5, we can tell that the accuracy of GNSS lever
arm (LS-supported calibration) is mxGNSS = 3.5 mm, myGNSS = 2.2 mm,

(a) GNSS antenna (b) Circle fitting to 
points from TMS

(c) Circle fitting to point 
cloud from LS

Fig. 7 Circle fitting of GNSS geometric center

Table 2 Fitting results of GNSS antenna edge center (mm)

LS TMS

Circle center (1120.3, −1708.7, −304.1) (1569.2, −2540.2, −477.5)

Circle fitting accuracy 3.6 0.06

Axial vector of circle fitting (0.01, −0.02, 1) (0.0004, −0.0033, 1)

Axial vector of cylinder fitting (−0.03, 0.02, 1) (−0.001, −0.0002, 1)

Table 3 Transformation
parameters from coordinate S
to coordinate I (supported by
LS)

X axis Y axis Z axis

Translation (mm) 956.26 −1259.17 742.40

Rotation (°) 0.649 0.337 176.409

RMSE (mm) 0.75 0.12 0.47

Scale factor 0.996038
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mzGNSS = 1.2 mm, which is in consistent with the accuracy deduced from the
proposed error model.

4.2 LS Mounting Parameters Calibration Results

Retro-reflective targets and spherical targets can be used as the common observa-
tion points between LS (FARO FOCUS) and TMS (Rigel VZ400).

The recognition of different types of common point can be seen in Fig. 8 and the
transformation accuracy between LS and TMS can be seen in Tables 6 and 7.

With LS mounting parameters error model, the accuracy of the LS-supported LS
mounting parameters calibration and that of TMS-supported calibration can be
calculated:

(1) Position parameters accuracy: mx1 = 1.82 mm, my1 = 1.83 mm,
mz1 = 1.83 mm; mx2 = 0.66 mm, my2 = 0.67 mm, mz2 = 0.67 mm.

(2) Orientation parameters accuracy: ma1 = 0.0288°, mb1 = 0.0287°,
mc1 = 0.0292°; ma2 = 0.0102°, mb2 = 0.0101°, mc2 = 0.0103°.

We can find that TMS-based scheme is more accurate than LS-based scheme,
and it can be used as a reference. By comparing the transformation parameters in

Table 4 Transformation
parameters from coordinate S
to coordinate I (supported by
TMS)

X axis Y axis Z axis

Translation (mm) 1767.63 −1867.75 924.63

Rotation (°) 0.284 0.238 −174.272

RMSE (mm) 0.46 0.17 0.21

Scale factor 1.001921

Table 5 GNSS lever arm
parameters (mm)

Lever arm Laser scanner Theodolite

X axis −56.2 −52.7

Y axis 512.7 510.5

Z axis 466.7 465.5

(a) Recognition of 
spherical target

(b) Recognition of
retro-reflect target

Fig. 8 Recognition of
different cooperation targets
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Tables 6 and 7, we can tell that the accuracy of LS position parameters
(LS-supported calibration) is mxLS = 1.7 mm, myLS = 1.0 mm, mzLS = 0.7 mm, the
accuracy of LS orientation parameters (LS-supported calibration) is maLS = 0.042°,
mbLS = 0.037°, mcLS = 0.02°, which is in consistence with the accuracy deduced
from the proposed error model.

4.3 Summary

From the proposed error model, we can deduce the accuracy of LS-based GNSS
lever arm calibration is 4.0 mm, and the accuracy of LS-based laser scanner
position parameters and orientation parameters is 3.2 mm and 0.36°, respectively.
While the comparison between TMS and LS, the accuracy of LS-based GNSS lever
arm calibration is 4.3 mm and the accuracy of LS-based laser scanner position
parameters and orientation parameters is 2.1 mm and 0.43°. Comparison results are
in coincident with the deductions form the proposed error model, further verifying
the feasibility of LS-based GIL rapid extrinsic calibration scenario.

5 Conclusion

(1) Researches about extrinsic calibration of seamless multi-sensor navigation
system have been carried in this paper, and a LS-based calibration scheme has
been proposed, which is independent of GNSS signal, more manipulable and
more adaptive to complex environment. Error analyses and TMS-supported
experiments have proved the feasibility and efficiency of the extrinsic cali-
bration scheme.

Table 6 Transformation
parameters from coordinate L
to coordinate S (supported by
LS)

X axis Y axis Z axis

Translation (mm) 673.18 −970.49 219.15

Rotation (°) 0.413 0.176 −79.685

RMSE (mm) 1.62 1.11 0.66

Scale factor 1.002285

Table 7 Transformation
parameters from coordinate L
to coordinate S (supported by
TMS)

X axis Y axis Z axis

Translation (mm) 1246.66 −1744.03 36.41

Rotation (°) 0.016 0.012 −89.022

RMSE (mm) 0.35 0.47 0.40

Scale factor 1.00026
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(2) TMS-based comparison experiments have proved advantages of LS-based
scheme: (1) High speed calibration, the whole procedure can be completed
within a few minutes; (2) High efficiency calibration, automatic recognizing
targets have helped to reduce workload and save time; (3) Environmental
adaptive calibration, LS-based calibration has few requests on precise leveling
and centering, more operative in practice; (4) Abundant measuring information,
LS can attain common observation points, as well as additional points cloud,
which can be used to testify the calibration results.

(3) LS-based calibration scheme has its deficiencies at the same time: (1) Limited
measuring precision, due to the influence of the non-cooperative targets, the
accuracy of LS decreases dramatically, as can be found in the GNSS geometric
center’s fitting results; (2) Weak versatility, different laser sensor has different
measurement principle, making it hard to find one appropriate common
observation target, which can be automatically recognized by all those laser
scanners. S0, automatic target recognition technology and image fusion tech-
nology should be enhanced to compensate the weakness of LS-based calibra-
tion scheme.

(4) This paper mainly focuses on the rapid extrinsic calibration of multi-sensor
navigation system. Future implementation will be extended to filtering algo-
rithm based online calibration as positioning and orientating information from
POS will be added for completing the whole calibration scheme of seamless
indoor/outdoor multi-sensor navigation and positioning system.
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The GPS/INS Integrated Navigation
Method Based on Adaptive SSR-SCKF
Cubature Kalman Filter

Zhe Yue, Baowang Lian and Chengkai Tang

Abstract There are many methods aiming at the nonlinear problem of GPS/INS
integrated navigation, such as EKF and UKF, however, these methods have low
positioning accuracy and instability. On the study of SCKF and nonlinear model of
GPS/INS integrated navigation, aiming at the issues that the state equation of
GPS/INS is nonlinear while the measured equation is linear, and the measured noise
changes owing to the changing number of visible satellites or multipath. Therefore,
this paper promotes the integrated method based on adaptive SSR-SCKF, which
uses the spherical simple-radial cubature rule (SSRCR) to set the cubature sampling
points. We also provide a linear measured update process on the basis of singular
value decomposition (SVD), and it avoids choosing the cubature sampling points.
Combining the moving window method, it can adjust the covariance matrix of
measurement noise in real-time. The experiment results show that the proposed
method has lower computational complexity, while higher estimated accuracy,
numerical stability and better adaptive ability to the changing noise than SCKF in
the same conditions.

Keywords GPS/INS integrated navigation � SSR-SCKF � Singular value
decomposition � Adaptive

1 Introduction

GPS/INS integrated navigation system usually uses the Kalman filter to estimate the
system [1], and the estimation method assumes that the equation is linear, however,
the GPS/INS integrated navigation system is nonlinear, therefore, the nonlinear
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model can more completely spread the feature of system error [2]. Aiming to the
nonlinear model, we usually use the extend kalman filter (EKF) to make the
nonlinear equation [3]. However, the linear process results in relatively higher
truncation error, and the EKF also require calculating the complex Jacobi matrix.
The unscented kalman filter (UKF) uses the unscented transformation (UT) to make
Gaussian approximation for the probability density function [3, 4], but if the
dimension is more than three, i.e., n� 4, the suggested tuning parameter will less
than zero, i.e., k ¼ 3� n\0, this phenomenon may make the covariance matrix
negative and break the filter. Arasaratnam [5] firstly proposes the cubature kalman
filter (CKF), and employs the three-order spherical-radial cubature rule to transform
the integral calculation of the Gauss weighted multidimensional nonlinear function
in cartesian coordinates to the cubature approximation, and it has higher estimated
accuracy than UKF, in addition, the weights of the sampling points of CKF are the
same and positive, and the numerical stability is better than UKF. It is said that the
CKF has the highest estimated accuracy in the Gauss filters [6]. The superior
nonlinear performance of CKF attracts more and more scholars in the field of
GPS/INS integrated navigation [7–9]. The existing integrated navigation methods
based on CKF usually utilize three order spherical-radial cubature rule to choose the
cubature points in the state prediction and measured update process, and the cal-
culation is complex and the numerical stability is not high. Additionally, there is
little research on the adaptive CKF about the changing measured noise, owing to
the changing number of the visible satellites or the multipath.

Thus we promote the GPS/INS integrated navigation method of the adaptive
spherical simplex-radial square-root cubature filter (SSR-SCKF) based on the
spherical simplex-radial cubature rule (SSRCR). This method utilizes the SSRCR
instead of the three-order spherical-radial cubature rule to achieve higher estimated
accuracy. The measured equation of GPS/INS loosely integrated navigation is
linear, thus we promote a simple filter based on singular value decomposition
(SVD), which reduces the computation complexity, because it does not need to
calculate the sampling points in the measured update. Moreover, the SVD can also
avoid interruption when the new information covariance matrix cannot be inversed,
and it also improves the numerical stability of the method. Meanwhile, in order to
coping with the changing measured noise, we use the moving window method to
estimate the measured noise covariance matrix in real-time, thus can greatly
improve the adaptive ability and estimated accuracy of the changing noise. The
experiment shows that, under the same conditions, the method we proposed has
greater estimated accuracy, higher numerical stability and lower computational
complexity than SCKF. When the measured noise changed, this method has better
adaptive ability, and we also prove the superiorities of the method in this paper.
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2 The Nonlinear Model of GPS/INS Integrated Navigation

In this paper, we set the east-north-up coordinate as the navigation coordinate of
INS and the right-forward-up coordinate as the body coordinate (b coordinate). The
idea navigation coordinate is called n coordinate, and the calculated navigation
coordinate is named n0 coordinate. The front right coordinate system of the moving
object is the carrier coordinate system, i.e., the b system, and the geocentric inertial
coordinate system is i system, and the earth coordinate named e coordinate, we also
choose the navigation error as the state variables of the filter. The GPS/INS inte-
grated navigation system is loosely, it utilizes the errors of attitude, velocity,
positioning, gyroscope drift and constant bias of accelerometer as the 15 error state
variables of the filter. The nonlinear error model of the attitude error, velocity error
and positioning error are expressed as the follows:

_/ ¼ C�1
x I � Cn0

n

� �
x̂n

in þCn0
n dx

n
in � Cn0

b dx
b
ib

� �
d _v ¼ I � Cn

n0
� �

Cn0
b f̂b þCn

bdfb
� 2x̂n

ie þ x̂n
en

� �� dv� 2dxn
ie þ dxn

en

� �� v
d _L ¼ 1

RM þ h dvN � vN
RM þ hð Þ2 dh

d _k ¼ sec L
RN þ h dvE þ vE sec L tan L

RN þ h dL� vE sec L
RN þ hð Þ2 dh

d _h ¼ dvU
_eb ¼ 0
_rb ¼ 0

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð1Þ

C�1
x ¼ 1

cos/E

cos/N cos/E 0 sin/N cos/E
sin/N sin/E cos/E � cos/N sin/E
� sin/N 0 cos/N

2
4

3
5 ð2Þ

Cn0
n ¼

a11 a12 a13
a21 a22 a23
a31 a32 a33

2
4

3
5 ð3Þ

a11 ¼ cos/N cos/U � sin/E sin/N sin/U
a12 ¼ cos/N sin/U � sin/E sin/N cos/U
a13 ¼ � cos/E sin/N
a21 ¼ � cos/E sin/U
a22 ¼ cos/E cos/U
a23 ¼ sin/E
a31 ¼ sin/N cos/U þ sin/E cos/N sin/U
a32 ¼ � sin/E cos/N cos/U þ sin/N sin/U
a33 ¼ cos/E cos/N

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð4Þ
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x̂n
in ¼ xn

in þ dxn
in

xn
in ¼ xn

ie þxn
en

dxn
in ¼ dxn

ie þ dxn
en

xn
ie ¼ 0 xie cos L xie sin L½ �T

xn
en ¼ �vN

RM þ h
vE

RN þ h
vE tan L
RN þ h

h iT
dxn

ie ¼ 0 � xie sin L � dL xie cos L � dL½ �T

dxn
en ¼

� dvN
RM þ h þ vNdh

RM þ hð Þ2
dvE

RN þ h � vEdh
RN þ hð Þ2

tan L�dvE
RN þ h þ vE sec2 L�dL

RN þ h � vE tan L�dh
RN þ hð Þ2

2
664

3
775

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð5Þ

/ ¼ /E /N /U½ �T denotes the misalignment angles of east, north and
up-vertical direction, dv ¼ ½dvE dvN dvU � indicates the velocity errors of east,
north and up-vertical direction, dL; dk; dh represent the latitude, longitude and
altitude errors, respectively. Cn0

n is the coordinate transformation matrix from the
idea navigation coordinate to the calculated navigation coordinate. x̂n

in means the
value which the sum of the earth rotation rate xn

ie and the navigation coordinate
rotation rate xn

en in the calculated navigation coordinate. dxn
in; dx

n
ie; dx

n
en are the

calculated errors of x̂n
in; x̂

n
ie; x̂

n
en; respectively. L and h represent the latitude and

altitude. RM and RN suggest the radius of the meridian and prime vertical of the
earth. The gyro error dxb

ib is mainly include the gyro constant bias eb and the zero
mean Gauss white noise wb

g. The accelerometer error dfb is mainly include the

accelerometer constant bias rb and the zero mean Gauss white noise wb
a.

We choose the state vector as Eq. (6):

X ¼ ½/E /N /U dvE dvN dvU dL dk dh ebE ebN ebU rb
E rb

N rb
U � ð6Þ

Then, discretizing Eq. (1) we can obtain the GPS/INS state equation. When take
the positioning and velocity errors difference between GPS and INS into consid-
eration, we can get the measurement equation as the follows.

Z ¼ HX þV ð7Þ

Z ¼ ½dvE dvN dvU dL dk dh�T ð8Þ

H ¼ ½06�3 I6�6 06�6� ð9Þ

where V denotes the measured noise.
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3 Filtering Method

3.1 The Filtering Method of SCKF

In the filtering method of SCKF, we take the following nonlinear equation into
consideration.

xk ¼ f xk�1ð Þþwk�1 ð10Þ

zk ¼ h xkð Þþ vk ð11Þ

where xk is the unobservable state vector, zk is the observable one. f �ð Þ and h �ð Þ
represent the known nonlinear state and measured equation. The process noise wk�1

and measured noise vk are white, and they are irrelevant, the mean of them is zero,
the covariance matrixes are Qk�1 and Rk , respectively. The sampling points and
weights calculated by the three-order spherical-radial cubature rule can describe as:

ni ¼ �xþ ffiffiffiffiffiffiffiffi
nPx

p
ei

xi ¼ 1
2n

niþ n ¼ �xþ ffiffiffiffiffiffiffiffi
nPx

p
ei

xiþ n ¼ 1
2n

8>>>>>>><
>>>>>>>:

i ¼ 1; 2; . . .; n ð12Þ

where ei is the unit vector of the ith element which is 1. The update steps of the
SCKF can be found in [2].

3.2 The Filtering Method of Adaptive SSR-SCKF

In order to get the higher estimated accuracy of the nonlinear equation, this paper
uses the SSRCR to choose the sampling points and weights as:

STk ¼ qr X 0
k=k�1 � GkZk=k�1 GkSR;k

h iT� �
ð13Þ

where ai;1; ai;2; . . .; ai;n
� �T

; i ¼ 1; 2; . . .; nþ 1; is the column vector, which is
composed with n + 1 vertexes of the n-spherical simplex and can be described as:

ai;j ¼
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nþ 1

n n�jþ 2ð Þ n�jþ 1ð Þ ;
q

j\i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nþ 1ð Þ n�jþ 1ð Þ
n n�jþ 2ð Þ ;

q
j ¼ i

0; j[ i

8>>><
>>>:

ð14Þ
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The initialization module and measured update module are the same as the
SCKF except that the sampling rules, it uses the (13) to replace Eq. (12). Aiming at
the measured equation of the GPS/INS loosely integrated navigation, we have no
necessary to calculate the complex 2n cubature points in the measured update
module. In order to improve the numerical stability and avoid the interruption when
the new information covariance matrix does not have the inversion, this paper
proposes a simple measured update process based on SVD.

A is the square-root matrix of the covariance matrix P. We can uses the SVD to
Am�n, when m\n, A ¼ U D 0½ �VT , U and V are unitary matrix, D is diagonal
matrix. P�1 can be described as:

P�1 ¼ AAT
� ��1

¼ U DDT
� ��1

UT
ð15Þ

The inversion of P can be described as (15), and we only need to calculate the
inversion of diagonal element to get the inverse matrix of DDT . Using the SVD can
reduce the computation complexity and improve the numerical stability.

The measured update process based on SVD can be described as:

U;D;V½ � ¼ svd HkSk=k�1 SR;k
� �� � ð16Þ

Szz;k=k�1 ¼ UD ð17Þ

Pxz;k=k�1 ¼ Sk=k�1S
T
k=k�1H

T
k ð18Þ

Gk ¼ Pxz;k=k�1P
�1
zz;k=k�1 ¼ Pxz;k=k�1U DDT

� ��1
UT ð19Þ

x̂k ¼ x̂k=k�1 þGk zk � ẑk=k�1
� � ð20Þ

STk ¼ qr Sk=k�1 � GkHkSk=k�1 GkSR;k
� �T	 


ð21Þ

The measured noise will change owing to the changing number of visible
satellites and multipath, if we use the measured noise covariance matrix which is set
by experience, it will result in relatively bigger estimated errors. Thus, in this paper
we add the moving window method to the SSR-SCKF to change the measured
noise covariance matrix adaptively.

We employ the new measured vector zk and the x̂k=k�1 of the predicted module to
define the new measured vector.

yk ¼ zk � h x̂k=k�1
� � ¼ zk � Hkx̂k=k�1 ð22Þ

Therefore, the covariance matrix of the new measured vector is
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Ryk ¼ Rk þHkPk=k�1H
T
k ¼ SkS

T
k þHkSk=k�1S

T
k=k�1H

T
k ð23Þ

The Ryk can be received by the mean value in the length of the window with the
moving window method.

Ryk ¼
1
N

XN
j¼0

yk�jy
T
k�j; k[N ð24Þ

The square-root of the measured noise covariance matrix can be received by the
moving window method through (23) and (24).

SR;k ¼ chol Ryk � HkSk=k�1S
T
k=k�1H

T
k

	 

ð25Þ

When taking SR;k into the (16) and (21) of the SSR-SCKF, we can obtain the
GPS/INS integrated navigation method based on adaptive SSR-SCKF cubature
kalman filter.

4 Simulation and Verification

The simulation parameters are set as the follows: the initial position of the body is
L; k; hð Þ ¼ 34:246�; 108:910�; 380mð Þ, the gyro drift is 0:1�=h, the random walk of
gyro is 0:05�=

ffiffiffi
h

p
, the constant bias of the accelerometer is 100 lg, the random walk

of accelerometer is 50 lg=
ffiffiffiffiffiffi
Hz

p
, the initial positioning error is 10; 10; 10ð Þm/s, the

initial velocity error is 0:5; 0:5; 0:5ð Þm/s, the initial attitude error is 2�;�2�; 3�ð Þ,
the position noise of GPS is 10; 10; 10ð Þm, and the velocity noise is
0:1; 0:1; 0:1ð Þm/s. The flight path of the body is include acceleration, uniform
speed, left turn, right turn, climb, descent, deceleration and static. The total time of
the simulation is 600 s, the flight path is in Fig. 1. The sample frequency of INS is
100Hz, and the sample frequency of GPS is 1Hz.

The positioning and velocity error of SCKF and the method of this paper can be
seen in Figs. 2 and 3.

From Figs. 2 and 3, we can conclude that the two methods both have relatively
good integrated navigation performance, and the square-root errors are shown in
Table 1. From the statistic results of Table 1, it can be seen that the method pro-
posed in this paper is better than SCKF both in the positioning and velocity
accuracy. The reason is that the sampling rule of this paper is SSRCR, not the
three-order spherical-radial cubature rule as the SCKF. And in the measured update
process, SCKF require to calculate the 30 cubature sampling points to make the
cubature approximation each time, but the method of this paper do not need to,
therefore it reduces the computation complexity.
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The measured noise will change owing to the changing numbers of the visible
satellite and multipath, so in order to verify the adaptive ability to the changing
measured noise of the method proposed in this paper, we set three different noise in
the three stages. The first 200 s the measured noise of position and velocity are
10; 10; 10ð Þm and 0:1; 0:1; 0:1ð Þm/s, respectively. Then in the range of 200–400 s,
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the noise becomes the three times to the initial noise, and the last 200 s the noise
becomes 2 times to the initial noise. The simulation diagram of the position and
velocity errors of SCKF and this paper are in Figs. 4 and 5.

From Fig. 4, we can suggest that, the filtering performance of SCKF is severely
affected when the measured noise changes. Through Fig. 5 we can conclude that,
under the same conditions, the method of this paper has better adaptive ability. The
statistic results of RMS errors are in Table 2. From Table 2, we can also see that
when the measured noise changes, the position and velocity errors of SCKF become
bigger, because the measured noise does not update correspondingly, The method
of this paper can adjust the covariance matrix of the measured noise in real-time, so
it can receive the better accuracy and the better anti interference ability.

0 100 200 300 400 500 600
-0.4

-0.2

0

0.2

0.4

0.6

t /s

δ  
V

 / 
m

/s

δ V E δ V N δ VU

0 100 200 300 400 500 600
-5

0

5

10

δ  
P

 / 
m

δ L δ λ δ H

t /s

Fig. 3 Position and velocity error of the method of this paper

Table 1 The comparison of root mean square error of SCKF of two methods

Positioning
error (m)

Velocity error
(m/s)

The number of sampling points in each
update time

SCKF 3.0238 0.0732 60

The method of this
paper

1.7307 0.0712 32
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5 Summary

According to the characteristic that the state equation of GPS/INS integrated navi-
gation is nonlinear and the measured equation is linear, we promote an integrated
navigation method based on adaptive SSR-SCKF cubature kalman filter in this paper.
Firstly, we use the SSSRCR to choose the sampling points instead of the three-order
spherical-radial cubature rule of SCKF to get the higher estimated accuracy.
Secondly, aiming at the problem that the measured equation is linear, we propose a
new measured update process based on SVD, it does not need to choose the cubature
sampling points so that the computation complexity is simple. And the SVD can also
improve the numerical stability of the filter. Finally, combing the moving window
method, the filter can adjust the covariance matrix of measured noise in real-time, so
it can improve the adaptive ability of the method proposed in this paper.
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Cramér-Rao Lower Bound
for Cooperative Positioning
in Non-line-of-Sight Environments

Shiwei Tian, Zhi Xiong, Guangxia Li, Jing Lv and Shi Yu

Abstract The availability of positional information is of great importance in many
applications. Global Navigation Satellite System (GNSS) is the most popular
positioning techniques. However, determination of devices’ positions is still a
challenging task in harsh environments due to radio blockage. In this situation,
cooperative positioning can be utilized to improve the ability to compute position.
This paper derives the expression for Cramér-Rao lower bound (CRLB) in coop-
erative positioning, where parts of the propagation paths between devices are
non-line-of-sight (NLOS). Numerical examples illustrate our results, and the results
lead to a deep understanding of the benefits of cooperation.

Keywords Cooperative positioning � GNSS � CRLB

1 Introduction

Currently, global positioning system (GPS) is the most important technology to
provide location-awareness around the globe through a constellation of at least 24
satellites [1]. Unfortunately, since the received GPS signal is extremely low power,
the satellite signals can be easily obstructed. For instance, GPS-based techniques
fail to provide satisfactory performance due to signal blockage in many scenarios
such as urban terrain, forests, or jungles. At the same time, GPS receivers are also
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susceptible to jamming and unintentional interference for this same reason [2].
Driven by the success of cooperative techniques in many research areas, cooper-
ative techniques have been introduced in the research of positioning and navigation.

Cooperative positioning methods have been recognized as part of an effort to
improve the performance of GNSS devices in hostile environments, such as
accuracy, availability, integrity etc., relying on information exchange and/or direct
measurements among devices. They can be used not only when GNSS is
unavailable, but also in combination with GNSS [3].

It is well known that the CRLB sets a fundamental lower limit to the covariance
of any unbiased estimator for a vector parameter [4]. Several previous works deal
with CRLB in case of cooperative positioning (e.g., [5] for wide-band systems, [6]
for wireless sensor networks, and [3] for hybrid GNSS-terrestrial systems), how-
ever, the derivation of the CRLB mainly follows that of the line-of-sight (LOS) case
(the reference [5] considered the NLOS case, however, the analysis therein
exploited the received waveforms rather than specific signal metrics), where an
NLOS induced error due to the propagation properties of the environment is not
considered. In practice, however, NLOS measurements can not be circumvented for
cooperative positioning in hostile environments and must be accounted for. NLOS
measurement can come from complete direct path (DP) blockage or DP excess
delay, and both of them add a positive bias to the true range, resulting in a larger
measured range than the true value.

Specially, related discussions given in [3, 6] can be interpreted as special cases
of our results. Therefore the present analysis, while applying the same theoretical
framework of [3, 6], extends it to a more general and comprehensive scenario.

The paper is organized as follows: Sect. 2 illustrates model and problem for-
mulation; in Sect. 3 expressions for the Fisher information matrix are derived for
the LOS case and the NLOS case; a numerical example is presented in Sect. 4;
some conclusions are driven in Sect. 5.

2 Problem Formulation

Consider a GNSS positioning system utilizing cooperative positioning techniques,
including satellite nodes with known clock bias and known position, and devices
with unknown clock bias and unknown position. Generally, errors in range mea-
surements from satellite to terrestrial devices are considered, resulting from
imperfect synchronization of device clock with respect to satellites. In addition, the
positive errors due to NLOS measurements between cooperative devices should be
considered also.

Let M be the set of devices, S the set of satellites; denote by Sm the set of
satellites device m can observe, by Mm the set of peers device m can communicate
with, and Mm by the cardinality of Mm. Without loss of generality, we assume the
first L measurements in the Mm device m related terrestrial measurements are
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corrupted by NLOS. Positional state of satellite s 2 S, and of device m 2 M, are
indicated respectively by xs ¼ ½xs ys zs�, xm ¼ ½xm ym zm�. The variable cm rep-
resents the clock bias, and bm denotes the peer to peer NLOS measurement errors of
agent m, expressed in distance units. In this paper, cm is treated as additional
parameters to be estimated as [3]. On the other hand, bm is treated as additional
noise terms, and the rationales for this assumption can be found in [7]. Similar as
assumptions in [4], we assume bm has the a prior known probability density
function (pdf) pðbmÞ, with its mean and variance denoted by �bm and j2m. The
information device m obtained from satellites (denoted by Psm) and from cooper-
ative peer devices (denoted by Pm) is denoted by Mm ¼ Psm [Pm, a set of
unknowns Um ¼ xm cm½ � for agent m are to be determined.

In this subsection, we describe the measurement models in our system.
Pseudorange measurements, i.e., distance between agents and satellites can be
expressed as

qsm ¼ xs � xmk kþ cm þ vsm ð1Þ

Under Gaussian measurement noise:

ln pðqsmjxm; cmÞ ¼ C � qsm � xs � xmk k � cmj j
2r2m

2

ð2Þ

Note that, if terrestrial anchors exist in our system, the measurement model and
the following CRLB can be derived in the same way. Under the assumption that the
first L range measurements are biased, range measurements between device m and
its cooperative devices n 2 Mm can be expressed as

rnm ¼ xn � xmk kþ bn þ vnm
xn � xmk kþ vnm

n ¼ 1; . . . L
n ¼ Lþ 1; . . .Mm

�
ð3Þ

Under Gaussian measurement noise:
When n ¼ Lþ 1; . . .Mm, the following expression can be derived:

ln pðrnmjxm; xnÞ ¼ C0 � rnm � xn � xmk kj j
2r2nm

2

ð4Þ

When n ¼ 1; . . . L, we can show that

pðrnmjxm; xn; bnÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
2pr2nm

p exp
rnm � xn � xmk k � bnj j

2r2nm

2
" #

pðrnmjxm; xnÞ ¼
Z1

�1
pðrnmjxm; xn; bnÞpðbnÞdbn

ð5Þ
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where the symbol �k k denotes Euclidean distance, dnm ¼ xn � xmk k, n;m 2 M,
s 2 S; vsm, vnm are random Gaussian noise, with zero mean and variance r2sm, r

2
nm;

C, C0 are constant terms.

3 Cramér-Rao Lower Bound on the Positioning Accuracy

The CRLB is defined as the inverse of the Fisher information matrix (FIM) F. Let
h ¼ ½h1 h2 . . . hp�T (superscript T indicates transpose) are the parameters to
be estimated from the measurements, then F is a p� p matrix, and it can be
expressed as

½FðhÞ�ij ¼ �E
@2 ln pðXjhÞ

@hi@hj

� �
; i ¼ 1; 2; . . .; p; j ¼ 1; 2; . . .; p ð6Þ

where X are the random measurements, pðXjhÞ is statistical model of the random
measurements, where E½�� indicates expected value with respect to pðXjhÞ.

Consider the problem in this paper, the parameters to be estimated are
U ¼ ½U1 U2 . . . UM �T :

We focus on a single device, say m. The log-likelihood function of its mea-
surements with respect to satellites and cooperative devices is

log pðffqsmgs2Sm ; frnmgn2Mm
gm2M jX; cÞ

¼
X
m2M

X
s2sm

log pðqsmjXm; cmÞþ
X
m2M

X
n2Mm

log pðrnmjXm;XnÞ

Assume that
P

m2M
P

n2Mm
log pðrn!mjXm;XnÞ ¼ KcoopðXÞ.

The Fisher information matrix (FIM) can be expressed as: F ¼ Fnon�coop þFcoop.
Following the analysis found in [3], Fnon�coop is the FIM in non-cooperative case,
and can be expressed as:

Fnon�coop ¼
F1

. .
.

Fm

0
B@

1
CA ð7Þ

where Fm ¼ Fxm Fxm;bm
FT
xmbm Fbm

� �
, Fxm ¼ P

s2Sm
1
r2sm

qsmqTsm, Fbm ¼ P
s2Sm

1
r2sm
,

Fxm;bm ¼ P
s2Sm � 1

r2s!m
qsm, qim ¼ xi�xm

xi�xmk k :
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and the FIM due to cooperative can be expressed as

Fcoop ¼

F0
1 0 K12 0 � � � K1m 0

0T 0 0T 0 0T 0

K21 0 F0
2 0

0T 0 0T 0

..

. . .
.

Km1 0 F0
m 0

0T 0 0T 0

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

ð8Þ

Case 1: when n ¼ Lþ 1; . . .Mm, we can show that

F0
m ¼

X
n2Mm

1
r2nm

qnmq
T
nm ð9Þ

Kmn ¼ � 1
r2nm

qnmq
T
nm; n ¼ Lþ 1; . . .Mm

0; otherwise

�
ð10Þ

Case 2: when n ¼ 1; . . . L, we can show that

@ ln pðrnmjxm; xnÞ
@ðxm; xnÞ

¼ 1
pðrnmjxm; xnÞ

Z1

�1

@pðrnmjxm; xn; bnÞ
@ðxm; xnÞ

� �
pðbnÞdbn

¼
Z1

�1

pðrnmjxm; xn; bnÞpðbnÞ
pðrnmjxm; xnÞ

@ ln pðrnmjxm; xn; bnÞ
@ðxm; xnÞ

� �
dbn

¼ Ebnjrnm;xm;xn
@ ln pðrnmjxm; xn; bnÞ

@ðxm; xnÞ
� �

¼ r�2
nmanqnm

ð11Þ

where

an ¼ Ebnjrnm;xm;xn ½rnm � dnm � bn�

¼
Z1

�1
ðrnm � dnm � bnÞ pðrnmjbn; xm; xnÞpðbnÞpðrnmjxm; xnÞ dbn
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Ebnjrnm;xm;xn ½�� denotes expectation operator with respect to the posterior pdf
pðbnjrnm; xm; xnÞ. Then, the FIM can be denoted as

F0
m ¼

XL
n¼1

knmqnmq
T
nm ð12Þ

Kmn ¼ �knmqnmq
T
nm; n ¼ 1; . . . L

0; otherwise

�
ð13Þ

where

Kmn ¼
�knmqnmq

T
nm; n ¼ 1; . . . L

� 1
r2nm

qnmq
T
nm; n ¼ Lþ 1; . . .Mm

0 otherwise

8>><
>>:
knm ¼ r�4

nm � Ernmjxm;xn a2n
� 	

knm ¼ r�4
nm � R1

�1
a2npðrnmjxm; xnÞdrnm

F0
m ¼ PL

n¼1
knmqnmq

T
nm þ PM

n¼Lþ 1

1
r2nm

qnmq
T
nm

Let J be the CRLB matrix by inversion of F, and Jm be the block of
J corresponding to device m. Then, the positioning accuracy for each device m can
be decomposed into: a horizontal component,

rCRLB�horðmÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Jmð1; 1Þþ Jmð2; 2Þ

p
ð14Þ

a vertical component

rCRLB�vertðmÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Jmð3; 3Þ

p
ð15Þ

4 Numerical Examples

For the sake of comparison, we utilize the scenario depicted in reference [3] to
illustrate the previous analytical results. We assume measurement r12 between
device 1 and device 2 is biased, and the other peer to peer measurements are
unbiased. In addition, the bias pdf pðbÞ is assumed to have the same shape as the
measured bias distribution reported in [4, 7], and it can be expressed as

pðbÞ ¼ 0; if b 2 ð�1; X0� [ ðX9;1Þ
Pi
D if b 2 ðXi; Xiþ 1� with i ¼ 0; . . .; 8

�
ð16Þ

where Xi ¼ 0:1þ iD, and Pi is shown in Table 1, i ¼ 0; . . .; 8. In addition, it can be
calculated that �b ¼ 0:1þ 3:49D, j ¼ 1:83D.
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To illustrate the influence of bias on the CRLB, we have evaluated the CRLB
from the analysis in Sect. 3 numerically, compared to the case when the mea-
surement between device 1 and device 2 is unbiased, and discarded. The horizontal
component and vertical component are shown with respect to the ratio of standard
deviation of bias to that of Gaussian noise ðj=rnmÞ in Figs. 1 and 2 respectively.

It can be seen that when j=rnm goes to 0, all the two components of CRLB
converges to the case when r12 is unbiased. On the other hand, the two converges to
the upper line (the case when r12 is discarded), when j=rnm goes to infinity. Also,
this is expected since the information from NLOS measurement reduces as j=rnm
grows larger. However, it is interesting to note that the NLOS measurement can
help significantly in reducing the CRLB, especially when j=rnm is small (NLOS
measurement has small bias) or when r12 is large (the standard deviation of the
range measurement is large compared to the bias). Therefore the range information
from NLOS measurement should not be dismissed, as it can greatly improve the
localization accuracy.

Table 1 Values of Pi P0 P1 P2 P3 P4

0.12 0.03 0.31 0.12 0.24

P5 P6 P7 P8

0.12 0.03 0 0.03
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Fig. 1 Horizontal component
of CRLB for device 2
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5 Conclusion

In this paper, we developed an expression for the Cramér-Rao bound of cooperative
positioning system considering the existence of NLOS measurements (indicating
that the range measurements can be positively biased), which extends the traditional
relative methodology and provides new insights into the discussion of the limit on
the accuracy of cooperative positioning. In particular, we studied the property of the
bound in the case that which range measurement is biased and the general statistical
characterization of the positive bias can be obtained a prior. Results show that the
utilizing of information from NLOS measurements can be very valuable, i.e., taking
the NLOS measurement into account often yields a significantly lower localization
bound. These results can be used to yield important insights into the benefits of
cooperation, as well as guidelines for a cooperative positioning system design.
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WLAN-Aided BDS Location Algorithm

Dengao Li, Zheng Wei, Jumin Zhao, Zhiyin Ma and Ya Liu

Abstract In order to improve the positioning accuracy when the BDS signals are
blocked and disturbed in complex urban environments, a WLAN-aided BDS
location algorithm to fuse the location information of BDS and WLAN by federated
Kalman filter is proposed in this paper. Firstly, the system state was modeled by
analyzing the movement features, and the BDS observation equation is established
based on pseudo-range and Doppler shift equation. Then, the WLAN observation
equation is established by analyzing the fingerprinting location algorithm. Finally,
the global optimum estimation of position and velocity is obtained by the principal
Kalman filter. The experimental results show that this method could improve the
location accuracy of BDS with better robustness in complex urban environment.

Keywords BDS � WLAN � Federated Kalman filter � Information fusion

1 Introduction

BeiDou Navigation Satellite System (BDS) is a independent-developed satellite
navigation system in China, which can provide high-precision and reliability
positioning, navigation and time service for a great variety of users around the
world in all weather. However, in a complex urban environment, when the BDS
signal is blocked and interference, there will often be a serious decline in posi-
tioning accuracy [7].

In order to solve the problem, some scholars have put forward many solutions.
For example, Zhang et al. [11] merged the GPS and Zigbee locating trajectories by
extended Kalman filter to improve the positioning accuracy of GPS in complex
environments. Zou et al. [12] fused the position information of GPS and UWB by
particle filter, which improves the positioning accuracy by 19%. However, the

D. Li (&) � Z. Wei � J. Zhao � Z. Ma � Y. Liu
Taiyuan University of Technology, Yuci District, Jinzhong, Shanxi, China
e-mail: lidengao@tyut.edu.dn

© Springer Nature Singapore Pte Ltd. 2017
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017
Proceedings: Volume II, Lecture Notes in Electrical Engineering 438,
DOI 10.1007/978-981-10-4591-2_34

417



assistance of Zigbee and UWB need to re-laying the network facilities, add addi-
tional equipment, and mobile terminals which are expensive and poor universality.
Deng et al. [3] fused the GPS and the base station location information by the
federated Kalman filter, which effectively replenishes the GPS signal blind spot.
However, the base station needs to make a big change for precise positioning, and
the generalization is poor. Bi et al. [1] selected GPS or WiFi for positioning by
judging the regional environment of the location point. However, due to the
instability of the WiFi signal, a separate location of the WiFi positioning accuracy is
low.

In order to solve the above problems, WLAN (Wireless Local Area Networks)
aided BDS location algorithm is presented in this paper. Most public places in the
city have WLAN deployment which is wireless and low cost. Therefore, the
integration of BDS and WLAN by federated Kalman filter can increase the cov-
erage of positioning and the positioning accuracy, which is an effective means to
realize the precision positioning in complex urban environment. The position
information of BDS and WLAN is fused by the Federal Kalman subsystem to
obtain the local optimal estimate, and the local optimal estimate are fused by the
main filter according to certain weight to obtain the global optimal estimate. The
validity of the algorithm is verified by the simulation results.

2 Federated Kalman Filtering Algorithm in BDS/WLAN

2.1 The Principle of Federal Kalman Fusion

The federated Kalman filter is composed by some sub-filters and a main filter which
has two data processing stages. The basic structure is shown in Fig. 1.

Reference 
system

Subsystem 1

Subsystem 2

Subsystem 3

Local filter 1

Local filter 2

Local filter 3

time updating

Optimal fusion

master filter

1
1

ˆ , β −

1
2

ˆ , β −

1ˆ , β −

1ˆ , β − ˆ ,

g g

g g

g n g

g m m
g g

X P

X P

X P

X P X P

Fig. 1 General structure of federated Kalman filter
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On the one hand, the output of the common reference system is transmitted
directly to the main filter, and on the other hand it can be output to the sub-filters as
the measured values. First each sub-filter obtains respective local estimation values
X̂i and a covariance matrix Pi by local filter. Then they are fused together with the
estimated values of the main filter for obtaining global optimal estimates X̂g and
covariance matrices Pg. At last they are fed back into the sub-filters by the principle
of information distribution in order to weight the sub-filters [2, 4, 9].

X̂i ¼ X̂g; Pi ¼ b�1
i Pg ð1Þ

In addition, the covariance matrix of the main filter error can also reset the global
covariance matrix with a weighting factor of b�1

m . When b�1
m takes different values,

different structures and different characteristics of the federated filter can be
obtained. The bi and bm can be expressed as

XN
i¼2

bi þ bm ¼ 1 0� bi � 1; 0� bm � 1 ð2Þ

The Kalman filter is used to update the state estimation and covariance matrix.
But the main filter does not have measure information, so the Kalman equation is
just used to update the time. The measurement update is the time update.
Measurement updates can be written as

X̂m;k ¼ X̂m;k=k�1

Pm;k ¼ Pm;k=k�1

�
ð3Þ

2.2 System Federated Kalman Filtering Model

Federated Kalman filter model of BDS/WLAN consists of two sub-Kalman filter
and a master filter. The structure is shown in Fig. 2.

Firstly, the respective positioning information of BDS and WLAN is filtered for
getting the local Kalman optimal estimation X̂B, X̂W and the estimation error
covariance matrix PB, PW by the local filters. Secondly, the main filter fuses the
state information of the main filter and the local optimal estimate of the sub-filter for
obtaining global optimal estimation and global estimation error. Finally, the local
filters are weighted according to the principle of information distribution.

The system uses a federated Kalman filter of federated—feedback. The local
filter estimates of the BDS and WLAN are fused with the estimated values of the
main filter for getting the global optimal estimates X̂g and covariance matrices Pg.
They can be expressed as
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X̂g ¼ PðPBX̂B þPWX̂W Þ
Pg ¼ ðP�1

B þP�1
W Þ�1

�
ð4Þ

The global filter estimate and the local filter estimate are connected by bi For the
system, the relationship is as follows

X ¼ bBXB þ bWXW ð5Þ

where the relationship between bB and bW is bB þ bW ¼ I.
From (4) and (5), we know that the information distribution coefficients bB and

bW are

bB ¼ PP�1
B

bW ¼ PP�1
W

(
ð6Þ

From Eq. (6), when the local estimation error Pi is larger, the information dis-
tribution coefficient of the sub-filter is smaller. So when the location information of
BDS or WLAN is not accurate, its influence to the filtering result is smaller. It can
effectively improve the positioning accuracy.

2.3 Establishment of System State Equation

In WLAN-Aided BDS positioning, the state vector of the system is expressed as

X ¼ ½dx; dy; dz; dvx; dvy; dvz� ð7Þ

where the dx; dy; dz are the x; y; z position error on the three directional components
and dvx; dvy; dvz are the speed error in each direction. State equation is expressed as

Local filter of BDS

Local filter of 
WLAN

time updating

Optimal fusion

master filter

1ˆ , β −
1ˆ , β −

ˆ ,
BDS

WLAN

g m mX P

1ˆ ,g B gX Pβ −

g W gX P g gX P

Fig. 2 BDS/WLAN federal Kalman filter model
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Xkþ 1 ¼ AXk þWk ð8Þ

where A is state transition matrix and W represents the process noise matrix.
The mean of W is zero and the standard deviation is the Gaussian distribution.

The state transition matrix A is defined as

A ¼ diag½1; 1; 1; 1; 1; 1� ð9Þ

2.4 The Establishment of the Equation of BDS Subsystem

2.4.1 The Establishment of Measurement Equation of BDS

In the BDS subsystem, the pseudorange equation can be used to obtain the position
information of the target. The Doppler shift equation is used to get the velocity
information of the target. The known factors in pseudorange equations include
satellite clocks dtðsÞ, ionospheric delays IðtÞ, and tropospheric delay TðtÞ. These
known factors can be used to correct the measured pseudoranges [8]. The cali-
bration equation is expressed as

qi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xiÞ2 þðy� yiÞ2 þðz� ziÞ2

q
þ dtu þ eiq ð10Þ

where qi is the pseudorange correction, ðx; y; zÞ is the position coordinates of the
receiver and ðxi; yi; ziÞ is the position coordinates of the satellite. dtu is the receiver
clock error and eiq is pseudorange measurement noise. Equation (10) can be
expressed as a linearization:

qi ¼ rþ lidxþmidyþ nidxþ dtu þ eiq ð11Þ

where r is the geometric distance between the satellite and the receiver. li;mi; ni are
the direction cosine of the receiver to the satellite.

Doppler shift equations can be obtained by performing a differential operation on
Formula (11). It can be expressed as

k/ ¼ lidvx þmidvy þ nidvz þ dtf þ ei/ ð12Þ

where k is carrier phase wavelength, / is satellite Doppler observations and dtf is
receiver frequency offset.

dtu and dtf are the unknown factors in Eqs. (11) and (12). The pseudorange and
Doppler shift equations of different satellites are subtracted by single difference
principle. The system of equations can be expressed as
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qij ¼ ðli � l jÞdxþðmi � mjÞdyþðni � n jÞdzþ eijq
k/ij ¼ ðli � l jÞdvx þðmi � mjÞdvy þðni � n jÞdvz þ eij/

(
ð13Þ

So measurement equation of BDS subsystem can be written as

ZB
k ¼ HBXB

k þVB
k ð14Þ

where VB is measurement noise matrix and HB is measurement relationship matrix.
The HB can be written as

HB ¼

li � l j mi � mj ni � n j 0 0 0
0 0 0 li � l j mi � mj ni � n j

..

.

lm � ln mm � mn nm � nn 0 0 0
0 0 0 lm � ln mm � mn nm � nn

2
66664

3
77775 ð15Þ

2.4.2 The Establishment of Measurement Equation of WLAN

The core of WLAN positioning method which is based on the received signal
strength is to convert the signal strength of the reference point to distance. In this
paper, fingerprint positioning algorithm with high positioning accuracy is adopted,
and the algorithm is improved.

The core of positional fingerprinting is the idea of machine learning. The
technology is divided into two phases which are Offline Phase and Online Phase.
The Offline Phase process establishes a fingerprint library by position data of
reference point and the RSSI signal characteristic value of the access point. RSSI
signal characteristic values may include RSSI, MAC address, the most value, mean,
variance, direction, probability and so on. Online Phase is to match the received
RSSI signal characteristic value of the target point and the fingerprint library
obtained by offline sampling [5, 6, 10].

The location fingerprint library data format can be expressed as

MAPjðLj; FjÞ ð16Þ

where Lj is position of the reference point and the Fj is the signal characteristic
value fingerprint matrix. The Fj can be written as

Fj ¼
mac1 l1 d1
mac2 l2 d2

..

.

macn ln dn

2
6664

3
7775 ð17Þ
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where mac is the Media Access Control of the transmit signal point, l is the
received signal strength and d is the distance which corresponds to the received
signal strength value.

Assume that the fingerprint matrix of the received RSSI signal is Fi Euclidean
distance can be expressed as

l ¼ min Fi � Fj
�� �� ð18Þ

The position of Fj corresponding to Lj is the target point when d takes the
minimum value.

In this paper, we only use the matrix Fj at the minimum d to find the distance
between the tested point and the access point. The minimum distance value is
subjected to Kalman filtering. Equation (19) is derived from the distance between
two points in the space.

dj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xjÞ2 þðy� yjÞ2 þðz� zjÞ2

q
þ eiq ð19Þ

The measurement equation of WLAN subsystem is similar to that of BDS
subsystem. However, there is no receiver clock dtu in the fingerprint-based WLAN
location. Equation (20) is obtained by linearizing the distance between two points
in space

di ¼ rþ lidxþmidyþ nidxþ eiq ð20Þ

Geometric distance between two points in the distance equation can be elimi-
nated by the principle of single difference. The observation equation can be express
as

ZW
k ¼ HWXW

k þVW
k ð21Þ

where the HW is

HW ¼

li � l j mi � mj ni � n j 0 0 0
0 0 0 0 0 0

..

.

lm � ln mm � mn nm � nn 0 0 0
0 0 0 0 0 0

2
66664

3
77775 ð22Þ
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3 Experiment and Result Analysis

The experimental scenario is two areas within the university campus. Area A is
between Buildings 12 and 13, and area B is the Information Institute downstairs.
Buildings 12 and 13 are taller and closer. What’s worse, Signals in the south and
north between them are severely obscured. The number of BDS visible satellites is
small. However, visible satellite number is more in area B, and BDS signal is
strong. Data collection was performed for two regions on October 1 and 2 at
13:00 pm, respectively.

The collected data are simulated and analyzed by MATLAB. Figures 3 and 4
show the results of positioning errors in the BDS system and the system designed in
this paper.

In order to reflect the anti-gross error performance of the fusion algorithm in this
paper, we add the gross error of +200 m to the 100th epoch in B region. Using the
fusion algorithm designed in this paper, the simulation results are shown in Figs. 5
and 6.

The simulation results show that the location error of the BDS is larger in A
region. Because the number of visible satellites is small, the signal is weak. The
average error of ðx; y; zÞ is 6.7671, 7.9234 and 11.2600 m in three directions
respectively. But after the application of the federated Kalman filter, the position
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accuracy is obviously improved. The mean errors of the three directions are 2.7982,
2.8150 and 3.3780 m respectively. It can be seen from Fig. 4 that BDS signal is
ideal and BDS system positioning error is small in B region. The mean errors of the
three directions ðx; y; zÞ are 3.1021, 2.7028 and 3.943 m respectively. The accuracy
will be improved when using the filter designed in this paper. The mean error of
localization in three directions becomes 1.1193, 1.1326, 1.4052 m respectively. It
can be seen from Fig. 5 that the BDS single system will produce a lot of errors
when the gross error is added. But application fusion algorithm is less affected by
the gross error, the simulation results shown in Fig. 6. Therefore, the proposed
algorithm has good anti-gross error performance and improves the system stability.

4 Concluding Remarks

According to the characteristics of WLAN location and BDS location, a localization
fusion algorithm based on federated Kalman filter is proposed. In this paper, fin-
gerprint matching can find the distance between the point to be measured and the
transmitting point to establish the distance equation. The distance equation is taken
as the measurement equation of the WLAN sub-system, and the optimal estimation
of the WLAN location is obtained by sub-Kalman filtering. The global optimal
estimate can be obtained from the main filter by fusing the BDS and WLAN filter
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estimates. The experimental results show that the proposed algorithm achieves the
function of BDS location based on WLAN and improves the accuracy and
robustness of the system.
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Gaussian Mixture Filter Based
on Variational Bayesian Learning
in PPP/SINS

Qing Dai, Lifen Sui, Yuan Tian and Tian Zeng

Abstract Aiming at the problem of inaccurate estimation of parameters and noise
covariance for the noise mixture model encountered when using Gaussian filter
during operation of PPP/SINS integrated navigation system in the non-Gaussian
noise environment, this paper proposes a Gaussian mixture adaptive filtering
algorithm that is based on variational Bayesian learning. The algorithm allows
accurate and efficient adaptive estimation of the parameters of Gaussian mixture
filtering model based on the variational learning theory. It also further refines the
Gaussian mixture filtering stochastic model, which greatly improves the filtering
estimation precision; reduces the computational complexity; and effectively
improves the solving efficiency. Data simulation was carried out on the PPP/SINS
tightly coupled integrated navigation system. The results showed that compared to
the conventional Gaussian mixture filtering algorithms, the new algorithm further
improved the estimation accuracy, which was also computationally fast and less
burdensome. Our results provided some theoretical support for the future applica-
tion and extension of the PPP/SINS integrated filtering algorithm in the
non-Gaussian noise environment.

Keywords Variational Bayesian learning � Gaussian mixture filter � Adaptive
filter � Parameter estimation � PPP/SINS

1 Introduction

Modern navigation technology, which centers around Precise Point Positioning and
Strapdown Inertial Navigation System (PPP/SINS), is attracting increasing attention
of numerous geodesists with its remarkable flexibility and high-precision dynamic
navigation and positioning performance. However, in actual practice, there exist
typical non-Gaussian measurement noise environment in the navigation system, and
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approximation of filter model with Gaussian white noise will degrade the stability
and positioning precision [1]. Some scholars used the Gaussian mixture model
(GM) for non-Gaussian noise modeling, but the estimation of model parameters
was rather complex [2]. At present, studies on parameter estimation of Gaussian
mixture model are concentrated mainly on maximum likelihood estimation (ML),
Markov chain Monte Carlo (MCMC), expectation maximization (EM), etc. Among
them, ML and EM algorithms cannot adaptively estimate the model order and are
prone to data over-fitting. MCMC algorithm has large computational complexity
and slow convergence rate, which is unsuitable for engineering applications with
high real-time requirements. On the other hand, the inaccuracy of Gaussian mixture
model parameters will directly affect the estimation accuracy of Gaussian mixture
filtering. To solve the problem of unknown or inaccurate measurement noise
covariance in filters, some scholars have proposed the optimal Bayesian filter that
contains measurement noise. However, in practical application, it faces problems
such as complex integrand and high variable dimension. Moreover, the introduction
of noise variance matrix makes its solution more difficult, thus affecting its popu-
larization [4].

Variable Bayesian learning (VB) originated from machine learning theory has
been proposed by Beal, which solves the complexity of integrand calculation for the
Bayesian estimation in the practical application. It is suitable for high dimensional
observation environment. By obtaining the suboptimal solution through approxi-
mation, it enables high precision parameter estimation with less computational
complexity; accelerates the convergence; and effectively improves the estimation
speed [5]. VB learning has made some progress in the fields like stochastic system
parameter estimation, blind source separation, speech recognition and independent
component analysis [6].

Inspired by the above research, this paper further refines the Gaussian mixture
filter model by considering the non-Gaussianity of random errors in the PPP/SINS
integrated navigation system. A VB learning-based Gaussian mixture adaptive
filtering scheme is proposed, which simultaneously solves the problem of mixture
model parameter estimation in non-Gaussian measurement noise and the
self-adaptation problem under inaccurate sub-filter noise covariance by utilizing the
VB learning theory. Simulation results verify that the new algorithm can improve
the precision, real-timeliness and robustness of the PPP/SINS tightly coupled
navigation system, which provide some theoretical support for its future application
and extension in the precise integrated navigation field.

2 PPP/SINS Tightly Coupled System

In the PPP/SINS tightly coupled navigation system, the GNSS receiver provides
pseudorange and carrier observation information. After ionosphere-free correction,
precision ephemeris and clock offset pre-processing, the corrected GNSS obser-
vations are obtained. Meanwhile, equivalent GNSS observations are derived based
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on the SINS output information of position and velocity combined with precise
ephemeris calculation. The two sets of observations together provide the mea-
surement input for the filtering algorithm, while the output error estimators are
closed-loop corrected for SINS and GNSS respectively [7, 8] (Fig. 1).

2.1 System State Model

State model of PPP/SINS tightly coupled navigation system

Xk ¼ Fk k�1j Xk�1 þWk ð1Þ

F ¼ FINS

FGNSS

� �
ð2Þ

FGNSS ¼
Mw 1 0 01�n 01�n

Mw 1 0 01�n 01�n

Mw 1 0 01�n 01�n

Mw 1 0 01�n 01�n

2664
3775 ð3Þ

where X ¼ XINS XGNSS½ �T . XINS includes the platform error angle u; velocity error v;
position error p; gyro random constant error eb; gyro first-order Markov random
noise vector er; and acceleration first-order Markovian error ba. XGNSS includes the
tropospheric wet component dw; equidistant distances dt and _dt resulting from
receiver clock offset and frequency; and the integer ambiguity Ni. FINS denotes the
state transition matrix for INS, which is set up specifically referring to [9]. FGNSS

denotes the state transition matrix corresponding to the GNSS state quantities;
Mw denotes the wet component of tropospheric delay; and Wk is the system noise.

GNSS
Receiver

IGS product

PPP data
Pre-process

Predict GNSS 
observations

PPP / SINS navigation 
system  filter

Pseudorange
Carrier
Phase

Closed-loop correction

position
speed

attitude

Pseudorange Carrier
Phase

Receiver clock error frequency shift correction
Integer ambiguity

Fig. 1 PPP/SINS tightly coupled navigation system
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2.2 System Measurement Model

After precise ephemeris and clock offset processing of the GNSS receiver’s pseu-
dorange and carrier phase observation information, they are estimated together with
tropospheric wet component delay to derive the ionospheric-free observation
equations for pseudorange and carrier phase

PGi ¼ qi � Cdt þMw � dw þ vpi ð4Þ

ui ¼ qi � Cdt þMw � dw � k � Ni þ vui
ð5Þ

where qi represents the geometrical real distance from the i-th satellite to the GNSS
receiver; k � Ni is the ambiguity; and vpi , vui

are the observation errors of pseudo-
range and carrier phase, respectively.

The carrier phase, pseudorange output by GNSS and SINS predictions together
constitute the measurement input of the PPP/SINS tightly coupled observation
model

Z ¼
PGNSS
j � PSINS

j

uGNSS
j � uSINS

j

..

.

264
375 ð6Þ

where PGNSS
j , uGNSS

j correspond to the j-th satellite’s ionosphere-free pseudorange

and carrier phase observations in GNSS; and PSINS
j , uSINS

j correspond to the j-th
satellite’s ionosphere-free pseudorange and carrier phase observations estimated by
SINS. Hence, we get the tightly coupled observation model of the PPP/SINS
system:

Zk ¼ HXk þ ek ð7Þ

where H is the observation matrix; and ek is the measurement noise part.

2.3 Gaussian Mixture Filter

When a measurement noise ek does not conform to the Gaussian white noise
distribution, it can be approximated using the Gaussian mixture model:

p ekð Þ ¼
Xm
i¼1

xi
k � N liek ;

Xi
k

" #
ð8Þ
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Xm
i¼1

xi
k ¼ 1; xi

k � 0 ð9Þ

by parallel estimation with multiple extended Kalman filters (EKF) that satisfy the
white noise requirements, the optimal posterior probability distribution of state
parameters are obtained:

P Xk Lj k
� �

¼
Xm
i¼1

xi
kN Xk � bXi

k;
Xi
bX i

k

264
375 ð10Þ

where bXi
k and

PibX i
k

represent the state estimator and covariance of sub-filter; and xi
k

denotes the corresponding weight. The weights of Gaussian components in the
Gaussian mixture filters are subject to innovation-based adaptive adjustment, which
makes the system robust. However, estimation of unknown parameter

xi; liek ;
Pi

k

n om

i¼1
in the Gaussian mixture model is a crucial issue. Meanwhile,

high-dimensional observations in the tightly coupled navigation further complicate
the computation. Additionally, when the estimation accuracy of mixture model
parameters is affected, the estimation effect of Gaussian mixture filtering will also
be restricted directly.

3 VB Learning

The basic idea of VB learning is to transform the complicated multidimensional
numerical integration problem into the optimization problem of approximate dis-
tribution, which is a good approximation optimization algorithm. In the Bayesian
estimation criteria, the observation data set is Y ; H is a set of d number of unknown
model parameters H ¼ ½h1 h2 . . . hd�; and Z is a hidden variable. When the posterior
distribution pðH; Z Yj Þ is complex in form, and analytical expression is difficult to
obtain, the new distribution qðH; ZÞ can be approximated by minimizing the KL
divergence into a real posterior distribution pðH; Z Yj Þ. According to the theory of
variational function, the expression of general solution is obtained

q hið Þ ¼ exp Eqðhj6¼iÞ ln pðY ;H; ZÞð Þ� �R
exp Eqðhj6¼iÞ ln pðY ;H; ZÞð Þ� �

dhi
ð11Þ

The properties of conjugate exponential domain function allow the distribution
form of each calculated q hið Þ to be the same as the real posteriori. We can find from
the above formula that the general solution expression is an implicit solution, and
each calculation of hi is related to hj6¼i. So iterative calculation is needed
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qmðZÞ / exp Eq hð Þ½ln pðY ; Z; hÞ�
� 	 ð12Þ

qmðhÞ / exp Eq zð Þ½ln pðY ; Z; hÞ�
� 	 ð13Þ

After M times of iteration, then the convergence FM qðhÞð Þ � FM�1 qðhÞð Þj j � t is
calculated [4–6]. Figure 2 illustrates the flow of VB learning.

3.1 VB-Based Parameter Estimation for Gaussian Mixture
Model

Based on the VB learning method, this paper designs a fast and effective algorithm
for Gaussian mixture (GM) parameter estimation. Suppose that p¼ ½x1

k ;x
2
k ; . . .;

xn
k �; l ¼ ½l1ek ; l2ek ; . . .; lnek �;K¼ ½P1

k ;
P2

k ; . . .;
Pn

k � According to the VB procedure
described in Fig. 2.
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approximate 
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and update hidden 
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Fixed hidden 
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the parameter set
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Optimal Approximate 
Distribution

N

Y

Fig. 2 Variational Bayesian
learning algorithm
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3.1.1 Initialization of Hyper-parameters a0; b0; v0;m0;w0

After initialization, the order of the mixture model is assumed to be T.

3.1.2 Fixed Parameter Set at; bt; vt;mt; vt and Updated Hidden
Variable Z

The approximate posterior distribution of hidden variable Z is obtained from
Eq. (12)

q Zð Þ / exp
XN
n¼1

XT
t¼1

Znt
1
2
EKt ln Ktj j � D

2
ln 2p

�(

� 1
2
EKt ;lt ½ðyn � lnÞTKtðyn � lnÞ� þEpt ½ln pt�

�

¼
YN
n¼1

YT
t¼1

cZntnt ð14Þ

where

EKt ln Ktj j ¼
XD
i¼1

w
vt þ 1� i

2

� �
þD ln 2þ ln wtj j ð15Þ

EKt ;lt ½ðyn � lnÞTKtðyn � lnÞ� ¼ vtðyn � mtÞTwtðyn � mtÞþDb�1
t ð16Þ

Ept ½ln pt� ¼ w atð Þ � w
XT
t¼1

at

 !
ð17Þ

where w atð Þ is a double gamma function.

3.1.3 Fixed Hidden Variable Z and Updated Parameter Set
at; bt; vt;mt; vt

The following is obtained from Eq. (13)

q p;K; lð Þ / exp
XN
n¼1

XT
t¼1

EZnt ½Znt�ðlnNðyn lt;K
�1
t

 Þþ ln pt

"

þ lnDirðp atj Þ� þ ln ptÞþ lnDirðp atj Þ
�

ð18Þ
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where EZnt ½Znt� ¼ cnt. The approximate distribution of Eq. (18) is

q pð Þ ¼ C
YT
t¼1

p
a0 þ
PN
n¼1

cnt�1

� �
k ¼ Dir p ajð Þ ð19Þ

In the formula set Nt ¼
PN

n¼1 cnt; yt ¼ 1
Nt

PN
n¼1 cntyn; St ¼ 1

Nt

PN
n¼1 cnt yn � ytð Þ

yn � ytð ÞT ; at ¼ a0 þNt

Then

q lt Ktjð Þ / exp � 1
2

lTt btKtlt � mT
t btKtlt � lTt btKtmt þmT

t btKtmt
� �� �

¼ N lt mtj ; ðbtKtÞ�1
� � ð20Þ

In the formula set bt ¼ b0 þNt, mt ¼ b0m0 þNtyt
b0 þNt

where

q Ktð Þ/exp
1
2
Tr w�1

0 þb0ðlt�m0Þðlt�m0ÞTþ
XN
n¼1

EZnt ½Znt�ðyn�ltÞðyn�ltÞT
""(

�btðlt�mtÞðlt�mtÞT
�
Ktþ

XN
n¼1

EZnt ½Znt�ðyn�ltÞðyn�ltÞT�btðlt�mtÞðlt�mtÞT
#
Kt

þ1
2

XN
n¼1

EZnt ½Znt�þv0�D�1

" #
ln Ktj j

)
¼W Kt vt;wtjð Þ

ð21Þ
In the formula set vt ¼ v0 þNt, where

w�1
t ¼ w�1

0 þNtSt þ b0Nt

b0 þNt
yt � m0ð Þ yt � m0ð ÞT

3.1.4 Determination of Lower Convergence Bound

From the joint density function of approximate solution

q Z; p;K; lð Þ ¼ q Zð Þq pð Þ
YT
t¼1

q lt Ktjð Þq Ktð Þ ð22Þ

F qðh; ZÞð Þ is substituted to calculate DF, and threshold is set.
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3.2 VB-Based Self-adaptive EKF Algorithm

As a parameter estimation algorithm for multivariate statistical analysis, VB
learning can simultaneously estimate the mean and variance of measurement noise
when they are unknown or inaccurate. And VB-based EKF (VBEKF) algorithm is
designed.

3.2.1 Time Prediction

bxk k�1j ¼ Fk;k�1bxk�1

Pk k�1j ¼ Fk;k�1Pk�1FT
k;k�1 þQk�1

�
ð23Þ

3.2.2 Measurement Updating

Kk ¼ Pk k�1j HT
k HkPk k�1j HT

k þ bRk�1

� ��1

bxk ¼ bxk k�1j þKk yk � Hkbxk k�1j � blk�1

� �
Pk ¼ Pk k�1j � KkHkPk k�1j

8><>: ð24Þ

3.2.3 Estimation of Measurement Noise Mean and Variance

vk ¼ 1
k

Xk
j¼1

yj � Hjbxj� � ð25Þ

sk ¼
Xk
j¼1

vk � ðyj � HjbxjÞ� �2
:
þ
Xk
j¼1

diag HjPjH
T
j

� �
ð26Þ

blk ¼
k0l0 þ kvk
k0 þ k

ð27Þ

bak ¼ a0 þ k
2

ð28Þ

bbk ¼ b0 þ
1
2
sk þ k0k

k0 þ k
l0 � vkð Þ2:

2
ð29Þ

bRk ¼ diag bbk:=bak� �
ð30Þ

where l0 is the initial value; blk is the mean estimator of measurement noise; bRk is
the covariance estimator; a0, b0 are the initial noise variance parameters; and k0 can
be taken as 1. Compared to the residual-based self-adaptive filtering method which
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achieves summation operation through the memory of innovation series in the
sliding window, the estimation of the present algorithm is related only to the
previous estimator and is easier to iterate.

4 Simulation and Analysis

PPP/SINS tightly coupled simulation systemwas set up. Therewere 5 visible satellites
in the simulation. The initial position of motion carrier was: longitude 125°, latitude
50°, height 300 m, initial misalignment angle (5° 5° 20°), and simulation time last
1000 s. Settings of simulation parameters for IMU are listed in Table 1

4.1 Performance Analysis of VB-Based Parameter
in Gaussian Mixture Model

To verify the performance of the GMmodel parameter estimation algorithm proposed
in this paper, non-Gaussian noise stochastic model of GNSS observations can be
approximated by the Gaussian mixture model of two components referenced the idea
in [10]. The pseudorange observation error data of five satellites following Gaussian
mixture distribution were simulated. The parameters of the mixture model were
set as: p ¼ ½0:2 0:8�, l ¼ ½l1ek ; l2ek �, K ¼ ½P1;

P
2�. Where l1ek ¼ l2ek ¼ 0 0 0 0½ �;P

1 ¼ diag 0:04 0:04 0:04 0:04 0:04ð Þ;P2 ¼ diag 0:08 0:08 0:08ð 0:08 0:08Þ:Kwas
set as 3.

Two effective components were obtained after the computation of convergence.
Table 2 lists the VB-based estimation results of GM parameters, as well as the
MCMC estimation results at a cycle number of 50 with sample size of 1000 and
5000 respectively. Comparison found that the estimation accuracy of GM param-
eters based on VB learning proposed herein was overall better than that of MCMC
method with a size of 1000; and slightly lower than the MCMC method with a size
of 5000. Nonetheless, it took the shortest time. It was thus clear that the VB
algorithm has the advantages of low computational complexity, fast speed and good
accuracy in the estimation of mixture model parameters. It can effectively identify
the statistical properties of non-Gaussian noise in the high-dimensional data and
make use of them, thereby improving the noise processing ability. So it has better
engineering application prospects than the sampling method.

Table 1 Simulation parameters of IMU

Parameter Gyroscope Accelerometer

Zero bias 20°/h 50 mg

Random walk 0.07°/h/sqrt(Hz) 6 mg/h/sqrt(Hz)
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4.2 VB-Based Adaptive Filtering Performance Analysis

When the covariance of the satellite measurement data is unknown or inaccurate,
adaptive filtering is needed to make compensation. To verify the performance of
adaptive filtering based on VB, the idea in [8] was referenced. Despite varying
degrees of jamming received by satellites in the actual observation, the variation
trends of measurement noise variances were the same. Therefore, drastic covariance
variation of PRN-8 and PRN-29 satellite measurement noises was set between 600
and 800 s. The simulation results are shown in the figures below (Table 3).

The attitude, speed and position error estimation curves given in Figs. 3, 4 and 5,
the dashed blue line represents the residual based AKF algorithm, while the red
solid line represents the VBEKF algorithm. As can be seen, the filtering precisions
of VBEKF and AKF are close. Figure 6 shows when the variance changed in the
600 s, VBEK can still track variance. Therefore, the two algorithms can both
suppress the decrease of estimation accuracy when the satellite measurement noise
variance is inaccurate or jumps. However, VBEKF occupies less computing
resources than the AKF since it does not need to store the residual or innovation
sequence, which is more suitable for iterative computation. So it is less
time-consuming and more suitable for real-time computation of output.

Table 3 Computing time comparison of three filters

Scheme Computation time (s)

AKF 25.3

VBEKF 19.8

Table 2 Parameter estimation of Gaussian mixture model

Estimation
method

Component Weight Mean Covariance Time

Variation
estimation

1 0.19 [0.01 0.02 0.01
0.02 0.01]

diag(0.04 0.04
0.04 0.03 0.03)

Approximately
19 s

2 0.76 [0.03 0.02 0.04
0.01 0.02]

diag(0.07 0.08
0.08 0.09 0.08)

MCMC
(1000 size)

1 0.14 [0.11 0.15 0.01
0.08 0.04]

diag(0.05 0.04
0.06 0.02 0.01)

Approximately
20 s

2 0.85 [0.09 0.07 0.02
0.05 0.05]

diag(0.07 0.06
0.08 0.09 0.08)

MCMC
(5000 size)

1 0.18 [0.03 0.01 0.01
0.02 0]

diag(0.04 0.04
0.04 0.03 0.02)

Approximately
180 s

2 0.81 [0.01 0.02 0.02
0.02 0]

diag(0.08 0.08
0.08 0.08 0.08)
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Fig. 4 Curve of estimated speed error

Fig. 3 Curve of estimated attitude error
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4.3 VB-Based Performance Analysis of Gaussian Mixture
Filtering Algorithm

This experiment considers the performance of PPP/SINS system under the
non-Gaussian noise influenced by Gaussian mixture adaptive filter on VB learning.
From the model

0:9N 0; 0:52
� �þ 1� 0:1ð ÞN 0; 0:82

� �

Fig. 5 Curve of estimated position error

Fig. 6 Estimated variances for PRN8 pseudorange noise
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non-Gaussian noise was generated, and the noise variance changes were set at
600 s. Three filtering schemes were designed in the experiment (Table 4).

Scheme 1: Extended Kalman filter (EKF)
Scheme 2: VB-based Gaussian mixture filtering (VBGM-EKF)
Scheme 3: VB-based Gaussian mixture adaptive filtering (VBEM-VBEKF).

Experimental results were analyzed. As shown in Fig. 7, the estimation accuracy
of conventional EKF algorithm decreased sharply due to imprecise modeling of
measurement noise resulting from the addition of non-Gaussian noise, which
sometimes even exceeded the 3r error limit. As shown in Fig. 8, VBGM-EKF and
VBGM-VBEKF could effectively identify the non-Gaussian noise parameters and
make use of them. These algorithms could also improve the filter stability by way of
Gaussian mixture filtering and enhance the filtering precision obviously.
VBGM-EKF exhibited slightly lower precision than the VBGM-VBEKF algorithm.
This was because VBGM-VBEKF could well track the variances and improves the
algorithm robustness when the measurement noise covariance estimation was
inaccurate or the noise variance changed abruptly. To sum up, in the PPP/SINS
tightly coupled navigation system under the non-Gaussian noise environment, the
novel algorithm proposed in this paper can ensure the stability and precision of
filters, which is more suitable for engineering computing applications.

Table 4 Estimation errors (RMS) and simulation time

Scheme 1 Scheme 2 Scheme 3

Attitude error (°) 0.22 0.11 0.08

0.21 0.12 0.13

3.01 2.75 2.67

Speed error (m/s) 0.45 0.33 0.21

0.31 0.28 0.22

0.34 0.31 0.32

Position error (m) 0.21 0.19 0.13

0.34 0.28 0.23

0.88 0.69 0.41

Simulation time (s) 48 129 85
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Fig. 8 Position error curve and 3r limit (schemes 2 and 3)

Fig. 7 Position error curve and 3r limit (scheme 1)
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5 Conclusion

To further improve the filter precision of PPP/SINS tightly integrated navigation
system, the stochastic model under non-Gaussian measurement noise influence is
refined. In this paper, VB learning theory is utilized to estimate the mixture model
parameters; and to track the filter variances. A VB-based Gaussian mixture adaptive
filtering algorithm is proposed. The simulation results show that the proposed
method can effectively implement precise adaptive estimation of mixture model
parameters and the adaptive sub-filter estimation under inaccurate or abruptly
changing measurement variance compared to the conventional Gaussian mixture
filters. It has better stability and robustness under the non-Gaussian noise condition,
as well as higher filtering precision. It is also computationally less burdensome as it
applies the VB learning principle, which has better practical value in the engi-
neering field. In addition, future research works will focus on further enhancing the
real-timeliness and accuracy of the algorithm.
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Vision-Aided Inertial Navigation System
with Point and Vertical Line Observations
for Land Vehicle Applications

Zhenbo Liu, Qifan Zhou, Yongyuan Qin and Naser El-Sheimy

Abstract Various aiding sensors can be integrated with the inertial navigation
system (INS) to reduce its error growth when the vehicle is operating in GNSS
denied environments. This paper developed a method to use the vanishing point
from vertical line observations of building blocks in order to further improve
point-based visual-inertial navigation system (VINS) for land vehicle applications.
First, we presented the formulations of tightly coupled point-based VINS based on
the Multi-State Constraint Kalman Filter (MSCKF) in the local-level frame.
Second, we developed the relationship between the INS roll angle and vanishing
point coordinates from vertical line observations. The roll angle measurement
model is formulated. Finally, loosely coupled vertical line aiding module is added
to the existing VINS, and the integration scheme is presented. Real world experi-
ments demonstrated the validity of the mixed VINS method and the improved
accuracy of the attitude and position estimation when compared with the solution
without vertical line vanishing point aiding.

Keywords Visual-inertial navigation system � Vanishing point � Roll angle �
MSCKF � Localization

1 Introduction

In the last decade there has been an increasing use of Autonomous Ground Vehicles
(AGVs) in many navigation applications. One of the representative civil application
is in intelligent transport systems (ITSs); more specifically in autonomous cars or
driverless cars [1]. In the vehicle’s Guidance, Navigation, and Control
(GNC) system, the navigation state estimation is an essential component, not only
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for the vehicle’s autonomous navigation, but also for cooperative safety commu-
nications among vehicles [2–4]. Among different navigation systems, the inertial
navigation system (INS) is the only one that has the capability to produce a complete
and continuous set of navigation state data with high precision during a short time
span. However, low-cost INS has to be integrated with other aiding sensors to reduce
its error growth. INS and Global Navigation Satellite System (GNSS) integration is
commonly used for vehicle outdoor navigation. However, GNSS signal can suffer
from obstruction and multipath errors in city centers and mountainous regions, and is
prone to the possibility of being jammed or spoofed [5].

To mitigate the error growth of INS in GNSS denied environment, aiding sen-
sors such as wheel odometers and motion constraints (e.g., Non-holonomic
Constraints (NHC) as a “virtual” sensor) were utilized for land vehicles [6, 7].
Recently, researchers proposed to use vision sensor aiding in the navigation system,
in loosely coupled form, with the visual odometry (VO) module [8, 9], or in tightly
coupled form [10–13]. Most research used point features in the tightly coupled
VINS, including simultaneous localization and mapping (SLAM) based methods
[10, 14] and structure-less methods, which focus on the ego-motion only [12, 15].
The representative algorithm of filter based methods is called multi-state constraint
Kalman filter (MSCKF) [12], which augments camera poses (a sliding window of
poses) into the state vector to make most use of measurements of feature points in
the geometry constraint. Apart from the point-based VINS, there are approaches
using the vanishing point (VP) module [16, 17], another attitude aiding source for
INS working in the environment with structured buildings or in corridors. These
methods rely on the observation of parallel lines in structured buildings.

In this paper, we present MSCKF in the local-level frame (LLF), which is
common to the navigation community. To improve the performance of point-based
MSCKF, we propose to add a VP module, which observes vertical lines of building
blocks, for land vehicle navigation. Based on that, a roll angle measurement model
is derived. Therefore, a mixed VINS using points and line observations is devel-
oped, and its performance is verified by real data experiments.

2 MSCKF Algorithm in Local-Level Frame

MSCKF is considered as a structure-less visual-inertial navigation system, which
means the vehicle localization is of the main interest, rather than recovering the
structure of the environment. They take into account all camera poses at which
observations of the same 3D point occurred. MSCKF augments camera poses (a
sliding window of poses) into the state vector to make most use of measurements of
feature points in the geometry constraint. Every feature has a corresponding stack of
misclosure vectors (residuals). Feature position error states are cancelled out by
projecting the residual stack on the left null space of the design matrix corre-
sponding to the feature error state [12]. Here we present the MSCKF algorithm in
LLF with the notations common to navigation engineers and researchers, in order to
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bridge between the navigation community and robotics community. It should be
mentioned that some components in the filtering formulations should be modified
with respect to original MSCKF.

2.1 MSCKF States and Covariance

For the near-Earth navigation, the navigation frame is usually the local-level frame
(n-frame; east-north-up is used in this paper). The navigation state is presented by
the position (latitude L, longitude k and height h), velocity (east velocity, north
velocity, and up velocity), and attitude (pitch, roll, and azimuth). Differential
equations of position P, velocity Vn and attitude matrix Cn

b are given by

_P ¼ D�1Vn ¼
0 1

RM þ h 0
1

ðRN þ hÞ cos L 0 0
0 0 1

24 35Vn ð2:1Þ

_Vn ¼ f n � 2xn
ieþxn

en

� �� Vnþ gn ð2:2Þ

_Cn
b ¼ Cn

b xb
ib�

� �� xn
ieþxn

en

� ��� �
Cn
b ð2:3Þ

where RM and RN are meridian radius of curvature and prime vertical radius
respectively, f n is the specific force in n-frame, xn

ie is the earth rotation angular rate
vector, xn

en is the angular rate of the navigation frame with respect to (w.r.t.) ECEF
frame, and xb

ib is the angular rate of the body frame (b) w.r.t. the inertial frame (i).
The notation ðaÞ� is the asymmetric matrix of a vector a. The navigation states are
propagated using Eqs. (2.1–2.3), which is called INS mechanization where the IMU
measurement is the input signal.

The navigation states can be considered as the full states, and the associated
errors are called error states. For convenience, let X denote the error states, and the
full states will be presented by their quantities notions. The state vector of the
MSCKF is:

X ¼ XT
I XT

C1
XT
C2
� � � XT

Cm

� �T ð2:4Þ

where XI is the current INS error states, and XCi ; i ¼ 1. . . m are camera poses errors
at the times the last m images were recorded. INS error states are defined as

XI ¼ dVnT /nT dPT bTg bTa
h iT

ð2:5Þ

where dVn, /n, and dP are the velocity error, misalignment error, and position error
(latitude, longitude and height error). bg and ba are biases of gyroscopes and

Vision-Aided Inertial Navigation System with Point … 447



accelerometers. In this case, the dimension of the state vector is 15 + 6 m.
Misalignment error /n (considered as the small angle) is defined by

Ĉn
b ¼ I � /n�½ �Cn

b ð2:6Þ

For EKF, the INS error state propagation is based on the INS error dynamic
model. The IMU sensor biases are modelled as random constants, random walks or
Gauss-Markov processes. The ith camera pose errors are defined as:

XCi ¼ /nT
Ci

dPT
Ci

� �T ð2:7Þ

where /n
Ci

and dPCi are the camera’s attitude error and position error at the ith
recorded instance. The augmented ith camera pose errors are modeled as random
constant, since the previous camera poses will not change over time.

The camera pose is augmented into the state when recording a new image. It is
calculated from current IMU pose and the known relative pose between IMU and
the camera using Eqs. 2.8–2.9.

Ĉn
C ¼ Ĉn

bC
b
C ð2:8Þ

P̂C ¼ P̂þD�1Ĉn
bP

b
bC ð2:9Þ

where Cb
C and Pb

bC are the rotation matrix and lever-arm between the camera and the
IMU; P̂C and Ĉn

c are the position and attitude matrix of the camera. Then the camera
pose estimate is appended to the state vector, and the covariance matrix is aug-
mented accordingly:

X 15þ 6ðmþ 1Þð Þ  X 15þ 6mð Þ�1;XCð6�1Þ
� �T ð2:10Þ

Pkjk  I15þ 6m

J6�ð15þ 6mÞ

� �
Pkjk

I15þ 6m

J6�ð15þ 6mÞ

� �T
ð2:11Þ

where

J6�ð15þ 6mÞ ¼
O3�3 I3�3 O3�3 O3�6 O3�6m
O3�3 D�1 bCn

bP
b
bC

� 	
� I3�3 O3�6 O3�6m

" #

2.2 MSCKF Procedures

Assuming that the ith feature, which has been observed in a set of Mi images, is no
longer detected. An EKF measurement update will be triggered after forming a
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residual corresponding to this ith feature. Suppose we have the measurement ~z ji for
j ¼ 1. . . Mi: The predicted measurement of the ith feature in jth image is

ẑ ji ¼ h bPCj ;
bCn
Cj
; bPfi

� 	
ð2:12Þ

where hð�Þ is the nonlinear camera projection equation, and bPfi is the computed
feature position. So the residuals of ith feature are

dz ji ¼ ẑ ji � ~z ji � H j
Xi
XþH j

fi
dPfi þ n j

i ð2:13Þ

where the Jacobian matrix is

H j
Xi
¼ O2�15 O2�6 � � � J j

i
bPCj

fi �
� 	bCcj

n �J j
i
bCcj
nD � � � O2�6

h i
2�ð15þ 6mÞ

H j
fi
¼ J j

i
bCcj
nD

where

J j
i ¼

1bZCj

i

1 0 � bXCj
ibZCj
i

0 1 � bY Cj
ibZCj
i

2664
3775; bXCj

ibYCj

ibZCj

i

264
375 ¼ bPCj

fi
¼ bCCj

n D bPfi � bPCj

� 	

Stack the dz ji of all Mi measurements of the ith feature to form the block residual
vector:

dzi ¼ HXiXþHfidPfi þ ni ð2:14Þ

To remove the effect of feature position error, define a residual vector
dzOi ¼ ATdzi, where A is a matrix whose columns form the basis of the left null
space of Hfi . The new residual will be

dzOi ¼ ATdzi ¼ ATHXiXþATni ¼ HO
i Xþ nOi ð2:15Þ

After the measurement update in the Kalman filter, do the feedback corrections
to the navigation states and camera poses.

The MSCKF can be implemented and operated in different ways [18]. For
example, minimum feature track lengths can be set to trigger an update. Large
minimum feature track length means that the landmarks will be observed with a
larger base line, while some near landmarks will be neglected. Potentially, large
minimum feature track may have better accuracy than the small minimum feature
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track, but the former will also have the problem of losing useful information, which
is often better than none. Usually, a large minimum feature track length will require
more features to be detected to have superior accuracy than the small minimum
feature track length.

3 Roll Angle Aiding with Vertical Line Observations

Most approaches of VINS have focused on the point features observation. Line
features are omnipresent and can be reliably extracted and tracked in structured
urban environments. Here we propose to use vanishing point coordinates from
buildings’ vertical line observations as an attitude aiding to improve point-based
VINS on-board the land vehicles.

3.1 Roll Measurement from Vertical Line Observations

The advantage of using buildings’ vertical line observations is that the measurement
is absolute roll, since the directions of these vertical lines are known. A vanishing
point is the intersection of image projections of a set of parallel 3D lines in the
scene. Each set of parallel lines is associated to a VP in an image [19].

The vertical lines in the world frame (local-level frame here) intersect at the
infinity point which can be represented as U ¼ 0 0 1 0½ �T . The corresponding
vanishing point u in the image plane is the projection of the infinity point U. The
projection equation is written as:

u ¼ K CC
n T

� �
U ð3:1Þ

where K is the camera calibration matrix, CC
n is the camera rotation matrix, and T is

the translation vector of the camera. Equation (3.1) can be rewritten as

u ¼ KCC
bC

b
n 0 0 1½ �T ð3:2Þ

Then INS roll (c) and pitch (h) can be represented as

� sin c cos h
sin h

cos c cos h

24 35 ¼ Cb
CK
�1u ð3:3Þ
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The roll angle can be calculated as

c ¼ tan�1 � eT1C
b
CK
�1u

eT3C
b
CK
�1u

 !
ð3:4Þ

where e1 ¼ 1; 0; 0;½ �T ; and e3 ¼ 0; 0; 1½ �T .
Suppose the camera has been calibrated, so Cb

CK
�1 is known. Vanishing point

u is determined by the coordinates of the intersection of multiple detected vertical
lines in the image. In this paper, we use the Line Segment Detection (LSD) [20] to
get the lines segments, which are then clustered into multiple VP classes based on
the J-Linkage model [21]. The vertical VP u is one of the dominant VP classes, and
can be easily selected and estimated [22]. Note that some erroneous line segments
exist in the vertical VP class. They can be further cancelled by making additional
assumptions, for example on the orientation or length of the line segments.

3.2 Roll Angle Measurement Model

In the INS mechanization, the roll angle c can be calculated by

ĉ ¼ tan�1
�ĉ31
ĉ33

ð3:5Þ

where ĉ31 and ĉ33 are elements of attitude matrix bCn
b, which can be written as

bCn
b ¼ I � /n�½ �Cn

b ¼
1 /U �/N
�/U 1 /E
/N �/E 1

24 35 c11 c12 c13
c21 c22 c23
c31 c32 c33

24 35 ð3:6Þ

So the roll can be expressed as

ĉ ¼ tan�1
�ĉ31
ĉ33
¼ tan�1

�ðc11/N � c21/E þ c31Þ
c13/N � c23/E þ c33

ð3:7Þ

Then the INS roll error dc can be expressed as

dc ¼ @ĉ
@/E

/E þ
@ĉ
@/N

/N þ
@ĉ
@/U

/U ð3:8Þ

where

@ĉ
@/E

� ĉ21ĉ33 � ĉ31ĉ23
ĉ231þ ĉ233

;
@ĉ
@/N

� ĉ31ĉ13 � ĉ11ĉ33
ĉ231þ ĉ233

;
@ĉ
@/U

¼ 0
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Subtracting the VP derived roll angle from the INS roll angle, we have the
residual

Zc ¼ ĉ� ~c ¼ dc� vc ð3:9Þ

Therefore, the design matrix of the roll measurement is

Hc ¼ O1�3
@ĉ
@/E

@ĉ
@/N

@ĉ
@/U

O1�9 O1�6m
h i

ð3:10Þ

As we can see from the Jacobian matrices, the roll measurement will contribute
to the estimation of both horizontal attitude errors but not the azimuth error.

3.3 Navigation Procedure

The navigation flow chat is illustrated in Fig. 1. When a new image is observed,
some key functions in MSCKF and VP aiding will work: state augmentation and
feature detection and matching, and vertical line detection, respectively. If the
measurement update is triggered in either vision modules, the states will be
corrected.

4 Results and Analysis

The point-based MSCKF and vanishing point aiding from vertical lines algorithm
described in the previous sections was tested using ‘2011_09_26_drive_0036’
dataset from the KITTI benchmark [23]. The synchronized IMU data (10 Hz) and
rectified grayscale images (10 Hz, global shutter) were used to verify the algorithm.
The biases of gyroscopes and accelerometers are 0.01°/s and 1 mg (see more details
in [24]). The reference was the IMU/GPS results (OXTS RT3003) with the L1/L2
RTK positioning accuracy of 0.02 m and pitch/roll accuracy of 0.03°. We used 250
images with traveled distance about 180 m, as shown on Fig. 2.

To illustrate the performance of proposed algorithms, the GPS data was totally
blocked of whole trajectory except for the initial value of navigation states. We
compared the performance of the following navigation schemes.

• Free INS: Only INS mechanization is performed to calculate the navigation
states.

• MSCKF-VINS with minimum 5 tracking poses: minimum 5 poses in the
tracking are required to trigger a measurement update.

• MSCKF-VINS with minimum 20 tracking poses: minimum 20 poses in the
tracking are required to trigger a measurement update.
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• MSCKF-VINS with minimum 20 tracking poses and with vertical line aiding:
Vanishing point aiding module is added into the system where minimum 20
poses in the tracking are required.

The trajectory results of the 4 navigation schemes are shown in Fig. 2. The
horizontal attitude errors and position errors are presented in Figs. 3 and 4. We can
see that there is just minor difference between MSCKF-VINS with minimum 5 and
20 tracking poses. A slight better pitch estimation of MSCKF-VINS with 20
tracking poses can be seen in Fig. 3 when there are abundant features (before 14 s).

Start
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No

Yes

Update 
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End
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No

INS Mechaniza on

Time Update of KF
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End naviga on?
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Roll angle 
calcula on

MSCKF Roll-aiding

Fig. 1 Navigation flowchart
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One reason can be that the longer tracking will observe further distance landmarks,
which is beneficial for the pitch angle estimation.

An example of vertical line clustering is shown in Fig. 5, where the green line
segments correspond to the vertical VP. When adding the vertical line vanishing
point aiding into the system, both pitch and roll estimations are improved to a great
extent (up to 0.2°) compared with MSCKF-only methods. The horizontal position
error is also less than MSCKF-only methods in general, within 1.2 m. The position
estimation improvement results from better attitude estimation, because the attitude

Fig. 2 Reference and calculated trajectory
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error will produce horizontal acceleration error by projecting the gravity to the
horizontal plane.

5 Conclusion

In this paper, we use MSCKF in the local-level frame and present it in a way that is
common to navigation community. To improve the performance of point-based
MSCKF, we proposed to add a VP module which observes the vertical lines of
building blocks for land vehicle navigation. Based on that, the roll angle mea-
surement model was derived. Therefore, a mixed VINS using points and line
observations was developed, and its performance was verified by real data exper-
iments. Horizontal attitude and position estimations are improved by using vertical
line vanishing point aiding module.
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An Attitude Determination Algorithm
by Integration of Inertial Sensor Added
with Vision and Multi-antenna GNSS Data

Fengyang Li, Xuedong Jia, Yanglin Zhou,
Ming Dong and Changyuan Chen

Abstract Aim to the question that GNSS cannot directly observe positioning and
attitude information using the GNSS/INS integrated system, especially in the bad
condition of GNSS signal, positioning and orienting based on satellites are both
difficult to use. This chapter establishes the vision/multi-antenna GNSS attitude
determination/inertial integrated navigation system, taking inertial error propagation
model as the navigation model, the positioning and attitude information of
multi-antenna GNSS and visual navigation information as a combination of mea-
surements, achieving high precision integrated navigation using multi-scale
extended Kalman filter. The vehicle-mounted integrated navigation test verified
that the heading of this system has an accuracy of 0.243°, providing an attitude
determination algorithm by integration of inertial sensor added with camera, and
multi-antenna GNSS in the denied environment of satellite.

Keywords Integrated navigation � Multi-antenna GNSS attitude determination �
Vision navigation � Artificial mark point � Multi-scale Kalman filter

1 Introduction

With the development of navigation demands in different application fields, the
integrated navigation technology based on inertial navigation system (INS) has
gradually become the most important researching focus in the field of aerospace and
missile guidance. For example, in the GNSS (Global Navigation Satellite System)/
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INS integrated navigation system, the inertial instrument can obtain error correction
of the position and attitude, and the GNSS can assist the inertial navigation system
to achieve high precision navigation in the good observation condition, which can
give full play to the advantages of each single navigation system.

Zhang F et al. studied the direct method and least square method on attitude
determination using multi antenna GNSS, and the result showed the external accord
accuracy of least square method is better when estimating heading [1]; Zhai H
implemented the estimation of acceleration using the velocity observation of
MEMS/GPS, achieving the attitude determination based on single antenna GNSS,
and the simulation results show that the attitude evaluation is better than 0.5° [2];
Dong M carried out the observation of heading through the double difference
method using a single antenna GNSS receiver [3], but do not get complete three
position observed quantities. However, GNSS cannot observe positioning and
attitude information directly, in the denied environment of GNSS, positioning and
orienting based on GNSS are both difficult to use. The visual sensor is not affected
by the impact of electromagnetic environmental, in the known topological space
environment, perspective projection model can be established through the analysis
of nonlinear relationship between the image feature points and the real target, and
the target motion parameters can be estimated.

This paper established the vision/multi-antenna GNSS attitude
determination/inertial integrated navigation system (VMGINS), taking inertial error
propagation model as the navigation model, the multi-antenna GNSS pose infor-
mation and visual navigation positioning information as a combined of measure-
ments, achieving high precision integrated navigation using multi-scale EKF,
providing a new method for integrated navigation attitude measurement in a
complicate GNSS electromagnetic environment.

2 Strapdown Inertial Navigation Error Model

In the paper, the strapdown inertial navigation mechanization is implemented in the
navigation frame (n-frame) for updating of position, velocity and attitude [4]:

_rn ¼ vn � xn
en � rn

_vn ¼ f n � ð2xn
i:e: þxn

enÞ � vn þ gn

_C
n
b ¼ Cn

bðxb
ib � xb

inÞ

8><
>:

where superscript n refers to the n-frame, rn refers to the position vector, vn is the
velocity vector, Cn

b is the direction cosine matrix from body frame (body-frame) to

navigation frame, ½�
:

refers to the format of differential coefficient, f n is specific force
vector measured by accelerometers, gn is the gravity, xn

en is the angular rate vector
of n-frame with respect to earth-centered earth-fixed frame (e-frame) resolved in
n-frame, xn

i:e: the angular rate vectors of e-frame with respect to inertial frame
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(i-frame), which equals to rotational angular velocity of the earth, xb
ib is the

increment vector of angular velocity measured by gyroscopes, xb
in refers to the

format of Cb
nðxn

i:e: þxn
enÞ:

3 CCD Camera Model

Define coordinate systems: ①. Object space frame, defined as the space rectangular
coordinate system, has its origin at a point of 3D space, which is also called as
world frame (w-frame). ②. Plane frame (p-frame) has its origin at the center of the
image, and its x-axis points towards right, y-axis points towards upside. ③. Image
space frame, also called as camera frame (c-frame), has its origin at the optical
center of lens, and its x-axis is parallel to the u-axis of the plane frame, the z-axis is
perpendicular to the image plane. The p coordinate of p-frame expressed as (x, y) is
corresponding to that in c-frame expressed as (x, y, −f). ④ Image frame (u-frame)
has its origin at the upper left corner of the image, and its u-axis points to right,
v-axis points to underside. Each pixel refers to the (u, v) format, which refer to the
number of column and row respectively. The relationships between the above three
frames are shown in Fig. 1.

Where OP
*

refers to the vector of feature point P in n-frame, denoted by pn, the

corresponding vector of which in v-frame refers to cP
*

, denoted by pc. Oc
*

refers to
the vector of optical center of lens c in n-frame, denoted by tn. The transformation
relation of P between of above-mentioned n-frame and v-frame is:

pc ¼ Rc
np

n þ tc ð1Þ

X

Z

Y

OP

c

Oc
cP

0o ( , )p x y

P

O

x

y

z
0 0( , )u v

u

v
1o x

yFig. 1 The relationship of
world, camera, plane and
image frame
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where Rc
n represent the direction cosine matrix from n-frame to v-frame in the Euler

angle ordered by u� x� j; tc is the translation vector between two frames,
equaled to �Rc

nt
n.

Define the real plane coordinate of P, which is projected on the image plane
where ẑ equals to 1, refers to V ¼ ðx̂; ŷ; 1ÞT , which is known as normalized plane.
The format of homogeneous transformation can be expressed as:

V ¼ 1
c3ncrnz þ tcz

ðCc
nr

n þ tcÞ ¼ pc

pcz
¼ mpc ð2Þ

where m is constant, cc3n and tcz are the third row of matrix Cc
n and vector tc

respectively. The image plane coordinates U ¼ ðu; vÞT can be expressed as:

U ¼ m
f =dx 0 u0
1 f =dy v0

� �
pc ¼ mKpc ð3Þ

where, K represents the sub-matrix of camera intrinsic parameter. Due to the
deviation between the ideal image plane coordinates ðu; vÞT and practice one
ð~u;~vÞT , the nonlinear error Eq. (3) is expressed as follow.

dU ¼ U � ~U ¼ m
fu 0 ~u� u0
0 fv ~v� v0

� �
dpc ¼ Hupdpc ð4Þ

4 Multi-antenna GNSS Attitude Determination Model

The installation of antennas is shown as Fig. 2: the antennas of GNSS receiver A, B
and C are set in the same plane on vehicle-mounted platform. The GNSS frame
(g-frame) has its origin at the center of antenna of GNSS receiver A. The antennas
of GNSS receiver B and C are installed along the heading of vehicle and vertical
direction of it. The x-axis points from A towards B, the z-axis points towards
upside, which is perpendicular to the vehicle-mounted platform, and the y-axis
completes a right-handed orthogonal frame, which points towards the right of
vehicle [5].

4.1 GNSS Attitude Determination Using Direct Method

At each epoch, the coordinate of antenna of GNSS receiver A respect to the e-frame
can obtained by the method of pseudo-range single point positioning, the baseline
solution of antennas of GNSS receiver B and C respect to A, denoted by dre, can be
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obtained by carrier phase measurement. Hence, the baseline solution respect to
n-frame, denoted by drn, can be expressed as [6]:

drn ¼
dxnAB dxnBC
dynAB dynBC
dznAB dznBC

2
4

3
5 ¼ Rn

edr
e ð5Þ

where Rn
e is the direction cosine matrix from e-frame to n-frame.

Define the coordinate of antenna B of GNSS receiver respect to b-frame is
ð0; LbAB; 0ÞT , the transformation relation of B between above two frame is given as:

rn ¼ Rn
br

b )
dxnAB
dynAB
dznAB

2
4

3
5 ¼

LbAB cos h sinw
LbAB cos h cosw

LbAB sin h

2
4

3
5 ð6Þ

Hence, the initial yaw w and pitch h can be expressed as:

w ¼ arctan dxnAB=dy
n
AB

� �
h ¼ arctan dznAB=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dðxnABÞ2 þ dðynABÞ2

q� � ð7Þ

Define the coordinate of antenna C of GNSS receiver respect to b-frame is
ðLbAC sin eb; LbAC cos eb; 0ÞT , we can get the Eq. (8):

A

B

C

X

Z

Y

Fig. 2 The installation of
multi-antennas GNSS
receiver
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LbAC sin e
b

LbAC cos e
b

0

2
664

3
775 ¼ RyðcÞRxðhÞRzð�wÞ

dxnAC

dynAC

dznAC

2
664

3
775

¼
cos c 0 � sin c

0 1 0

sin c 0 cos c

2
664

3
775RxðhÞRzð�wÞ

dxnAC

dynAC

dznAC

2
664

3
775

ð8Þ

Hence, initial roll c of vehicle-mounted platform can be obtained from the third
row of Eq. 9:

c ¼ � arctan d~znAC=d~x
n
AC

� � ð9Þ

Internal accord accuracy of attitude determination using the direct method in
heading, pitch and roll is about 0.3–0.5°, 0.3–1.0° and 0.5–1.0° [1].

4.2 GNSS Attitude Determination Using Parameter
Adjustment Method

Define at an epoch, the i set of baseline vector between n-frame and b-frame can be
expressed as:

rnij ¼ Rn
br

b
ij; i; j ¼ 1; . . .; n ð10Þ

where the subscript i and j represent combination of antennas composing baseline,
n = 3 represents the number of antennas, Rn

b represents the attitude cosine matrix
composing the unknown parameters, rbij and rnij represent the real observation of
baseline vector.

Assuming the three approximate attitude is w0, h0 and c0, and the baseline vector
rbij observed in the body frame has no error. So the evaluated rnij can be calculated
according to the initial attitude as shown:

rnc;ij ¼ ~R
n
0;br

b
ij ð11Þ

In this case, rnc;ij represents the calculated baseline vector, Rn
0;b represents the

attitude cosine matrix composing with the initial attitude. Assuming the correction
vector of attitude obtained by GNSS is du ¼ ðdw; dh; dcÞT , the linearized attitude
parameter adjustment Eq. (12) can be described as:
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vrnij ¼ Aijdu� Lij ð12Þ

where Aij ¼ @R
@w r

b
ij;

@R
@h r

b
ij;

@R
@c r

b
ij

	 

represents the observation matrix, vrnij represents

residual error vector, Lij ¼ rnij � Rn
0;br

b
ij represents the observation vector. Hence, we

can get the least square solution of correction of attitude parameters [7]:

X ¼ ðATPAÞ�1ATPL ð13Þ

The attitudes at the current epoch measured by multi-antenna of GNSS receiver
is u ¼ ûþ du: Internal accord accuracy of attitude determination using the least
square method in heading, pitch and roll is about 0.1°, 0.2–0.5° and 0.5–2.0° [1].

5 Integrated Navigation Filter Model

5.1 Inertial Navigation Status Equation

In this paper, the geographic coordinate (ENU-frame) is considered as n-frame, the
error of navigation parameters and inertial instrument are considered as state vari-
ables, and the strapdown inertial navigation error model was established. In addition,
the scale factor error and installation error of gyro angle are without considering the
inertial navigation error equation. The state vector can be expressed as:

drn dvn dun enb rn
b½ �T ð14Þ

where, drn ¼ dk dL dh½ � represents the position error vector, dvn ¼
dvE dvN dvU½ � represents the speed error vector in ENU-frame, dun ¼
uE uN uU½ � represents the attitude error vector in ENU-frame, enb ¼
enbx enby enbz

� �
represents the three axis component of gyro drift, rn

b ¼
rn

bx rn
by rn

bz

� �
represents accelerometer bias. Then, the error equation of the

strapdown inertial navigation system (SINS) can be expanded as a matrix form [8].

5.1.1 Position Update

d_rn ¼
0 0 � vN

ðRM þ hÞ2

� vE sec L tan L
RN þ h 0 � vE sec L

ðRN þ hÞ2

0 0 0

2
664

3
775drn þ

0 1
RM þ h 0

sec L
RN þ h 0 0

0 0 1

2
6664

3
7775dvn

¼ Frrdrn þFrvdvn ð15Þ
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where drn refers to position error vector, ½r�
:

refers to the differential coefficient form
of r, RM refers to radius of curvature among meridian circle, RN refers to radius of
curvature among prime vertical circle.

5.1.2 Velocity Update

d_vn¼

2xi:e:ðvN cosLþvU sinLÞþ vEvN sec2L
RNþh 0 vEðvU�vN tanLÞ

ðRNþhÞ2

�vE 2xi:e: cosLþ vE sec2L
RNþh

	 

0 vNvU

ðRMþhÞ2 þ
v2E tanL

ðRNþhÞ2

�2xi:e:vE sinL 0 � v2E
ðRNþhÞ2 þ

v2N
ðRMþhÞ2

	 


2
66664

3
77775drn

þ

vN tanL�vU
RNþh 2xi:e: sinLþ vE tanL

RNþh � 2xi:e: cosLþ vE
RNþh

	 

�2 xi:e: sinLþ vE tanL

RNþh

	 

� vU

RMþh

	 

� vN

RMþh

�2ðxi:e: cosLþ vE
RNþhÞ � 2vU

RMþh

	 

0

2
66664

3
77775dvn

þðf n�Þunþrn

¼FvrdrnþFvvdvnþðf n�Þunþrn

ð16Þ

where dvn refers to velocity error vector.

5.1.3 Attitude Update

_un¼
0 0 vN

ðRMþhÞ2

�xi:e: sinL 0 � vE
ðRNþhÞ2

xi:e: cosLþ vE sec2L
RNþh 0 �vE tanL

ðRNþhÞ2

2
6664

3
7775drnþ

0 �1
RMþh 0

1
RNþh 0 0
tanL
RNþh 0 0

2
664

3
775dvn�ðxn

in�Þun�en

¼FerdrnþFevdvn�ðxn
in�Þun�en

ð17Þ

Where un refers to attitude error vector.

5.1.4 Inertial Instrument Update

_en ¼ 0; _rn ¼ 0 ð18Þ

where en refers to gyroscopic drift, rn refers to Acceleration bias.
Hence, the inertial navigation status equation can be expressed as:
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d _x ¼ FIdxþGIwI ð19Þ

where subscript I refers to inertial navigation, FI refers to the inertial navigation
system transfer matrix, dx refers to the inertial navigation status vector, GI refers to
the noise matrix, wI refers to the system noise vector, which can be expressed as:

FI ¼

Frr Frv 03�3 03�3 03�3

Fvr Fvv ðf n�Þ 03�3 Cn
b

Fer Fev �ðxn
in�Þ �Cn

b 03�3

03�3 03�3 03�3 I3�3 03�3

03�3 03�3 03�3 03�3 I3�3

2
6666664

3
7777775; dx ¼

drn

dvn

dun

en

rn

2
6666664

3
7777775;

GI ¼
03�3 Cn

b 03�3 I3�3 03�3

03�3 03�3 �Cn
b 03�3 I3�3

� �T
; wI ¼

web

wrb

� �
:

5.2 Vision Navigation Observation Equation

Due to the position difference between inertial sensors I and camera on the
vehicle-mounted platform, the sensors outputs cause the navigation error, which is
called by the lever arm effects [9]. Hence, we should take the correction from lever
arm effects into account when establishing observation equation.

Define the vector from camera to the barycenter of inertial sensors is lIc,
according to the geometrical relationship in Fig. 1, the feature point P of vector cPc

respect to c-frame can expressed as:

cPc
* ¼ Cc

bC
b
nC

n
mðrmP � rmc Þ ¼ Cc

bC
b
nC

n
mðrmP � Cm

b l
I
c � rmI Þ ð20Þ

Where, rm½�� refers to the position ½�� respect to user-defined frame (m-frame), Cc
b, C

b
n

and Cn
m refers to direction cosine matrix. Due to the difference between inertial

sensors practical pose and its real values:

rmI ¼ ~rmI þ drmI
Cn
b ¼ ðI � un�Þ~Cn

b ) Cb
n ¼ ~Cb

nðIþun�Þ ð21Þ

Hence, Substituting Eq. (19) into Eq. (18) and omitting the high-order item, we
can easily get:

cPc
* ¼ fcPc

i þCc
b
~Cb
nC

n
mdr

m
I � Cc

b
~Cb
n Cn

mð~rmI � Cm
b l

I
c � rmc Þ

� �� un ð22Þ
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Where fcPc refers to the practice u-frame according to the backward reasoning of

inertial output, cPc
* ¼ pc, rnI ¼ Cn

mr
m
I , and the correction of image coordinate can be

obtained easily from Eqs. (4) and (22):

d~Ui ¼ Hup HprdrnI þHpeu
n

� � ð23Þ

Here, ~rnI is the positions measured by inertial sensors, and ~Cb
n is the rotational

matrix composed of attitude measured by inertial sensors, Hpr ¼ Cc
b
~Cb
n ,

Hpe ¼ �Cc
b
~Cb
n ~rnI þCn

bL
I
c � rnc

� �� :

Hence, the vision navigation observation equation can be expressed as:

zV ¼ HVdxþ vV ð24Þ

Where subscript V refers to vision navigation, zV ¼ dU½ � is the vision navigation
observation vector, HV ¼ HupHpr 02�3 HupHpe 02�6½ � is the vision navigation
observation matrix.

5.3 Multi-antenna GNSS Navigation Observation Equation

The satellite navigation observed quantities based on multi-antenna GNSS include
position, velocity and attitude. The observation equation can be written as:

zGr ¼ Hrdxþ vGr
zGv ¼ Hvdxþ vGv
zGu ¼ Hudxþ vGu

8<
: ð25Þ

Here, zGr ¼ rnI � rnG refers to the position difference measured by inertial sensors
and GNSS and corrected considering lever arm effects, zGv ¼ vnI � vnG refers to its
velocity difference, zGu ¼ un

I � un
G, and un

I refers to its attitude difference con-
sidering lever arm effects, un

G refers to the body attitude through adjustment without
limited achieved from the baseline solution obtained by multi-antennas GNSS, i.e.
Sect. 3.2.

Hence, the GNSS navigation observation equation can be expressed as:

zG ¼ HGdxþ vG ð26Þ

Where subscript G refers to GNSS navigation, HG refers to GNSS navigation
observation matrix, zG refers to GNSS navigation observation vector.
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5.4 Multi-Scale Extended Kalman Filter

In practical applications, multi navigation information fusion system usually has the
problems of different data sampling rate, unsynchronized observation and the
uneven sampling, therefore, the measured quantities cannot achieve real-time
synchronization in the system filter [10]. Normally, data sampling rate of INS is
approximately 100–200 Hz, and that of GNSS is about 1–10 Hz, and that of vision
navigation system is not the same, such as the high sampling rate high speed and
low resolution camera (up to 150 Hz), high resolution and low speed camera (about
1 Hz). Therefore, we need to select different observation models for different
sampling rate of the system.

In the paper, a visual/multi-antenna GNSS attitude determination/inertial inte-
grated navigation model is established based on the multi-scale extended Kalman
filtering algorithm, which is used to describe the measurement of three different data
sampling rates:

XN;kþ 1 ¼ FNXN;k þCNWN;k

Zi;k ¼ HiXi;k þV i;k
N ¼ 3; i ¼ 1; 2; 3 ð27Þ

where XN;k is a n-dimensional state vector, FN refers to the system transfer matrix,
CN refers to the system noise matrix,WN;k refers to the system process noise vector.
Zi;k refers to the observed quantities of the i navigation system at the time of k, Hi

refers to the observation matrix, V i;k refers to the observation noise vector.

(1) When only existing GNSS measurements, the relative part of visual navigation
should be omitted from the observation matrix and observation vector. Hence,
the measurement equation is rewritten as:

zV ¼ HVdxþ vV ð28Þ

(2) When only existing vision measurements, the relative part of GNSS navigation
should be omitted from the observation matrix and observation vector. Hence,
the measurement equation is rewritten as:

zG ¼ HGdxþ vG ð29Þ

(3) When existing both GNSS and vision measurements, the measurement equation
is rewritten as:

zV
zG

� �
¼ HV

HG

� �
dxþ vV

vG

� �
ð30Þ
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6 Tests and Results

6.1 Test Condition

In order to verify the effectiveness of proposed VMGINS algorithm, the
INS/GNSS/CCD test based on vehicle-mounted platform is carried out, which
includes three rover GNSS receivers called as M300 Pro [11], Hasselblad camera
called as H4D-60, MEMS inertial sensor called as INS-B from Inertial Lab and data
synchronization and acquisition device, besides, the based GNSS receiver has also
be set up at known control points. The direction of baseline AB is set up among
back-up moving direction of the vehicle, The baseline AC is set up among left-right
direction and orthogonal with baseline AB. Meanwhile, the results of the laser
inertial navigation system are used as attitude reference value.

The initial alignment (15 min) is selected as the reference value of the horizontal
attitude angle, and the result of the optical prism northwards is used as the reference
value of the azimuth attitude angle. In the test, the baseline vector AB is (−0.0081,
−1.8240,0.0458), and the baseline vector AC is (−0.9496, −0.0068, −0.0001). The
system error of heading between multi-GNSS and INS is 2°, which has been
corrected in the test data. Assuming there is no GNSS installation error including
position and attitude in the tests. The accuracy index can be shown as Tables 1
and 2.

6.2 Result Analysis

In order to analyze the performance of the VMGINS algorithm, the
vehicle-mounted data of the integrated navigation sampling in the outdoor artificial
marking field is processed. The marking field is mounted with about 25 round

Table 1 Camera essential parameters

Focus length Resolution ratio Size of CCD Size of pixel

35.2 mm 8956 � 6708 40.2 � 53.7 mm 6.0 lm

Table 2 Accuracy index
of INS

Accuracy index Laser INS INS-B

Bias stability of Gyro ð�=hÞ 0.02 1

Random walk of Gyro ð�= ffiffiffi
h

p Þ 0.003 0.004

Bias stability of Acc (mg) 0.06 0.005

Data sampling rate (Hz) 200 200
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artificial marks, and a total of four artificial marking fields were arranged. The
schematic diagram of VMGINS test on vehicle-mounted platform in artificial mark
field is shown in Fig. 3.

When the vehicle-mounted integrated navigation platform drove to the artificial
marking field area, the CCD sensor took the picture of known control points on the
wall (The effect of pictures was shown in Fig. 4).

800 s’ dynamic experimental data is Selected as the measurement of VMGINS
(epoch 36,940–37,740 s), in which the vehicle trajectory is plotted as shown in
Fig. 5. The estimated position had a span of 535.511 m in the east-west direction
and 291.745 m in the south-north direction. The line of attitude determination is
plotted in Fig. 6.

30~50m

Artificial mark field

Known 
Control points

Fig. 3 The schematic diagram of vehicle-mounted integrated navigation test in artificial mark
field

Fig. 4 The pictures of artificial mark field form different time during the test
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The data1 (blue) in the left of Fig. 6 refers to the attitude determination of
integrated navigation, and the data2 (red) refers to the attitude determination
of referenced ILIS. The data (blue) in the right of Fig. 6 refers to the difference of
attitude determination between integrated navigation and the referenced ILIS.
Besides, the green rectangle area in Fig. 6 indicates that the experimental data is the
fused navigation results from VMGINS with vision observation when driving to the
artificial marking field area.

According to Fig. 6 and Table 3, the test can draw the conclusion:
During the green rectangle area in Fig. 6, such as the graph of epoch from

36,993 to 37,053 s, the heading of VMGINS with vision observation has an
accuracy of 0.243° in Table 3, and the accuracy of heading without vision obser-
vation is −0.615°. Similarly, the accuracy of pitch with vision observation is 0.732°
comparing with the one without aiding (1.343°). In addition, the roll of VMGINS
with aiding and the one without aiding have the similar accuracy (−0.178° com-
paring with 0.139°), because the GNSS installation error was not taken into
account.

The max values of heading, pitch and roll are −4.945, −4.443 and −4.628 m,
corresponding to the outliers of graph shown in the right of Fig. 6, the reason of
which is the suddenly large angle turning of vehicle-mounted platform. It can be
seen that the result of VMGINS with vision observation is much better than the one
without aiding.

Fig. 5 The trajectory of the
vehicle during the test
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Fig. 6 The comparison of attitude determination between integrated navigation and reference in
different time (Color figure online)
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7 Conclusion

The paper studies VMGINS algorithm, deducing the tight-coupling observation
model of vision/inertial, fusing the measurements of multi-antenna GNSS and
vision with inertial measurement using the multi-scale extended Kalman filter, and
implementing the vehicle-mounted integrated navigation test of VMGINS. Finally,
performance of VMGINS algorithm was verified, the heading outputs of which has
an accuracy of 0.243°. The paper provided an integrated navigation method for
denied environment of satellite signal.
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37,571–37,631 0.370 0.661 −0.065
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474 F. Li et al.



An Improved Vector Tracking Loop
of Ultra-Tight Integration for Carrier
Phase Tracking

Wei Li, Jiahe Xia and Guoda Cheng

Abstract An improved vector tracking loop is proposed to solve the carrier phase
tracking problem of typical INS/GNSS ultra-tight integrated system, in which the
carrier phase residual cannot be tracked properly and the navigation message
demodulation cannot be conducted. Federated filter architecture of ultra-tight
integration composed by pre-filters and integration filter is adopted. A non-coherent
pre-filter is modeled for carrier phase tracking, of which the gain is adjusted by
carrier-to-noise ratio adaptively. The carrier phase, frequency and code phase are
vector tracked by pre-filter and navigation filter estimation concurrently.
Experimental results indicate that the proposed vector tracking loop can improve
the carrier phase tracking performance, eliminate the carrier phase residual of
typical vector tracking solution effectively, with a satisfactory dynamic tracking
performance.

Keywords Ultra-tight integration � Deep integration � Vector tracking loop �
Carrier phase tracking

1 Introduction

Compare to the traditional inertial navigation system and global navigation satellite
system (INS/GNSS) integrated system, ultra-tight (or deep) integration system
combines the baseband signal processing, signal tracking, navigation solution and
integrated navigation with estimating filter. According to the implementation of
estimating filter, the system architecture can be classified into centralised structure
and federated structure. With different pre-filter design, the federated structure can
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be further divided into coherent and non-coherent system [1]. The significant
feature of ultra-tight integration is that replacing the scalar tracking loops of the
traditional receivers with vector tracking loop. With the benefits of improving
navigation performance in dynamic and interference environment, ultra-tight inte-
gration has be known as lead-edge technology of the INS/GNSS integrated system
and attracted recent research interest.

The basic idea of vector tracking technology is that estimating the Doppler shift
with ephemeris and the position, velocity and acceleration of the user, and then
solving the Numerically Controlled Oscillator (NCO) control signal, eventually
conducting the carrier and code tracking with information of overall satellite
channels. Generally, the navigation systems hardly meet the accuracy requirement
of carrier phase vector-tracking which is centimetre-level. Therefore, the traditional
vector tracking solutions adopt a vector frequency lock loop (VFLL) and vector
delay lock loop (VDLL) for carrier frequency and code phase tracking respectively.
However, due to the insufficient tracking accuracy of VFLL, the carrier phase
cannot be tracked properly. The carrier phase residuals in the baseband signals lead
to the failure of navigation message demodulation, and reduce the navigation
accuracy.

To overcome such issue, federated structure is adopted, and the carrier NCO is
controlled with estimations of pre-filters [2]. Further, dual-filter structure is pro-
posed to avoid the coupling of states [3]. These solutions essentially conduct scalar
carrier tracking with pre-filters, which degrade potential benefits of vector tracking
in dynamic and interference environment. Meanwhile, a phase lock loop (PLL) is
put forward in a VFLL\VDLL vector tracking structure for message demodulation
[4]. This solution overcomes the demodulation issue of vector tracking, while the
navigation accuracy is still limited by the tracking accuracy. A new tracking
approach is proposed in [5], which is tracking the carrier phase with pre-filters, and
tracking the carrier frequency and code phase with navigation filter. This approach
implements the carrier phase tracking with an ultra-tight integrated architecture,
while the tracking performance of carrier frequency is influenced by the system
velocity accuracy.

In this paper, an improved vector tracking loop for ultra-tight integration is
proposed based on non-coherent system architecture. Based on software receiver
tracking algorithm, estimations of pre-filers and navigation filter are adopted to
tracking the carrier frequency, carrier phase and code phase simultaneously for
optimal tracking accuracy.

Section 2 describes the system structure and key components of filter modelling.
Section 3 discusses the error source of GNSS signal tracking, and describes detail
formulations of the proposed tracking algorithm. Section 4 conducts a simulation
test with a dynamic scenario. Section 5 presents the conclusions and future research
directions.
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2 Non-coherent System Structure and Filter Model

2.1 System Structure

Figure 1 shows a block diagram of proposed non-coherent ultra-tight integration
structure, which is composed by RF front-end, baseband signal processing, ultra-tight
integration filters, INS solution and vector tracking. The ultra-tight integration filters
applies federated architecture with multiple pre-filters and 1 master filter.

The measurement vector of the proposed non-coherent pre-filters is composed by
outputs of carrier phase discriminator and code phase discriminator. The benefits of
this design are as follow: to avoid the nonlinear filter problem of typical coherent
pre-filters which applies baseband signal to form the measurements vector; to
overcome the tracking accuracy loss of typical non-coherent approach caused by
carrier frequency discriminator application; to improve the noise modeling accuracy
by applying the various existing research results of discriminators modeling.

The estimation results of pre-filters and INS solution are further processed by
integration navigation filter to estimate the INS errors, the clock error and clock
drift of receiver. The NCO control signals are calculated with compensated INS
results, ephemeris, and the residual estimations of pre-filters which include: carrier
phase, frequency, frequency rate and code frequency.

2.2 Filter Modeling

To improve the modelling accuracy and reduce state order, the pre-filter model
calculates the measure noise covariance matrix with real-time estimation of
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carrier-to-noise ratio (C/N0), instead of estimation of baseband signal amplitude.
The state vector of pre-filter is shown as below.

X ¼ ½ d€/ d _/ d/ ds �T ð2:1Þ

where the state elements are carrier frequency rate error (rad/s2), carrier frequency
error (rad/s), carrier phase error (rad) and code phase error (chips) respectively.

The state dynamics of pre-filter are given as below.

d
dt

d€/
d _/
d/
ds

2
664

3
775 ¼

0 0 0 0
1 0 0 0
0 1 0 0
0 b 0 0

2
664

3
775

d€/
d _/
d/
ds

2
664

3
775þ

2p=k 0 0 0
1 2pf 0 0
0 1 2pf 0
0 b 2pfb 1

2
664

3
775

wa

wd

wb

wds

2
664

3
775 ð2:2Þ

where b is the conversion from radians to chips, f and k are carrier frequency and
wave length, wa is the driving noise of line-of sight acceleration, wd is the driving
noise of clock drift, wb is the driving noise of clock bias, and the wds is the driving
noise of code tracking error. The spectral densities of wd and wb can be solved by
Allan Variance analysis of oscillator.

The measurement vector of pre-filter is given as below.

Z ¼ d/
ds

� �
¼

arc tan QP=IPð Þffiffiffiffiffiffiffiffiffiffiffi
I2E þQ2

E

p
�

ffiffiffiffiffiffiffiffiffiffiffi
I2L þQ2

L

p
ffiffiffiffiffiffiffiffiffiffiffi
I2E þQ2

E

p
þ

ffiffiffiffiffiffiffiffiffiffiffi
I2L þQ2

L

p

2
4

3
5 ð2:3Þ

The arctangent carrier phase discriminator and normalized early-late power code
phase discriminator is applied here for better linear performance. In practical, other
alternative discriminators can be applied to meet the specific requirements.

The measurement equation takes form as:

Z ¼ 0 0 1 0
0 0 0 1

� � d€/

d _/

d/

ds

2
66664

3
77775
þ v/

vs

� �
ð2:4Þ

where v/ and vs are measurement noises of carrier phase discriminator and code
phase discriminator respectively, of which the noise variance is the function of
C/N0 as below [6]:

r2/ � 1
2C=N0T

ð1þ 1
2C=N0T

Þ
r2s � d

4C=N0T
ð1þ 2

ð2�dÞC=N0T
Þ

(
ð2:5Þ
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where T is the coherent integration time, d is code correlator spacing. The narrow to
wide power ratio method is applied here to calculate C/N0 for better performance in
low signal to noise environments [7].

The model of integration navigation filter is similar as typical tight integration
filter design, the measurements and measurement noise covariance can be derived
from pre-filters estimations, the specific equations can be found in [5].

3 Improved Vector Tracking Algorithm

The causes for insufficient accuracy of typical vector tracking can be further
analysed from the perspective of signal tracking error sources.

For a typical scalar tracking receiver, the error sources of various phase lock
loop and frequency lock loop include: dynamic error and phase/frequency jitter
error. The later one can be further classified into: thermal noise, jitter by motion and
vibration, jitter by Allan Variance [8].

Accounting for these error sources, the parameter design of the scalar tracking
loop needs to balance the dynamic error and jitter error. Typical vector tracking
applies overall user dynamic information for signal tracking, which accounts for
dynamic error above. While, the remaining jitter errors cannot be tracking properly,
which lead the carrier phase/frequency residual and influence the accuracy of
tracking and navigation.

Based on analysis above, to improve the tracking accuracy, the improvements of
vector tracking algorithm are conducted as: to track the dynamic error with com-
pensated INS results and ephemeris; to track residual of carrier phase, carrier fre-
quency and code frequency caused by the jitter error with pre-filters estimations.
Corresponding vector tracking NCO equations are derived as:

fcarr ¼ fIF þ 1
kcarr

~u � ~VINS � ~VSat
� �þ fPFcarr

/carr ¼ remð/�
carr þ d/̂þ d _̂/ � T þ d €̂/ � T2; 2pÞ

fcode ¼ fcodebasis þ K
kcarr

~u � ~VINS � ~VSat
� �þ fPFcode

8><
>:

ð3:1Þ

where fIF and fcodebasis are nominal carrier intermediate frequency (IF) and code
reference frequency respectively, kcarr is the carrier wave length, ~u is the unit
line-of-sight vector from receiver to satellite, /carr and /�

carr are current and pre-

vious carrier phase, d/̂, d _̂/ and d €̂/ are estimations of pre-filter, rem represents
remainder operation, T is update period of pre-filter, K is the ratio between code
frequency and carrier frequency which is 1/1540 for GPS L1 band, fPFcarr and
fPFcode are carrier frequency and code frequency error estimated by pre-filters as
below:
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fPFcarr ¼ f�PFcarr þ
1
2p

ðd _̂/þ d €̂/ � TÞ

fPFcode ¼ f�PFcode þK � ðdŝ� dŝ�Þ
2pT2

8><
>:

ð3:2Þ

where f�PFcarr and f�PFcode are estimation of previous update period.

4 Simulation Test

With test environment set up as Fig. 2, the proposed vector tracking algorithm and
its dynamic performance are tested.

As shown in Fig. 3, a typical circle trajectory is generated by INS trajectory
generator, of which the max velocity is 300 m/s, max acceleration is 5 g. The
generated trajectory is further injected into a GNSS signal simulator to simulate the
GPS L1 RF signal, the C/N0 level is set to 45–46 dBHz during the simulation. IF
signal is sampled by an IF data logger, the sampling frequency is 16.368 MHz, and
the IF frequency is 4.124 MHz.

Fig. 2 Test environment
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Table 1 shows the inertial error configuration which is to generate measurements
of typical low-cost MEMS gyroscope and accelerometer.

With the simulated inertial data and GPS IF data, typical VFLL\VDLL vector
tracking loop and the proposed vector tracking loop are adopted for ultra-tight
integration navigation solution respectively. Details are compared with 4 s base-
band signal at the same time interval.

As shown in Fig. 4, influenced by the carrier phase residual, the wave form
overturn and distortion occur in prompt inphase signal (IP), and signal power leaks
into the prompt quadraphase signal (QP), and then the message demodulation
cannot be conducted. As shown in Fig. 5, the quadrature demodulation of baseband
signal is conducted properly, which means the proposed vector tracking loop can
tracking the carrier phase residual correctly.

Figure 6 shows the NCO control signals calculated by the integrated navigation
filter and pre-filter. Compared to the integrated navigation filter NCO, amplitude of
the pre-filter NCO is relevantly small, and its STD is 0.44 Hz. This result indicates
that the integrated navigation filter NCO tracking the user dynamic, and the
pre-filter NCO only need to track the jitter error with small bandwidth.
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Table 1 Error characteristics of inertial sensors

Gyro bias
(deg/h)

Gyro random walk
(deg/

p
h)

Accelerometer bias
(mg)

Accelerometer random walk
(m/s/

p
h)

100 0.2 5 0.15
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5 Summary

A high accuracy system structure and system model is proposed based on
non-coherent ultra-tight integration. An improved vector tracking algorithm is
proposed to over carrier phase tracking problem of the typical VFLL\VDLL vector
tracking loop. The dynamic performance is tested by Semi-physical simulation. The
proposed vector tracking loop has benefits with lower complexity, higher modelling
and tracking accuracy than typical vector tracking solutions. Further research would
be conducted in INS/baseband signal synchronization, performance test in inter-
ference environments and integrated system design.
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Part IV
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Technology



Research on Doppler Locating Method
of LEO Satellite Backup Navigation
System

Zhixin Deng, Guangwei Fan and Chenglong He

Abstract Fast response and low orbit satellites have advantages just like wide
coverage, all-weather work, low cost of system construction, and so on, very
suitable for positioning service as navigation sources for ground users independent
of GNSS, so as to realize the GNSS effective backup navigation means in elec-
tromagnetic interference environment. Firstly, low orbit satellite navigation system
ground coverage were briefly analyzed, pointed out that in the conditions of global
coverage at different time in different locations users may have 1–3 different
number of visible satellites. In order to solve the problem of continuous positioning
solution under the condition of user different low orbit visible satellite number, and
to avoid the system complexity increases due to high precision synchronization
required by traditional pseudo-range positioning system, according to the charac-
teristics of the fast speed of the low orbit satellite, a variety of positioning methods
were proposed under the condition of different visible satellite number and only
using the Doppler satellite observation information, positioning solution iteration
formulas were given, and simulation analysis results show that this method can
meet the three-dimensional positioning error is less than 20 m in most area. The
proposed localization solution method can achieve single point positioning, and can
realize continuous observation positioning, using Newton iterative least squares
method, with low computational complexity, which is very suitable for fast posi-
tioning application for fixed or low dynamic users near the ground.
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1 Introduction

A large number of low-cost, no special anti-jamming measures of the GNSS
navigation terminal will not work in a complex electromagnetic interference
environment. In the North and South polar regions, the GNSS system constellation
with low tilt design, resulting in significantly reduced coverage. Therefore, the
construction of GNSS backup radio navigation system is a hotspot in recent years.

Low-orbit satellites have the advantages of wide coverage area, all-weather
workability and good observability. The micro-satellites and fast response satellites
also have advantages such as short construction period and low cost. Therefore,
low-orbit satellites and fast-response satellites platform is very suitable as a navi-
gation source for the ground users to provide GNSS-independent navigation and
positioning services.

GNSS navigation system users through the observation of at least four GNSS
satellite signal pseudorange information for positioning solution. However, there
are two problems in the application of this method to the LEO satellite navigation
system. One is that, due to the limited number of LEO satellites, ground users in
most areas can not observe four or more LEO satellites at the same time. The
prerequisite of positioning solution is that many satellites must realize strict time
synchronization, which will greatly increase the construction complexity of the
system. The low-orbiting satellites have good Doppler-observability because of
their fast velocity. Therefore, it is the first choice for low-earth-orbit satellite
navigation system to use the Doppler observation information to locate the solution.

Recently, the United States Iridium communications company announced its
development of satellite timing and positioning (STL) system already has the
capacity as a GPS backup or supplement. The system provides users with
less-vulnerable navigation services through 66 low-orbit satellites and Doppler
positioning systems, but does not give a specific location solution. In January 2011,
Asher et al. [1] proposed the idea of using single LEO satellites to provide sta-
tionary means for ground stationary users. However, the algorithm requires users to
transmit signals to low-orbit satellites, This is not conducive to concealment of user
location. In 2013, Pan Lei of Southwest Jiaotong University analyzed the principle
of Doppler localization in his master thesis [2], and got the conclusion that the
Doppler positioning accuracy is related to the precision and velocity precision of
Doppler measurement. But do not give a solution of Doppler positioning solution
method under the conditions of different number of visible stars.

To sum up, how to use a small amount of Doppler observation information to
solve the continuous positioning solution problem under the condition of different
visible stars is key issues in a low-earth satellite backup navigation system.
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2 Coverage Analysis of LEO Satellite Backup
Navigation System

In this paper, Iridium GPS backup navigation system is taken as an example to
analyze the influence of different parameters on system coverage by adjusting
constellation parameters.

Reference to the United States Iridium system [3], orbital altitude is 780 km,
inclination of satellite orbit and the equatorial is 86.4°, the constellation consists of
six orbital planes, each track surface 11 stars. Its global satellite layout is shown in
Fig. 1. Obviously, satellite visibility is better in high latitudes and lowest in
equatorial regions, so only the constellation coverage performance in the equatorial
region is simulated. Figure 2 shows the typical LEO satellite in the equatorial
region. The basic layout unit visibility distribution shown in Fig. 3, in which blue
represents visible 1 star, green represents visible 2 stars, red represents visible 3
stars.

Fig. 1 LEO satellites constellation distribution picture of iridium satellite system
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Fig. 2 Typical distribution
unit of LEO satellites in
equatorial area
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3 Doppler Location Algorithm for Multi-scene

3.1 Newton Least Squares Iterative Doppler Location

From the coverage analysis of LEO satellite navigation system, we can see that the
number of visible satellites of terrestrial users is determined by such factors as
sheltering angle, orbital inclination, orbital altitude and the number of satellites per
orbit. In general, the number of visible satellites at a given site is Ranging from 1 to
4, so must be able to adapt to different number of visible stars positioning solution
method to meet the different scenarios of continuous navigation and positioning
requirements.

In this paper, we propose a Doppler localization method which can be applied to
multi-scene. This method can satisfy the demand of continuous positioning solution
with different number of visible stars to the maximum extent. The results of the
positioning solution at each epoch are obtained by the Newton least-squares iter-
ative process. The iterative calculation formula is:

½xiþ 1; yiþ 1; ziþ 1�T ¼ ½xi; yi; zi�T þ ½Dxiþ 1;Dyiþ 1;Dziþ 1�T

In which ½xi; yi; zi�T is the iteration result for the ith (i is natural number) iteration,
½Dxiþ 1;Dyiþ 1;Dziþ 1�T is the correction result for the iþ 1 iteration, and there are:

½Dxiþ 1;Dyiþ 1;Dziþ 1�T ¼ ðGT � GÞ�1 � GT � Y
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In which

G ¼

Vx1 � f0
fd1 �C þ xi�xð1Þ

rð1Þ
Vy1 � f0
fd1 �C þ yi�yð1Þ

rð1Þ
Vz1 � f0
fd1 �C þ zi�zð1Þ

rð1Þ

Vx2 � f0
fd2 �C þ xi�xð2Þ

rð2Þ
Vy2 � f0
fd2 �C þ yi�yð2Þ

rð2Þ
Vz2 � f0
fd2 �C þ zi�zð2Þ

rð2Þ

� � � � � � � � �
Vxn � f0
fdn �C þ xi�xðnÞ

rðnÞ
Vyn � f0
fdn �C þ yi�yðnÞ

rðnÞ
Vzn � f0
fdn �C þ zi�zðnÞ

rðnÞ

2
666664

3
777775
;

Y ¼

Vx1 � f0
fd1 �C ðxð1Þ � xiÞþ Vy1 � f0

fd1 �C ðyð1Þ � yiÞþ Vz1 � f0
fd1 �C ðzð1Þ � ziÞ � rð1Þ

Vx2 � f0
fd2 �C ðxð2Þ � xiÞþ Vy2 � f0

fd2 �C ðyð2Þ � yiÞþ Vz2 � f0
fd2 �C ðzð2Þ � ziÞ � rð2Þ

� � � � � �
Vxn � f0
fdn �C ðxðnÞ � xiÞþ Vyn � f0

fdn �C ðyðnÞ � yiÞþ Vzn � f0
fdn �C ðzðnÞ � ziÞ � rðnÞ

2
666664

3
777775

And ½xðjÞ; yðjÞ; zðjÞ�T (j = 1–n, n � 3) is the 3D position coordinate of the of the
jth low orbiting satellites or jth observation point, rðjÞ is the observation distance
between the jth low-orbit satellite or LEO satellite jth observation point and the user
ith iteration solution result,

rðjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxðjÞ � xiÞ2 þðyðjÞ � yiÞ2 þðzðjÞ � ziÞ2

q

½Vxj;Vyj;Vzj�T is the three-dimensional velocity of the jth low-orbit satellite or the
jth observation point at the current time, f0 is the carrier frequency of the LEO
satellite signal, fdj is the observation Doppler frequency of the jth low orbiting
satellite or jth observation point. When the 2-norm of Y is less than a fixed constant
Dy, the iterative calculation is finished, and the result of positioning solution is
obtained.

3.2 Determination of Initial Value of Large Area Grid
Search Positioning Solution

Newton Iterative Location Algorithm has the characteristics of small computation,
high positioning accuracy and strong adaptability to satellite visibility. However, if
the initial position of the user is more than 100 km away from the real value, it may
lead to the convergence of the iterative calculation results. In order to solve this
problem, a large area grid search method can be used to realize coarse positioning
of the user on the order of 100 km. Then, the rough positioning result is taken as the
initial value of the Newton iterative positioning solution, so as to realize high
precision robustness in large area Positioning solution.

The initial value of the mesh search and positioning solution is determined as
follows: Firstly, the large area is divided into lattice according to the latitude and
longitude, then the latitude and longitude coordinates of each lattice point are
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converted to ECEF coordinates, and then under the same condition of the satellite
observation, the residual values in the Newton iterative localization solution are
calculated:

Y ¼

Vx1 � f0
fd1 �C ðxð1Þ � xkÞþ Vy1 � f0

fd1 �C ðyð1Þ � ykÞþ Vz1 � f0
fd1 �C ðzð1Þ � zkÞ � rð1Þ

Vx2 � f0
fd2 �C ðxð2Þ � xkÞþ Vy2 � f0

fd2 �C ðyð2Þ � ykÞþ Vz2 � f0
fd2 �C ðzð2Þ � zkÞ � rð2Þ

� � � � � �
Vxn � f0
fdn �C ðxðnÞ � xkÞþ Vyn � f0

fdn �C ðyðnÞ � ykÞþ Vzn � f0
fdn �C ðzðnÞ � zkÞ � rðnÞ

2
6664

3
7775

In which ½xk; yk; zk�T is the ECEF coordinate of the kth grid point, The minimum
value of 2-norm of Y is obtained, and the corresponding grid point coordinates can
be used as the iterative initial value of the Newton least square Doppler localization
solution.

3.3 Positioning Calculation Mode and Accuracy
Improvement

There are two application modes of the Doppler localization method, which are
single epoch locating mode and continuous observing and locating mode. Single-
epoch locating mode refers to the real-time location of a user by single-epoch
Doppler observation. Generally speaking, when the number of visible stars is 3 or
more, the user can work in single-epoch positioning mode. Continuous observation
positioning mode refers to the use of multi-epoch Doppler observation information
to achieve the joint location of static users, generally when the number of visible
stars is less than 3, then work in continuous observation positioning mode.

The above is a general case of the mode of division, there is a special case is that if
the number of visible stars is 2, but also have user elevation observation information,
the same can work in a single epoch positioning mode, that is, two low-orbit
satellites and the user elevation observation information is used to realize the user
single epoch 3D positioning. At this point the positioning solution method and the
method described above is similar, but the calculation formula of G and Y is:

G ¼

Vx1 � f0
fd1 �C þ xi�xð1Þ

rð1Þ
Vy1 � f0
fd1 �C þ yi�yð1Þ

rð1Þ
Vz1 � f0
fd1 �C þ zi�zð1Þ

rð1Þ

Vx2 � f0
fd2 �C þ xi�xð2Þ

rð2Þ
Vy2 � f0
fd2 �C þ yi�yð2Þ

rð2Þ
Vz2 � f0
fd2 �C þ zi�zð2Þ

rð2Þ

2xi
a2h

2yi
a2h

2zi
b2h

2
6664

3
7775;

Y ¼

Vx1 � f0
fd1 �C ðxð1Þ � xiÞþ Vy1 � f0

fd1 �C ðyð1Þ � yiÞþ Vz1 � f0
fd1 �C ðzð1Þ � ziÞ � rð1Þ

Vx2 � f0
fd2 �C ðxð2Þ � xiÞþ Vy2 � f0

fd2 �C ðyð2Þ � yiÞþ Vz2 � f0
fd2 �C ðzð2Þ � ziÞ � rð2Þ

1� xi=ahð Þ2� yi=ahð Þ2� zi=bhð Þ2

2
664

3
775
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In which ah ¼ aþ h , bh ¼ bþ h , a, b are the length of the earth’s long and
short axis, h is the user’s altitude estimate (Fig. 4).

If the visible number of LEO satellites is 1, only the single-satellite Doppler
information continuous observation method can be used to realize the positioning
solution. The principle of single-satellite continuous observation is shown in Fig. 7.
Because of the fast speed of LEO satellites, users can observe the time of about a
few minutes, in the limited observation time, select 3 and above the Doppler
information observation points to achieve the user continuous observation posi-
tioning solution. The selection of observation points should meet the principle of
optimal DOP. In this time the error introduced by the user’s local clock drift is
small, and can be ignored.

Whether single-epoch locating mode or continuous observing and locating
mode, if the user is in the static state, the positioning solution can be further
improved by the multi-group smoothing method, and the formula of the calculation
result ½x; y; z�T is:

½x; y; z�T ¼ 1
N

R
N

k¼1
½xk; yk; zk�T

In which ½x; y; z�T is the ECEF 3D positioning solution result coordinates, N is
the number of smoothing spots of positioning results, ½xk; yk; zk�T is the kth posi-
tioning result.

Fig. 4 Sketch map of doppler locating based single continuous observation
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4 Simulation Verification of Localization Algorithm
Performance

Positioning error simulation condition: The constellation scene is the basic layout
unit of the global coverage system of the LEO satellite described in Sect. 1.2. The
satellite visibility distribution in the coverage area is shown in Fig. 3. The error of
the satellite orbit is 1 m, the Doppler measurement error is 1 Hz, satellite speed
propagation error is 0.1 m/s, the user elevation variance is 5 m. The distribution of
the Doppler localization errors for the three LEO satellites is shown in Fig. 5. Black
in the figure indicates that the positioning error of less than 20 m of the region,
about 95% of the region can be targeted, the gray that is greater than 20 m area,
white represents non-three satellites positioning area.

The error distribution of the double-satellite Doppler and elevation joint location
errors is shown in Fig. 6, where gray indicates that the positioning error is less than
20 m, about 85% of the total positioning area, white is greater than 20 m and black
is the non-binary positioning area.

The position error distribution of single-satellite continuous observation for
5 min is shown in Fig. 7. Where gray indicates that the positioning error is less than
20 m, about 93% of the positioning area, white is greater than 20 m, black for
non-single-satellite positioning area.

When the Doppler observation is used to locate the solution, there are several
locations at each instant which are affected by the Doppler observation, resulting in
a low positioning accuracy. However, as the satellite is moving in orbit, the position
with poor positioning accuracy changes rapidly, No matter what kind of Doppler
positioning method is used, as long as the continuous observation of several epoch,
smoothing after removing the outliers can get more accurate positioning accuracy.
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Figure 8 shows the distribution of the multi-scene joint localization errors for the
typical low-orbit constellation after three epoch-smoothing. The white region
indicates the positioning error is less than 20 m and the black region is the posi-
tioning error greater than 20 m. The location error is better than 20 m region
increased to 97.5%, if further increase the number of smoothing epoch can further
enhance the positioning accuracy.
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5 Summary

The LEO satellite backup navigation system has the advantages of wide coverage
area and all-weather operation. The Doppler positioning system can avoid the
complexity of system construction caused by high precision inter-satellite time
synchronization [4], and is easy to integrate with communication and remote
sensing satellites, which has good application feasibility.

In this paper, a set of Doppler localization methods, Based on Grid Search and
Newton Least Squares, which can be applied to any number of visible satellites is
proposed, which solves the problem of adaptive positioning algorithm in any
low-orbit constellation. The simulation results show that in the typical scene, more
than 97% coverage area can be satisfied, and the 3D positioning accuracy is better
than 20 m, which can meet the requirements of navigation and positioning appli-
cations for most static and low dynamic users.

References

1. Asher MS, Stafford SJ, Bamberger RJ (2011) Radionavigation alternatives for US Army
Ground Forces in GPS denied environments. In: International technical meeting of the Institute
of Navigation, San Diego, CA, 24–26 January 2011, pp 508–532

2. Pan L (2013) Research on airborne passive location technologies based on doppler frequency
diffrence. Southwest Jiaotong University Master Degree Thesis of the degree of Master, May
2013

3. Garrison TP, Ince M, Pizzicaroli J, Swan PA, Keyan P (2000) Iridium satellites constellation
dynamics: systems engineering synthesis. Control Eng 1:29–38

4. Xu Y (2009) New techniques for single satellite passive localization based on doppler
information. National University of defense technology thesis of the degree of master, Nov 2009

100 105 110 115 120 125 130 135
-15

-10

-5

0

5

10

15

20

Locating error distribution less than 20m in multiple scene

Longitude(°)

La
tit

ud
e(

°)

Fig. 8 Doppler locating error
distribution in multiple scene

496 Z. Deng et al.



A New Set of Spreading Code Based
on Odd Kasami Sequence

Ruxia Wang, Zhongliang Deng and Di Zhu

Abstract In the construction and application of satellite navigation system, the
navigation signal structure is in the top design position. The technical basis of
signal structure in modern satellite navigation system is spread spectrum, and
spreading code with pseudorandom characteristic is one of the elements of spread
spectrum signal. With the increasing of application requirements, the lack in
quantity and self/cross-correlation performance of C/A code, m sequence has been
gradually apparent. Spreading code with better related performance has been a new
bright spot. Based on the study of the characteristics of signal structure in satellite
navigation system and main evaluation parameters of spreading code, this paper
proposes a new set of spreading code based on odd Kasami sequence. This paper
analyzes the auto/cross-correlation of this code, and by comparing it with odd
Kasami sequence and m sequence in the properties of auto-correlation,
cross-correlation, balance performance and code quantity, verifies the excellent
characteristics in correlation properties, balance performance and quantity.

Keywords Odd Kasami sequence � A new set of spreading code � Correlation
properties � Balance performance � Code quantity

1 Introduction

Global Navigation Satellite System (GNSS) can provide all time, all weather and
high accuracy positioning, navigation and timing services to users. GNSS becomes
a critical infrastructure of modern country and military power. Signal structure is
one of the critical challenges for the success of satellite navigation system. Signal
structure with compatibility and interoperability, independent intelligence property,
high performance is essential for the development of current navigation satellite

R. Wang (&) � Z. Deng � D. Zhu
Beijing University of Posts and Telecommunications, Beijing, China
e-mail: wangruxia_go@163.com

© Springer Nature Singapore Pte Ltd. 2017
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017
Proceedings: Volume II, Lecture Notes in Electrical Engineering 438,
DOI 10.1007/978-981-10-4591-2_40

497



system. The high accuracy time transfer and measurement based on the spread
spectrum signal is the technical basis for the navigation, positioning and timing
service of the satellite navigation system. And spreading code is one of the basic
elements of navigation signal structure [1]. In the modern satellite navigation
system, spreading code with good self/cross-correlation performance is needed to
satisfy the requirements in signal acquisition speed, positioning accuracy and
anti-jamming. Besides, it requires sufficient code quantity and balance performance
to guarantee the system’s user capacity and security. The m sequence and C/A code,
which are commonly used in traditional systems, have shortcomings in code
quantity and self/cross-correlation performance. The design of new spreading code
has become the focus of study.

In this context, this paper chooses the design of spreading code as the study
focus, and proposes a new set of spreading code, and studies its correlation, balance
performance and quantity. The new spreading code, m sequence and odd Kasami
sequence are simulated in the MATLAB environment, and the application value
and foreground of the spreading code are comprehensively evaluated.

2 Evaluation Parameters of Spreading Code Performance

In order to compare the performance of different spreading codes, we can test and
analyze the performance of the spreading code from the perspective of the distri-
bution uniformity of the sequence and balance performance between different codes,
and provide data support for spreading code applications. Correlation is a measure of
the degree of signal similarity. The correlation of the spreading code has important
effect on signal reception, detection and anti-interference. Auto-correlation and
cross-correlation represent the distinguishing ability of signals, multipath signals and
multiple access signals. The maximum correlation side lobe plays an important role
in the research of spreading code correlation. The balance performance measure is an
important part in the randomness test of spreading code. The balance performance is
related to the carrier restrains of the system. The communication system will have
larger carrier leakage and lower performance if the code is unbalanced. The number
of code directly determines the user capacity of the system. With the continuous
development of navigation system and the increasing demand of application, code
quantity has become a focus of the signal structure research.

In this section, it mainly introduces the related definitions and concepts of
correlation and balance performance of the spreading code.

2.1 Correlation of Spreading Code

In the application of spreading code, good sequence correlation is the key to
selecting spreading codes, mainly including auto-correlation and cross-correlation.
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Good auto-correlation performance can improve the anti-interference ability of the
system and facilitate the signal reception and detection. Good cross-correlation can
be used in multisite communication and helpful in improving the spectrum
utilization.

For sequences of binary spreading codes X x1; x2; . . .xLf g, Y y1; y2; . . .yLf g with
period L, the definition of auto-correlation function and cross-correlation can be
described as follows:

qx ¼
1
L

XL

i¼1

xixiþ s ð1Þ

qx;y ¼
1
L

XL

i¼1

xiyiþ s ð2Þ

In above formulas, qx is the auto-correlation value of the spreading sequence
X x1; x2; . . .xLf g, and qx;y is the cross-correlation value of the spreading sequence
X x1; x2; . . .xLf g and Y y1; y2; . . .yLf g. L represents the length of the spreading
sequence.

Among them, the cross-correlation, also known as side lobe, can directly reflect
the correlation performance of the spreading sequence.

According to the definition of correlation, sequence with good auto-correlation
should be: the main lobe normalized value is 1, and all the side lobe values are 0.
And as for sequence with good cross-correlation, all the lobe values should be 0 [2].
But the correlation value of the spreading code in reality is not as good as in ideal,
whose side lobes cannot be all zeros. So it’s difficult to find out code family with
good correlation characteristics. Therefore, this paper not only analyzes the
auto-correlation and cross-correlation characteristics, but also compares and ana-
lyzes their maximum correlation side lobe power. The definition is:

S ¼ 20 log10ðq0maxÞ ð3Þ

In which, S is the maximum correlation side lobe power with the unit dB, and
q

0
max represents the maximum correlation side lobe coefficient.

2.2 Measurement of Balance Performance

The balance performance of the spreading code is one of the important indexes to
judge the security and reliability performance of spreading spectrum system. In
spread spectrum communication, information security largely depends on whether
the generated sequence has good randomness. Sequence with better randomness is
closer to ideal random sequence and has higher security. So it is very meaningful to
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test the statistical characteristic of the spreading code. Good balance performance
can prevent carrier leakage with high frequency, so as to ensure the security of
communication system. The balance performance of the spreading code is deter-
mined by the statistical distribution of ‘0’ and ‘1’ [3].

The degree of balance performance E is defined as follows:

E ¼ P� Qj j
L

ð4Þ

Whereas L is the length of spreading code, and P and Q are respectively the total
numbers of ‘1’ and ‘0’. The smaller the E is, the better the balance performance is,
and the better performance of the spreading sequence has.

3 The New Set of Spreading Code Based on Odd Kasami
Sequence

3.1 The Generation of Odd Kasami Sequence

Kasami sequence set is one of the important types of binary sets which has small
cross-correlation. It consists of large ensemble Kasami sequence and small
ensemble Kasami sequence. The Kasami sequence used in this paper are based on
small ensemble ones.

Kasami sequence is constructed with PN sequence. It is a kind of binary
sequence with the period of 2n � 1, and n is the number of linear shift register. The
so-called odd Kasami sequence represents the Kasami sequence with positive odd
number n.

The generation steps of odd Kasami sequence are as follows:

(1) Input the number n of linear shift register and initial state, construct
pseudo-random noise sequence m with the length of N1 ¼ 2n � 1.

(2) Construct PN sequence named PN1 with length of N2 ¼ 2n. Whereas the m
sequence is assigned to the first 2n � 1 bits of the sequence and the second 2n

bit is generated by the random function with the random ranging from 0 to 1.
(3) Decimate PN1 by 2ðnþ 1Þ=2 bit and obtain a new sequence PN

0
1 with the length

of 2ðn�1Þ=2.
(4) Perform all 2ðnþ 1Þ=2 � 1 cyclic shifts of the bits of PN

0
1 to get a new sequence

PN2 with the length of N2.
(5) Perform modulo-2 addition between bits of PN1 and those of PN2 to obtain the

final odd Kasami sequence with length of N2 [4].
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3.2 The Generation of the New Set of Spreading Code Based
on Odd Kasami Sequence

The new set of spreading code proposed in this paper is based on odd Kasami
sequence. The specific generation flow chart is as follows [5] (Fig. 1):

3.3 Correlation Performance of the New Spreading Code

This paper simulates and analyzes the correlation performance of the new set of
spreading code based on odd Kasami sequence with different sequence lengths in

Fig. 1 Flow chart for the new spreading code based on odd Kasami sequence
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MATLAB environment. Whereas, the horizontal axis s represents the time delay,
and the vertical axis represents the correlation normalized value.

3.3.1 Auto-correlation Performance of the New Spreading Code

Figures 2, 3, 4 and 5 show the auto-correlation characteristics of the new spreading
code. It can be seen from the figures that the new spreading code proposed in this
paper has excellent auto-correlation characteristics. Especially with the increase of
the length, the auto-correlation function of the sequence approximates the d
function.

Fig. 2 Auto-correlation
simulation of new spreading
code with n = 5

Fig. 3 Auto-correlation
simulation of new spreading
code with n = 7
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3.3.2 Cross-correlation Performance of the New Spreading Code

Figures 6, 7, 8 and 9 show the cross-correlation characteristics of the new spreading
code. It can be seen from the figures that the new spreading code proposed in this
paper has excellent cross-correlation performance. And with the increasing of
length, the cross-correlation function of the sequence tends to be 0.

Fig. 4 Auto-correlation
simulation of new spreading
code with n = 9

Fig. 5 Auto-correlation
simulation of new spreading
code with n = 11
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Fig. 6 Cross-correlation
simulation of new spreading
code with n = 5

Fig. 7 Cross-correlation
simulation of new spreading
code with n = 7

Fig. 8 Cross-correlation
simulation of new spreading
code with n = 9
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4 Performance Comparison of Different Spreading Codes

4.1 Measurement of Correlation Properties

4.1.1 Measurement of Auto-correlation Property

In the MATLAB simulation environment, different spreading codes are generated,
including the new set of spreading code proposed in this paper, odd Kasami
sequence and m sequence. And by comparing the maximum auto-correlation side
lobe of these sequences in different series, results are obtained as Table 1:

By analyzing the data in Table 1, it can be seen that these three kinds of
spreading codes have considerable auto-correlation characteristics. With the
increasing of length, the auto-correlation side lobes decrease. In addition, it also can
be seen that the auto-correlation performance of the new spreading code proposed
in this paper is better than odd Kasami sequence, and a little worse than m
sequence. But all in all, the new spreading code can reduce the false alarm prob-
ability and improve the speed and accuracy in acquisition and tracking of the
system.

Fig. 9 Cross-correlation simulation of new spreading code with n = 11

Table 1 Maximum in auto-correlation side lobe of spreading codes

Series New spreading code Odd Kasami sequence m sequence

n = 5 −11.2854 −9.8463 −12.0412

n = 7 −17.6028 −13.2018 −18.0618

n = 9 −20.8049 −19.2216 −24.0824

n = 11 −25.4705 −23.0593 −28.6103
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4.1.2 Measurement of Cross-correlation Property

In the MATLAB simulation environment, different spreading codes are generated,
including the new set of spreading code proposed in this paper, odd Kasami
sequence and m sequence. And by comparing the maximum cross-correlation side
lobe of these sequences in different series, results are obtained as Table 2:

By analyzing the data in Table 2, it can be seen that these three kinds of
spreading codes have considerable cross-correlation characteristics. With the
increase of the length, the cross-correlation side lobes decrease. In addition, it also
can be seen that the cross-correlation performance of the new spreading code
proposed in this paper is close to odd Kasami sequence, and better than m sequence.
But all in all, the new spreading code can greatly reduce the multiple access
interference and improve the system performance.

4.2 Measurement of Balance Performance

In the MATLAB simulation environment, different spreading codes are generated,
including the new set of spreading code proposed in this paper, odd Kasami
sequence and m sequence. According to the definition of measurement of balance
performance, the degree of balance is calculated with different series. It is shown in
Table 3:

By analyzing the data in Table 3, it can be seen that these three kinds of
spreading codes all have good balance performance. With the increase of the length,
the degree of balance performance E becomes closer to the value 0. In addition, it
also can be seen that the balance of performance of the new spreading code

Table 2 Maximum in cross-correlation side lobe of spreading codes

Series New spreading code Odd Kasami sequence m sequence

n = 5 −8.0314 −8.0986 −8.5194

n = 7 −14.0943 −14.0037 −13.201

n = 9 −17.0412 −18.1973 −16.1236

n = 11 −23.3040 −24.0951 −21.72040

Table 3 Balance performance of spreading codes

Series New spreading code Odd Kasami sequence m sequence

n = 5 0.1516 0.1876 0.1626

n = 7 0.1078 0.1562 0.1136

n = 9 0.0963 0.0904 0.1007

n = 11 0.0205 0.0328 0.0510
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proposed in this paper is better than odd Kasami sequence and m sequence. What’s
more, the higher the series is, the more obvious the superiority of the proposed code
in balance performance becomes. This indicates that the new spreading code has
less carrier leakage, which is beneficial to improve the system security.

4.3 Analysis of Code Quantity

In the MATLAB simulation environment, different spreading codes are generated,
including the new set of spreading code proposed in this paper, odd Kasami
sequence and m sequence, and code quantity of these spreading code are calculated
in different series. It is shown in Table 4:

By analyzing the data in Table 4, it can be seen that among these three kinds of
spreading codes, the proposed new spreading code has absolute advantage in
quantity. Moreover, the higher the number of the series, the faster the number of the
code grows. It shows that the new spreading code can provide sufficient code
quantity for the navigation system, and is more capable for the current development
requirement of the system user capacity.

5 Conclusion

In this paper, a new set of spreading code based on odd Kasami sequence is
proposed. Its auto-correlation and cross-correlation performance is simulated and
compared with odd Kasami sequence and m sequence. From the final results, it can
be seen that the distribution of the new spreading sequence is more uniform, and the
auto-correlation performance is greatly improved while maintaining the excellent
cross-correlation performance inherited form odd Kasami sequence. Furthermore,
the number of the code is greatly increased. But, it can also be seen that the
construction process of this set of spreading code is a little complicated. So how to
reduce the complexity of operation and how to optimize the spreading code will
become a further study issue. All in all, this new set of spreading code based on odd
Kasami sequence has excellent properties, and is more capable for the requirements
of speed and accuracy of acquisition and tracking in modern navigation system,
communication security and user capacity.

Table 4 Code quantity of spreading codes

Series New spreading code Odd Kasami sequence m sequence

n = 5 916 24 6

n = 7 5432 144 18

n = 9 24,224 768 48

n = 11 158,244 5632 176
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Data Transfer Problem in Navigation
Satellite Network Based on Agility Link

Zhenwei Hou, Xianqing Yi, Yue Zhao and Yaohong Zhang

Abstract Autonomous navigation supported by inter-satellite ranging and com-
munication with inter-satellite links (ISL) is the most important direction of
development of satellite navigation system. The agility link can achieve more
information from other satellites by switching the direction of phased array antenna
flexibly. However, the complexity and efficiency of communication are affected at
the same time. In this paper, we describe the data transfer problem when the data is
split into several datum units whose hops are limited. We investigate the compu-
tational complexity of the problem firstly and it is proved to be an NP-complete
problem. Then we propose a linear programming model for solving the problem. At
last, we show that the problem is polynomial solvable when the number of recipient
nodes or the number of datum units is equal to 1. The research in this paper is
valuable for solving the data transfer problem in the navigation satellite network
based on agility link.

Keywords Agility link � Data transfer problem � Linear programming �
NP-complete

1 Introduction

ISLs technology is one of the most important technologies for satellite navigation
system to improve the positioning accuracy and to achieve autonomous navigation.
Most of the world’s satellite navigation systems are actively exploring the tech-
nology of ISLs. ISLs can shorten the ephemeris update cycle to improve the
accuracy of positioning. By inter-satellite ranging, ISLs can achieve higher preci-
sion orbit determination for autonomous navigation. As well, ISLs can forward
measurement and control signals to indirectly monitor and control the navigation
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constellation. So the number of ground stations and maintenance costs of the
system can be significantly reduced.

Agility link is a type of ISLs. It is generally based on the phased array antenna
equipped on the satellite to communicate and range between satellites. The links
switch and reconstruct frequently and its pointer is changing with time. The time is
divided into discrete and equal time slots, denoted Δt. The length of time might be
so short that the data couldn’t be transferred completely. So we subdivide data into
several datum units which are sent in any order to recipient satellites. A satellite can
only transmit one datum unit in a time slot.

ISLs mainly have two functions in the navigation system: inter-satellite com-
munication and ranging. Agility and quick direction adjustment characteristic of
agility link is easy to get a certain number of observations of pseudo range mea-
surements among satellites. We try to obtain as much as possible the observations
in a short time to improve the accuracy of the system. So in a cycle period of link
assignment, any two satellites establish the link only once. Because of the limitation
of energy and computation ability of the satellite, a satellite generally carries only
one link in a time slot. So the network can be considered as an intermittently
connected network of several satellites from a data transportation point of view.
However, with the increase of the forwarding number, errors in some navigation
information will also be accumulated. So transmission hops of this kind of infor-
mation must be limited. In this paper, it is assumed that reliable predictions of the
sequence of the links between satellites can be made. During a time slot, satellites
connected by the links transfer one stored datum unit to each other and the source
satellites initially store some datum units. Via several time slots, the datum units are
transferred from one satellite to another satellite until their destination is reached.
This routing scheme is based on a store-carry-forward paradigm. So the navigation
satellite network based on agility link is a typical delay tolerant network (DTN).
Figure 1 shows the topology change of agility links.

As far as we known there is little research on the data transfer problem of
navigation satellite network based on agility link currently. Reference [1] proposes
and formally analyses least cost journeys in a class of dynamic networks, where the
changes of the topology can be predicted in advance. The means of ‘cost’ here are
hop count (shortest journeys), arrival date (foremost journeys), and time span
(fastest journeys). In [2] Ronan Bocquillon studied the data transfer problem and
dissemination problem in the systems of systems with the assumption that reliable
predictions of the contacts sequence can be made and an information item is split
into several datum units. The data transfer problem consists in searching for a valid
transfer plan allowing the datum units to be transferred from their source systems to
the recipient systems. By mapping an evolving graph to an adjacency matrix of an
equivalent static graph, Jiahao proved that their generalization of the BFS algorithm
correctly accounts for paths that traverse both space and time in [3]. Minsu Huang
studied the topology control problem in a predictable DTN using space-time graph
[4]. They tried to build a sparse structure from the original space-time graph such
that the network is still connected over time and the total cost the structure is
minimized. However, the object of these researches is the general satellite network.
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Some of them optimized the data transfer problem considering only one datum unit,
while the others were in the case of serial contacts between nodes. All of these
researches cannot be directly applied to the data transfer problem in this paper.

In this paper, we fully consider the characteristic of agility link which build the
links concurrently. We describe the data transfer problem when the data is split into
several datum units whose hops are limited. And then we investigate the compu-
tational complexity of the problem. We also propose a linear programming model
for solving the problem. At last, we discuss two specific polynomial cases. The
remainder of the paper is organized as follows. Section 2 formally describes the
data transfer problem. Section 3 investigates the computational complexity of the
problem. In Sect. 4 we build the linear programming model to solve the problem
and show that two particular cased of the problem are polynomial solvable. We
conclude the whole work of this paper in Sect. 5.

2 Description of the Problem

In this paper, buffers are assumed to have an infinite capacity and network failures
are disregarded. Reliable predictions of the sequence of the links between satellites
can be made. Each satellite establishes at most one two-way link in a time slot and
between any two satellites up to one link is established in a chain period.
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Fig. 1 Topology change of agility link and its data transfer progress. t represents the time slot
number. In every time slot, the pairing satellites communicate with each other and the datum units
are transferred to each other. There are two data units {1, 2} in the network. The underlined data
units are received in the current time slot

Data Transfer Problem in Navigation Satellite Network … 511



The information data to be transferred is divided into multiple datum units which
may have different source nodes and destination nodes. As well, different datum
units may have different maximum survival hops.

The data transfer problem of the navigation satellite network based on agility
link is to study how the datum unit can reach the destination node under the premise
of given chain relation. How can the transmission be done in the least amount of
time when all information can reach the destination? Figure 1 depicts the trans-
mission process of datum units on agility links. Here ‘how’ mainly refers to ‘when
to transfer’ and ‘which to transfer’. For the purpose of further accurate description,
the following variables are defined.

We consider a set V = {1, …, n} of n nodes (representing the satellites). Set
T = {1, …, m} represents m time slots. Set Q = {1, …, k} represents k datum units
to be transferred. Each datum unit q 2 Q has two corresponding subsets S
(q) � V indicating the nodes initially store datum q unit and D(q) � V indicating
the destination nodes of datum unit q. So the number of the destination nodes

corresponding unit q can be indicated as r ¼ [ k
q¼1DðqÞ

��� ���.
According to the destination nodes of each datum units, we can know the datum

units to be received of every node, denoted by R(i). R(i) = {q|i 2 D(q)}. H(q) de-
notes the maximum survival hops of datum unit q 2 Q. Oi,t � Q indicates the
datum units node i possesses in time slot t. p(i, t) = j represents a link is established
between node i and j in time slot t. A transfer plan is denoted by U which describes
the information transfer progress. In fact it is a mapping from the chain relations
between nodes to the datum units. So it can be defined as a function:

U:fp i; tð Þji 2 N; t 2 Tg ! f;g[Q:

Based on the above variables, we will study the data transfer problem of navi-
gation satellite network based on agility link in this paper, which is called Data
Transfer Problem with Limited Hops (DTLH). The DTLH problem can be
described as follows:

INSTANCE: A set V = {1, …, n} of n nodes; The links between all the nodes
during m time slots Pn�m = {p(i, t)|i = 1, …, n; t = 1, …, m}; A set Q = {1, 2, …,
k} of k datum units; For each q 2 Q, S(q), D(q) and H(q) are also known.

QUESTION: Is there a valid transfer plan U such that all the datum units reach
the destination nodes within m time slots, that is 8i 2 V, Oi,m = R(i)? If the answer
is YES, then we will study how to minimum the cost time? That is to search for the
minimum t such that 8i, Oi,t = R(i).

In order to describe the spatio-temporal relationship of the inter-satellite link in
the navigation satellite network based on agility link, we introduce the space-time
graph [5]. The space-time graph depicts the relationship between nodes in different
time slots. In the space-time graph, the same node in different time slots is seen as
different nodes, and connected with edges, which means that information can be
stored in the node. This type of edges is called the temporal edge, such as the edge
(v01; v

1
1) in Fig. 2. There is also another type of edges which connect different nodes
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in the same time. We call them the space edge. Space edge shows the chain
relations between nodes in a time slot such as the edge (v01; v

1
2) in Fig. 2.

3 The NP-Complete of the Problem

In this section we demonstrate that the DTLH problem is an NPC problem. Let us
consider the decision version of the data transfer problem, i.e. is there a valid U
such that 8i, Oi,m = R(i)? DTLH is obviously in NP, since it can be decided in
polynomial time whether a given transfer plan U is valid and such that 8i, Oi,m = R
(i). The following shows that the DTLH problem is an NPC problem.

To prove these results, we need to reduce a problem known as being strongly
NPC to the study cases. Ronan Bocquilllon in the literature [2] proved Data
Transfer problem (DT) is the NPC problem. The DT problem is defined as follows:

INSTANCE: A set V = {1, …, n} of n nodes; A subset R � V of recipient
nodes. A sequence of m ordered pairs (i, j) 2 V � V with i 6¼ j. A set Q = {1, …,
k} of k datum units. For each node i 2 V, a subset Oi � Q of units are initially
stored by i.

QUSETION: Is there a valid transfer plan U : f1; . . .;mg ! ;f g[Q such that
8i 2 R, Oi = Q when t = m?

Bocquilllon proved that the DT problem is NPC when k � 2 by reducing the
3SAT problem to the DT problem. DT problem does not restrict the nodes in a
chain-building cycle cannot repeat the link. However, from the proof process it can
be drawn that not repeating the link clearly does not affect the process and the
results of its proof. Therefore, the proof of this paper is based on this issue.

The following describes the progress of converting any instance of a DT
problem into a DTLH problem. In fact, if two adjacent contacts concern different
nodes, they can occur at the same time slot. Therefore we can create the links of
each time slot by the following rules: Following the sequence of contacts, the
adjacent contacts concerning different nodes are arranged in the same time slot. If a
contact concerning one same node occurs, then it will be arranged in the next time
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Fig. 2 The agility link
depicted by space-time graph.
This is the space-time graph
corresponding to the agility
satellite network in Fig. 1
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slot. According to this rule, it is not consistent with the characteristics of agile
satellite network that some nodes in some time slots do not have paring nodes.
Therefore, we add links for these nodes. Ensure that the link is without duplication.
As well, add each new link a new datum units with the corresponding source node,
destination node and maximum survival hops. The source and destination nodes are
set to be the two pared nodes in the newly added link. The maximum survival hops
are set to be 1. This effectively restricts the newly added information to be trans-
mitted to the destination node only through the newly added link. It is worth noting
that the new links of each time slot should not repeat, so the number of timeslots
within a cycle is the upper limit, the proof of this paper assumes that the number of
time slots within this limit. We define the following variables:

Current time slot number Slot; The datum units set Data; The new added datum
units X; Constructed Graph G is composed of the set of contacts (chain subse-
quences) in all time slots, e.g. G(t) denotes the contacts in time slot t. G(t).V denotes
the set of nodes which have been allocated links in time slot t. S denotes the subset
of G(t).V which are source nodes while R denotes the subset of that which are the
receiver nodes. The process is shown in Table 1.

Table 1 Converting progresses of the instances between DT and DTLH problem
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The above described progress is apparently performed in polynomial time. For
example, an instance of the DT problem has 6 contacts r = ((1, 3), (4, 5), (3, 5), (3,
2), (5, 1), (1, 2)). We can construct an instance of the DTLH problem as shown in
Fig. 3. The following shows that it is one-to-one correspondence between the
instance of the DTLH problem and DT problem.

If there is a valid transfer plan of a DT instance, this plan can still transmit the
original datum units Q in the DTLH instance since the constructed space-time graph
doesn’t affect the transmission process of the contacts in the DT instance. For the
newly added data unit set X, it is known that at least one path can transfer them to
the destination nodes within one hop from the construction process of DTLH
space-time graph. Therefore, if there is a valid transfer plan of a DT instance, so is
the corresponding DTLH instance.

Conversely, if there is a valid transfer plan of a DTLH instance, consider the
newly added datum unit set X and the data set Q of the original problem as well.
Since there is no repetition of the links and the newly added datum unit x 2 X, h
(x) = 1, the datum x can only be transmitted by the newly added links. Furthermore,
The number of newly added data units is equal to the number of newly added links,
so all of the newly added links are used to transmit the newly added data units. As a
result, the original data set Q can only reach the destination nodes through the
original contacts of the DT instance, which proving that the DT instance must exist
a feasible transfer plan.

4 Model for the Problem

In this section, we first establish a linear programming model based on the con-
straint and optimized targets of agile satellite networks. Then we discuss two
special cases when the number of data units is 1 and the number of receiving nodes
is 1.
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Fig. 3 The space-time graph
depicts an instance of DT
problem. The instance of the
DT problem has 6 contacts
r = ((1, 3), (4, 5), (3, 5), (3,
2), (5, 1), (1, 2))
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4.1 Linear Programming Model

Firstly we define following decision variables.
xi,q,t = 1 denotes that satellite i transmits datum q to its pairing satellite at time

slot t. Otherwise, xi,q,t = 0. yi,q,t = 1 denotes that satellite i has possess the datum
q at time slot t. Otherwise, yi,q,t = 0. In the initial state, as constraint (9) shows that
for the source node of datum q, yi,q,1 = 1, otherwise yi,q,1 = 0. hi,q,t denotes that the
hops of satellite i receiving the datum q by the timeslot t. If node i haven’t received
q, hi,q,t = 0. In the initial state, for all the nodes and datums hi,q,1 = 0, as constraint
(10) shows.

According to the characteristics of the agile satellite network and the require-
ments of the DTLH problem, we get the following constraints:

8i 2 V ; 8t 2 T:
Xk
q¼1

xi;q;t � 1 ð1Þ

8i 2 V ; 8q 2 Q; 8t 2 T :

xi;q;t � yi;q;t
ð2Þ

yi;q;t þ xpi;t ;q;t ¼ yi;q;tþ 1 ð3Þ

hi;q;tþ 1 ¼ hi;q;t þ xpi;t ;q;tðhpi;t ;q;t � hi;q;tÞþ xpi;t ;q;t ð4Þ

hi;q;mþ 1 �Hq ð5Þ

Equation (1) states that at most one datum unit can be transferred during each
time slot for each node. Equation (2) states that only one node possesses a datum
unit can this node transmit this datum unit. Equation (3) contains two meanings:
First, once a node receives a datum unit in a time slot, this node possesses this
datum forever, i.e. if xpi;t ;q;t ¼ 1, then yi,q,t+1 = 1. The other meaning is that if a node
receives a datum unit in a time slot, this node will not accept this datum unit again
in the following time slot. This strategy can guarantee the minimum delay of data
transmission.

Equation (4) is the key constraint to solve the problem. It is composed of two
cases. One case is that node i doesn’t receive datum unit k in time slot t, then the
hop number of node i about datum unit k in time slot t + 1 is not changed, i.e. if
xpi;t ;q;t ¼ 0, then hi,q,t+1 = hi,q,t. Similarly, another case is that if xpi;t ;q;t ¼ 1 then hi,q,
t+1 = hpi;t ;q;t þ 1. Equation (5) indicates that the datum is to be transmitted to the
destination node within the maximum survival hops.

It can be noted that Eq. (4) is the nonlinear constraint. Due to the complexity of
the nonlinear programming and the difficulty of getting the optimal solution, we
transformed the constraint (4) into the constraints (6), (7) and (8) by introducing a
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large value M and the variables mi,q,t. The nonlinear constraint is transformed into a
linear constraint which guarantees the reliability of the results.

8i 2 V ; 8q 2 Q; 8t 2 T :

hi;q;tþ 1 ¼ hi;q;t þ xpi;t ;q;t þmi;q;t ð6Þ

0�mi;q;t �M � xpi;t ;q;t ð7Þ

hi;q;tþ 1 � hi;q;t �M � ð1� xpi;t ;q;tÞ�mi;q;t � hi;q;tþ 1 � hi;q;t þM � ð1� xpi;t ;q;tÞ ð8Þ

Considering the initial state of the network (t = 1) we get the following
constraints:

8i 2 V ; 8q 2 Q; yi;q;1 ¼ 1; i 2 SðqÞ
0; else

�
ð9Þ

8i 2 V ; 8q 2 Q hi;q;1 ¼ 0 ð10Þ

The objective function of the problem is:

min k ð11Þ

where

k ¼ max
i2R

max
q2D

ki;q ð12Þ

ki;q ¼ m�
Xm
t¼1

yi;q;t ð13Þ

Equation (13) indicates the time slots used by datum unit q to reach node i.
Equation (12) indicates the latest time for all the datum units to reach the desti-
nation nodes. Our optimization goal is to make this latest time possible advance, i.e.
min k.

4.2 Polynomial Cases

4.2.1 The Case k = 1

When the number of the datum units k = 1, it is easy to think of the method of
flooding. As long as the datum is within the maximum survival hops, it is allowed
to spread and let the units remaining much more hops cover the less ones. In [6] we
propose the method of finding the shortest journey and the earliest journey by the
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greedy algorithm when the number of data units is 1. The only difference with the
DTLH is that in the progress of flooding we must consider the maximum survival
hop which is only a slight change on the basis of literature [6]. So we do not repeat
it in this paper.

4.2.2 The Case r = 1

When the number of receiving nodes r = 1 and the maximum survival hops of all
the datum units are the same h, the DTLH problem can be transformed into the
problem of minimum cost maximum flow. The conversion process is as follows:

On the basis of the space-time graph, add a virtual source node S and k virtual
nodes d1, …, dk, representing the k datum units. k directed edges (S, d1), …, (S, dk)
are also added to the space-time graph. Connect the datum nodes and the corre-
sponding source nodes in the space-time graph with edges whose capacity is 1 and
the cost is 0, i.e. for 8q 2 Q, i 2 S(q), add edge (dq, i) with capacity c(dq, i) = 1 and
cost b(dq, i) = 0. The capacity of temporal edge in the space-time graph is
c vti; v

tþ 1
i

� � ¼ 1 and the cost is b vti; v
tþ 1
i

� � ¼ 0 while the capacity of space edge is

c vti; v
tþ 1
j

� �
¼ 1 and the cost is b vti; v

tþ 1
j

� �
¼ 1. Assuming that the destination

node of the DTLH problem is i, the sink node of the flow network will be vmi .
Figure 4 shows an example where the DTLH problem is transformed into a min-
imum cost maximum flow problem when the number of receiving nodes is 1.

Theorem 1 The DTLH problem has a feasible solution if and only if the maximum
traffic flow through the node vmi is k, and the minimum cost of each data stream is
not greater than h.

Proof When a DTLH problem has a feasible solution, each data unit has a path to
the destination node. Since each node can transmit only one data unit per time slot,
the path of each data unit to the destination node must not overlap in the space edge.
So the maximum flow through the node vmi is at least k. Besides, the set of edges
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Fig. 4 The DTLH problem is transformed into the problem of minimum cost maximum flow when
the number of receiving node is 1. In the figure, there are three datum units {1, 2, 3}, and the source
node of datum unit 1, 2 is v1, the source node of data unit 3 is v6 and the destination node is v4
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{(S, d1),…, (S, dk)} is a cut-set of the network and the capacity of the cut-set is k, so
the maximum flow of the network is k. Since the hop count of each data unit in the
feasible solution must be within its maximum survival hops, the cost of each data
stream in the network is no more than h.

When the maximum traffic in the network is k, and the minimum cost of each
data stream is not greater than h, since the capacity of the edges in the network
except the temporal edge is 1, there are k traffic flows in the network through the
nodes d1, …, dk and the node vmi , and the traffic flow does not overlap in the space
edge. Because the cost of each flow is not greater than h, so the k data units reach
the destination node within the maximum survival hops, i.e. DTLH problem has a
feasible solution.

5 Conclusion

In this paper, we first describe the data transfer problem with limited data hops and
analyze the complexity of the problem. Then, according to the characteristics and
constraints of the problem, a linear programming model is established. Finally, two
special cases when the number of data units k = 1 and the number of receiving
nodes r = 1 are discussed.
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Research on MIMU/UWB Integrated
Indoor Positioning

Yishuai Shi, Ancheng Wang, Jinming Hao and Bo Jiao

Abstract This paper investigates and proposes a low-precision Micro Inertial
Measurement Unit (MIMU)/Ultra-Wideband (UWB) integrated positioning
scheme, which aims at realizing indoor high-precision and high-stability localiza-
tion. A loosely-coupled MIMU/UWB integrated positioning system based on
position measurements is designed. Considering three possible cases in practical
uses—normally working, UWB signal blockage and UWB gross error occurring,
we establishes the simulation platform and the experimental environment to analyze
and verify the performance of the integrated system. Simulation and indoor kine-
matic experimental results show that the MIMU/UWB integrated positioning sys-
tem produces continuous and accurate position within an error of 2 m. It is also
proved to have better continuity and robustness than both independent subsystems.

Keywords Indoor positioning � Integrated navigation � Ultra-Wideband � Inertial
navigation � Kalman filter

1 Introduction

Indoor precise positioning technology promotes the development of new applica-
tions in both military and civil fields, such as intelligent shopping guidance,
emergency handling and rapid rescue. Global Navigation Satellite Systems (GNSS)
are widely applied outdoors due to their global coverage and reliable accuracy.
However, GNSS often suffers from signal attenuation, multipath and blockage
introduced by buildings and human motions in indoor environments.
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Currently, indoor positioning is based mainly on wireless sensor network (WIFI,
ZigBee, Bluetooth, etc.) for its low cost and ease of implement, but the robustness
and direction information cannot be provided. Ultra-Wideband (UWB), with high
anti-interference ability, excellent multipath resolving capability and low power
consumption, is a new promising positioning technology especially for indoor
applications. Inevitably, as a kind of radiolocation, UWB signal is also under the
influence of blockage and interference. To compensate for the shortcomings of
these, extra observations transmitted from other sensors are desired.

Inertial Navigation System (INS) has the advantage of self-contained navigation
capacity, as well as adding attitude information synchronously to the positioning
system. Yet, it suffers from inherent defect that positioning accuracy decreases as
the drift error [7]. By fusing INS and UWB measurements, better accuracy, con-
tinuity and stability can be obtained, which is similar to the GNSS/INS integrated
navigation system [6]. With the manufacturing technology for inertial components
improved, Micro Inertial Measurement Unit (MIMU) based on Micro-electro-
mechanical System (MEMS) is widely researched, which makes it possible to
decrease the size and power consumption of the MIMU/UWB systems and there-
fore, be sufficient for indoor applications. Consequently, MIMU/UWB integrated
indoor positioning is becoming a research hotspot [1–3, 8, 10]. Researchers in [3]
proposed a new method based on INS/UWB for attitude angle and position syn-
chronous tracking of indoor carrier, and the static and dynamic positioning results
show that the positioning accuracy meets the requirements of indoor applications.
In Ref. [8], a tightly-coupled GPS/UWB/INS cooperative positioning scheme is
designed to provide better accuracy and improve the availability in GPS denied
environments. The author of [10] investigated the combination of UWB and
MEMS-based Pedestrian Dead Reckoning (PDR) technologies, aiming at using the
PDR position as a temporary auxiliary result when UWB signal is blocked, and
conversely, correcting PDR in a large degree when PDR drifts after a long time
working.

2 MIMU/UWB Integrated Positioning System

2.1 Overview

Data provided by MIMU and UWB are combined by a sensor-fusion strategy based
on Kalman Filter in order to yield optimal position estimation. A MIMU/UWB
integrated positioning system, comprising three modules, is designed, as shown in
Fig. 1. On the one hand, the SINS Module is used to carry out INS resolving with
the measurements given by the inertial components, and on the other hand, the
UWB Module provides the range measurement and outputs the calculated position.
Both results are fed into the Fusion Module to realize optimal fusion. Notice that
“P” and “A” represent the position and the attitude outputs.
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2.2 Fusion Strategy Based on Kalman Filter

In the filter model, we use a 15-dimension state vector, which is expressed as
follows:

X ¼ ½/E /N /U dVE dVN dVU dk

dL dh ex ey ez rx ry rz �T
ð1Þ

where /E, /N and /U are the misalignment angles of east, north and up direction,
respectively, dVE, dVN and dVU are the velocity errors, and dk, dL and dh are the
latitude, longitude and height errors. In addition, the gyro drift error vector e and the
accelerometer bias error vector $ are regarded as the random walk process vectors,
which are modelled as follows:

e ¼ eb þwg ð2Þ

r ¼ rb þwa ð3Þ

where eb and rb denote constant drift errors, wg and wa are white Gaussian noise
vectors.

2.2.1 Dynamic Equation

The system dynamics model can be generalized in a matrix and vector form:

_X ¼ FXþW ð4Þ

MIMU
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UWB
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TOA
positioning

Kalman
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Estimated
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UWB Module
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PUWB

PINS, AINS

PUWB

PINS/UWB

Fig. 1 Architecture of the MIMU/UWB integrated positioning system
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where F is the system coefficient matrix determined by Eqs. (2) and (3) and the INS
error equations [5], W is the system noise vector. The dynamic equation can be
represented in a block matrix form as follows:

_/n

d _Vn

d_rn

_en

_$n

2
66664

3
77775
¼

F11 F12 F13 �Cn
b 03�3

F21 F22 F23 03�3 Cn
b

03�3 F32 F33 03�3 03�3

03�3 03�3 03�3 03�3 03�3

03�3 03�3 03�3 03�3 03�3

2
66664

3
77775

/n

dVn

drn

en

$n

2
66664

3
77775
þ

wn
g

wn
a

03�1

03�1

03�1

2
66664

3
77775

ð5Þ

2.2.2 Observation Equation

On the basis of the position difference vector between the MIMU and the UWB
computation values, the observation equation can be derived:

Z3�1 tð Þ¼ rnI � rnU
� � ¼ 03�3 03�3 I3�3 03�3 03�3½ �

/n

dVn

drn

en

$n

2
66664

3
77775
þ wn

r

� � ð6Þ

where “I” and “U” denote the observations from MIMU and UWB, “n” represents
the navigation coordinate system, and wn

r is the measurement noise vector.
Parameters adopted in this paper to determine the position are latitude (k), longitude
(L), and height (h), in which case the observation vector can be specific:

rnI � rnU¼
kI � kU
LI � LU
hI � hU

2
4

3
5 ð7Þ

3 Simulation Researches

3.1 Overview

A simulation platform is built (referring to [9]) to evaluate the performance of the
optimal filtering strategy of MIMU/UWB, which contains three modules. The first
is the Trajectory Simulation Module, yielding position, velocity and attitude data
according to the trajectory designed. At the same time, ideal outputs of MIMU and
UWB are provided, that is to say, no errors are introduced into the raw data. The
second is the SINS Simulation Module, which adds errors to ideal data mentioned
above according to the models in Eqs. (2) and (3), and then, carries out SINS
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resolving process. The third, also known as the most important segment, is the
Fusion Simulation Module. Information fusion of measurements (with errors) is
completed in this module, yielding results to be compared with the real trajectory
for accuracy evaluation. The Root Mean Square Error (RMSE) is selected as the
evaluation index in our case. Considering that plenty of abnormal cases may occur
except system normally working, such as UWB signal blockage and UWB gross
error occurring, we should verify the effectiveness in several different cases. The
schematic of the proposed simulation platform is shown in Fig. 2.

To reflect different motion states as much as possible, a simulation trajectory is
designed comprising static, uniform, accelerated, turning, climbing and other seg-
ments. The simulation time is 52.7 s and the output frequency is 100 Hz. The 3-D
simulation trajectory is presented in Fig. 3.
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Fig. 2 The schematic of the proposed simulation platform
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3.2 Simulation Research of MIMU/UWB Integrated
Positioning

To overall evaluate the performance of the integrated positioning scheme, three
cases are considered as follows:

Case 1: Normal case, in which both MIMU and UWB work normally with errors
in a reasonable scope;

Case 2: Abnormal case, in which UWB suffers from signal blockages for a
certain period of time;

Case 3: Abnormal case, in which a gross error occurs, making UWB position
unreliable instantaneously.

We assume UWB positioning noise with a standard deviation of 1 m in east and
north direction, 3 m in up direction, which is close to practical uses. Sensor errors
are introduced into the MIMU measurements, as presented in Table 1.

3.2.1 Case 1

Through the comparison between the estimated position from the MIMU/UWB
system and the computation values from the INS-only and the UWB-only systems,
as shown in Fig. 4a, it is illustrated that the trajectory of INS coincides with the true
one in a short term but suffers a cumulative error over time, while the UWB-only
and the MIMU/UWB systems track the true trajectory smoothly. The partial
enlargement of Fig. 4a yields Fig. 4b, which gives a further demonstration that the
result of the MIMU/UWB system does not drift a lot compared to the UWB-only
one. In addition, a higher output frequency is provided that reinforces the necessity
of integrating additional sensors to make full use of more information.
Time-varying height outputs from three systems are plotted in Fig. 4c, and the error
amplitude of the integrated system is minimal. Particular focus has been given to
the position errors of the integrated system (Fig. 4d), and the calculated root mean
square (RMS) errors are 0.87, 0.73 and 1.54 m in the east, north and up directions,
respectively, which reveals a better estimation. The RMS errors of the other two
systems are also listed in Table 2 for comparison.

Table 1 Simulation error conditions of the MIMU

Errors of inertial components Bias Bias stability

Gyroscope 1°/h 50°/h

Accelerometer 50 lg 500 lg

Errors of initial alignment East North Up

Attitude 0.5′ 0.5′ 20′

Velocity 1 m/s 1 m/s 1 m/s

Position 1 m 1 m 3 m
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The obtained results show that the filter allows to provide better position esti-
mation stably due to its capability of restraining errors. In addition, with the update
rate promoted, the advantage of information fusion is presented.

3.2.2 Case 2

In Case 2, simulation error conditions are set the same as that in Case 1 (Table 1).
An abnormal case, where the UWB signal is blocked from 18 to 23 s, is simulated
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Table 2 Comparison
between different systems
in terms of RMS errors

INS UWB INS/UWB

East (m) 67.73 1.00 0.87

North (m) 73.31 0.83 0.73

Up (m) 2.98 2.97 1.54
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in view of the drawbacks of radio signal. The integrated system works normally at
the very beginning. When the UWB signal is blocked, depending only on the
calculation by MIMU accumulates the position errors with time. Subsequently,
when the signal recovers, the trajectory is dragged back to the right way and
remains relative high accuracy. The position errors in three directions are plotted in
Fig. 5a, where the red dashed box represents the blockage phase.

The trajectories (Fig. 5b, c) reveal that continuous outputs are provided by the
integrated system, even when the UWB signal suffers a blockage. In a short term,
the accuracy does not drift away a lot. Afterwards, corrections can be made along
with signal recovery. The obtained results indicate that the integrated system has
better accuracy and stability than its subsystems.
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3.2.3 Case 3

In Case 3, simulation error conditions are set the same as that in Case 1 (Table 1).
Another abnormal case is simulated for the performance evaluations of the inte-
grated system in presence of gross errors. Simulated gross errors of 10 m in all three
directions were added to the UWB observations at the time of 20 s. As shown in
Fig. 6a, b, clearly, the effects of gross errors, as well as the acute fluctuation due to
directional dependence of the UWB range measurements, have been eliminated or,
at least, alleviated. The height trajectory of the integrated system remains relative
high accuracy and more stable than its subsystems. The obtained results show that
the integrated system has strong robustness which prevents gross errors from dis-
turbing the positioning accuracy to a large extent.

4 Indoor Kinematic Experimental Tests

4.1 Experimental Environment

Field tests were conducted to evaluate the performance of the proposed scheme in
an indoor kinematic environment. The deployment of the test platform is presented
in Fig. 7. For the MIMU inputs, we used the MTi-G-700 from Xsens. The bias
stability of the gyro is 20°/h and that of the accelerometer is 2 mg. UWB units
based on the DW1000, providing a ranging accuracy of 20 cm in static and
line-of-sight (LOS) condition, were adopted to obtain UWB range measurements.
The sensors were connected to a laptop to store the observations and fuse them
offline.
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In Fig. 8, the test scenario is shown, together with the approximate kinematic
trajectory designed previously in two rooms. A0, A1 and A2 are the three UWB
anchor nodes for range measuring and positioning. Notice that the two rooms are
separated by a 0.12 m-wide wood wall.

4.2 Test Results

Similar to the simulation researches, the performance of the integrated system was
verified in three cases. Failures were manually introduced in that no abnormal case
occurred in our test.

DW 1000

MTi-G-700 

UWB Positioning 
Module

Laptop

Fig. 7 The deployment of
the test platform

North

East
A1(1.4,12.3,0.8)

A0(0,0,0.8)

A2(13.6,6.4,0.8)

Fig. 8 The approximate
kinematic trajectory
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4.2.1 Case 1

In the normal case (without signal blockages and gross errors), comparison between
the UWB position and the MIMU/UWB position is illustrated in Fig. 9. It is noticed
that the INS position is seriously affected by the cumulative errors and suffers a
large deviation, for which reason INS is not taken into consideration alone. The
accuracies are similar, but the lower amplitude of the integrated trajectory is rec-
ognized as a sign of better estimation. Owing to the lack of definite reference
position, we can’t make a quantitative evaluation of the positioning accuracy.
However, Fig. 9 reveals that the maximum deviation is no more than 2 m.

4.2.2 Case 2

To test the performance of the integrated system when UWB signal is blocked, a
gap of 5 s is manually created at the time of 110 s. The phase described in the red
dashed box demonstrates that the integrated system still yields continuous position
(Fig. 10).
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4.2.3 Case 3

To test the performance of the integrated system when UWB gross error occurs,
gross errors of 5 m in all three directions are manually added to the observation at
the time of 170 s. The good shapes of blue trajectories prove that the effect of the
added gross errors are eliminated, hence, the integrated system has the advantage of
strong robustness (Fig. 11).

5 Conclusion

Indoor positioning technology is becoming very attractive in many fields of
applications such as intelligent shopping guidance, emergency handling and rapid
rescue. Combining INS and UWB positioning provides higher accuracy and
robustness. In this paper, a MIMU/UWB integrated positioning system is presented
by investigating the information fusion strategy. To evaluate the performance of the
system, simulation researches and indoor kinematic experimental tests are con-
ducted. It is noticed that three possible cases which may occur in practical uses are
considered, including normally working, UWB signal blockage and UWB gross
error occurring. The obtained results have shown the system capability of contin-
uously and stably estimating the position within an error of 2 m. Particularly, effects
of UWB signal blockages and gross errors can be alleviated or eliminated.
However, owing to the lack of definite reference position in experimental tests, we
can’t make a quantitative evaluation of the positioning accuracy. Better experi-
mental environment is expected. MIMU/UWB integrated indoor positioning is a
hotspot with desirable value and wide prospect which demands both theoretical and
experimental researches. For higher accuracy and stability, improvements of the
fusion strategy and investigations on tightly-coupled positioning system are con-
sidered as future work.
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Progress on Novel Atomic Magnetometer
and Gyroscope Based on Self-sustaining
of Electron Spins

S.G. Wang, C. Xu, Y.Y. Feng and L.J. Wang

Abstract The gyroscope based on atomic technology has the potential to provide
the end user a high-performance device in a small package with low-power.
Generally, the atomic gyroscope detects the rotation or angular rate of the object by
measuring the Larmor precession frequency of spins. However, the precision is
limited by the shorter coherence time caused by relaxation effects, and since the
nuclear spin precession is often used in detection for atomic gyroscope, longer
polarization time limits its application environment. Presented in this paper is a
self-sustaining gyroscope based on electron spins. By non-destructively measuring
the phase of the Larmor precession and regenerating the coherence via optical
pumping, the Larmor precession can persist indefinitely, and the system can quickly
regain polarization to environmental variations. Magnetic field measurement has
been accomplished by using the self-sustaining technology. The precision of the
magnetometer increases with time following a much faster s�1 rule rather than the
traditional s�1=2 rule. The mean sensitivity is close to the shot noise in 300 ms, and
the magnetometer has a quick response to sudden magnetic change. The
self-sustaining technology can hopefully improve the measurement precision and
the response time of the atomic gyroscope.
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1 Introduction

Using coherent superposition of the atomic states, the high-precision and absolute
measurement can be realized. By detecting the Larmor precession of atomic spins,
one can measure the absolute magnetic field and the angular velocity. However, in
most of the coherent quantum measurement, the precision is limited by the coherent
time of atomic states. Recently, we have engaged in developing a novel
self-sustaining technology. By non-destructively measuring the phase of the Larmor
precession and regenerating the coherence via coherent optical pumping, we break
through the limit of the short lifetime of the electron spins, and extend the coherent
time of the electron spins, making the Larmor precession persist definitely. The
self-sustaining technology has the advantage of long coherent time and rapid
polarizing speed. It is expected to realize the high-precision magnetometer and
gyroscope based on the self-sustaining technology.

In this paper, the self-sustaining technology, the progress of the self-sustaining
magnetometer and gyroscope are reported.

2 Self-sustaining Technology

2.1 Theory

In the traditional measurement on the frequency of the Larmor precession, the atom
spins are firstly polarized with a circularly polarized pump light. The direction of
the spins is along the incident direction of the pump light. When the pump light is
turned off, the spins start to precess around the external field B. A damping signal
will be detected after a while since the existence of the decoherence and the average
value of the spins will relax to zero after a certain lifetime s0. We illustrate the
method using 85Rb atoms in the experiment. As shown in Fig. 1, setting the ẑ-axis
along the magnetic field, at t = 0 a circularly polarized light along the ŷ-axis pumps
all the atoms into the magnetic sublevel state F ¼ 3; mF ¼ 3j i, making the

Z

X

Y

B

Repump
Pump

Probe

Fig. 1 The diagram of the
Larmor precession of atomic
spins in self-sustaining setup
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direction of the spins along ŷ direction. After the preparation of the polarization, the
spins start to precess along the magnetic field. The probe light is along the x̂-axis
proportional to the pump light. A damping signal will be detected after a while
since the existence of the decoherence.

At time t ¼ 2p=xL, where xL is the Larmor precession frequency, the popula-
tion will evolve back to the initial F ¼ 3; mF ¼ 3j i state. If the pumping light pulse
is switched on right at this moment again, all atoms in F ¼ 3; mF ¼ 3j i state will
remain unaffected while atoms in all other states due to relaxation will be pumped
back to F ¼ 3; mF ¼ 3j i state. By coherent pumping, the damping signal is
compensated. In this way, the spin is regenerated by the coherent pumping field and
can maintain a very long lifetime. Since the time is dependent on the past signal of
itself, the technology is called self-sustaining technology.

2.2 Setup

The system is composed of three parts, laser system, atoms with magnetic shielding,
and control electronics. The setup is shown as Fig. 2.

A circularly polarized tunable external diode laser and the linearly polarized
external diode laser are served as the pumping and repumping light, respectively as
shown in Fig. 3. Both of them go through the same AOM (acousto-optic modu-
lator) so that they can be switched on and off simultaneously. The probe laser
propagates through the Glan-Taylor polarizer, the cell, and the Wollaston analyzer
in sequence to form the Faraday rotation measurement [1]. Its beam size is about
2 mm and its frequency is red-detuned by 4 GHz from F ¼ 3j i ! F0j i of the D2
line. The three lasers come from three independent diode lasers and they are not
phase locked to each other.

Fig. 2 The schematic
diagram of the experimental
facility
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The Rb cell is cylindrical 20 mm long and 20 mm in diameter. It is a self-made
a-olefin coated cell containing natural abundance rubidium atoms. The cell is
placed inside a five-layer l-metal magnetic shield casing. A pair of Helmholtz coils
controlled by a stable current source generates the uniform magnetic field B. The
experiment is performed at room temperature.
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Fig. 3 The schematic
diagram of the experimental
facility
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Fig. 4 a Spin precession signal of the self-sustaining magnetometer. b Signal observed in a
single-pump free precession setup. The black line is the precession signal, the blue line is the
control signal and the red line is a sine-decay fitting (color figure online)
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2.3 Results

For comparison, the single pump Larmor precession signal and the self-sustaining
signal are both measured. The result is shown in Fig. 4.

For the single pump measurement, the Larmor signal is damped due to the
decoherence, and the sine-decay fitting gives a decay time of 30 ms.

3 Self-sustaining Magnetometer

3.1 Theory

For a standard free precession process, the sensitivity is [2]

dB ¼ 1
c � SNR � ffiffiffiffiffiffiffiffiffiffi

s � s0p ð1Þ

where SNR is the signal-to-noise-ratio and c is the gyromagnetic ratio. Extending
the lifetime of atoms is the key point to improve the sensitivity of magnetometer.
For a measurement time s � satom, the sensitivity improves as s�1=2 due to the
uncorrelated phase in each repeated measurement. In self-sustaining method, the
life time s0 � s, and hence the sensitivity will improve following a much faster s�1

rule, until the accumulating phase error is large enough to destroy the phase
coherence.

3.2 Results

As shown in Fig. 5, the Allan deviation [3] is the same as expected. The sensitivity
is improved following the s�1 rule. The s�1 rule can extend to about 300 ms. It is
followed by then turning into a s�1=2 rule. The shot noise limit of spin projection is
about 130 fT at t = 1 s, and hence, the sensitivity of the self-sustaining method has
approached the limit of the shot noise.

The sensitivity of the free-precession repeated method is improved following the
traditional s�1=2 rule.

The FFT (fast Fourier transform) spectrum as shown in Fig. 6 also shows the
superior of the self-sustaining method. The average noise level of 1 Hz to 10 Hz is
240 fT/

ffiffiffiffiffiffi

Hz
p

, while the noise is 2:6 pT/
ffiffiffiffiffiffi

Hz
p

for the free precession repeated
method [4].
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4 Self-sustaining Gyroscope

The gyroscope based on the spins also measures the frequency of the Larmor
frequency. The longer the lifetime of the spins, the higher the precision is. Hence,
the nuclear spins are usually used in the gyroscope [5–7].

However, it will cost a longer time for the polarization of the nuclear spins,
which limits the application environment. For electron spins, the polarization time
is much less than the nuclear spins, but with a short lifetime. Hence, the
self-sustaining gyroscope has the potential to solve the problems of both the nuclear
spins and electron spins.

For 85Rb atoms, the gyromagnetic ratios of the two ground states are opposite.
Using two cells, one cell is prepared to the upper ground state, and one is prepared
to the other state. Both cells are executed with the self-sustaining method, hence
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Fig. 5 (i) Allan deviation of
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long coherence time can be accomplished with electron spins. After mixing the
frequencies of the two Larmor frequency, the angular velocity X is obtained.

xA ¼ cBþX ð2Þ

xB ¼ �cBþX ð3Þ

The schematic diagram of the self-sustaining atomic gyroscopes is shown in
Fig. 7.

The self-sustaining gyroscope with electron spins has the advantage of both long
coherence time and rapid polarization time, hence it has a large potential to improve
the performance of the atomic gyroscope.

5 Conclusion

We have introduced a novel self-sustaining method, which largely extends the
lifetime of the electron spins. Using the method, we have realized the
self-sustaining magnetometer, and it has the potential to realize a gyroscope based
on electron spins with high-precision.
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Design of Buoy Array Configuration
in the Autonomous Positioning System
of Underwater Vehicles

Suyang Liu, Chunjie Qiao and Yangyang Wang

Abstract When underwater vehicles are performing operations in the water, an
autonomous positioning system can provide them with their location information in
a convert and flexible way. In Wang et al. Design of autonomous underwater
vehicle positioning system, 2016 [1], an autonomous positioning system for
underwater vehicles is designed. The buoys on the water surface obtain their
location with the help of GPS or Beidou Positioning system, and transmit spread
spectrum acoustic signal to the underwater vehicle. In this system, the buoy array
configuration is a key factor regarding to positioning precision. In this paper, the
influence exerted by buoy array configuration on positioning precision is analyzed;
to design a better configuration, two principles of configuration design are pro-
posed, which are nonsingularity of matrix G and minimal position dilution of
precision (PDOP); and with the limit of maximum working distance of acoustic
transducers, a central radiation configuration with minimum elevation angle is
proposed. Through simulation, the PDOP values of three different configurations
are compared upon the same region. It is concluded that the central radiation
configuration has relatively smaller average PDOP value and no singular matrix G
in the locating region, which is, therefore, a better configuration for practice.
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1 Introduction

In recent years, underwater vehicles are used in a variety of applications, such as
underwater search and rescue, engineering operations [2, 3], intelligence recon-
naissance, underwater weapons deployment and etc. When performing tasks in the
water, underwater vehicles usually need their location information. The traditional
positioning method is to lay a sonar array on the seabed and measuring the dis-
tances or orientations of the underwater vehicle from base array elements [4].
However, a large-scale sonar array has to be laid and calibrated in this method,
which is demanding and not flexible. In [1], a scheme of autonomous positioning
system for underwater vehicles is proposed. In this method, four buoys are laid on
the sea surface, which acquire their location through GPS or Beidou positioning
signal and transmit spread spectrum acoustic signal to the underwater vehicle in the
meantime. The underwater vehicle measures pseudo-ranges between itself and the
buoys through received signal and obtains its absolute location by coordinate
transformation. A diagram of the system is shown in Fig. 1. However, the buoy
configuration was not discussed in depth in [1].

The buoy configuration plays an important role in the accuracy of positioning
results. In most cases, Dilution of Precision (DOP) is used to represent the mag-
nifying power of measurement error into the final position results. Therefore, DOP
can be used to evaluate buoy configurations [5]. In [6], it was pointed out that when
buoys and the underwater vehicle forms a regular tetrahedron, the DOP can be
minimized. However, in the autonomous positioning system of underwater vehicle,
buoys float above the underwater vehicle, resulting in elevation angles which are
greater than 0. Based on the above research, this paper proposes a design of buoy
configuration, which is called central radiation configuration with minimum ele-
vation angle. The simulation results show that the proposed method can guarantee
better geometric configuration under same conditions, thus ensuring smaller posi-
tioning error.

Transducer

GPS Buoy

Naviga on Data

Base Line

Underwater Vehicle

Posi oning 
Signal

Fig. 1 A diagram of the
autonomous positioning
system of underwater vehicles
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2 Design of Buoy Array Configuration

2.1 Positioning Precision and Position Dilution of Precision

If there is a clock bias between buoys and the vehicle, it would be necessary to use
four buoys to complete vehicle localization. In this case, the locating equations are

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � xÞ2 þðy1 � yÞ2 þðz1 � zÞ2

q
þ tu ¼ q1 � e1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx2 � xÞ2 þðy2 � yÞ2 þðz2 � zÞ2
q

þ tu ¼ q2 � e2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx3 � xÞ2 þðy3 � yÞ2 þðz3 � zÞ2

q
þ tu ¼ q3 � e3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx4 � xÞ2 þðy4 � yÞ2 þðz4 � zÞ2
q

þ tu ¼ q4 � e4

8
>>>>>>><

>>>>>>>:

ð1Þ

In the formula, ðxi; yi; ziÞ stands for the three-dimensional position of the ith
buoy, which is included in the locating message transmitted by this buoy. qi stands
for the pseudo-range between the ith buoy and the vehicle, which is acquired by
spread spectrum receiver on the vehicle. ðx; y; zÞ stands for the unknown location of
the vehicle. tu stands for the spatial distance corresponding to the clock difference. e
stands for measurement error.

In [5], the following assumptions are made:

1. Measurement error of each buoy obeys the same normal distribution, whose
mean value is zero and variance is r2

URE
.

2. The measurement error of different buoys is independent.

When the above assumptions are satisfied, the positioning error covariance
matrix can be expressed as

Cov

Dx
Dy
Dz
Dtu

2

664

3

775

0

BB@

1

CCA ¼ GTG
� ��1

r2
URE

¼ Hr2
URE

ð2Þ

The coefficient matrix G is

G ¼
� cos a1 � cos b1 � cos c1 1
� cos a2 � cos b2 � cos c2 1
� cos a3 � cos b3 � cos c3 1
� cos a4 � cos b4 � cos c4 1

2

664

3

775 ð3Þ

where ai; bi; ci stands for the angle between the ith buoy and the x-axis, y-axis, and
z-axis respectively.

Equation (2) shows that the accuracy of the static positioning precision of the
vehicle is mainly determined by the measurement error and the weight matrix H.
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The measurement error consists of two main part, which are buoy position error and
pseudo-range measurement error. The buoy position error is the error of buoy
location obtained from GPS or Beidou service. The pseudo-range measurement
error is produced during the signal process in the receiver. There are many sources
of pseudo-range measurement error, including bending transmitting path of acoustic
signal, measurement error caused by multipath and background noise in the
ocean [7]. The pseudo-range measurement error is affected by the ocean environ-
ment to a large extent.

While the pseudo-range measurement error is difficult to be controlled, the
weight coefficient matrix H can be designed to minimize the positioning error. It is
often the case to use position dilution of precision (PDOP) to represent amplifying
power of the measurement error into the positioning error, which is defined as [5]

PDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h11 þ h22 þ h33

p
ð4Þ

where h11; h22; h33 are the first three diagonal elements, which are the amplifying
power of error variance on x axis, y axis, z axis respectively. With the same
measurement error, smaller PDOP value contributes to smaller error in the posi-
tioning results. Actually, PDOP matrix is the Cramer-Rao lower bound on estimates
of position given that the pseudorange errors are Gaussian distributed [8].
Meanwhile, the geometric matrix G is only related to geometric configuration of
buoys and the vehicle. Therefore, the PDOP value can be used as an indicator of
buoy configuration performance.

2.2 Central Radiation Configuration with Minimum
Elevation Angle

In this paper, we mainly consider two aspects when designing the buoy configu-
ration: one is the nonsingularity of the matrix G, which determines whether the
positioning system can work stably in the region of interest; the other one is smaller
PDOP value to minimize the amplifying power of the measurement error into the
positioning error.

1. Singularity of Matrix G

Three types of buoy configurations are shown in Fig. 2, all of which has sin-
gularity points in the locating area. The first one is a square configuration. In the
two vertical planes containing two axes of symmetry l1; l2, G is singular [9]. The
second ones is an isosceles trapezoid configuration. In the vertical plane passing its
axis of symmetry lt, G is singular [9]. The last one is a circle configuration. On the
vertical line through the center O, G is singular.

If matrix G is singular, then GTG is also singular. Therefore, there is no inverse
matrix and it is impossible to compute PDOP. In fact, if matrix G is singular, there
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would be more than one solution to the locating equations [6]. Thus, when
designing the buoy configuration, we should avoid presence of singular points in
vehicle working area. Otherwise, the positioning system cannot work stably in the
area.

When four buoys are laid in central radiation configuration, which is one buoy
float above the vehicle while the other three locate on the same circle around the
central buoy, there is no singular points in the working area, ensuring the system
work stably.

2. PDOP Value

In [6], it has been proved that the PDOP value is the smallest when the four
floats constitute the tetrahedron and the vehicle is located in the center of the
tetrahedron. However, the buoys are located on the water surface, thus, elevation
angles are greater than 0. Figiure 3 shows the variation of PDOP at different ele-
vation angles. In order to highlight the difference, the ordinate is the inverse of
PDOP. It can be seen that PDOP is the smallest at −19.48° (the elevation angle
corresponding to tetrahedron), and that as the elevation angle increases from that
point, the PDOP gradually increases. Therefore, in order to maintain a small PDOP,
elevation angle should be reduced as much as possible.

1l

2l
tl O

(a) square configuration (b) isosceles trapezoid
configuration

(c) circle configuration

Fig. 2 Three buoy configuration of singular matrix G
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Fig. 3 The variation of
1/PDOP at different elevation
angles
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However, in real-world practice, elevation angles cannot be infinitely close to 0°.
First of all, the vehicle needs to navigate in a certain depth of water in order not to
be exposed. Secondly, due to the limited power of transducers, the working
propagation distance of acoustic wave is limited. The maximal working distance
can be used to represent the propagation distance. It defined as the maximal sound
path distance, which satisfies the pseudo-range measurement precision of spread
spectrum signal when confidence probability and power limit of transducers are
given [7].

These two constraints confine the elevation angle in a certain range ½hmin; 90��.
The minimum elevation angle is greater than 0, which can be approximately cal-
culated from the navigation depth of the vehicle, and the maximum working dis-
tance of the transducer as follows

hmin � arcsin
h

lmax
ð5Þ

Based on the above two design requirements, this paper uses the central radiation
configuration with the minimum elevation angle, as shown in Fig. 4.

3 Comparison of Three Buoy Configurations

In order to evaluate the central radiation configuration with the minimum elevation
angle presented in the previous section, PDOP values of three configurations with
the same minimum elevation angle are calculated and compared in this section. In
the simulation, the depth of underwater vehicle is assumed to be the same, which is
100 m; and the maximum working distance of transducers are assumed to be the
same, which are 400 m. Therefore, the minimum elevation angle of the buoy

120°
120°

Buoy1

Buoy2

Buoy3

Buoy4

UV

min

h
maxl

Fig. 4 Central radiation
configuration with minimum
elevation angle
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relative to the vehicle is 14.48°. The locating region where vehicle may appear is
D ¼ x; y;�100ð Þ x 2 ½�100; 100�; y 2 ½�100; 100�jf g.

3.1 Square Configuration

The coordinates of the four buoys are shown in Fig. 5. The PDOP values in the
locating region are shown in Fig. 6 which is sampled every 5 m along x axis and y
axis. On the two symmetric axes of the square, the matrix G is singular; near the
two axes, especially near the point (0, 0, −100), the matrix G is nearly singular, and
the PDOP is extremely large. The mean value of PDOP over the locating region
except singular points is 885.54.

x

y (273.9,273.9,0)(-273.9,273.9,0)

(-273.9,-273.9,0) (273.9,-273.9,0)

Fig. 5 Coordinates of four buoys in a square configuration

Fig. 6 PDOP in locating region of the square configuration
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3.2 Diamond Configuration

The coordinates of the four buoys are shown in Fig. 7. The PDOP values in the
locating region are shown in Fig. 8. The shape of PDOP surf is like a ‘saddle’.
The PDOP value decreases as the locating point moves away from the origin to
each side of the x axis; on the contrary, it increases as the locating point moves
away from the origin to each side of the y axis. There is no singular point in the
locating region. And the mean value of PDOP is 5.03.

3.3 Central Radiation Configuration

The coordinates of the four buoys are shown in Fig. 9. The PDOP value in the
locating region is shown in Fig. 10. The PDOP value is lower in the center and

x

y

(387.3,0,0)

(0,193.6,0)

(-387.3,0,0)

(0,-193.6,0)

Fig. 7 Coordinates of four buoys in a diamond configuration

Fig. 8 PDOP in locating region of the diamond configuration
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higher on the edge and has the same gradient at any direction from the origin. There
is no singular point in the locating region. The mean value of PDOP is 2.57, which
is relatively lower than that of diamond configuration.

4 Conclusion

Based on the autonomous positioning system of underwater vehicle, this paper
focuses on the design of buoy configuration for higher positioning precision. In this
paper, the influence of buoy array configuration on the positioning precision is
analyzed, and a central radiation configuration with the minimum elevation angle is
proposed. Through simulation, this paper compared the PDOP value and the sin-
gularity of matrix G of three different configurations in the same locating region.

x

y

(387.3,0,0)(0,0,0)

(-193.6,335.4,0)

(-193.6,-335.4,0)

Fig. 9 Coordinates of four buoys in a central radiation configuration

Fig. 10 PDOP in locating region of the central radiation configuration
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Conclusions are drawn as follows: square configuration has singular points and
nearly singular points in the locating region; the diamond configuration and the
central radiation configuration do not have singular points; and the average PDOP
of the central radiation configuration is lower than that of the diamond configura-
tion. Therefore, it is reasonable to consider central radiation configuration with the
minimum elevation angle as a better geometric configuration, which can be
implemented in the autonomous positioning system.
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Hardware In-Loop System for X-ray
Pulsar-Based Navigation and Experiments

Dapeng Zhang, Wei Zheng, Lizhi Sheng, Yidi Wang and Neng Xu

Abstract X-ray pulsar-based navigation uses natural objects, the neutron star, in
space as the navigation signal source. The advantages of the method are navigation
information is complete, and the reliability and autonomy are high. It is a research
hot spot at present both at home and abroad. As a result of the X-ray signal from the
pulsars is very weak, it cannot penetrate the thickset atmosphere. In order to val-
idate the pulsar navigation algorithms closer to the real conditions on ground, the
special Hardware in-Loop System should be used to do the experiments. This paper
adopted the system “Tianshu-II” which is developed by National University of
Defense Technology and Xi’an Institute of Optics and Precision Mechanics
research institute. A series of X-ray pulsar-based navigation experiments are carried
out. Experimental results show that the algorithms are reliable. They are verified to
be effective in the hardware-in-the-loop simulation.

Keywords X-ray pulsar-based navigation � Simulation and verification �
Hardware in-loop system � Experiments

1 Introduction

The pulsar is a kind of neutron star rotating quickly. The rotating axis and the
magnetic axis don’t coincide and the two magnetic poles transmit beam. When the
beams sweep on the detector, the detector receives a pulse signal [1]. Since the first
pulsar is discovered, scientists consider the rotating period of the pulsar is so stable
that it could be used as natural clock. X-ray pulsar-based navigation is proposed in
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1970s. From the end of 20th century to the turn of the century, a whole navigation
scheme is formed gradually [2, 3]. According to energy range of the radiation, the
pulsars can be divided as X-ray pulsar, radio pulsar and gamma-ray pulsar and so
on. In order to reduce the mass and power consumption, the X-ray pulsars are
selected in the navigation [4–6] (Fig. 1).

Hardware in-Loop System for X-ray Pulsar-based Navigation is used for veri-
fying the X-ray pulsar navigation theory, evaluating the performance of the algo-
rithm. Based on the input parameter from users, the system can output the single
photon signal which the flux is controllable, the period is variable and the profile is
settable arbitrarily. The system is competent for static signal processing, dynamic
signal processing, energy spectrum construction, navigation algorithm verification
and performance evaluation of the detectors.

2 Components of “Tianshu II”

“Tianshu II” is a kind of hardware in-loop system for X-ray pulsar-based navigation
[7]. It is developed by National University of Defense Technology and Xi’an
institute of optics and precision mechanics of CAS. It is consist of central control
equipment cabinet, vacuum environment simulation system, X-ray generator, X-ray
detector, software system and soon (Fig. 2).

2.1 X-ray Generator

The X-ray generator is equipped by the grid-controlled X-ray tube. If fixing the
filament’s current and anode’s voltage, the grid-controlled X-ray tube changes the
output flux of X-ray by changing the voltage of the grid. Transform the pulsar

Fig. 1 Hardware in-loop system for X-ray pulsar-based navigation
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profile data to the voltage value, and drive the grid-controlled X-ray tube. So the
flux of the X-ray is modulated by the time. The X-ray tube has no window structure,
so the low energy X-ray is reserved (Fig. 3).

Fig. 2 Components of “Tianshu II”

Fig. 3 The X-ray generator
of the system
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2.2 Vacuum Environment Simulation System

Owing to the energy of most of the photons sent by the X-ray generator is below
2 keV, these low energy photons can only be transmitted in the vacuum environ-
ment in respect that they will decay quickly in the atmosphere or any other medium.
Simultaneity, the open tube in the X-ray generator needs to work in the vacuum
environment too (Fig. 4).

“Tianshu II” system uses high-performance compound molecular pump and
rotary vane mechanical pump to bleed the air. The speed is 600 L/s. It will take one
hour to reach the vacuum degree of 10−4 Pa.

2.3 The Time Synchronization System for X-Ray Source
and Detector

The traditional rotating-plate modulation scheme is hard to implement the syn-
chronization between X-ray source and detector. “Tianshu II” uses electronic
modulation method. This method can use the principal computer to trigger the

Fig. 4 Vacuum environment simulation system

Fig. 5 High-performance Rb atom clock
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X-ray source and detector synchronously. Furthermore, use the atom clock to
synchronize the interval of seconds (Fig. 5).

3 The Experiments Based on the “Tianshu II” System

3.1 The Dynamic Signal Simulation

When the spacecraft moves as its orbit, the signal received by the detector contains
the Doppler frequency shift. To simulate this kind of signal requires the precision of
the period tracking and the flux controlling is very high.

1. Experiments of dynamic signal for low earth orbit

Select PSR B0531+21 as the observation object. Set the flux is 276.4793 ph/s. The
simulation time interval is 90 min. The orbit is low earth orbit. The six roots are,
[x0, y0, z0, vx0, vy0, vz0] = [0, 6578000, 0, −7784.3384, 0, 0], the unit of position is
meter and the unit of velocity is meter per second.

Search the periods every 1 min [8] and the period tracking result is shown in
Fig. 6. The recovery profile is shown Fig. 7.

2. Experiments of dynamic signal for high earth orbit

Select PSR B1937+21 as the observation object. Set the flux is 431.5924 ph/s The
simulation time interval is 90 min. The orbit is low earth orbit. The six roots are,
[x0, y0, z0, vx0, vy0, vz0] = [−5654543.43, 41617618.12, 0, 1526.30, −207.37,
−2667.93], the unit of position is meter and the unit of velocity is meter per second.

Fig. 6 The period tracking
result
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Search the periods every 1 min and the period tracking result is shown in Fig. 8.
The recovery profile is shown Fig. 9.

Use standard deviation as the error evaluation criterion, the experiment results
show the precision of period tracking can reach nanosecond level.

Fig. 7 The recovery profile using orbit information

Fig. 8 The period tracking result
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3.2 The Static Signal Simulation

1. Experiments of profile similarity

“Tianshu II” system can simulate arbitrary pulsar’s profile. In this experiment, we
use SDD detector to receive the photon signal. Recover the signal by epoch folding
method. Compare this recovery profile with the standard profile. According to the
Pearson’s linear correlation coefficient, the comparability is obtained.

Pearson’s linear correlation coefficient is shown as following,

r ¼
Pn

i¼1 ðAi � AÞðBi � BÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 ðAi � AÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 ðBi � BÞ2
q ð1Þ

where Ai and Bi are the amplitude of the recovery profile and standard profile. A and
B are the mean value of the amplitude of the standard profile [9] and recovery
profile [10].

Set the anode high voltage of the X-ray source as 25 kV and the filament current
as 2.2A. Select PSR B0531+21’s profile. Use SDD detector to record the photon
arrival information. The experiment time interval is 7200 s. Use epoch folding
method to recover profile, and compute the comparability according Eq. (1)
(Fig. 10).

From the results, the system can simulate the profile and the similarity is high.
When the collection time is 7200 s, the similarity is as high as 99.98%.

2. Detector time delay experiment

Because of the principle of the detector and the transmission of the electronic
circuits, the detector’s response exit time delay. In order to get the calibration

Fig. 9 The recovery profile
using orbit information
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parameter, this time delay should be calibrated. The setup of the testbed is shown in
Fig. 11.

Set the output profile as PSR B0531+21, SCD and SDD Detector collect photon
data at one time for one hour. Obtain two profile by epoch folding, as Fig. 12
shows.

By comparison of the two profiles, the time delay of SCD detector is
11.3525 ms.

Fig. 10 Similarity experiment of static signal

Fig. 11 Setup of the time delay calibration testbed
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3.3 Energy Spectrum Experiment

1. Single energy X-ray experiment

Set the anode high voltage of the X-ray source as 25 kV and the filament current as
2.2A and the grid as 0 V. Use SDD Detector to collect photons. Get the energy
spectrum, character energy (Ka) and FWHM by the data processing software
(Table 1).

2. Complex energy X-ray experiment

Set the anode high voltage of the X-ray source as 25 kV and the filament current as
2.2A and the grid as 0 V. Use Mo target to generate X-ray. The working time of the
system is one hour.

The complex energy spectrum of Mo target is shown in Fig. 13. By comparison
with the PSR B0531+21’s energy spectrum curve, the complex energy spectrum is
similar to it. Therefore, the complex energy spectrum can support the research of
energy spectrum construction of pulsars, test of detector’s energy resolution and so on.

Fig. 12 Time delay of the
SCD detector

Table 1 Test results of
single energy experiments

Character energy (keV) FWHM (eV)

1.49 148

4.51 190

5.41 166

6.40 158

8.05 187

9.89 178

15.77 192
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4 Conclusions

At present, X-ray Pulsar-based Navigation is on the step of technology verification.
It is very expensive to use the spacecraft to verify. However, the software simu-
lation cannot reflect the device response accurately. Use the hardware in-loop
system can play to their strengths. This paper use “Tianshu II” developed by
National University of Defense Technology and Xi’an institute of optics and pre-
cision mechanics of CAS to do part experiments. The experiments test the dynamic
signal and static signal simulation, calibration of X-ray detector and energy spec-
trum simulation. The results show that the simulation precision of “Tianshu II”
system is high, the system can support the research of X-ray Pulsar-based
Navigation technology.
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Magnetic Field Based Indoor Pedestrian
Positioning Using Self-contained Sensors

Xiang Mu, Jiuchao Qian, Changqing Xu,
Ling Pei, Peilin Liu and Wenxian Yu

Abstract The geomagnetic field exists everywhere and has been demonstrated to
be local disturbed and stable over time. In this paper, we present an approach for
indoor positioning which does not rely upon any additional support equipment,
using magnetic fingerprint collected by magnetic field sensors in smartphone and
walking information of user measured by self-contained inertial sensors. In order to
improve the practicability of our positioning method, we choose the Z-axis mag-
netic of world coordinate system as feature information, which can reach no restrain
of phone’s gesture and orientation when pedestrians walk. Moreover, to improve
the discernibility of geomagnetic information, we measure the geomagnetic signals
as a sequence, and we match the geomagnetic signals with the established finger-
print using dynamic time warping (DTW) algorithm. Meanwhile, a hidden Markov
model (HMM) based positioning process is adopted to strengthen the robustness of
the algorithm. Extensive field tests have been conducted in an office building to
verify the performance of proposed algorithm. Test results show that the proposed
algorithm can achieve less than 1.11 ms of mean error and 2.13 ms of 95th per-
centile error.

Keywords Indoor pedestrian positioning � Magnetic fingerprint � Hidden markov
model � Self-contained sensors

1 Introduction

With rapid development of Global Navigation Satellite System (GNSS), Location-
Based Services (LBS) has been widely applied in outdoor environment. However,
GNSS signals are degraded or denied in indoor areas [1]. In recent years positioning
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in indoor environment has become an essential requirement for LBS applications,
such as emergency rescue, health care and commercial information push services
etc. Therefore, the research on positioning systems for indoor environment has been
one of the most important research hotspots.

Recently indoor position techniques based on wireless signals such as WIFI [2],
UWB [3], ZigBee [4] and Frequency Modulation (FM) [5] have been investigated.
But when the ambient signals are subject to occasional change, especially in
emergency rescue missions where electric power is failed these approaches will run
out. Therefore, an indoor positioning method that is infrastructure free is demanded.
As we know, the geomagnetic field exists everywhere and has been demonstrated to
be stable over time [6]. Stable feature of geomagnetic field and the geomagnetic
information can be used to provide accurate indoor positioning without depending
on any equipment.

In this paper, we propose an approach for indoor positioning which does not rely
upon any additional support equipment, using magnetic fingerprint collected by
self-contained magnetic sensors.

To ameliorate the accuracy of positioning, we adopted a sequence measured by
magnetic sensor to match with established fingerprint rather than single measure-
ment vectors [7, 8]. The positioning process can be considered as a hidden Markov
process, and at the same time matching the sequences with the constructed fin-
gerprint enables to get more precise transition probabilities in HMM, which
improves accuracy of positioning.

For purpose of verifying the high performance of our proposed methods, we
carried out a series of field tests in our office building. Upon the test results, we
found that our indoor positioning system has high performance without any extra
infrastructure, and it is convenient to deploy the system on building at relatively
high speed.

2 Positioning Method

In this work, we provide a positioning method using smartphones in indoor envi-
ronments. The positioning method has two phases: offline phase and online phase.
In the offline phase, we collect the geomagnetic data to construct the fingerprint
database. In the online phase, we match the geomagnetic sequence measured by
smartphone online with the geomagnetic fingerprint database to locate the user’s
position.

2.1 In the Offline Phase

Many researches have demonstrated the fact that the geomagnetic field is stable in
indoor environments [9, 10], but single geomagnetic information provides low
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discernible information for positioning. Hence, we choose the sequence of geo-
magnetic as positioning information, rather than acquire the information of single
point, which improves discernible for effective positioning.

The magnetometer in smartphone can obtain three-axis data of the raw geo-
magnetic signal mx;my and mz in the smartphone’s coordinate system, which is
represented by the fx; y; zg, thus the intensity of raw geomagnetic signal measured
by smartphone in three axis related with the gesture and orientation of the smart-
phone. However, the orientation of smartphone should not be added with any
restriction when pedestrian walks naturally in daily life. Therefore, it is significant
to estimate the direction of the smartphone and realize the transformation from the
raw geomagnetic signal sourced from the magnetometer to the world’s coordinate
system, which represented by the fX; Y ; Zg, where the X axis is pointing to the
geomagnetic north pole, the Z axis is pointing to the opposite direction of gravity
and the Y axis is orthogonal to both the X axis and the Z axis.

In practice, the gesture information of the smartphone including the roll, pitch,
and yaw angles of the body frame with respect to the navigation frame are unre-
liable, due to the user’s motion and the quickly diverging errors in the low cost
inertial sensors of smartphone [11, 12]. In indoor area it is hard to estimate the north
reliably by the magnetic sensors, since this process needs the measurement of
undistorted geomagnetic information. However, the three-axis accelerometer is
reliable to figure out the direction of gravity [13, 14], then having known the
direction of gravity we can calculate the intensity of geomagnetic on the Z axis of
the world reference through a transform formula as [15]:

mZ ¼ m� ð�g=jgjÞ ð1Þ

where � is the vector inner produce operation, mZ is the geomagnetic intensity of
the Z axis of world coordinate system. The measurements of geomagnetic along the
Z axis are independent of user’s heading.

To demonstrate the stability of mZ , we collected the geomagnetic information
along a path in our office building at different time shown as Fig. 1. Although, the
magnitudes of three curves are different, they have similar variation trend. Hence
we adopt the Z axis geomagnetic as the feature of positioning.

For the purpose of constructing the database, we divide the path of office room
into segments by the cross of path net. We walked straight along every segment at a
constant speed with a smartphone held on hand. In order to establish more accurate
database of geomagnetic field, we collected the geomagnetic information in one
path dozens of times.

Magnetometers in different smartphones, even one magnetometer of the same
device in different time also leads to different offsets. To reduce the influence of
these offsets, we calculate the mean of each geomagnetic sequence independently
and deduct the mean from points in each sequence.

In the online phase, we deduct the mean of geomagnetic sequence in each point
as well, thus sequences measurements from the magnetometer all have zero mean.
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Due to we subtract the mean value from the collected geomagnetic intensity online,
the uniqueness of geomagnetic information is reduced.

After getting sequences information of geomagnetic, which is read from mag-
netometer and transformed along Z axis of the world, removing the mean of the
sequence as well, for one segment, we divide this sequence into smaller segment
averagely by the counts of steps on this path, then we save the geomagnetic signal
as DT ¼ fD1;D2; . . .;Dwg, where w is the number of total paths in the office room,
and Di ¼ fd1; d2; . . .; dMg i ¼ 1; 2; . . .;w, where M is the number of dataset in one
path and the dM is one sequence in Di; di ¼ fd1; d2; . . .; dng, where d is the
sequence of one step of ith path. Constant speed is designed in the process of
geomagnetic signal collection, so that we can obtain the position of every small
sequence of geomagnetic.

2.2 In the Online Phase

In the online phase, we can detect pedestrian steps using accelerometer at first, and
then calculate the time interval between two neighboring steps. In the time interval,
smartphone will get the sequence of geomagnetic by recording the data of mag-
netometer. The sequence can be compared with the collected data which were saved
in the database. As the existence of imparity in step length and speed of different
people, we use the dynamic time warping (DTW) algorithm for comparing the
database with online gained data.

Since the vertical acceleration fluctuates periodically due to the human motion,
we use the detection algorithm [16] to detect the walking steps. Moreover, as the

Fig. 1 The geomagnetic intensity of Z-axis measured in different time
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positioning process has an observed state and a hidden state. The observed state is
the observation of geomagnetic intensity. The hidden state is the position of the
geomagnetic. Hence, we can consider the positioning process as hidden Markov
model (HMM).

In the tracking phase, the mathematical model of HMM can be represented as
k ¼ fL;R;A;Bg, with the following variables.

1. L ¼ fl1; l2; . . .; li; . . .g is the set of hidden states, where the li ¼ ðxi; yiÞ responds
the true position of the ith point.

2. Oi ¼ foi�Nþ 1; oi�Nþ 2; . . .; oig is the set of observations, where oi is the
sequence of geomagnetic signal on the ith point, and N is the length of
observations.

3. A ¼ fai;1; ai;2; . . .ai;Ng is the set of transition probabilities from state qi to state
qj where the ai;j¼Pðqi ¼ li;jjqi�1 ¼ li�1Þ, qi is the ith hidden state of HMM, N is
the total number of possible positions of li.

4. B ¼ fbi;1; bi;2; . . .; bi;Ng is the set of emission probabilities of li, where the bi;j is
the emission probabilities of oi;j at li;j.

2.2.1 Online Matching Using DTW

As the step length and speed of the pedestrian are different in different time, the
measurement of distance needs to be defined between the database and online
reading. The measured distance should be invariant to different sequence time shifts
and time scales.

The algorithm of dynamic time warping is to compress or stretch the time axis of
sequences to achieve a better alignment. In general, the geomagnetic sequence of
online reading for one segment ok ¼ m0

Z1;m
0
Z2; . . .m

0
Zs

� �
and the geomagnetic

sequence of database for one segment dk ¼ fmZ1;mZ2; . . .mZtg have different
length.

The warping path can be represented as w ¼ wð1Þ;wð2Þ; . . .wðnÞ, where wðnÞ ¼
½m0

Zi;mZj� is the set of matched samples, where i and j is the corresponding point of
time axis of two geomagnetic sequences. The function of warping is to minimize
the overall cost, the function given by

Disðm0
ZðnÞ;mZðnÞÞ ¼

XN
n¼1

dðwðnÞÞ ð2Þ

where dðwðnÞÞ is the squared distance between the sample points given by

dðwðnÞÞ ¼ ðm0
ZðnÞ � mZðnÞÞ ð3Þ
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By the dynamic time warping algorithm, we can calculate the distance between
the recent geomagnetic sequence read from magnetometer with the sequence of
geomagnetic in the database [17].

2.2.2 Positioning Using HMM

The process of positioning contains two procedures, the first one is to estimate the
path that a pedestrian is walking on when the pedestrian starts walking or she (or
he) turns the orientation, and the other one is to calculate the point she is standing
at. Hence, in the first procedure, the question transform to estimate the geomagnetic
sequence with the sequence in the database which has the best matching.

D
_

i ¼ argmax
Di

PðOijDiÞ ð4Þ

By the Bayes formula, in Eq. 4 PðOijDiÞ ¼ PðOi;DiÞ, where Di is the geo-
magnetic sequence for ith path built in the geomagnetic database. As the steps of
pedestrian can be considered as consecutive, we can calculate the PðOi;DiÞ using
the principle of HMM that is defined as:

PðOi;DiÞ ¼ Pðd1Þ
YN
j¼2

Pðdjjdj�1Þ
YN
j¼1

PðojjdjÞ ð5Þ

where dj is the geomagnetic sequence of jth step of the ith path in the database, and
oj is the reading of magnetometer for the jth step. Taking the logarithm for Eq. 5,
we can rewrite Eq. 4 as:

D
_

i ¼ argmax
Di

logðPðd1ÞÞþ
XN
j¼2

Pðdjjdj�1Þþ
XN
j¼1

PðojjdjÞ
" #

ð6Þ

For the consecutive steps, we assume the transition probabilities Pðdjjdj�1Þ¼1,
and the observation probabilities are the DTW distance between observed geo-
magnetic sequence oj and the geomagnetic sequence dj in the database. Therefore,
the emission probabilities are given by:

PðojjdjÞ ¼ NOR � expð�Disðoj; djÞÞ ð7Þ

where NOR is a normalized constant. Then the D
_

i can be calculated by using the
Viterbi algorithm, where we set a trellis including all possible states of the path. We
calculate the DTW distance of the ith step and the database with all possible states,
record the possibility value and the position of best matching sequence in database
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of every step. Then we find the most possible sequence of steps, and the position of
the steps sequence.

In order to acquire more accurate position, when the position of path has been
determined, we use the neighbor steps sequence to localize the pedestrian.

Assuming the li is the position of the ith step, for each li, we match the geo-
magnetic sequence in the database with the observation sequence to compute the
emission probabilities by:

bi;j ¼ pðoijli; djÞ
¼ NOR � expð�Disðoi; djÞÞ

ð8Þ

To gain the transition probability ai;j, we compute the transition probability of
the position of i� 1ð Þth step to the ith step.

Pðljjli�1Þ ¼ 1 if Dðlj; li�1Þ\ thrs
0 otherwise

�
ð9Þ

where Dðli; ljÞ is the Euclidean distance of the ith step and the jth step. And tran-
sition probability, ai;j can be calculated by weighting bi;j and the probability
Pðljjli�1Þ

ai;j ¼ bi;j � Pðljjli�1Þ ð10Þ

Then the position of ith step can be calculated as:

li ¼ max arg
li;j

ðli;j � ai;jÞ ð11Þ

3 Experiment and Result

In this section, we will provide details in the experimental realization. The
deployment of experimental system would be stated and the positioning perfor-
mance of our system would be demonstrated in different conditions.

In order to demonstrate the accuracy and robustness of our positioning method,
we conduct experiments in two different paths set up in our office room. We can
verify that the method is able to provide accurate results on the long distance
condition by walking on the circular path. To validate this method is adapted to the
complex condition, we perform experiments in a zigzag path. The robustness of the
method was demonstrated by walking on two different paths with swinging the
smartphone casually. As Figs. 2 and 3 show, route in Fig. 2 is a circle path round
the office room, and route in Fig. 3 is a zigzag path in the office room.
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Then we compared geomagnetic based positioning method with Pedestrian Dead
Reckoning (PDR) [18], which is another positioning method basing on
self-contained sensor [19, 20].

In addition, all experiments were conducted in a typical office building. We
developed an android application to measure the geomagnetic intensity in 3-axis

Fig. 2 The route of circular path round the office room, and the arrow is orientation of the
pedestrian in testing

Fig. 3 The zigzag path round the office room, and the arrow is orientation of the pedestrian in
testing
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and recorded the measurements on the smartphone. The smartphone we used is
Huawei Honor 8 with Android 6.0 operating system.

3.1 Geomagnetic Database Construction

In the construction process of geomagnetic database, we divided the path of the
office room into small segments firstly, as Fig. 4 shows the segment of each path is
about 4 m.

We trained the database on the path segments marked on Fig. 4. The geomag-
netic signal of every path segment had been measured 30 times, and saved in the
database with the tags that are marked beside the path.

As for the ground truth, we set up many landmarks on the floor, and acquired their
true position in advance. We recorded the true position when pedestrian walk passing
the landmark. Therefore, the error can be defined as the Euclidean distance between
the result of location based on geomagnetic positioning and the ground truth.

3.2 Positioning Performance

On the circular route, we walked around the circular route three times, and total
length of the trajectory is about 150 m. On the zigzag route, total length of the
trajectory is about 48 m.

Fig. 4 All of paths are divided into 21 segments, and every segment has its own tag. In the train
phase, the user holds the smartphone to measure the geomagnetic signal repeatedly
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When we walked holding the smartphone stably, the results of positioning by
two different methods are shown in Figs. 5 and 6.

The red lines represent pedestrian’s trajectory and blue points represent ground
truth that is demarcated by using laser rangefinder.

Fig. 5 The result of positioning for the route of circular path round the office room

Fig. 6 The result of positioning for the zigzag path in the office room
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In the circle path, start point and the end point are at the same point, denoted by a
blue diamond. In the zigzag path, red diamond and blue diamond denote start point
and end point respectively.

The result indicates that the positioning of our algorithm is reliable and accurate.
For the verification of the stability of our positioning method without orientation

restraint of smartphone, we walked with swinging the smartphone casually.
As shown in Fig. 7, the user was swinging the smartphone when he walked on

the path.

Fig. 7 The swinging gesture during walking

Fig. 8 The result of positioning for the circular path round the office room with swinging the
smartphone continuously
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Comparing with PDR, we made a series of experiments with swinging the
smartphone. We used the geomagnetic positioning method and PDR method
respectively on the two paths at the same time. In order to demonstrate the dif-
ference of performance between geomagnetic based positioning method and PDR
method, the circular route is changed to one circle, as the positioning result shown
in Figs. 8 and 9.

The red lines indicate the estimated trajectory using the PDR algorithm. The blue
lines represent pedestrian’s trajectory estimated by the geomagnetic based posi-
tioning method, and red points represent ground truth that is demarcated by using
laser rangefinder.

From Figs. 8 and 9, we can see that method by geomagnetic made a much better
performance than PDR. As the geomagnetic based positioning can update the
position, which relies on the stable geomagnetic information, the geomagnetic
based positioning method is able to provide accurate and stable positioning, while
the PDR method accumulates errors leading to failed positioning.

The uniqueness of geomagnetic information is reduced due to the online sub-
traction of the mean value from the collected geomagnetic intensity. Hence, in
neighboring steps, the geomagnetic information exists similarity, which causes the
mismatching. But when the pedestrian walks through a path, the positioning
method will judge the next path by matching the geomagnetic information with the
neighbor path. Hence, the positioning can be amended.

The detailed positioning results are listed in Table 1. From the results, we can
find that the mean error is no more than 1.1 m, and the 95th percentile error is less
than 2.13 m. In Table 1, we also draw a conclusion that the error of positioning is
not related to swinging smartphone when the pedestrian walking.

Fig. 9 The result of positioning for the zigzag path in the office room using two different
positioning methods
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4 Conclusion

In this paper, we present an indoor positioning algorithm based on the geomagnetic
trajectory matching methods. It leverages the stable geomagnetic information
without deploying any additional infrastructure. Experiments in two different
indoor conditions, including a circular route and a zigzag route, demonstrate that
the proposed self-positioning algorithm can give high-accuracy positioning
performance.
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3D Indoor Layered Localization
of Multi-information Fusion Via
Intelligent Terminal

Leinan He and Hu Lu

Abstract Aiming at the problem that that pedestrian can only get low accuracy and
plane coordinate of current indoor localization from intelligent terminal, a layered
indoor 3D positioning technology based on WiFi positioning, pedestrian dead
reckoning (PDR) and architecture information is proposed. In order to estimate
height changes of pedestrian, the two pedestrian behavior patterns of horizontal
walking and up-down stairs can be distinguished by detecting the pitch-rate
mutation. Height changes are got by using the effective steps and stairs information.
The equations of the two different behavior patterns are constructed and
three-dimensional PDR is realized. A particle filter algorithm combining multi
navigation information is proposed to eliminate the cumulative errors of PDR.
Fusing the architecture information and behavior patterns into the weight calcula-
tion and the sampling of the particle, the localization precision is effectively
improved. The results show that the average error of the horizontal location is 2.1 m
and the average error of the height estimation is 0.8 m. The accuracy could satisfy
the demand of pedestrian location service using individual intelligent terminal.

Keywords 3D indoor localization � 3D PDR � WiFi � Pitch rate � Particle filter

1 Introduction

Intelligent terminal has become an indispensable tool in people’s daily life and
travelling. The location technology of mobile terminal plays a key role in
location-based services [1]. At present, the researches and implementations of
intelligent terminal location are mostly focused on two-dimensional plane.
However, in the indoor environment, applications such as equipment management,
fire detection, logistics management, store location of large-scale shopping malls
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often need to know the horizontal position and the knowledge about the location of
the floor information, so the positioning results have meaning.

There are a large number of positioning technologies on the intelligent terminals
which can be divided into three categories: the GPS navigation as the representative
of the satellite positioning technology, dead reckoning (DR) based on
self-contained sensor and wireless local area network (WLAN) positioning tech-
nology. In the indoor environment, GPS only has 4.5% of the time to obtain a
reliable GPS signals because of the building block [2]. It can’t be applied to indoor
positioning scene. WLAN-based positioning technology is the research hotspot of
indoor positioning at present, because the WLAN access point is widely deployed.
It achieved good positioning effects in the two-dimensional positioning. It can be
divided into distance-dependent positioning technology (based on RSSI, TOA and
AOA) and distance-independent (such as centroid algorithm, DV-Hop algorithm
positioning technology) [3]. Researchers further proposed indoor three-dimensional
positioning technology based on the mature two-dimensional positioning tech-
nologies. However, the inherent characteristic of WLAN localization is not sensi-
tive to the three-dimensional position information [4, 5], which can’t meet the
requirements of the application. In view of this, some scholars put forward
three-dimensional positioning method based on UWB, signal receiving phase and
vision [6–8], and achieved high positioning accuracy. However, these methods
need to increase the corresponding intelligent terminal hardware, and also bring an
additional burden to the wireless network and higher cost. PDR positioning tech-
nology refers to the use of intelligent terminals embedded micro-electro-mechanical
(MEMS) sensors (usually including inertial sensors, magnetic compass, barometer,
etc.). Through off-line training, stride detection, filtering and determine direction,
one can achieve the basic pedestrian location calculation, with high accuracy in a
short time and the advantage of a continuous track. But due to the error drifts of the
sensor, the accumulated errors will result in the persistence of the positioning result.
It needs to be corrected by other positioning techniques [9], and traditional PDR can
only achieve two-dimensional level of positioning. Currently the researches of
three-dimensional PDR is relatively limited. In [10], based on the two-dimensional
PDR, three-dimensional position estimation is achieved using altitude conversion
relationship between pressure and the height. But the indoor atmospheric pressure is
unstable, the temperature and the environment have a greater impact on it.
Collected data at the same location and different moments may be very different. In
[11], a three-axis MARG sensor equipped with a smart phone is used to filter the
sensor data and reduce the estimation error to detect pedestrian frequency, finally,
the three-dimensional track estimation and location is achieved based on the EKF,
but the height estimation error is large. Zheng et al. [12] used low-power MEMS
device to achieve a three-dimensional pedestrian walking three-dimensional posi-
tioning system based on KF, requiring the sensor in accordance with the human
ankle. In [13], the EKF fusion barometric altimeter and accelerometer information
are used to improve the accuracy of altitude estimation, but it is susceptible to
environmental and cumulative errors. In [14], the UKF-based WiFi/PDR localiza-
tion algorithm is proposed to achieve high-precision two-dimensional localization
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for 3D PDR error accumulation. 2D positioning results are displayed using a visual
platform which has been inputted with three-dimensional geographic information,
achieving visual three-dimensional positioning in the same floor, but it can’t per-
ceive the floor changes. Banerjee et al. [15] analyse the principle of the
three-dimensional positioning based on the WiFi of the smartphone, and point out
that the existing method has higher level precision and lower vertical precision and
the three-dimensional positioning of fusing barometric altimeter and WiFi can
improve the positioning accuracy of 25%. The performance is relatively limited.

In this paper, we use pitch angle velocity detection method to distinguish the
level of walking, walking up and down stairs 2 types of movement patterns, and
extract the different types of effective step. Based on Each effectively step of the
different walking motion patterns, solving PDR three-dimensional positioning.
A WiFi/PDR localization algorithm based on particle filter is proposed, which using
the absolute position information of the WiFi positioning to eliminate error of the
PDR. The indoor three-dimensional positioning can meet the needs of building
floors to distinguish on intelligent terminals. Finally, the experiment is carried out
in the WiFi network environment.

2 3D PDR Based on Pitch Rate Detection

The traditional PDR used the peak detection method, zero velocity update, Stand
Phase detection method and other methods of acceleration signal detection, identify
the step frequency and step size, combined with the heading outputted by sensor to
calculate pedestrian location, and achieved a good two-dimensional plane posi-
tioning effect. However, only a single two-dimensional horizontal motion pattern is
usually studied, and it is not possible to estimate the height change effectively. This
paper we present a three-dimensional localization method of PDR based on pitch
angle velocity detection, use the acceleration peak value to detect the effective step,
detect the change of the pitch angular velocity to distinguish the pedestrian behavior
pattern during the duration of the effective pitch, determine the relative elevation via
the geometric information of building stairs.

2.1 Pitch Rate Detection to Distinguish
Two Behavior Pattern

First, an effective step is detected by the peak detection algorithm [11], and then
judged the continuous effective steps whether or not occur during the floor shift. It’s
the up and down stairs mode when satisfying the above-mentioned, otherwise it
belongs to the horizontal movement mode. It is proposed to distinguish the
beginning and the end of pedestrian stairs based on pitch angle velocity detection.
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As the pedestrian walking gait may have an impact on the pitch angular velocity,
three successive valid steps are selected to identify the motion pattern when taking
into account that the number of steps between the floors. If a sudden change in the
pitch angle of the three successively effective steps is detected, the mode is regarded
as a staircase. The pitch angle speeds of pedestrian in different patterns show as
Fig. 1.

The pitch angular velocity detection method can be expressed as: If the pitch
angular velocity satisfies:

ukj j �/; k ¼ 1; 2; 3 ð1Þ

where uk is pitch rate, k is effective step, / is pitch rate threshold according to the
geometric information of the stairs. It means that three consecutive effective steps
occur in the up and down stairs. There are two essential conditions, first, the
detection of a single effective step pitch angle velocity is greater than the threshold,
second, the effective step must be a one of continuous three, otherwise it will
immediately switch to horizontal walking mode. Finally, determine the upstairs or
downstairs according to the detection of the mutation of the pitch angular velocity
of the first detection peak, it is upstairs if the first detection peak is positive,
otherwise it’s downstairs.

2.2 Solution of Pedestrian 3D Position

In this paper, a three-dimensional PDR localization based on pitch-angle velocity
detection is proposed. After the detection of pitch angle velocity is completed,
different types of behavior patterns can be distinguished. According to the char-
acteristics of each mode, the pedestrian three-dimensional position estimation is
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carried out for each detected effective step. When the behavior pattern is determined
to be horizontal, the height remains unchanged and only the horizontal position is
estimated. When it is determined to up and down stairs, the horizontal step length
takes the width of staircase, and the vertical step length takes the height of staircase.
The gyro and magnetic compass are used to estimate the current heading [11] and
finally the three-dimensional indoor positioning is completed. Figure 2 shows the
updated trajectory.

Unfirming the behavior of horizontal walking and up and down stairs to a
projected equation, the three-dimensional coordinates are calculated as follows:

x kð Þ ¼ x k � 1ð ÞþmHw cos h kð Þþ 1� mð ÞL cos h kð Þ
y kð Þ ¼ y k � 1ð ÞþmHw sin h kð Þþ 1� mð ÞL sin h kð Þ
z kð Þ ¼ z k � 1ð ÞþmnHh

8<
: ð2Þ

where h kð Þ is current heading angle, L is step length, Hw, Hh are width and height
of staircase, m is sign of behavior pattern, horizontal walking is denoted as “0”, and
the up and down stairs is denoted as “1”, n is sign of up and down floor, it is “1”
when the pitch angular velocity detection peak is greater than 0, and “−1” when the
peak is less than 0.

In this paper, when pedestrian horizontal walking, the use of PDR calculate the
location coordinates, the vertical coordinates remain unchanged. When up and
down mode, we don’t directly use the pitch angle and pitch rate to calculation
height changes. We use it as a basis for judging the behavior pattern and the
location information is calculated by staircase information and effective steps. This
kind of reckoning method makes use of the law of pedestrian movement. It reduces
the influence of the accumulated errors of the sensor and improves the positioning
accuracy effectively.

Z

Z(0)
Z(1)
Z(2)

Z(k-1)
Z(k)

X

Y
X(0),Y(0)

X(1),Y(1)

X(k-1),Y(k-1)

X(k),Y(k)

O

Fig. 2 Dead reckoning
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3 Particle Filter Fusion WiFi Localization and 3D PDR

PDR positioning algorithm will produce cumulative error due to inertial device error
drift and step frequency error detection, and it can only provide the relative position.
For the PDR error accumulation problem, we provide absolute location information
through WiFi positioning, and then combining with building information and
pedestrian movement mode to fix the positioning results. Considering that the com-
binatorial system belongs to the nonlinear non-Gaussian filter system, the conven-
tional linear filtering algorithm can’t get a good filtering effect, and the particle filter
algorithm is adopted to fusion [16]. Particle filter is a recursive Bayesian filter tech-
nique based on Monte Carlo sampling method. Through the evolution and propaga-
tion of a set of weighted particles to recursively approximate the posterior probability
density function of the approximated states, it obtain other statistic on the state.

In this paper, the refinement algorithm that literature [4] proposed is used in
WiFi positioning, and the result of coordinate estimation is x̂wifi; ŷwifi; ẑwifi

� �
. In the

traditional PDR algorithm of building information fusion based on particle filter, the
weight of the particle is set to zero when it is detected that the sample particle
passes through the recording obstacle of the map information during the kth step,
and it will be replaced by high weight particles in next time sampling. We further
integrate the WiFi positioning results and pedestrian movement mode information
in the calculation of the weight of the particles in the basis of particle filter algo-
rithm based on the integration of building information. If a horizontal walking is
detected in the kth step, the height state of the particle filter is reset to the floor
height. The influence of the WiFi positioning error on the height estimation is
reduced and the filtering performance is improved. The particle filter algorithm
designed in this paper is described as follows:

1. Initialization. For the initial gait cycle k ¼ 0;N particles are generated according
to the initial probability density p X0ð Þ, the weight of each particle is taken as

kðiÞ0 ¼ 1=N, Where the Gauss distribution is used top X0ð Þ, The mean is the
initial position of the target, which is noted by the WiFi location signed as
xwifi;o; ywifi;o; zwifi;o
� �

.
2. Prediction. According to the prediction Eq. (2.2), predicting the target location

of next step X
_ ðiÞ
k .

3. Weight calculation. In [16], the reciprocal of the RSSI of WiFi or GSM network
is used as the weight of the particle. The algorithm is simple but the precision is
not high. We take the building map information and the deviation of sampling
particle from WiFi location results as weight. Calculate as:

k ið Þ
k ¼

0 collision occurred

p Zk X
ið Þ
k

���� �
¼ 1ffiffiffiffi

2p
p

r
exp � XZ

k�X ið Þ
kj j

2r2

� 	
No collision occurred

(
ð3Þ
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where XZ
k denotes a position information amount measurement, it’s coordinates

is obtained from WiFi 3D refinement algorithm XZ
k ¼ x̂wifi; ŷwifi; ẑwifi

� �
;X ið Þ

k

represents the position information of the ith particle at the time, r represents the
standard deviation of measurement noise, according to different environments
RSSI time-domain floating selection. The weighting method in this paper means
that the weight of the particle is closer to the coordinate of the WiFi centroid
location.

4. Weighted normalization. The weights of sampled particles are normalized:

k ið Þ0
k ¼ k ið Þ

k =
XN
j¼1

k jð Þ
k ð4Þ

5. State estimation. The filtered state estimates and the state probability distribu-
tions can be expressed as:

X̂
ið Þ
k ¼

XN
i¼1

k ið Þ0
k X

_ ið Þ
k ð5Þ

p xk z1:kjð Þ ¼
XN
i¼1

k ið Þ0
k d xk � x ið Þ

k

� �
ð6Þ

6. Reset the height estimation. If the horizontal walking is detected, we can get that
the current particle is not predicted by the previous particle from Eq. (2.2). The
sampled particle remains unchanged. Resetting the height state estimation by
resetting the height state to the altitude of current floor:

ẑk ¼ round
ẑk
F


 �
� F ð7Þ

where, ẑk is the height of the results, F is the floor height, round �½ � represents
rounding to the nearest floor.

7. Resampling. Particle filter will produce degenerate linear after a few iterative
calculations, so resampling is an effective way to limit the degradation of the
importance weight. When the number of valid samples is less than the threshold,
resampling N new particles according to the probability density and eliminating
low weight particles. The average distribution of particle weights is 1=N,
thereby limiting the degradation phenomenon.
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4 Experiment Analysis

4.1 Experimental Preparation

In this paper, Huawei P9 mobile phone is regarded as a smart terminal location of
the test equipment. This device incorporates the LSM-330 3-axis acceleration/gyro
sensor module and the BCM-4355-XKUB WiFi controller module. Experimental
site is in two and third floors of the experimental building. Ardon WiFi access
points are deployed in each of the two floors (Fig. 3), for a total of 64 and using
high precision GPS receivers calibrate the exact location to construct WiFi location
networks. The gateway is connected to the PC via Ethernet, and the PC serves as
the server for positioning. The wireless sensor networks use the time division
multiplexing mechanism in the communication process. The gateway, mobile
phone and WiFi nodes are operating in the 2.4 GHz bands. The mobile phone
transmits the MEMS sensor measurement data together with the RSSI information
and the beacon’s ID to the gateway, and the gateway transmits the data to the PC
The positioning function of the pedestrian is realized by the PC.

The experimental design of the routes shows in Fig. 3. The solid line indicates
the third floor route, and the dotted line indicates the second floor. In the process of
moving, the total number of steps is 483. Two experimental programs are designed
for comparative study:

1. 3D PDR positioning
2. 3D localization of WiFi/PDR based on particle filter

Fig. 3 Experiment design and environment
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4.2 Analysis of Results

Respectively, positioning experiments are implied according to the design pro-
grams. In order to compare the accuracy of the two positioning schemes, the
horizontal coordinate and the height are separately represented.

Figure 4 shows the horizontal positioning results of the two schemes. In the indoor
environment, 3D PDR achieves the trajectory of the pedestrian tracking, and the
average error of positioning is 4.7 m. In the absence of absolute position information
correction, the positioning will be more and more deviated from the true track, due to
the PDR inherent susceptibility to the cumulative error of the characteristics. After the
turn, the locating trajectory deviation is more significant, which is manifested as the
parallel spacing of different distances. From the experimental results of the 3D
localization ofWiFi/PDRbased on particle filter, it can be seen that the accuracy of the
multi-source fusion scheme is further improved that compared to PDR with an
average error of 2.1 m. This is because the WiFi/PDR location algorithm based on
particle filter can correct the accumulated error of PDRwith the result ofWiFi centroid
location, and use the building information and behavior patterns to guide the sample
particles to move to the real position.

Figure 5 shows the comparison of the height estimation results of the two
schemes. Solid line indicates the height of the second and third floors relative to the
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first floor, and dots indicate the height of the anchor point during walking.
“Triangle” symbol is the height estimation result of 3D PDR location, and the
height errors accumulated over times. Long-term use will not be able to make
accurate tracking. “Asterisk” is the height estimation result of WiFi/PDR combi-
nation based on particle filter. The height changes only in up and down stairs and it
is ladder-like. It is because of the using of pitch angle detection and floor infor-
mation to estimate height, and the height is modified only when the behavior pattern
of up and down stairs is detected. After the end of the upstairs or downstairs, the
height will be set to floor height, and until up and down behaviors are detected
again. Positioning error only occurred in the period of up and down stairs, and the
average positioning error is 0.8 m which means it can effectively distinguish the
floor information.

Figure 6 shows the comparison of the Cumulative Distribution Function
(CDF) between the proposed scheme and the EKF-based three-axis MARG sensor
PDR localization of the smartphone in the literature [11]. It can be found that the
median error of the proposed technique is 2.9 m and the maximum error is 6.7 m.
The median error of 3D PDR is 6.0 m. The positioning accuracy of the proposed
technique is superior to that scheme, and the performance of positioning can be
improved significantly by merging two positioning techniques which are mutually
different but applied complementary.

5 Conclusion

Aiming at the problem that the existing indoor 3D positioning accuracy is low, this
paper puts forward the multi-source fusion indoor layered positioning technology
based on WiFi/PDR. Horizontal walking and up and down stairs movement patterns
is distinguished using pitch rate detection method. The three-dimensional local-
ization of the PDR is carried out for each effective walking step of the different
walking motion patterns. A WiFi/PDR location algorithm based on particle filter is
proposed to eliminate the accumulated error of PDR by using the absolute location
information of WiFi location. The experimental results show that the
three-dimensional positioning can be realized continuously. The average error of
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the horizontal positioning is 2.2 m, the average estimation error is 0.8 m, and it can
distinguish the floor and satisfy the needs of indoor high-precision positioning.
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Efficient and Robust Convex Relaxation
Methods for Hybrid TOA/AOA Indoor
Localization

Enwen Hu, Zhong-liang Deng, Lu Yin,
Di Zhu, Jun Lu and Yanping Zhao

Abstract In this chapter, we proposed a hybrid positioning method based on
convex relaxation with time of arrival (TOA) and angle of arrival
(AOA) measurements. Traditional maximum likelihood (ML) formulation for
indoor localization is a nonconvex optimization problem. We exploit the relaxation
methods to provide efficient convex solution. Besides, we apply this method to
localization with hybrid TOA/AOA measurements firstly and the linear
Cramer-Rao Bounds in the scenarios of error-free and erroneous location of sensor
nodes are deduced, respectively. Simulations based on TC-OFDM signal system
show that the proposed method is efficient and more robust as compared to the
existing ML estimation and TOA or AOA based convex relaxation with or without
error of sensor nodes location.

Keywords Convex relaxation � Hybrid � TOA � AOA � Indoor location �
TC-OFDM

1 Introduction

In recent years, Location based services (LBSs) are a significant permissive tech-
nology and becoming a vital part of life. Today, more than 80–90% of people’s
time is spent indoors (Strategy Analytics). The global indoor location market is
expected to grow from $935.05 million in 2014 to $4.42 billion by 2019, at an
estimated Compound Annual Growth Rate (CAGR) of 36.5% from 2014 to 2019
(Research and Markets) with strong demand in healthcare, retail, hospitality, travel
and other sectors. For localization in an outdoor environment, global navigation
satellite systems (GNSS) such as GPS and BeiDou have been widely used in variety
of applications. However, the main disadvantage of the GNSS approach is that
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precise location is not possible, when there is no Line-Of-Sight (LOS) connection to
at least four satellites, thus most applications function poorly in dense urban areas,
indoors, underwater or underground with GNSS. Recently, various techniques have
been proposed for indoor positioning system such as infrared (IR) [1], ultrasound
[2], radio-frequency identification (RFID) [3], WiFi [4], Bluetooth [5], sensor
networks [6], ultra-wideband (UWB) [7], geomagnetic [8], vision analysis [9] and
Pseudolite [10]. Based on these fundamental technologies, many IPSs have been
developed by companies, research institutes and universities. Each system takes
advantage of a particular positioning technology or integrating some of these
technologies. They make tradeoff between the performance and complexity of the
IPSs.

With the increasing demand of high accuracy positioning, hybrid signal based
localization is a good choice. Some nonlinear estimators including ML and non-
linear least squares (NLS) are investigated in the literature. Generally speaking, the
corresponding cost functions are multi-model, so global optimization cannot be
guaranteed. Convex optimization, particularly the semi-definite program
(SDP) relaxation method, is a more recent positioning approach which strikes a
balance between nonlinear and linear methods, namely, high accuracy and global
convergence. Nonconvex optimization problem such as NLS and ML can be
transformed into either a convex second-order cone program (SOCP), or a
semidefinite program (SDP) by relaxation [11].

The rest of this paper is organized as follows. Section 2 states the problem
formulation and the conventional ML solution of the problem. The SDP relaxation
for hybrid TOA/AOA Measurements is discussed in Sect. 3 and localization with
sensor location errors is presented in Sect. 4. Section 5 analyze the Linear
Cramer-Rao Bound (LCRB) with and without error of sensor nodes locations. The
proposed localization method is compared to an existing approach as well as the
LCRB in Sect. 6. Conclusions are drawn in Sect. 7.

2 Problem Formulation

We consider a target localization problem using hybrid TOA/AOA measurements
in 2-dimensional space. There are L non-collinear sensor nodes arbitrarily deployed
at surveillance region, whose positions are known as xi ¼ xi; yi½ �T ; xi 2 R2ð Þ;
i ¼ 1; . . .;N, and a target node which has unknown coordinates i.e.u ¼ x; y½ �T ;
u 2 R2ð Þ. We assume that all sensor nodes’ clocks are ideally synchronized and all
sensor nodes receive signal with line of sight in this paper. Each sensor node can
measure the TOA and AOA of the signal transmitted from the target. Let ti and hi
be the signal propagation delay from the target to the ith sensor node and angle
measurement, respectively, which are modeled as:
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ti ¼ 1
c u� xik kþ t0 þ eti

hi ¼ arctan y�yi
x�xi

þ ehi

(
ð1Þ

where c is the signal propagation speed, �k k denotes the Euclidean norm, t0 is the
local time at the sensors when the signal leaves the target, and eti; ehi is the
unknown measurement error. Then the x and y coordinates of target node are given
by

x̂ ¼ xi þ di cos hi
ŷ ¼ yi þ di sin hi

�
ð2Þ

where di ¼ c � ti denotes the measured distance between the ith sensor node and
target node, exi; eyi are the errors of x and y coordinates corresponding to the
measurements eti and ehi, given by exi ¼ fxi eti; ehið Þ and eyi ¼ fyi eti; ehið Þ. Thus,
Eq. (2) can be written in matrix form as [11]:

b ¼ Auþ eu ð3Þ

where A ¼ 1N�1 0N�1

0N�1 1N�1

� �
, u ¼ ½x; y�T , eu 2 R2N�1, and eu is the noise vector with

zero mean vector and known covariance E eueTu
� � ¼ Q with �1 and E and T being

the inverse, expectation and transpose operators, respectively. b can be written as:

b¼

x1 þ d1 cos h
..
.

xN þ dN cos hN
y1 þ d1 sin h1

..

.

yN þ dN sin hN

2
666666664

3
777777775

ð4Þ

Consequently, the maximum likelihood formulation of the target localization
problem can be directly formulated as:

minimize
û

b� Abuð ÞTQ b� Abuð Þ ð5Þ

where b, A and Q are given as before, respectively.
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3 SDP Relaxation for Joint TOA/AOA Measurements

For ML target localization (5), the function is a nonconvex function of the unknown
u. The ML solution of the localization problem, which is a non-convex optimiza-
tion problem is presented above and it cannot achieve global optimization. Convex
optimization, particularly the semi-definite program (SDP) relaxation method, is a
more recent positioning approach which strikes a balance between nonlinear and
linear methods, namely, high accuracy and global optimal convergence. One of the
main contributions of this paper is the relaxation of the ML solution to a convex
optimal problem, which can be efficiently solved by existing toolboxes in the
literature. The main novelty in devising the new SDP relaxation formulation is to
include the noise error as variables in the ML cost function. Equation (2) can be
rewritten as:

x̂ ¼ xi þ di cos hi ¼ xþ exi
ŷ ¼ yi þ di sin hi ¼ yþ eyi

�
ð6Þ

where exi and eyi represent the error of x and y of ith sensor, respectively, which are
nonlinear function of eti and ehi in Eq. (1).

Then the positioning error of u ¼ x; y½ �T can be written as:

e2xi þ e2yi ¼ xi þ di cos hi � xð Þ2
þ yi þ di sin hi � yð Þ2

� �
ð7Þ

Then we obtain

e2i ¼ e2xi þ e2yi ¼ d2i þ u� xik k22 � 2di x� xið Þ cos hi þ y� yið Þ sin hi½ � ð8Þ

where the auxiliary variable e2i ¼ e2xi þ e2yi is introduced. The target localization can
be written as

minimize
u

XN
i¼1

e2i

subject to e2i ¼ d2i þ u� xik k2 � 2di x� xið Þ cos hi þ y� yið Þ sin hi½ �
i ¼ 1; 2; . . .;N

ð9Þ

Each nonlinear constraint in (4) can be converted to a linear one by spreading
u� xik k2, we can obtain

u� xik k2¼ uTu� 2xTi uþ xTi xi ð10Þ
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and

2di x� xið Þ cos hi þ y� yið Þ sin hi½ � ¼ 2di u� xið ÞT#i; #i ¼ ½cos hi; sin hi�T ð11Þ

The constraints in (9) can be given by

d2i þ xTi xi þ 2dixi ¼ 2 xi þ di#ið ÞTu� ~Rþ e2i ð12Þ

where ~R ¼ uTu. As a result, we can rewrite (4) as

minimize
f

XN
i¼1

qi

subject to y ¼ Af

qi ¼ e2i ; i ¼ 1; 2; . . .;N
~R ¼ uTu

ð13Þ

where

y ¼ Af

y ¼

d21 þ xT1x1 þ 2d1x1
d22 þ xT2x2 þ 2d2x2

..

.

d2N þ xTNxN þ 2dNxN

2
66664

3
77775 ð14Þ

A ¼

2 x1 þ d1#1ð ÞT �1 1 0 � � � 0

2 x1 þ d1#1ð ÞT �1 0 1 � � � 0

..

. ..
. ..

. ..
. . .

. ..
.

2 xN þ dN#Nð ÞT �1 0 0 � � � 1

2
66664

3
77775 ð15Þ

f ¼ u; ~R; ~q
� �T ð16Þ

with ~q ¼ e21 e22 � � � e2N
� �

. Note that the optimization problem described in (13)
is still nonconvex as the constraints is nonconvex. Hence, it is still difficult to obtain
the solution. The semidefinite relaxation is employed such that these two equalities
can be relaxed into convex inequalities, qi � e2i and ~R� uTu. Adopting the relax-
ation approach, we now have transformed the ML problem into a convex opti-
mization problem:
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minimize
f

XN
i¼1

qi

subject to y ¼ Af

qi � e2i ; i ¼ 1; 2; . . .;N
~R� uTu

ð17Þ

The global optimal solution to the unknown source position can be derived by
interior point methods such as SeDuMi [12].

4 Localization with Sensor Location Errors

In the previous sections, we assume that the sensors locations are known exactly;
that is, xi is accurately known. However, the sensors locations may not be known
perfectly because of imperfections in sensor nodes in sensor deployment, posi-
tioning, and delay of position updating. We are interested in making source
localization robust with the sensor location errors. In this section, we take the sensor
location uncertainty into account and present a robust target localization method.
The erroneous sensor locations can be modeled as:

zx;i ¼ xi þ xe;i
zx;i ¼ xi þ xe;i

�
ð18Þ

where xe;l and ye;l are the zero-mean disturbances in the lth sensor location and

ze;i ¼ xe;i; ye;i
� �T! N 02�1; rið Þ and ri is the covariance matrix for ze;i which is

assumed known. The maximum likelihood estimation of the target location in the
presence of sensor location errors is conducted with the function in the similar form
to (9) given by

minimize
ei;u;ze;i

XN
i¼1

e2i þ
XN
i¼1

zTe;ir
�1
i ze;i

subject to

e2i ¼ d2i þ u� zi � ze;i
� �		 		2

� 2di x� zx;i � xe;i
� �� �

cos hi þ y� zy;i � ye;i
� �� �

sin hi
� �

i ¼ 1; 2; . . .;N

ð19Þ
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And the constrains can be expressed by

d2i þ uTu� 2uTzi � zTi zi � 2di u� zið ÞT#i ¼ e2i þ 2 di#i þ u� zið ÞTze;i þ zTe;ize;i

ð20Þ

Let

X1 ¼ ze;1; ze;2; . . .; ze;N
� �

X2 ¼ d1#1 þ u� z1; d2#2 þ u� z2; . . .; dN#N þ u� zN½ �
Y ¼ XT

2 X1

R2 ¼ zTe;ize;i

ð21Þ

Thus

minimize
f

XN
i¼1

qi þ
XN
i¼1

zTe;ir
�1
i ze;i

subject to y ¼ Af

qi � e2i ; i ¼ 1; 2; � � � ;N
~R1 � uTu
~R2 � zTe ze

ð22Þ

where

y ¼ d21 � zT1 z1 þ 2d1zT1#1 � � � d2N � zTNzN þ 2dNzTN#N

� �T
A ¼ IN ; 1N ;�1N ; 2diag zT1 � d1#1; . . .; z

T
N � dN#N

� �� �
f ¼ qT ; diag Yð Þ; ~R2; uT

� �
ze ¼ ze;1; . . .; ze;N

� �
ð23Þ

5 Linear Cramer-Rao Lower Bound (LCRB)
for Joint TOA/AOA Measurements

5.1 Linear Cramer-Rao Bound with Known
Sensor Locations

CRB as the optimal performance indicator for unbiased estimator is widely applied
in the localization and positioning system. In this section, the error bounds of the
localization will be analyzed by using the joint TOA/AOA measurements based on
Fisher Information Matrix (FIM). Let x̂i ¼ ½x̂i; ŷi�T be the estimate of the ith location
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xi ¼ ½xi; yi�T obtained from the joint TOA t and AOA h measurements. Covariance
matrix is calculated by

Var x̂ð Þ¼E x̂� E x̂ð Þð Þ x̂� E x̂ð Þð ÞT� �¼ r2x̂ rx̂ŷ
rŷx̂ r2ŷ

� �
ð24Þ

where x̂ ¼ ½x̂1; x̂2; . . .; x̂N �, r2x̂ and r2ŷ are the Mean Square Errors (MSE) of
x̂1; x̂2; . . .; x̂N½ � and ŷ1; ŷ2; . . .; ŷN½ �, rx̂ŷ and rŷx̂ are the covariance between x and y,
and between y and x, respectively. For simplicity, we assume that eti and ehi in
Eq. (1) follow the Gaussian distribution with the mean zero and variance r1 and r2,
respectively, and the joint TOA/AOA measurements follow the bivariate normal
distribution. Thus the PDF of the TOA/AOA measurements with respect to u is

fu TOA=AOAð Þ ¼
YN
i¼1

1

2pr1r2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q212

p exp � -12

2 1� q212
� �

 !
ð25Þ

where q12 is the correlation coefficient of ti and hi, -12 ¼ n21
r21

þ n22
r22
� 2q12

n1
r1

n2
r2
, and

based on (1), we have

n1 ¼ ti � 1
c u� xik kþ t0

n2 ¼ hi � arctan y�yi
x�xi

(
ð26Þ

If ûi is calculated from the unbiased estimate of the joint TOA/AOA measure-
ments at the ith location u. Then, the CRB tells us that

Var ûð Þ� I�1 uð Þ� � ð27Þ

where I uð Þ is the Fisher Information Matrix:

I uð Þ¼ � @2In fu TOA=AOAð Þ
@u2

ð28Þ

where fu TOA=AOAð Þ is the Probability Distribution Function (PDF) of u with
respect to ti and hi. Let

I uð Þ¼ Ixx uð Þ Ixy uð Þ
Iyx uð Þ Iyy uð Þ
� �

ð29Þ
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where

Ixx uð Þ ¼ �E
@2In f uð Þ

@x2

� �
; Ixy uð Þ ¼ �E

@2In f uð Þ
@xy

� �

Iyx uð Þ ¼ �E
@2In f uð Þ

@xy

� �
; Iyy uð Þ ¼ �E

@2In f uð Þ
@y2

� � ð30Þ

Thus the maximum accuracy of the two dimensional localization can be given by
the LCRB [12]

Var ûð Þ� Ixx uð Þþ Iyy uð Þ
det I uð Þ½ � ð31Þ

where det I uð Þ½ � ¼ Ixx uð ÞIyy uð Þ � Ixy uð Þ2, and

Ixx uð Þ ¼ � 1
2 1� q212
� � A1

@n1
@x

þA2
@2n1
@x2

þA3
@n2
@x

þA4
@2n2
@x2

� �

Ixy uð Þ ¼ � 1
2 1� q212
� � B1

@n1
@x

þB2
@2n1
@x@y

þB3
@n2
@x

þB4
@2n2
@x@y

� �

Iyy uð Þ ¼ � 1
2 1� q212
� � C1

@n1
@y

þC2
@2n1
@y2

þC3
@n2
@y

þC4
@2n2
@y2

� �
Iyx uð Þ ¼ Ixy uð Þ

ð32Þ

and

A1 ¼ 2
r21

@n1
@x

� 2q12
r1r2

@n2
@x

; A2 ¼ 2n1
r21

� 2q12n2
r1r2

A3 ¼ 2
r22

@n2
@x

� 2q12
r1r2

@n1
@x

; A4 ¼ 2n2
r22

� 2q12n1
r1r2

ð33Þ

B1 ¼ 2
r21

@n1
@y

� 2q12
r1r2

@n2
@y

; B2 ¼ 2n1
r21

� 2q12n2
r1r2

B3 ¼ 2
r22

@n2
@y

� 2q12
r1r2

@n1
@y

; B4 ¼ 2n2
r22

� 2q12n1
r1r2

ð34Þ

Ci ¼ Bi; i ¼ 1; 2; 3; 4 ð35Þ
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5.2 Linear Cramer-Rao Bound with Sensor Location Errors

The location information of sensor nodes are usually not exactly known. We would
like to analyze the effect of node location error on the performance limit of source
localization. In the preceding development of the LCRB with known sensor loca-
tions, we have obtained the closed-form of LCRB when the sensor locations are
exactly known. Similar to the previous analyzation, the n1 and n2 in (26) are
changed to

n01 ¼ ti � 1
c u� zik kþ t0

n02 ¼ hi � arctan y�zy;i
x�zx;i

(
ð36Þ

As is known, the LCRB with the sensor location errors are developed with
functions in the similar form to (31–35). But the errors of sensor locations will have
the effect on the performance limit of source localization.

6 Simulation Results

In this section, simulations are conducted to evaluate the performance of the pro-
posed methods. We exploit the wireless insite software based on ray tracing to
generate the TOA and AOA measurements including 25 paths in the scenario
shown in Fig. 1 where 7 sensor nodes in red circle are configured. The MATLAB
toolbox SeDuMi [13] is utilized for the algorithm realization where the solver
SDPT3 [14] is employed. We compare the performance of the proposed methods
with the existing state-of-the-art algorithms. We mainly compare the root mean
square errors (RMSEs), average positioning errors and the effect of the number of
sensor nodes in the scenarios of error-free and erroneous location of sensor nodes,
respectively.

In Fig. 2, we selected 15 test points (TPs) in black rectangle to evaluated the
performance of proposed method by Monte Carlo simulations according to (17) and
(22) in the scenarios with and without error of sensor nodes location. (Ex1, Ey1),
(Ex2, Ey2), Er1 and Er2 represent the coordinate estimation errors and location
errors in the error-free and erroneous sensor nodes location scenarios, respectively.
The simulation results listed in Table 1 show that the positioning accuracy with
unknown sensor nodes is larger than other scenario which the locations of all
sensors are exactly known. And the TPs (e.g. #11, #12, #13, #14, #15) lie outside
the convex hull of the sensor nodes, the positioning error is larger than others,
which is the manifestation of the convex hull problem [15].

We investigate the performance of the proposed method for hybrid
TOA/AOA-based localization with SDP relaxation in the scenario where the
locations of all the sensor nodes are exactly known. Comparisons with LCRB,
traditional ML [12], and TOA based location [15] with SDP are also made. We
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consider the root mean square error (RMSE) versus the variances of TOA and AOA
measurements represented by rh and rt respectively. From Fig. 3, we can know
that the proposed method outperforms the traditional ML and TOA based location
and match with the optimal performance predicted by LCRB in Sect. 5.1. Figure 4
shows the RMSE of TOA based, traditional ML and proposed method when the
locations of sensor nodes is uncertainty and we know that the proposed method is
more robust than other methods, but closely follows the LCRB and is worse than
the scenario without error of sensor nodes.

The simulations in Figs. 5 and 6 are conducted in the scenario where all the TPs
lie outside the convex hull and the variances of TOA and AOA are the same as in
Figs. 3 and 4. We note that the RMSE performance in Figs. 5 and 6 are now worse
compared to Figs. 3 and 4, respectively. As shown in Table 1, when the TPs
outside the convex hull of sensor nodes, Eqs. (17) and (22) will suffer from a
convex hull problem and the performance will be degraded and mismatch with the
LCRB.

Fig. 1 Simulation scenario and sensor nodes distribution (color figure online)
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Fig. 2 Test points distribution

Table 1 RMSE of location TP Ex1 Ey1 Er1 Ex2 Ey2 Er2
1 0.57 0.87 1.04 1.36 1.97 2.39

2 0.76 0.49 0.90 1.28 1.04 1.65

3 0.64 1.24 1.40 1.25 1.36 1.85

4 1.06 1.52 1.85 1.45 1.21 1.89

5 1.2 0.78 1.43 1.67 1.43 2.20

6 1.47 0.48 1.55 1.75 2.01 2.67

7 0.94 1.25 1.56 0.81 1.05 1.33

8 0.87 1.23 1.51 1.14 1.27 1.71

9 0.91 1.31 1.60 1.89 1.21 2.24

10 1.04 1.25 1.63 1.76 0.98 2.01

11 1.56 1.87 2.44 2.54 2.06 3.27

12 1.02 2.46 2.66 2.01 1.92 2.78

13 2.79 1.87 3.36 2.69 2.04 3.38

14 2.11 1.98 2.89 2.93 1.98 3.54

15 1.82 1.41 2.30 2.19 1.91 2.91
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Fig. 3 RMSE of target location estimate versus rh and rt with sensor location exactly known

Fig. 4 RMSE of target location estimate versus rh and rt with sensor position uncertainty
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Fig. 5 RMSE of target location estimate with TPs outside the convex hull of error-free sensor
nodes locations

Fig. 6 RMSE of target location estimate with TPs outside the convex hull of erroneous sensor
nodes locations
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7 Conclusions

In this paper, SDP relaxation-based hybrid TOA/AOA positioning method is firstly
proposed and conformed efficient and more robust than TOA based location
method. The SDP relaxations for both the error-free and erroneous locations of
sensor nodes are given and LCRB are induced in the different scenarios. Simulation
results show that the relaxation methods can provide superior performance and
matching with the performance predicted by LCRB. The extension of this work to
sensor node selection deserves further investigation for higher accuracy and more
robustness.
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Hyperbola Positioning Scheme Based
on Continuous Entangled Light and Bell
State Direct Measurement

Guan Fang, Chunyan Yang, Yang Bai,
Xianglin Wang, Xiang Li and Kun Chen

Abstract Limited by signal power or bandwidth, traditional navigation measures
have ceiling hard to reach so that there are some problems of lacking navigation
precision, susceptible to interference, insufficient measure distance and so on. With
the rapid development of quantum mechanics as well as quantum information
theory and the advance of relevant theory and technology, quantum’s characteristics
of squeezing effect and entanglement are applied to modern navigation and posi-
tioning system, which can greatly improve the precision and confidentiality to break
the limitation of positioning precision due to restricted radio power and bandwidth.
In this way, quantum positioning can be realized with advantages of ultra-precision,
long range and strong anti-interference as well as noise resistance. According to
that, a hyperbola positioning scheme based on continuous entangled light and Bell
state direct measurement is proposed. Based on theory of hyperbola positioning,
continuous entangled light is used as transmitting signals and in target receiving
terminal Bell state direct measurement system is used to check two ways of con-
tinuous entangled light and delay one of them. Then, coherent processing is con-
ducted, and the delay time of the maximum correlation value is the time difference
between the two ways of continuous entangled light. According to the time dif-
ference, the distance difference can be calculated to obtain a group of hyperbola. In
this way, another two base points are chosen to repeat the process above to get the
second hyperbola so as to conducting the positioning. By theoretical analysis and
parameter estimation, the theoretical positioning precision and error range in given
conditions can be achieved.
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1 Introduction

As for traditional navigation systems, restricted by the elements like the transmit-
ting power and band width of classical radio signals, their positioning precision
faces the technological limitation that cannot be broken. Hyperbolic positioning is a
simple and actionable one of traditional navigation methods, but its precision is not
high so that it increasingly cannot meet people’s needs for high-precision posi-
tioning. With the development of quantum theory and technology, quantum
entanglement and squeezing effect can be used for precision measurement to
improve navigation precision by breaking through shot noise limit (SNL) and even
approaching Heisenberg limit (HL). In 2001, the team of Dr. Vittorio Giovannetti
from MIT [1–3], firstly came up with the Quantum Positioning System (QPS) based
on quantum mechanics and quantum information theory. In 2004, Dr. Thomas B.
Bahder explained in detail the method of adopting entangled bi-photon and baseline
interferometry to realize precision quantum positioning [4]. Then, Professor Yang
Chunyan and others analyzed error factors on the basis and made deep analysis of
the measuring method of multi-structural grouping entanglement [5, 6]. But the
entangled photons used in this method belonged to separating variable entangle-
ment of low generation efficiency, and the detection by non-ideal detector of rel-
atively low efficiency was difficult to be applied. Comparably, continuous-variable
(CV) entangled state was certain entanglement of high generation efficiency, and it
was quite easy to realize detection of high quantum efficiency by using the pho-
toelectric converter to detect continuous entangled light. In 2012, Zhu Jun and
others from Shanghai Jiao Tong University (SJTU) [7], realized the cm-level
measuring accuracy by measuring the second-order correlation characteristic of
light field, and then realized hundred-micrometer measurement by utilizing HBT
interferometer. In 2016, Wang Xi and others proposed the ranging scheme [8] based
on continuous entangled light and balanced homodyne detection [9], which theo-
retically solved the low efficiency of separating variable entanglement and limited
measuring range. However, the experiment of balanced homodyne detection was in
need of respectively measuring the local light and the reference light, and the
measurement of quadrature amplitude and quadrature phase was not conducted
simultaneously, therefore, it was in need of changing relative phases of light and
there were several phases to be locked, which made the experiment difficult to
implement and had higher requirements for system stability. Zhang Jing and others
from the Institute of Optoelectronics of Shanxi University [10] proposed the
Bell-state direct detection method that could extract directly and simultaneously
two groups of quadrature components without local light, and was merely in need
of locking phase once, which made the experiment easier to conduct.

In view of the problems and shortcomings existing in classical radio navigation
and quantum ranging method, a kind of hyperbolic ranging difference positioning
method based on two-mode squeezed light [11] and bell-state direct state is pro-
posed in this paper: it adopts hyperbolic positioning theory and uses two-mode
squeezed lights as measuring signals which are transmitted form two base stations
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precisely located to overcome the problem of the low generation and detection
efficiency of separating variable entanglement. The two beams of entangled lights
reach the target waiting for measuring via different routes. When reaching the
receiving end of target, the two light beams can be processed with adjustable delay
and their relative phases can be adjusted, and then Bell-state direct detection system
is used to simultaneously detect two groups of quadrature components of measuring
signal lights and extract their quadrature components to make sum and difference.
The delay time of the least amplitude and phase difference is the time difference of
arrival so as to measure the optical path difference between the two beams of light
and hyperbolic positioning can further be realized.

2 Theoretical Model

2.1 Two-Mode Squeezed Light

Quantum entanglement can be divided into continuous variables entanglement and
separating variable entanglement [12, 13], according to Hilbert space dimension of
quantum state. The one whose eigenvalue is discrete spectrum is separating variable
entanglement, while the one of continuous-spectrum eigenvalue is continuous
variable entanglement. And the quadrature component of light field is a typical kind
of continuous variable entanglement.

X̂ and Ŷ respectively represent the quadrature amplitude component and
quadrature phase component of single-mode light field. As for any light field states,
the product of X̂ and Ŷ quantum mean square fluctuation satisfies the Heisenberg
uncertainty relations:

DX̂
� �2D E

DŶ
� �2D E

� 1 ð1Þ

Here DX̂
� �2D E

¼ X̂ � X̂
� �� �2D E

, DŶ
� �2D E

¼ Ŷ � Ŷ
� �� �2D E

when equality

holds DX̂
� �2D E

¼ DŶ
� �2D E

¼ 1 and the state of light field is minimum uncertainty

state, namely, the coherent state. The quantum fluctuation with the value of 1 is
called as shot noise limit (SNL). The fluctuation of classical light quadrature
component is always equal or greater than SNL, while the optical squeezed state
[10] is non-classical state and squeezed light means one of its quadrature compo-

nent fluctuations is squeezed to the one less than SNL. When DX̂
� �2D E

\1, it is the

squeezed state of amplitude component. When DŶ
� �2D E

\1, it is the squeezed

state of phase component. The coherent state and the squeezed state in phase space
are shown as Figs. 1 and 2.
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As for two-mode light field, X̂1, Ŷ1 and X̂2, Ŷ2 respectively represents its
quadrature components. Its amplitude sum and phase difference or amplitude dif-
ference and phase sum could be commuting. In such a state, the measurement of
quadrature component of one light field can determine the corresponding quadra-
ture component of the other, which introduces the entanglement into two-mode
light field. The entanglement state where quadrature amplitudes are positively
associated, while quadrature phases are reflexively associated, can be expressed as:

D X̂1 � X̂2
� �� �2D E

¼ 0; D Ŷ1 þ Ŷ2
� �� �2D E

¼ 0 ð2Þ

The entanglement state where quadrature amplitudes are reflexively associated,
while quadrature phases are positively associated, can be expressed as:

Fig. 1 The expression of the
coherent state in phase space

Fig. 2 The expression of the
squeezed state in phase space
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D X̂1 þ X̂2
� �� �2D E

¼ 0; D Ŷ1 � Ŷ2
� �� �2D E

¼ 0 ð3Þ

As Fig. 3 shows.
In such a two-mode light field, joint variable noise is squeezed. Thus, the

entanglement of two groups of quadrature components is two-mode squeezed state.

3 Production of Two-Mode Squeezed Light

The conversion in nonlinear optical parameters is a typical method to produce the
squeezed state [14, 15]. A continuous beam of light with higher frequency is
injected as injection light into Nondegenerate Optical Parametric Amplifier
(NOPA), and two beams of continuously entangled light with lower frequency are
output. Such two beams of light are highly associated so as to show the quantum
squeezing characteristic. As Fig. 4 shows.

The a and b are used as annihilation operators of two light field modes:

X ¼ 1ffiffiffi
2

p aþ aþ þ bþ bþð Þ ð4Þ

P ¼ �iffiffiffi
2

p a� aþ þ b� bþð Þ ð5Þ

aX

bX

aY

bY

t

t

t

t

Fig. 3 Diagram of positively
associated quadrature phases
and reflexively associated
quadrature amplitudes

Fig. 4 Diagram of
parametric down-conversion
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They satisfy [X, P] = 2i, so DXDP � 1 is achieved and relative phases can be
locked as u = 0 by phase locking technology. In this way, two beams of squeezed
light where quadrature amplitudes are reflexively associated, while quadrature
phases are positively associated are produced.

The quadrature amplitude components, X̂a and X̂b, of two beams of entangled
light, a and b, is taken as an example. In ideal conditions, once squeezing is strong
enough to determine the value of X̂a, X̂b can be calculated, and X̂b’s uncertain
region, DX̂b, is quite small. The quadrature amplitude fluctuations of two beams of
entangled light are associated to far higher degree than classical association. They
can be seen as two truly random signals that are almost the same with each other.
As Fig. 5 shows.

Noticeably, the two beams of entangled light are produced simultaneously in the
same space. Therefore, when entangled light is applied into navigation as trans-
mitting signal, it can be ensured that its time is totally synchronized in generation
end, which is decided by quantum entangle properties. It eliminates the error caused
by desynchronized time in traditional radio transmission and positioning precision
is further improved.

4 Plan Design

4.1 Positioning Theory

The plan uses two-mode squeezed light as the measurement signal based on the
hyperbola locating theory and sets a entanglement source in the geometric midpoint
of two base stations. The two generating quadrature phases are positive correlation.
The Quadrature amplitude is inverse correlation and the constant entanglement light
â, b̂ are transmitted to the terminal A and B respectively and reach the target M to
be measured through different path. We delay transaction the first reached beam of

Fig. 5 Quadrature component fluctuations of signals of two beams
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light (assume beam of light b̂ reach first). Then enter the Bell detection system to
extract the quadrature component, differ the quadrature phases component and
collaborate quadrature amplitude modulation. In an ideal compression strength,
when the two beam of lights don not have the light equation, the two corresponding
quadrature component is full quantum correlation and the results of the differ and
collaborate the quadrature component is infinitely tend to 0. When the optical path
difference is greater than some value of number, the two corresponding quadrature
components don not have connections, adjusting the delay of beam of light b̂ until
the results of the differ and collaborate of two quadrature components have the
minimum value. The delayed time of b̂ is the cost time of beam of light b̂ than beam
of light â for the optical path difference, which can be obtained by DL ¼ c� Dt,
then we can ensure the double hyperbolic positioning, and choose another two base
stations, we can ensure another double hyperbolic positioning. The cross of the
hyperbolic positioning can ensure the location of the target. The positioning prin-
ciple is as Fig. 6.

If the base stations A, B, C are known, which are (x1, y1), (x2, y2), (x3, y3), the
coordination of the target to be measured is (x, y), and we can get the distance
difference Dd1, Dd2 by the corresponding positioning equation:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � xð Þ2 þ y1 � yð Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � xð Þ2 þ y2 � yð Þ2

q
¼ Dd1 ð6Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x3 � xð Þ2 þ y3 � yð Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � xð Þ2 þ y2 � yð Þ2

q
¼ Dd2 ð7Þ

4.2 The Detection Process

When the transmit signal two-mode squeezed light reaches the target, we measure it
by the Bell detection system and achieve the extraction of quadrature component by
transferring the beam of light to the light current. The Bell is essentially makes use
of the coherent measurement of interferometer Mach-Zehnder. The experimental
scheme of making use of unbalanced interferometer Mach-Zehnder to detect the

Fig. 6 Schematic diagram of
hyperbolic positioning
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pulse squeezed light phase light is put forward by O. Glockl, U. Andersen and so on
in 2004. In 2000, Zhang Jing of ShanXi Photoelectric Institute put forward the
direct detection method of Bell. Compared to the balanced homophone detection,
this method does not need local light and can get the noise of the quadrature
amplitude modulation and quadrature phase. The detection process is as Fig. 7.

In the plan, by using the annihilation operator the two-model squeezed light â
and b̂ can be expressed as:

â tð Þ ¼ aþ dâ ð8Þ

b̂ tð Þ ¼ aþ db̂ ð9Þ

The two beam of lights are transmitted from different base stations, and by
different path to reach the target to be measured, the Bell detection system is
responsible for the detection, firstly before the beam of lights â and b̂ entering the
50:50 beam splitters, they must undergo the phase adjustment, control the phase
difference of the light beam is p/2 (the adjustment is periodical and the adjustment
scope is known, the error of optical path difference can be compensated at last),
because the entanglement light generated by OPA is orthogonal polarization, we
need to use the half glass sheet to make the polarized direction the same, assume
light beam b̂ reaches first, and make an adjustable delay process which is Dt, the
optical path difference of the two beam light when transmitting is DL, and input the
light field of the beam splitter can be expressed as:

l̂aðtÞ ¼ aþ dâðtÞ ð10Þ

l̂bðtÞ ¼ b̂ðt � sÞeip=2 ¼ iaþ idb̂ðt � sþDtÞ ð11Þ

The two optical output fields of the light splitter are:

Fig. 7 Schematic diagram of
the detection process

614 G. Fang et al.



ĉðtÞ ¼ 1ffiffiffi
2

p ½̂laðtÞþ l̂bðtÞ�

¼ 1ffiffiffi
2

p ½ðaþ iaÞþ ðdâðtÞ

þ idb̂ðt � sþDtÞÞ�

ð12Þ

d̂ðtÞ ¼ 1ffiffiffi
2

p ½̂laðtÞ � l̂bðtÞ�

¼ 1ffiffiffi
2

p ½ða� iaÞþ ðdâðtÞ

� idb̂ðt � sþDtÞÞ�

ð13Þ

After two detectors, the two light fields are transmitted to two light current,
which can be expressed as:

îc ¼ cþ ðtÞcðtÞ ¼ a2 þ 1
2
a½dXaðtÞ

� dYbðt � sþDtÞþ dYaðtÞþ dXbðt � sþDtÞ�
ð14Þ

îd ¼ dþ ðtÞdðtÞ ¼ a2 þ 1
2
a½dXaðtÞ

þ dYbðt � sþDtÞ � dYaðtÞ
þ dXbðt � sþDtÞ�

ð15Þ

dX ¼ daþ þ da and dY ¼ iðdaþ � daÞ are the noise component of the cross
polarization and quadrature phase. Then the two light currents are sent to the radio
frequency beam splitter and are divided into two parts. Different from the beam
splitting, the light current splitters do not have additional noise and by the minus of
the corresponding light current can get two electric signal:

iþ ¼ 1ffiffiffi
2

p ðic þ idÞ

¼
ffiffiffi
2

p
a2 þ 1ffiffiffi

2
p a½dXaðtÞþ dXbðt � sþDtÞ�

ð16Þ

i� ¼ 1ffiffiffi
2

p ðic � idÞ

¼ 1ffiffiffi
2

p a dYaðtÞ � dYbðt � sþDtÞ½ �
ð17Þ

The connecting parts of the electric signal are the photoelectric current fluctu-
ation of two quadrature components light current:
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diþ ¼ 1ffiffiffi
2

p a dXaðtÞþ dXbðt � sþDtÞ½ � ð18Þ

di� ¼ 1ffiffiffi
2

p a dYaðtÞ � dYbðt � sþDtÞ½ � ð19Þ

So far, we can extract the amplitude and the phase difference of two quadrature
component at the same time. Owing to the quadrature component of the constant
entanglement lights a, b are highly related, they can be seen as the almost same
signal. We can see that when the delayed time Dt is the same as the time of optical
path difference of two light path s, the quadrature phase of two light fields are full
quantum positive correlation and the quadrature amplitude is negative correlation.
The noise of quadrature phase difference and the quadrature amplitude sum are both
less than SNL. In an ideal squeezed intensity, the two values infinitely tend to 0:

diþ ¼ 1ffiffiffi
2

p a½dXaðtÞþ dXbðt � sþDtÞ� ¼ 0; Dt ¼ s ð20Þ

di� ¼ 1ffiffiffi
2

p a dYaðtÞ � dYbðt � sþDtÞ½ � ¼ 0; Dt ¼ s ð21Þ

We can make use of one of the two quadrature components to get the time
difference of arrival. The Bell state direct detection used in the plan can simulta-
neously get the measuring results of two quadrature components. By the compar-
ison of two results, the accountability and accuracy of measuring results can be
further enhanced.

5 Performance Analysis

5.1 Estimation of Detection Performance Parameters

Compared to the problem existing in balanced homodyne detection that local light
is stronger than signal light so that local light can lead to detector saturation, the two
compressed beams in this scheme are used as signal light and their light intensity is
almost same, so the result of difference calculation is effective. And the result of
Bell state direct detection is the quantum noise of the two sets of quadrature
components. So using associated noise to do parameters analysis [16, 17] in this
scheme is more straight and more effective. The correlation noise variance of the
two-mode compressed light can be expressed by the compressive strength r:
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d2 X̂a þ X̂b
� �� � ¼ d2 Ŷa � Ŷb

� �� � ¼ 2e�2r ð22Þ

d2 X̂a � X̂b
� �� � ¼ d2 Ŷa þ Ŷb

� �� � ¼ 2e�2r ð23Þ

The higher the compressive strength, the smaller the associated noise variance is.
When r ! 1, d2 X̂a þ X̂b

� �� � ¼ d2 Ŷa � Ŷb
� �� � ! 0, When the two compressed

light is near synchronization in time, it is significantly smaller than the SNL trough,
as shown in Fig. 8.

When the correlation noise is less than SNL, the detection precision meets the
requirements. And then use the range in which the correlation noise is less than the
SNL as the detection error range Dt. The experiment results show that the corre-
lation of the two entanglement signals will disappear completely when the delay
time exceeds 27 ns [18], so the delay time error range Dt has to be within 27 ns to
meet the effective measurement requirement. As for measuring the least error,
analog-digital converter (ADC) should be adopted in practical experiment or sim-
ulation experiment to collect correlated noises and they are input into computer for
processing to within 27 ns, choose the time interval smin of two sampling points
where minimum values are the closest, and it is the minimum error value of
measuring delay time. Therefore, when estimating the minimum error, its precision
is limited by AD converter’s sampling frequency. The higher its frequency is, the
less the minimum error range of measuring delay time will be and the higher
precision will be. Currently, the highest sampling frequency of AD converter can be
over 2GSPS, so in ideal condition, the minimum error of measuring delay time smin
can be up to picosecond and the measuring accuracy of corresponding optical path
difference is up to millimeter.

( )2 ˆ       ˆ
a bX Xδ +

Fig. 8 Schematic diagram of
correlation noise
measurement results change
with the delay time
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5.2 Positioning Accuracy Estimation

By estimating the detection error range of the delay time, the optical path difference
of the two beams can be estimated, according to the formula:

DL ¼ c� Dt ð24Þ

Due to the limited application of AD converter of ultrahigh sampling frequency
and it cannot be popularly used in most fields, we estimate positioning precision
when assuming that the sampling frequency of the detector is 500 MHz. In such
conditions, the error range of the time difference of the arrival time is Dt = 2 ns. In
this case, the error range of the optical path difference of the two measuring light is
0.6 m. According to the hyperbola positioning principle, the error range of the
positioning is estimated.

As shown in Fig. 9, it is assumed that the straight-line distance between the two
base points A, B is known and the optical path difference has been measured and
the y-coordinate y of the target point M (x, y) has been determined by another pair
of positioning hyperbolas The abscissa x of the target point can be estimated
according to the geometric properties of the hyperbola. The standard hyperbolic
equation is:

x2

a2
� y2

c2 � a2
¼ 1 ð25Þ

Optical path difference Dl = l1 − l2 = 2a after introducing the optical path dif-
ference measurement error, it is rewritten as follows:

A -c 0 B c 0

Fig. 9 Positioning principle
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x2

ðaþ aÞ2 �
y2

c2 � ðaþ aÞ2 ¼ 1 ð26Þ

At this point the abscissa can be expressed as:

x0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y2

c2 � ða2 þ a2Þ
� �s

ðaþ aÞ ð27Þ

Then the error range of the abscissa is:

Dx ¼ x0 � x

¼ ðaþ aÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y2

c2 � ða2 þ a2Þ
� �s

� a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ y2

c2 � a2

� �s
ð28Þ

In practical navigation positioning, the precision is affected by many factors like
geometrical relationships among base stations, the length of baseline, the range of
detection and so on. So, we need to analyze positioning precision under some given
conditions. Assuming that the angle between two baselines is about 90° and the
straight-line distance between A and B is 1000 m, which means 2c = 1000, the
optical path difference Dl = 600 = 2a. Assuming y = 400 m, then Dx can be set by
formula (28) to about 0.849 m. Under the assumption of the same conditions, it is
estimated that the error range of ordinates y is Dy = 0.849 m. Therefore, the
positioning range of this scheme can be roughly determined within the rectangular
range where the horizontal and vertical coordinate errors are 0.849 � 0.849 m2. As
shown in Fig. 10.

Fig. 10 Estimated
positioning range
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6 Conclusion

A quantum location scheme based on continuous variable entanglement and Bell
state direct detection is proposed. According to theoretical research, under certain
conditions, the precision of measurement is directly proportional to the compressive
strength of the entangled light. Based on the hyperbolic positioning principle and
the existing experimental data, this program gives the theoretically estimated value
of positioning accuracy and positioning error range under some given conditions.
By optimizing the parameter estimation algorithm and other improvement mea-
sures, there is still much room for improvement in this area. Compared with the
positioning method of the discrete-variable entangled state, this scheme has the
advantages of high efficiency and high detection efficiency. At the same time,
compared with the balanced zero-beat detection, the direct detection method of Bell
states is easier to implement and the detection process is simpler and more direct.
Furthermore, the proposed method is suitable for two beams with the same inten-
sity, which is beneficial to improve the effectiveness. The next step will be simu-
lation experiments, further investigate the impact of various parameters on the
positioning accuracy and then analyze. The preliminary theoretical analysis shows
that the scheme has some feasibility and can provide a new idea and reference for
the application of continuous variable entangled states and quantum navigation and
positioning methods.
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Application of the Multipath Hemispheric
Model in Monitoring Receiver

Tianxiang Su, Yuanlan Wen, Wei Feng, Guangming Liu, Hao Lan,
Jiangwei Ma, Yun Zhang and Xu Zhang

Abstract Multipath effect is the primary factor affecting the quality of GNSS
observation data, and thus affects the measurement accuracy of monitoring recei-
vers. Giving the characteristics of the monitoring receiver, the application of the
multipath hemispherical model is used to the three types of satellites of the BeiDou
system and the model precision is analyzed in this paper. The experimental indi-
cates that the multipath hemispherical model has a good effect on the multipath
improvement of monitoring receiver.

Keywords Multipath � Hemispherical model � Monitoring receiver

1 Introduction

With the rapid development of GNSS, errors such as satellite ephemeris error, clock
error, ionospheric error, and tropospheric error can be further reduced by modeling.
But for the multipath error, it is mitigated difficultly owing its own particularity, has
become a major error affecting GNSS precise positioning. There are three main
methods to reduce multipath: receiver antenna design, receiver baseband signal
processing and data post-processing methods. It has an obvious effect that reducing
the selection of receiver antenna type and the proper installation environment. The
receiver baseband signal processing can also suppress the multipath effect by using
narrow correlation and other processing techniques. However, after adopting these
two techniques, multipath effects are not completely eliminated, and multipath
errors still exist in the observation data [1, 2]. The method of the data post-
processing can be applied to estimate the multipath error by modeling and filtering
online or offline, so as to further weaken the multipath effect.

In recent years, more and more attention has been compensated to the method of
further reducing the multipath effect at the data processing level, and scholars at
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home and abroad have conducted extensive research on the analysis of multipath
error. Feng Xiaochao et al. made a relative experiment on the multipath effect of the
pseudorange measurement of GNSS receiver, and carried on the experimental
analysis of the related factors which influence the multipath effect [3]. Zhang Liyun,
Li Guowei studied the modeling of the pseudorange multipath error of GPS system
by using spherical function and trigonometric series respectively, and comparing
and analysing the error accuracy of multipath model fitting [4, 5]. Wu Xiaoli et al.
proposed CNMC algorithm to mitigate multipath of GEO satellite of BeiDou
system, improving the pseudo-range positioning accuracy [6]. Axelrad et al. pro-
posed a SNR-based weighting algorithm to reduce the multipath effect [7]. Azarbad
et al. modeled multipath signals by using wavelet analysis and Vondrak filters to
reduce multipath errors [8, 9]. Larson et al. established the ARTA adaptive filter by
analyzing the time series of the positioning error for GPS system satellites, and the
multipath errors were removed [10]. Zhongping et al. proposed a Sidereal filter
based on the observed data to make a good estimate of the multipath error [11]. Ye
Shirong et al. studied the Carrier Phase Multipath of the BeiDou GEO, IGSO, MEO
and other satellites, and achieved very good results [12]. Guo Jinyun, Song Le, Shi
Qiang et al. had established a multipath hemispherical model for non-difference,
single-difference and double-difference observations respectively, and achieved
good results [13–15].

In this paper, the mechanism of multipath generation is described firstly. And
then the characteristics of multipath effects is analysed. Finally, the hemispherical
multipath model is used to mitigate multipath error on the monitor receiver, and
further experiments verify the hemispheric multipath model reliability and predic-
tion accuracy.

2 Multipath Effect Analysis

2.1 Multipath Effect

Multipath is the measurement error caused by the receiver receiving the direct
signal transmitted by the satellite while also receiving other indirect reflected sig-
nals, interference of the indirect transmitted signal to the direct signal, resulting in
distortion of the received signal. The principle of multipath is shown in Fig. 1.

2.2 Repeatability Analysis of Satellite

BeiDou satellite navigation system is composed of GEO satellite, IGSO satellite
and MEO satellite, the orbital period also has a significant difference. The calcu-
lation method of the orbit overlap period is given [10]:
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n ¼
ffiffiffiffiffiffiffiffi
GM
a3

r
þDn ð2:1Þ

T ¼ 4p=n ð2:2Þ

The orbital overlap period of GEO and IGSO satellites is about one day, while
that of MEO is about 7 days [12, 15].

2.3 Analysis of Monitoring Multipath Receiver

Monitoring receiver is used for ground monitoring stations to collect the original
data of the navigation satellite, is the major equipment of ground control system for
data acquisition, which data is foundation for satellite orbit determination, ephe-
meris generation, differential correction and various model parameter calculation,
has an irreplaceable position. The precision of the monitoring receiver is high, and
its higher performance required for continuity, stability and reliability [16].

Due to the limitation of the location requirements of the monitor station [17], the
monitoring receiver environment is relatively fixed, which will not change in the
short term, and monitoring receivers are static receivers, thus the relative envi-
ronment of the receiver is relatively unchanged, which benefits for the multipath
modeling of receiver.

As the multipath effect leading the phase distortion and amplitude distortion only
relates to the elevation and azimuth, but not relating the satellite, the multipath
effect of the monitoring receiver is equal when the different satellites cross the same
location. The multi-path effect has the same space-time invariance, the size of the

Satellite

Reflected signal

Direct signal

Reflector

Antenna

Reflected signal

Reflector

Fig. 1 The principle of multipath signal
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multipath effect of the same altitude and azimuth is the same for different satellites,
and does not change with time and specific satellite [13].

In this paper, the pseudo-range carrier combination method is used to calculate
the multipath error value [6]. Suppose that MP1, M2 are B1, B2 multipath, q1; q2
and u1;u2 are B1, B2 pseudorange measurements and carrier phase measurements
respectively, k1; k2 are B1, B2 wavelengths. The multipath error calculation for-
mula is as follows:

MP1¼q1 þ
1þ a
1� a

u1 � k1 �
2

1� a
u2 � k2 ð2:3Þ

MP2¼q2 þ
2a

1� a
u1 � k1 �

1þ a
1� a

u2 � k2 ð2:4Þ

where, a¼ f 21
f 22
.

Taking GEO-5, IGSO-3 and MEO-1 as examples, the multipath errors are shown
in Figs. 2, 3 and 4 respectively.

It can be seen from Figs. 2, 3 and 4 that the trend of multipath effect of GEO-5,
IGSO-3 and MEO-1 is basically the same on 27th and 28th. Figure 4 illustrates the
MEO-1 satellite’s early entry in a week, mainly because its orbital overlap is not an
entire week.
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Fig. 2 The multipath error of GEO-5
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3 Multipath Hemispherical Model

The receiver multipath effect is only related to the elevation and azimuth of the
satellite. Therefore, the multipath model can be established by dividing the multi-
path into elevation and azimuth.

The multipath hemispherical model is the statistical average of the multipath,
which is means of the multipath of all the satellites passing through the same
position. Because of the different orbital heights of the three types of satellites, the
changes of the elevation and azimuth are different, so the meshing can be treated
differently according to different types of satellites.

3.1 Multipath Triangular Series Modeling

There are many methods of modeling Multipath, such as the polynomials, the
spherical harmonics and trigonometric series at el. The trigonometric model is
applied in this paper. h is the elevation and / is the azimuth. The trigonometric
series of the multipath can be expressed as follows:

MPðh;/Þ ¼ a0 þ
XN
i¼1

½ai cosðihÞþ bi sinðihÞþ ci cos i/ð Þþ di sin i/ð Þ� ð3:1Þ

where, N is the order, ai; bi; ci; di is the undetermined parameter.

3.2 Fitting Algorithm

In this paper, the least squares algorithm is used to solve the unknown parameters,

MP1

MP2

..

.

MPm

2
6664

3
7775 ¼ AX þ e ð3:2Þ

where A is the matrix of coefficients, m is the number of observations, determined
by the sampling frequency, X is the parameter to be solved, the dimension of X is
determined by the order of triangular series, namely (4N + 1) � 1 dimension,
Nð0; rqÞ is Gaussian white noise, and rq is the range error.

X ¼ ATA
� ��1

AT � MP ð3:3Þ
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Since the elevation and angle of elevation change slowly between neighboring
observations, the correlation matrix A is strong, which leads to a serious
ill-condition in the process of solving, and the method of ridge estimation is
used [18].

X ¼ ðATAþK � IÞ�1AT � MP ð3:4Þ

where, K ridge parameter is 1e−10, which is a unit matrix.

3.3 The Prediction of Hemispherical Map Model

After the parameters are calculated from Sect. 3.2, the receiver multipath is pre-
dicted according to the 0.1 � 0.1° grid.

MP¼B � X ð3:5Þ

where MP is the predicted value of multipath, B is the coefficient matrix which
contains the sine and cosine functions of elevation and azimuth, and X is the
estimated parameter.

4 Multipath Effect Analysis

In this paper, BeiDou monitoring receiver is adopted. The data acquisition location
is located in Guangdong Province from May 27th to June 3rd, 2016, sampling
frequency is 1 s and elevation cut-off is 15°. The multipath error is analyzed for
GEO-5, IGSO-3 and MEO-1 in this paper.

The celestial projection of multipath error for GE0-5, IGSO-3 and MEO-1 on
monitoring receiver is respectively shown in Figs. 5, 6 and 7. In the figure, the
value corresponding to the color is the value of the multipath error.

Since GEO satellites are stationary relative to the earth, the changes in elevation
and azimuth are small, as shown in Fig. 5. While the IGSO satellite and MEO
satellite are movable relative to the earth, the elevation and azimuth change faster
than GEO satellite. Theoretically, the higher the elevation angle at which the
receiver receives the satellite signal, the smaller the multipath error should be. The
IGSO-3 satellites have different multipath effects on the east and west sides. When
the IGSO-3 satellite is on the east side of the receiver, the IGSO-3 satellite can
basically meet the trend of higher elevation angle and smaller multipath. However,
when IGSO-3 satellites are located on the west side, the multipath effect decreases
and then increases with the rising elevation angle, and then becomes smaller, which
is not consistent with the conventional trend.
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In Fig. 7, this abnormal trend is more obvious for MEO satellites. When MEO-1
arrives, the elevation angle is very small, thus the multipath is very large. As the
elevation angle becomes larger, the multipath decreases, but when the MEO
satellites are at a high elevation angle in the west of the monitoring receiver,
multipath does not decrease but becomes larger. As MEO satellite gradually exits,
the elevation angle is low, multipath effect gradually becomes larger.
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In general, it is believed that the higher the elevation angle, the smaller the
multipath error. This situation is based on the concept which the receiver is in the
ideal environment. That is, the environment of the receiver in the horizontal
direction is substantially symmetrical. The multipath curves in Figs. 6 and 7 show
that the multipath error is also related to the azimuth angle. Therefore, in the process
of multipath modeling, elevation angle and azimuth angle as two important
parameters, the number is equal, which is different from the trigonometric series
modeling [5]. Several pools on the west side of the monitoring receiver are likely to
cause larger multipath of the IGSO-3 and MEO-1 at high elevation.

It can be seen from Fig. 8 that the hemispheric multipath fitting curve can reflect
the multi-path trend, while the forecast model only in a few obvious changes in the
place of the forecast is better, other parts of the forecast did not achieve the desired
effect. The trend is basically consistent with the multi-path trend. Figures 9 and 10
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also indicate that the prediction of the hemispheric multipath of GEO-5 is not very
satisfactory. The main reason is that the elevation and azimuth change is too small,
leading to the strong correlation between the observed data, thus resulted that the
model parameter calculation does not reflect the trend of change, but at several
important inflection point forecast model is better.

It can be seen from Figs. 11, 12 and 13 that the hemispheric multipath model has
a good fitting effect on IGSO-3 satellite, and the model forecast can reflect the
multi-path trend. It can be seen from Fig. 12 that the effect of hemispherical
multipath model fitting is good. While in Fig. 13, although the trend of multipath
effect is reflected in the whole model forecasting process, but the prediction error
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behaves that the first half is larger, the latter half is smaller, there is a systematic
bias. This may be related to the adjustment of satellite position on that day
(Fig. 14).

Figures 15, 16 and 17, it can be seen that the application of the hemispherical
multipath model in MEO-1 is better; the trend of the multipath is reflected in both
the fitting curve and the forecast curve.

As can be seen from Table 1, the effect of the hemispherical multipath model is
not the same for the three types of satellites, the applicability for the IGSO and
MEO satellite is better than GEO satellite in general. Due to the high orbit of GEO

4.2 4.3 4.4 4.5 4.6
-0.6

-0.4

-0.2

0

0.2

0.4

T/s

m
p1

/m

The fitting error of hemispheric multipath model of IGSO-3

mp fitting error curve

×105

Fig. 12 The fitting error
curve of IGSO-3

5.2 5.3 5.4 5.5 5.6
-1

-0.5

0

0.5

1

T/s

m
p1

/m

The prediction error of hemispheric multipath model of IGSO

mp predicted error curve

×105

Fig. 13 The prediction error
curve of IGSO-3

Application of the Multipath Hemispheric Model … 633



4.75 4.8 4.85 4.9 4.95 5
x 105

-1.5

-1

-0.5

0

0.5

1

T/s

m
p1

/m

The test of hemispherical multipath model of MEO-1
5.27mp measured data
5.27mp fitted data

Fig. 14 The fitting curve of
hemispheric model of MEO-1

4.75 4.8 4.85 4.9 4.95 5
x 105

-1

-0.5

0

0.5

1

T/s

m
p1

/m

The fitting error of hemispheric model of MEO-1
mp fitting error curve

Fig. 15 The fitting error
curve of hemispheric model
of MEO-1

4.7 4.75 4.8 4.85 4.9 4.95 5
x 105

-1.5

-1

-0.5

0

0.5

1

T/s

m
p1

/m

6.3 mp measured data
6.3 mp predited data

The prediction of hemispheric multipath model of MEO-1Fig. 16 The prediction of
hemispheric multipath model
of MEO-1

634 T. Su et al.



satellites, the elevation and azimuth change slowly, leading to the strong correlation
of the data. However, there is a weak correlation with the observation data of the
IGSO and MEO satellites, because the changes of the elevation and azimuth are
quicker than GEO.

In addition, the order of trigonometric series is not directly proportional to the
accuracy of multipath prediction, but when the order is more than certain degree,
the accuracy of model prediction will decrease gradually.

5 Conclusions

This paper preliminary discusses the application of the hemispherical multipath
model in non-difference data of the BeiDou monitoring receiver. The multipath
errors of code-reduced carrier are analyzed for GEO, IGSO and MEO, and the
multipath errors are predicted according to the model. The experiment shows that
the hemispherical multipath model has some feasibility in non-difference data of the
monitoring receiver. However, the base data of the parameter estimation only takes
1 day, and the accuracy of the monitoring receiver angle can only reach 0.1°, and
the change of elevation angle and azimuth angle are small, especially for the GEO
satellite, resulting that the change of multipath can’t be reflected though the cal-
culated parameters. The next step is to continue to optimize the order of the
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Table 1 The applicability of
the hemispherical multipath
model to three types of
satellites

Satellite Fitting accuracy Prediction accuracy

GEO-5 0.2076 0.2437

IGSO-3 0.0622 0.1654

MEO-1 0.0911 0.1248
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trigonometric series and to explore different multipath modeling methods for the
three types of satellites to further refine the model parameters and to more accu-
rately model the multipath errors.
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The Test and Analysis on Pulse Signal
Detection Abilities of the X-ray
Detector MCP for Pulsar Navigation

Qingyong Zhou, Lizhi Sheng, Ziqing Wei, Siwei Liu, Kun Jiang,
Chun Chen, Jianfeng Ji, Hongfei Ren and Gaofeng Ma

Abstract The Micro-Channel Plate detector (MCP) is an X-ray detecting system
with a mature technology, which is suitable for space observation and navigation
application of X-ray pulsar. For analyzing the X-ray pulse signal observation
capability of MCP detector, a long-time experiment of MCP detector with different
radiation flux and different background noise were carried out by the ground testing
system. Meanwhile, a set of evaluation methods of the pulse observation capability
of X-ray detector was established, those expressions of the signal-to-noise ratio
(SNR), the correlation of pulse profile (R), the accuracy of pulse time of arrival
rTOAð Þ, the minimum detectable power Pminð Þ are derived from the photon counting
model of the ground testing system. In the whole testing experiment which took
almost a week, 8 groups of 10000 s X-ray photon TOAs dataset were received by
the 20 cm2 MCP detectors, the best periods were searched and gained, the
observable pulse profiles were replicated, those characteristic parameters of pulse
profile were estimated. The result of this experiment shows that the MCP detector
has a good capability of X-ray pulse signal observation and reconstruction, the
SNR, R, rTOA of the observed pulse profile at the low pulse signal flux
fp ¼ 0:05 ph=cm2=s
� �
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51.53 ls) at strong background noise (B = 16), so, the MCP detector has a good
observation ability of a certain faint X ray pulsar. The result also has revealed that
the minimum detectable power Pminð Þ of MCP detector is closely related to the
power intensity of the X-ray pulsar simulator, is less correlation with the intensity
of background noise. The Pmin has the minimal value which is also called the
minimum detectable cutoff power. When the X-ray pulse signal received by MCP
detector is weak, Pmin is close to its minimal value (1� 10�14 W).

Keywords Micro-channel plate (MCP) detector � Ground testing system � X-ray
pulsar simulator

1 Introduction

The pulsar is a type of neutron star with high-speed rotation and strong
magnetic-filed, whose periodic pulse signal is extremely stable and time charac-
teristics is clear, just like the “Lighthouse” in the universe. So, by using X-ray
millisecond pulsar as a natural and permanent super stable signal source, the
autonomous navigation of spacecraft in deep space can be achieved for long time.
The X-ray pulsar navigation is such a process that the photons from pulsar are
received by X-ray detectors and then the pulse times of arrive are estimated, the
orbit and clock errors of spacecraft are determined by fusing with the orbit dynamic
information. In general, X-ray pulsar navigation system always includes the X-ray
detector, the pulsar parameter database, satellite clock, auto-navigation software
and other components, especially, the X-ray detector is a key component of the
pulsar navigation system, whose sensitivity of detection directly affects X-ray signal
detection ability, thus affects the space observation ability and navigation appli-
cation performance for X-ray pulsar.

The MCP detector is a kind of detector for X-ray pulsar space observation or
navigation application. It has the advantages of high time measurement accuracy
and large-scale integration. At present, a large number of performance tests of the
MCP detector has been carried out. The relevant test results show that the signal of
X-ray photon can be acquired well and read out accurately by the MCP detector.
Because the radiation flux of the X-ray millisecond pulsar used in space navigation
is weak, and the space particle background noise is strong, so testing and evaluating
the pulse detection ability of MCP detector for X-ray pulsar in weak pulse signal or
strong background noise environment is very important. For analyzing the X-ray
pulse signal observation capability of MCP detector, a long-time experiment of
MCP detectors under different radiation flux and different background noise were
carried out by the ground testing system which is described in reference [1]. This
paper just reports the result of this testing experiment of MCP detector.
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2 The Ground Testing System and Evaluation Method

2.1 MCP Detector and Ground Test System

Micro-channel plate (MCP) is a two-dimensional array with a small channel
composed of electronic multiplication devices, with millions of parallel electron
multiplication micro-channel. Two MCP can achieve 105–106 times the electron
gain. The working principle of MCP detector is shown in Fig. 1, When the X-ray
photons pass through a collimator, and will produce photoelectrons with photo-
cathode in photoelectric effect, and then repeat collisions with the inner wall of the
passage, the final output of the large number of electrons are received by the anode.
The electric pulse is formed by the fast current sensitive amplification, constant
ratio timing CFD (Constant Fraction Discriminator) and time digital conversion
circuit TDC (Time-to-Digital Converter) to obtain the time of arrive of photons.

The experiments on the pulse signal detection abilities of the X-ray detector
MCP are carried out on X ray detector ground testing system. The schematic figure
of X ray detector ground testing system is shown in Fig. 2, the X-ray ground testing
system mainly includes two parts: X-ray pulse signal modulation and generation
part and X-ray photon receiving and processing part. X-ray pulse signal modulation
and generation part produces the discrete X ray photon beam which can recover the
same profile by X-ray pulsar simulation source (grid controlled X ray tube here)
with pulse signal. The X-ray photon receiving and processing part receives X-ray
photons by MCP detector, and deals with those data.

The generation and reception of the whole X-ray photons are in the vacuum
pipeline of the ground testing system, the length of vacuum pipeline is 1.2 m, and
the test environment temperature is 20 °C. The time-frequency stability of system is
about 10−10. The more information of X ray pulsar simulation source and ground
test system please refers to reference [2, 3].
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Fig. 1 Schematic of photon detecting and readout for MCP detector3
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2.2 The Evaluation Method

The X-ray pulsar simulation source can control the radiation power of the grid
controlled X-ray tube and modulate the X-ray photons with controllable flow and
period by loading the pulse contour template on the host computer. The simulated
X-ray pulsar for testing is a typical navigation pulsar Crab, whose profile template
is obtained by dealing with RXTE satellite spatial observation data and whose
modulation pulse period is 33.4 ms. Figure 4 shows the normalized standard profile
of Crab pulsar, the part above red line is considered as pulse photon counts, NPulse

X-ray photons from the pulsar, the other part below red line is considered as
non-pulse photon count Nnon�Pulse, generally from the pulsar cloud or other space
background radiation. Define the background noise intensity B ¼ Nnon�Pulse=NPulse,
indicating the intensity of the background noise.

The MCP detector receives discrete the X-ray photons and records its arrival
time. Ideally, we can recover the best observation pulse profile by using modulated
pulse periods. The reconstruction of accurate pulse profile is very sensitive to the
precision of period value. However, due to the effect of the self-noise of MCP
detector, photon limited and other unknown factors, the pulsar rotation period will
change a little, so the value of pulse period need to be researched for obtaining the
best pulse period, then the high-SNR pulse profile is replicated. The periodic search
algorithm adopts the quantity v2 evaluation method.

The pulse detection capability of MCP detector can be evaluated by the quality
of observing pulse signal and the minimum detectable power. The former includes
the similarity of observation pulse, signal to noise ratio (SNR) and TOA accuracy,
the latter describes the minimum detection ability of MCP detector. Those equa-
tions can be derived from the photon counting model.
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According to the working principle of the ground testing system, the photon
counts of MCP detector output mainly includes three parts: (1) X-ray pulse photon
counts NPulse, (2) X-ray non-pulse photon counts Nnon�Pulse, always are considered
as radiation from the nebula of pulsar and space particle background (3) back-
ground counts Nb from MCP detector itself. The counting statistics caused by the
latter two kinds of photon are both random white noise.

N ¼ Npulse þNnon�Pulse þNb ð1Þ

Assuming that the geometric effective area of the MCP detector is A and the
effective observation time is t. Three kinds of photon flux density can be estimated
below:

fPulse ¼ NPulse=t=A

fnon�Pulse ¼ Nnon�Pulse=t=A

fb ¼ Nb=t=A

ð2Þ

where A ¼ 20 cm2, t ¼ 10000 s. The SNR of the observation signal is usually
expressed as the ratio of the pulse photon counts of source to the observation error
rnoise of the signal.

SNR ¼ NPulse

rnoise
¼ NPulseffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðNb þNnon�PulseÞþNPulse

p

¼ fPulseffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðfb þ fnon�PulseÞþ fPulse
p �

ffiffiffiffiffiffiffiffi
A � t

p
A¼20j

ð3Þ

The SNR of observational pulse signal received by MCP detector in the pulse
mode also can be analyzed with time changes by Eq. (3).

The minimum detectable power Pmin of MCP detector, also called the noise
equivalent power (NEP), is defined as the incident X-ray power when SNR of pulse
signal gained by per unit area (1 cm2) X-ray detector in per unit time (1 s) is 1. The
minimum detectable power is related to the incident X ray photon energy. In the
experiments, the characteristic energy spectrum is at 4.5 keV.

Pmin ¼ Pðt ¼ 1 sÞ SNR¼1;A¼1 cm2

�� ¼ hm � fPulse=g
¼ 4:5� 103 � 1:602� 10�19fPulse=g

ð4Þ

where h ¼ 6:63� 10�34 J s is the Planck constant, m is the frequency of X ray
photon, 7:2� 10�16 J is the corresponding energy of the Ti target spectrum
4.5 keV, g is the detection efficiency. The detection efficiency of the MCP detector
at the 4.5 keV energy is about 9.15%. Inserting SNR ¼ 1 into Eq. (3), and the
reasonable term is maintained:

The Test and Analysis on Pulse Signal Detection Abilities … 641



fPulse ¼ 1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 ðfb þ fnon�PulseÞð Þp

2
ð5Þ

Combination Eqs. (4) and (5), the new formula can be simplified below:

Pmin � 4� 10�15ð1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 � ðfb þ fnon�PulseÞ

p
ÞW ð6Þ

where W is the power unit watts. It is thus clear that MCP detector at 4.5 keV
energy has the minimum detectable power. When there is no noise, the minimum
detectable power Pmin � 8� 10�15 W. The background noise of X ray detector is
closely related to the operating environment temperature and the output voltage
threshold. The background noise of MCP detector is strong, its background flow
density is fb � 0:3 ph/cm2=s, so Pmin � 1� 10�14 W. Equations (3) and (6) are the
calculation formulas of the pulse signal SNR and the minimum detectable power of
the MCP detector respectively.

The formulation for calculating correlation between the observation pulse profile
and the loaded standard pulse profile:

R � max R sð Þ sjf g ð7Þ

where RðsÞ ¼
R þ1
�1 pðtÞ � f ðtþ sÞdtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R þ1�1 p2ðtÞdt � R þ1�1 f 2ðtÞdt
p , pðtÞ is the standard pulse profile, see in Fig. 3,

f ðtÞ is observational pulse profile.
The precision of Pulse time of arrive (TOA) can be estimated by pulse profile

characteristic, which represents the resolution of pulse arrival time based on single
observation:

rTOA ¼ FWHM=SNR ð8Þ
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where, FWHM is the half bandwidth of the observational pulse profile, and the
FWHM of Crab pulsar accounts for about 9.1% of the whole period.

3 Experimental Results and Analysis

Two types of MCP detectors have been tested by ground testing system to evaluate
the ability of X ray pulse signal acquisition and recovery of MCP detector with
different radiation flow and background noise intensity. The first kind of tests fixed
the background noise intensity B = 1, adjusted the X ray radiation intensity by
changing the current of X-ray tube, five groups of different radiation flux experi-
ments, in which the corresponding I were 65, 50, 25, 5, 1 A, have been carried out.
The second kind of tests fixed radiation flux (I = 25 A), changed the background
noise intensity B by loading different pulse profile template, three sets of experi-
ments were conducted in which the background noise intensity B were 4, 8, 16. The
observation time of each experiment is 10000 s, The normalized pulse profile
loaded by the pulsar simulation source is Crab.

The MCP detector was placed at 80 cm from the X ray pulsar simulation source,
the vacuum chamber vacuum degree remains at 10−4 Pa, the test environment
temperature is 20 °C.

In the experiment, the MCP detector can receive the data about the time of
arrival of each photon under different radiation flux and different background noise
intensity. The method to evaluate pulse signal in Sect. 2.2 was adopt. For each
datasets of observation, the pulse period was searched, and the observable pulse
profile was estimated by the estimated value, seen in Fig. 3. The pulse flux and
non-pulse flux were calculated, the SNR of observation pulse, the pulse correlation
R, rTOA were estimated, the minimum detectable power of the MCP detector was
analyzed, the related results are shown in Table 1.

From Table 1 and Fig. 4, The MCP detector has a good X-ray pulse signal
ability of acquisition and procession, can recover observed pulse profile under weak
pulse photon flux and high background noise intensity, the main conclusions are
summarized as follows:

(1) The observable pulse profile at the weakest radiation flux 0.05 ph/cm2/s can be
recovered by MCP detector with area of 20 cm2 in 10000 s, seen in Fig. 5e. the
SNR of pulse profile is up to 35.73, R is 88.38%, rTOA is 51.53 ls. For high
background noise, MCP detector also has good pulse signal detection ability.
When the B = 16, in other words, the background noise intensity is 16 times
than the pulse flux, the observable pulse profile also can be recovered, the SNR,
R, rTOA of observable pulse profile are 64.89, 89.72%, 29.24 ls respectively.
So, the MCP detector can realize the space observation of Crab, PSR B1509
and other typical pulsar for navigation. If the area of MCP detector can be
enlarged and the observation time can be prolonged, the detection ability of
pulse signal can be improved.
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(2) The SNR of observable pulse profile raises with the increase of current intensity
I of X-ray simulation source, decreases with the increase of the background
noise intensity B, both relationship are nonlinear. The minimum detectable
power Pmin of MCP detector is closely related to the current intensity I, which is
independent of the background noise intensity B. When the flux of pulse signal
received by the MCP detector (e.g. I = 1 A) is low, the Pmin of the MCP
detector approaches its extreme value 1� 10�14 W. the SNR of observable
pulse profile basically raises with the increase of I, and decreases with the
increase of B. although with strong pulse flux and weak background noise, the
pulse correlation R of observable pulse profile is better than 90%. However,
when with weak pulse flux (I = 1 lA) and strong background noise (B = 16),
both R of two observable pulse profile is less than 90%. The precision of pulse
time of arrive rTOA, which is used to describe the accuracy of observational
pulse profile, is inversely proportional to the SNR of pulse profile. The rTOA
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improves with the increase of current I of X-ray simulation source, and
decreases with the increase of the background noise intensity B. The rTOA of
the observable pulse profile which is received by 20 cm2 MCP detector in
10000 s is better than 100 ls in low pulse flux (I = 1 A) or strong background
noise (B = 16), this result also means that the MCP detector can be applied for
pulsar navigation.

4 Summary and Discussion

Through a long-time test of MCP detector in different X-ray radiation flux and
different background noise intensity, MCP detector has good X-ray pulse signal
observation and recovery capability, can obtain the pulse profile with high SNR and
R. Both of two observable pulse profile which received by 20 cm2 MCP detector
with low flux (fp ¼ 0:05 ph=cm2=s) or high noise (B = 16) are recovered in this
test, whose characteristic parameters of pulse profile SNR, R, TOA are (35.73,
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88.38%, 51.53 ls), (64.89, 89.72%, 29.24 ls) respectively, those results proved
that the MCP detector has a faint X ray pulsar observation ability. In the real space
environment detection, pulsar radiation flow is very weak, even the strongest Crab
pulsar is only 1.54 ph/cm2/s, and the flux of other pulsar is usually below
10−2 ph/cm2/s. Due to the influence of celestial motion, solar activity and geo-
magnetic field disturbance, the space environment of spacecraft is very compli-
cated, and there are many kinds of background radiation particles which changes
with time. The volatility of the spatial dispersion of X-ray background may have a
great influence on the pulsar navigation. The tests in this paper only consider a
constant space background noise. In further, we can construct a radiation model
based on the real space environment data, and assess the impact of MCP detector
from space X-ray background with the mathematic simulation method.

References

1. Sheng LZ, Zhao BS, Zhou T et al (2013) Performance of the detection system for X-ray pulsar
based navigation. Acta Photon Sin 42(9):1071–1076

2. Hu HJ (2012) Research of MCP-based X-ray photon counting detector and key technology
for X-ray pulsar navigation. University of Chinese Academy of Sciences, Beijing

3. Sheng LZ (2013) Research of key technologies for X-ray pulsar simulation and X-ray
detector. University of Chinese Academy of Sciences, Beijing

4. Hanson JE (1996) Principles of X-ray navigation. Department of Aeronautics and
Astronautics, Stanford University, Stanford

5. Sheikh SI (2005) The use of variable celestial X-ray sources for spacecraft navigation.
Department of Aerospace Engineering, University of Maryland, Maryland

6. Wang YD, Zheng W, Sun SM et al (2013) X-ray pulsar-based navigation system with the
errors in the planetary ephemerides for Earth-orbiting satellite. Adv Space Res 51:2394–2404

7. Tremsin AS, Siegmund OHW (1999) Spatial distribution of electron cloud footprints from
microchannel plates: measurements and modeling. Rev Sci Instrum 70(8):3282–3288

8. Siegmund OHW, Tremsin AS, Vallerga JV et al (2003) High resolution cross strip anodes for
photon counting detectors. Nucl Instrum Meth A 504:177–181

9. Saito M, Saito Y, Asamura K (2007) Spatial charge cloud size of microchannel plates. Rev
Sci Instrum 78:023302

10. Chen BM, Zhao BS, Hu HJ et al (2011) X-ray photon-counting detector based on a
micro-channel plate for pulsar navigation. Chin Opt Lett 9(6):060404

11. Song J, Zhao BS, Sheng LZ et al (2014) Research on shared anode used for large area array
MCP detector. Acta Photon Sin 43(8):0823002

12. Song J, Zhao BS, Sheng LZ et al (2015) Selection of MCP for array X-ray pulsar navigation
detector. Opt Precis Eng 23(2):402–407

13. Song J (2014) Research on key technology of MCP X-ray detector used for XNAV.
University of Chinese Academy of Sciences, Beijing

14. Sheng LZ, Zhao BS, Wu JJ et al (2013) Research of X-ray pulsar navigation simulation
source. Acta Phys Sin 62(12):129702

15. Ge MY (2012) The X-ray emission of pulsars. Graduate University of Chinese Academy of
Sciences, Beijing

16. Zhou QY, Ji JF, Ren HF (2013) Quick search algorithm of X-ray pulsar period based on
unevenly spaced timing data. Acta Phys Sin 62(1):019701

The Test and Analysis on Pulse Signal Detection Abilities … 647


	Preface
	Editorial Board
	Scientific Committee and Organizing Committee
	Scientific Committee
	Organizing Committee

	Contents
	Satellite Navigation Signals and Signal Processing
	1 Research on Communication Delay Model for Narrow Beam Inter-satellite Links in a TDMA System
	Abstract
	1 Introduction
	2 Timeslot and Route
	2.1 Timeslot and Superframe
	2.2 Timeslot Table
	2.3 Design of Route

	3 Time Delay Model
	3.1 Directed Graph Model
	3.2 Shortest Path Algorithm

	4 Simulation and Analysis
	4.1 Simulation Scene
	4.2 Simulation Result

	5 Conclusion
	References

	2 Satellite-Induced Multipath Analysis on the Cause of BeiDou Code Pseudorange Bias
	Abstract
	1 Introduction
	2 Transmitting Array Modelling
	3 Satellite-Induced Multipath and Pseudorange Bias
	4 Simulation
	5 Conclusion
	References

	3 Single Receiver Against Repeater Deception Jamming Technology Research
	Abstract
	1 Introduction
	2 Single Receiver Pseudo-range Difference
	2.1 Real Signal Difference
	2.2 Spoofing Signal Difference
	2.3 Taylor Expansion

	3 Experimental Analysis
	4 Conclusion
	References

	4 The Effect of Cross-Correlation Items on the Intersystem Interference Between GPS, BDS and Galileo
	Abstract
	1 Introduction
	2 Signal Model of Cross-Correlation Items
	2.1 Power of the Cross-Correlation Items
	2.2 Cross Power Spectral Density
	2.3 Cross Spectral Separation Coefficient
	2.4 Modified Effective Carrier Power-to-Noise Density Ratio

	3 Numerical Results
	3.1 The Real PSD of Civil Signals
	3.2 Spectral Separation Coefficient and Cross Spectral Separation Coefficient
	3.3 Intrasystem Interference of GPS, BDS, Galileo
	3.4 Intersystem Interference of GPS, BDS, Galileo

	4 Conclusion
	Acknowledgements
	Appendix (附录)
	References

	5 An Improved High-Sensitivity Acquisition Algorithm for BDS B2 Signal
	Abstract
	1 Introduction
	2 Analysis of BDS B2 Signal
	2.1 The Composition of the BDS B2 Signal
	2.2 NH Code and Navigation Message

	3 Acquisition Algorithm
	3.1 FFT Acquisition Algorithm
	3.2 Half-Bit Algorithm

	4 Improved Half Bit-Feature Sequence Acquisition Algorithm
	4.1 Concept of Feature Sequence
	4.2 Improved the Half-Bit and Feature-Sequence Acquisition Algorithm

	5 Simulation Results and Analysis
	6 Conclusions
	Acknowledgements
	References

	6 An Implementation of Navigation Message Authentication with Reserved Bits for Civil BDS Anti-Spoofing
	Abstract
	1 Introduction
	2 Model of SCER Attack and Algorithms for NMA
	2.1 The Elliptic Curve Digital Signature Algorithm (ECDSA)
	2.2 The Timed Efficient Stream Loss-Tolerant Authentication (TESLA)

	3 Proposed NMA Strategy
	3.1 Super Frame Authentication (SFA)
	3.2 Main Frame Group Authentication (MFGA)

	4 Design of Modification in Navigation Message
	4.1 Reserved Bits in D1 Navigation Message of BDS
	4.2 Proposed Structure of Navigation Message

	5 Performance Analysis
	5.1 Security
	5.2 Efficiency

	6 Conclusion
	References

	7 Performance Analysis of Signal Diversity Reception for Large Aperture Array in Beidou RDSS System
	Abstract
	1 Introduction
	2 Theory of Beidou RDSS Business Diversity Reception
	2.1 Flowchart of Beidou RDSS Diversity Reception
	2.2 The Model of Instation Signal and the Principle of Diversity Algorithm

	3 Demodulation Loss Analysis for Single-Channel Signal
	3.1 Pseudo-Code Phase Mismatch Loss Analysis
	3.2 Frequency Mismatch Loss Analysis
	3.3 Carrier Phase Mismatch Loss Analysis
	3.4 Summary

	4 Performance Analysis and Simulation for Two Channel Signals Diversity Reception Algorithm
	4.1 Performance Analysis and Simulation for Pseudo-Code Phase Mismatch Diversity Gain
	4.1.1 Theoretical Analysis for Pseudo-Code Phase Mismatch Diversity Gain
	4.1.2 Simulation for Pseudo-Code Phase Mismatch Diversity Gain
	4.1.3 Summary

	4.2 Performance Analysis and Simulation for Carrier Phase Mismatch Diversity Gain
	4.2.1 Theoretical Analysis for Carrier Phase Mismatch Diversity Gain
	4.2.2 Simulation for Carrier Phase Mismatch Diversity Gain

	4.3 Chapter Summary

	5 Conclusion
	References

	8 Study on Multipath Model of BDS/GPS Signal in Urban Canyon
	1 Introduction
	2 Multipath Characteristic Parameters Extraction
	2.1 Mathematical Model of Multipath
	2.2 Multipath Parameter Estimation

	3 Modeling Environment Description
	3.1 Signal Collecting Environment
	3.2 Model Description

	4 Multipath Statistical Model
	4.1 Multipath Time Delay Model
	4.2 Multipath Power Attenuation Model
	4.3 Multipath Occurring Probability Model
	4.4 Multipath Fading Frequency Model

	5 Conclusion
	Acknowledgements
	References

	Satellite Navigation Augmentation Technology
	9 An Efficient Algorithm for Determining the Correspondence Between DFREI and σDFRE for a Dual-Frequency Multi-constellation Satellite-Based Augmentation System
	Abstract
	1 Introduction
	2 Methodology
	2.1 Decorrelate DFREIs
	2.2 Determine the Correspondence

	3 Application and Evaluation
	3.1 Determine the Correspondence
	3.2 Evaluate the Effect in User Position Domain
	3.3 Position Error
	3.4 Availability of CAT-I

	4 Conclusion
	Acknowledgements
	References

	10 Analysis on Ionospheric Delay Variogram Modeling in China
	Abstract
	1 Introduction
	2 Ionospheric Delay Variogram and Its Application in SBAS
	2.1 Ionospheric Delay Variogram
	2.2 Ionospheric Grid Model Based on Kriging Method

	3 Method of Ionospheric Delay Variogram Construction
	3.1 Modeling Data
	3.2 Data Pre-processing
	3.3 Construction of Ionospheric Delay Variogram

	4 Realization of Variogram for China Areas
	4.1 Variogram Under Various Solar Activities
	4.2 Variogram in Different Latitude Region
	4.3 Fitting of Experimental Variogram
	4.4 Realization of Variogram for China Area

	5 Conclusion
	References

	11 Scintillation Modeling and Its Application in GNSS
	Abstract
	1 Introduction
	2 Scintillation Related Irregularity Modeling
	2.1 Irregularity Strength
	2.2 Irregularity Strength Model
	2.3 Accuracy Assessment of Irregularity Strength Model
	2.3.1 Internal Consistency Accuracy of Strength Model
	2.3.2 External Consistency Accuracy of Strength Model


	3 Signal Propagating Model Based on Phase Screen Theory
	3.1 Generation of Random Phase Screen
	3.2 Propagating Model Based on Phase Screen Theory

	4 Application of Scintillation Models
	4.1 Simulation of Scintillation Affected Signals
	4.2 Maps of Scintillation Effects
	4.2.1 Computation of Scintillation Index
	4.2.2 Scintillation Affects Mapping


	5 Conclusion
	References

	12 A New Algorithm for Receiver Integrity Monitoring with Receiver Clock Error Auxiliary
	Abstract
	1 Introduction
	2 CEAIM Algorithm
	3 Key Steps
	3.1 The Determination of Threshold
	3.2 Fault Detection
	3.3 Fault Identification

	4 The Algorithms Performance
	4.1 Data Description
	4.2 The Determination of Threshold
	4.2.1 Threshold Under Obscure Environment
	4.2.2 Threshold on the Algorithm Performance

	4.3 The Algorithm Performance

	5 Conclusion
	References

	13 FTS-Based Link Assignment and Routing in GNSS Constellation Network
	Abstract
	1 Introduction
	2 Problem Analysis of ISL
	2.1 Calculate Visibility Matrix
	2.2 Confirm Node Satellite
	2.3 Program Link Assignment
	2.4 Build Routing Table

	3 Constraint Condition
	3.1 Performance Analysis
	3.2 Efficiency Analysis

	4 ISL Simulation Analysis of Performance
	4.1 Choice of Node Satellite
	4.2 Comparison of Link Assignments
	4.3 Comparison of Routing Tables

	5 Conclusion
	References

	14 Construction and Performance Analysis of GPS/BeiDou/Galileo Real-Time Augmentation System
	Abstract
	1 Introduction
	2 Real-Time Augmentation System
	2.1 Real-Time Orbit and Clock
	2.2 Processing Strategy
	2.3 System Construction

	3 Precision of Real-Time Augmentation Message
	3.1 Precision of Real-Time Orbit
	3.2 Precision of Real-Time Clock
	3.3 Real-Time Augmentation Message SISRE

	4 Real-Time PPP Performance Analysis
	5 Conclusions
	Acknowledgements
	References

	15 An Improved Algorithm of Ionospheric Grid Correction Based on GPS and Compass Multi-constellation
	Abstract
	1 Introduction
	2 Ionospheric Delay Estimation
	2.1 Spatial Correlation of Ionospheric Delay
	2.2 Kriging Algorithm
	2.2.1 Ionospheric Vertical Delay Model
	2.2.2 Grid Ionospheric Vertical Delay Estimation
	2.2.3 Grid Ionospheric Vertical Delay Error Estimation

	2.3 Improved Kriging Method

	3 Algorithm Implementation and Results
	3.1 Algorithm Accuracy Analysis
	3.2 Algorithm Performance Analysis
	3.3 User Integrity Analysis

	4 Conclusion
	Acknowledgements
	References

	16 A Study on Construction of Ionospheric Spatial Threat Model for China SBAS
	Abstract
	1 Introduction
	2 Description of Ionospheric Spatial Threat Model
	2.1 Ionospheric Grid Model Based on Kriging Method
	2.2 Construction of Ionospheric Spatial Threat Model

	3 Realization of Ionospheric Threat Model for China Area
	3.1 Modeling Data
	3.2 Modeling of Ionospheric Variogram
	3.3 Selection of Threshold in Ionospheric Disturbance Detection
	3.4 Depriving Strategy of Ionospheric Delay Data
	3.5 Realization of Ionospheric Threat Model

	4 Validation of Ionospheric Threat Model
	4.1 Cross Validation of Ionospheric Threat Model
	4.2 Availability of SBAS in China

	5 Conclusion
	References

	17 RAIM Algorithm Based on Robust Extended Kalman Particle Filter and Smoothed Residual
	Abstract
	1 Introduction
	2 Robust Extended Kalman Particle Filter Algorithm
	2.1 Particle Filter Algorithm
	2.2 Robust Extended Kalman Particle Filter

	3 RAIM Algorithm Based on REK-PF and Smoothed Residual
	4 Simulation
	5 Conclusion
	Acknowledgements
	References

	18 Research on RAIM Algorithm Based on GPS/BDS Integrated Navigation
	Abstract
	1 Introduction
	2 The Optimal Weighted Average Solution (OWAS) RAIM Algorithm
	2.1 The Derivation of Covariance Matrix
	2.1.1 The Weighting Ratio Determines the Protection Level
	2.1.2 The Weighting Ratio Determines the Error Precision \sigma_{V} and d_{major}

	2.2 Fault Detection

	3 Experiment and Simulation Analysis
	3.1 RAIM Availability Analysis
	3.2 Fault Detection

	4 Conclusions
	Acknowledgements
	References

	19 RAIM Algorithm Based on Residual Separation
	Abstract
	1 Introduction
	2 Model and Algorithms
	2.1 Mathematical Model of SPP
	2.2 Fault Detection Method Based on Residual Vector
	2.3 Fault Exclusion Method
	2.3.1 Baarda Method
	2.3.2 Residual-Based Separation (RBS) Method


	3 Algorithms Verifying
	3.1 Simulation Data Processing
	3.2 Field Data Processing

	4 Conclusion
	References

	20 BDS Code Bias and Its Effect on Wide Area Differential Service Performance
	Abstract
	1 Introduction
	2 Analysis of BDS Code Bias
	2.1 Code Bias Time Series
	2.2 Repeatability of Code Bias
	2.3 Code Bias of Different Groups of Satellites

	3 BDS Code Bias Correction Model
	4 Performance Evaluation of Code Bias Model
	4.1 Differences Between the Two Sets of Equivalent Clock
	4.2 UDRE Comparison
	4.3 Comparison of User Differential Positioning Results

	5 Conclusion
	Acknowledgements
	References

	21 Ionospheric STEC and VTEC Constraints for Fast PPP
	Abstract
	1 Introduction
	2 Methodology
	2.1 Basic UPPP Model
	2.2 Ionosphere Constrained UPPP Model
	2.2.1 Ionospheric STEC Constrained UPPP
	2.2.2 Ionospheric VTEC Constrained UPPP


	3 A Case Study on PPP Performance
	3.1 Data Processing
	3.2 Basic UPPP Model
	3.3 Ionosphere Constrained UPPP Model
	3.3.1 Ionospheric STEC Constrained UPPP
	3.3.2 Ionospheric VTEC Constrained UPPP

	3.4 Statistics on Convergence Time for the Three Methods

	4 Conclusions
	Acknowledgements
	References

	22 Initial Assessment of BDS Zone Correction
	Abstract
	1 Introduction
	2 Zone Correction and Zone-Divided PPP
	2.1 Zone Correction
	2.2 Model of Zone-Divided PPP

	3 Data Processing Strategy
	4 Analysis of Zone-Divided PPP Performance
	4.1 Effect of Troposphere Delay Parameter
	4.2 Effect of Single Frequency PPP Model
	4.3 Overview of Zone-Divided PPP Performance

	5 Conclusions
	Acknowledgement
	References

	Multi-source Fusion Navigation Technology
	23 Test Results of HiSGR: A Novel GNSS/INS Ultra Tight Coupled Spaceborne Receiver
	Abstract
	1 Introduction
	2 Receiver Architecture
	2.1 Hardware
	2.2 Software

	3 Tests and Simulations
	3.1 HIL Simulation for LEO
	3.2 Vehicle Test on Ground

	4 Conclusions
	Acknowledgements
	References

	24 Multi-period PMF + FFT Acquisition Method Based on Symbol Estimation
	Abstract
	1 Introduction
	2 PMF + FFT Acquisition Algorithm
	3 Multi-period PMF + FFT Acquisition Method Based on Symbol Estimation
	3.1 Partially Matched Modules
	3.2 Symbol Estimation Module
	3.3 FFT Module

	4 Capture Performance Simulation
	5 Conclusion
	Acknowledgements
	References

	25 The Cubature Kalman Filter and Its Application in the Satellite Star-Sensor/Gyro Attitude Determination System
	Abstract
	1 Introduction
	2 Satellite Integrated Attitude Determination System
	2.1 The Theory of Integrated Attitude Determination
	2.2 System Measurement Equation
	2.3 System State Equation

	3 Filter Design and Precision Analysis
	3.1 Filter Design Based on CKF
	3.2 Precision Analysis

	4 Simulation and Analysis
	5 Conclusions
	References

	26 TC-OFDM Receiver Code Tracking Method Based on Extended Kalman Filter
	Abstract
	1 Introduction
	2 Code Tracking Model
	3 Improved Extended Kalman Code Tracking Algorithm
	3.1 Improved Code Loop Model
	3.2 State Equation
	3.3 Observation Equation
	3.4 EKF Algorithm

	4 Simulation and Analysis
	5 Conclusion
	Acknowledgements
	References

	27 A RTK Float Ambiguity Estimation Method Based on GNSS/IMU Integration
	Abstract
	1 Introduction
	2 Float Solution Estimation Based on Kalman Filter
	3 Float Solution Estimation Based RTK-GNSS/IMU Integration
	4 Field Experiment
	4.1 Experiment Approach
	4.2 Experiment Result

	5 Conclusion
	Acknowledgements
	References

	28 Accuracy Analysis of GNSS/INS Deeply-Coupled Receiver for Strong Earthquake Motion
	Abstract
	1 Introduction
	2 Analysis of Strong Seismic Signal
	3 Analysis of Error Model
	3.1 Error Analysis of Traditional PLL
	3.2 Error Analysis of Deeply-Coupled PLL

	4 Test Verification and Analysis
	5 Summary
	References

	29 Research on MEMS IMU Aided BeiDou Receiver Carrier Loop Technology
	Abstract
	1 Introduction
	2 MEMS IMU Aided PLL Model
	3 Effects of MEMS IMU Accuracy on PLL Tracking Error
	4 Optimal Bandwidth Analysis of PLL with MEMS IMU Aiding
	5 Conclusion
	References

	30 An Improved Robust Fading Filtering Algorithm for the GPS/INS Integrated Navigation
	Abstract
	1 Introduction
	2 The Fading Filter and the H-infinity Filter
	2.1 The Fading Filter
	2.2 The H-infinity Filter

	3 An Improved Robust Multiple Fading Filter
	4 The GPS/INS Integrated Navigation System
	5 Experiments and Analysis
	5.1 Case 1
	5.2 Case 2

	6 Conclusion
	Acknowledgements
	References

	31 Rapid Extrinsic Calibration of Seamless Multi-sensor Navigation System Based on Laser Scanning
	Abstract
	1 Introduction
	2 Laboratory Calibration Scheme
	2.1 Introduction of Measuring Sensors
	2.2 Details of Calibration Procedure

	3 Laboratory Extrinsic Calibration Mathematical Model
	3.1 GNSS Lever Arm Calibration Model
	3.2 LS Relative Mounting Parameters Calibration Model
	3.3 Extrinsic Calibration Procedure Error Model

	4 Experiments and Results
	4.1 GNSS Lever Arm Calibration Results
	4.2 LS Mounting Parameters Calibration Results
	4.3 Summary

	5 Conclusion
	Acknowledgements
	References

	32 The GPS/INS Integrated Navigation Method Based on Adaptive SSR-SCKF Cubature Kalman Filter
	Abstract
	1 Introduction
	2 The Nonlinear Model of GPS/INS Integrated Navigation
	3 Filtering Method
	3.1 The Filtering Method of SCKF
	3.2 The Filtering Method of Adaptive SSR-SCKF

	4 Simulation and Verification
	5 Summary
	References

	33 Cramér-Rao Lower Bound for Cooperative Positioning in Non-line-of-Sight Environments
	Abstract
	1 Introduction
	2 Problem Formulation
	3 Cramér-Rao Lower Bound on the Positioning Accuracy
	4 Numerical Examples
	5 Conclusion
	Acknowledgements
	References

	34 WLAN-Aided BDS Location Algorithm
	Abstract
	1 Introduction
	2 Federated Kalman Filtering Algorithm in BDS/WLAN
	2.1 The Principle of Federal Kalman Fusion
	2.2 System Federated Kalman Filtering Model
	2.3 Establishment of System State Equation
	2.4 The Establishment of the Equation of BDS Subsystem
	2.4.1 The Establishment of Measurement Equation of BDS
	2.4.2 The Establishment of Measurement Equation of WLAN


	3 Experiment and Result Analysis
	4 Concluding Remarks
	References

	35 Gaussian Mixture Filter Based on Variational Bayesian Learning in PPP/SINS
	Abstract
	1 Introduction
	2 PPP/SINS Tightly Coupled System
	2.1 System State Model
	2.2 System Measurement Model
	2.3 Gaussian Mixture Filter

	3 VB Learning
	3.1 VB-Based Parameter Estimation for Gaussian Mixture Model
	3.1.1 Initialization of Hyper-parameters \alpha_{0} ,\beta_{0} ,v_{0} ,m_{0} ,w_{0} 
	3.1.2 Fixed Parameter Set \alpha_{t} ,\beta_{t} ,v_{t} ,m_{t} ,v_{t} and Updated Hidden Variable Z 
	3.1.3 Fixed Hidden Variable Z and Updated Parameter Set \alpha_{t} ,\beta_{t} ,v_{t} ,m_{t} ,v_{t} 
	3.1.4 Determination of Lower Convergence Bound

	3.2 VB-Based Self-adaptive EKF Algorithm
	3.2.1 Time Prediction
	3.2.2 Measurement Updating
	3.2.3 Estimation of Measurement Noise Mean and Variance


	4 Simulation and Analysis
	4.1 Performance Analysis of VB-Based Parameter in Gaussian Mixture Model
	4.2 VB-Based Adaptive Filtering Performance Analysis
	4.3 VB-Based Performance Analysis of Gaussian Mixture Filtering Algorithm

	5 Conclusion
	References

	36 Vision-Aided Inertial Navigation System with Point and Vertical Line Observations for Land Vehicle Applications
	Abstract
	1 Introduction
	2 MSCKF Algorithm in Local-Level Frame
	2.1 MSCKF States and Covariance
	2.2 MSCKF Procedures

	3 Roll Angle Aiding with Vertical Line Observations
	3.1 Roll Measurement from Vertical Line Observations
	3.2 Roll Angle Measurement Model
	3.3 Navigation Procedure

	4 Results and Analysis
	5 Conclusion
	References

	37 An Attitude Determination Algorithm by Integration of Inertial Sensor Added with Vision and Multi-antenna GNSS Data
	Abstract
	1 Introduction
	2 Strapdown Inertial Navigation Error Model
	3 CCD Camera Model
	4 Multi-antenna GNSS Attitude Determination Model
	4.1 GNSS Attitude Determination Using Direct Method
	4.2 GNSS Attitude Determination Using Parameter Adjustment Method

	5 Integrated Navigation Filter Model
	5.1 Inertial Navigation Status Equation
	5.1.1 Position Update
	5.1.2 Velocity Update
	5.1.3 Attitude Update
	5.1.4 Inertial Instrument Update

	5.2 Vision Navigation Observation Equation
	5.3 Multi-antenna GNSS Navigation Observation Equation
	5.4 Multi-Scale Extended Kalman Filter

	6 Tests and Results
	6.1 Test Condition
	6.2 Result Analysis

	7 Conclusion
	References

	38 An Improved Vector Tracking Loop of Ultra-Tight Integration for Carrier Phase Tracking
	Abstract
	1 Introduction
	2 Non-coherent System Structure and Filter Model
	2.1 System Structure
	2.2 Filter Modeling

	3 Improved Vector Tracking Algorithm
	4 Simulation Test
	5 Summary
	References

	PNT New Concept, New Methods and New Technology
	39 Research on Doppler Locating Method of LEO Satellite Backup Navigation System
	Abstract
	1 Introduction
	2 Coverage Analysis of LEO Satellite Backup Navigation System
	3 Doppler Location Algorithm for Multi-scene
	3.1 Newton Least Squares Iterative Doppler Location
	3.2 Determination of Initial Value of Large Area Grid Search Positioning Solution
	3.3 Positioning Calculation Mode and Accuracy Improvement

	4 Simulation Verification of Localization Algorithm Performance
	5 Summary
	References

	40 A New Set of Spreading Code Based on Odd Kasami Sequence
	Abstract
	1 Introduction
	2 Evaluation Parameters of Spreading Code Performance
	2.1 Correlation of Spreading Code
	2.2 Measurement of Balance Performance

	3 The New Set of Spreading Code Based on Odd Kasami Sequence
	3.1 The Generation of Odd Kasami Sequence
	3.2 The Generation of the New Set of Spreading Code Based on Odd Kasami Sequence
	3.3 Correlation Performance of the New Spreading Code
	3.3.1 Auto-correlation Performance of the New Spreading Code
	3.3.2 Cross-correlation Performance of the New Spreading Code


	4 Performance Comparison of Different Spreading Codes
	4.1 Measurement of Correlation Properties
	4.1.1 Measurement of Auto-correlation Property
	4.1.2 Measurement of Cross-correlation Property

	4.2 Measurement of Balance Performance
	4.3 Analysis of Code Quantity

	5 Conclusion
	Acknowledgements
	References

	41 Data Transfer Problem in Navigation Satellite Network Based on Agility Link
	Abstract
	1 Introduction
	2 Description of the Problem
	3 The NP-Complete of the Problem
	4 Model for the Problem
	4.1 Linear Programming Model
	4.2 Polynomial Cases
	4.2.1 The Case k = 1
	4.2.2 The Case r = 1


	5 Conclusion
	References

	42 Research on MIMU/UWB Integrated Indoor Positioning
	Abstract
	1 Introduction
	2 MIMU/UWB Integrated Positioning System
	2.1 Overview
	2.2 Fusion Strategy Based on Kalman Filter
	2.2.1 Dynamic Equation
	2.2.2 Observation Equation


	3 Simulation Researches
	3.1 Overview
	3.2 Simulation Research of MIMU/UWB Integrated Positioning
	3.2.1 Case 1
	3.2.2 Case 2
	3.2.3 Case 3


	4 Indoor Kinematic Experimental Tests
	4.1 Experimental Environment
	4.2 Test Results
	4.2.1 Case 1
	4.2.2 Case 2
	4.2.3 Case 3


	5 Conclusion
	References

	43 Progress on Novel Atomic Magnetometer and Gyroscope Based on Self-sustaining of Electron Spins
	Abstract
	1 Introduction
	2 Self-sustaining Technology
	2.1 Theory
	2.2 Setup
	2.3 Results

	3 Self-sustaining Magnetometer
	3.1 Theory
	3.2 Results

	4 Self-sustaining Gyroscope
	5 Conclusion
	References

	44 Design of Buoy Array Configuration in the Autonomous Positioning System of Underwater Vehicles
	Abstract
	1 Introduction
	2 Design of Buoy Array Configuration
	2.1 Positioning Precision and Position Dilution of Precision
	2.2 Central Radiation Configuration with Minimum Elevation Angle

	3 Comparison of Three Buoy Configurations
	3.1 Square Configuration
	3.2 Diamond Configuration
	3.3 Central Radiation Configuration

	4 Conclusion
	References

	45 Hardware In-Loop System for X-ray Pulsar-Based Navigation and Experiments
	Abstract
	1 Introduction
	2 Components of “Tianshu II”
	2.1 X-ray Generator
	2.2 Vacuum Environment Simulation System
	2.3 The Time Synchronization System for X-Ray Source and Detector

	3 The Experiments Based on the “Tianshu II” System
	3.1 The Dynamic Signal Simulation
	3.2 The Static Signal Simulation
	3.3 Energy Spectrum Experiment

	4 Conclusions
	References

	46 Magnetic Field Based Indoor Pedestrian Positioning Using Self-contained Sensors
	Abstract
	1 Introduction
	2 Positioning Method
	2.1 In the Offline Phase
	2.2 In the Online Phase
	2.2.1 Online Matching Using DTW
	2.2.2 Positioning Using HMM


	3 Experiment and Result
	3.1 Geomagnetic Database Construction
	3.2 Positioning Performance

	4 Conclusion
	References

	47 3D Indoor Layered Localization of Multi-information Fusion Via Intelligent Terminal
	Abstract
	1 Introduction
	2 3D PDR Based on Pitch Rate Detection
	2.1 Pitch Rate Detection to Distinguish Two Behavior Pattern
	2.2 Solution of Pedestrian 3D Position

	3 Particle Filter Fusion WiFi Localization and 3D PDR
	4 Experiment Analysis
	4.1 Experimental Preparation
	4.2 Analysis of Results

	5 Conclusion
	References

	48 Efficient and Robust Convex Relaxation Methods for Hybrid TOA/AOA Indoor Localization
	Abstract
	1 Introduction
	2 Problem Formulation
	3 SDP Relaxation for Joint TOA/AOA Measurements
	4 Localization with Sensor Location Errors
	5 Linear Cramer-Rao Lower Bound (LCRB) for Joint TOA/AOA Measurements
	5.1 Linear Cramer-Rao Bound with Known Sensor Locations
	5.2 Linear Cramer-Rao Bound with Sensor Location Errors

	6 Simulation Results
	7 Conclusions
	Acknowledgements
	References

	49 Hyperbola Positioning Scheme Based on Continuous Entangled Light and Bell State Direct Measurement
	Abstract
	1 Introduction
	2 Theoretical Model
	2.1 Two-Mode Squeezed Light

	3 Production of Two-Mode Squeezed Light
	4 Plan Design
	4.1 Positioning Theory
	4.2 The Detection Process

	5 Performance Analysis
	5.1 Estimation of Detection Performance Parameters
	5.2 Positioning Accuracy Estimation

	6 Conclusion
	References

	50 Application of the Multipath Hemispheric Model in Monitoring Receiver
	Abstract
	1 Introduction
	2 Multipath Effect Analysis
	2.1 Multipath Effect
	2.2 Repeatability Analysis of Satellite
	2.3 Analysis of Monitoring Multipath Receiver

	3 Multipath Hemispherical Model
	3.1 Multipath Triangular Series Modeling
	3.2 Fitting Algorithm
	3.3 The Prediction of Hemispherical Map Model

	4 Multipath Effect Analysis
	5 Conclusions
	References

	51 The Test and Analysis on Pulse Signal Detection Abilities of the X-ray Detector MCP for Pulsar Navigation
	Abstract
	1 Introduction
	2 The Ground Testing System and Evaluation Method
	2.1 MCP Detector and Ground Test System
	2.2 The Evaluation Method

	3 Experimental Results and Analysis
	4 Summary and Discussion
	References




