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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to
global positioning system (GPS) and compatible with other global satellite navi-
gation systems (GNSS) worldwide. The BDS will provide highly reliable and
precise positioning, navigation and timing (PNT) services as well as short-message
communication for all users under all-weather, all-time and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering and boost the development of the satellite
navigation industry in China and in the world.

The 8th China Satellite Navigation Conference (CSNC 2017) is held during May
23–25, 2017, Shanghai, China. The theme of CSNC2017 is Positioning,
Connecting All, including technical seminars, academic exchanges, forums, exhi-
bitions and lectures. The main topics are as follows:

Conference Topics

S01 Satellite Navigation Technology
S02 Navigation and Location Service
S03 Satellite Navigation Signals and Signal Processing
S04 Satellite Orbit and Satellite Clock Error
S05 Precise Positioning Technology
S06 Atomic Clock and Time-frequency Technology
S07 Satellite Navigation Augmentation Technology
S08 Test and Assessment Technology
S09 User Terminal Technology
S10 Multi-source Fusion Navigation Technology
S11 PNT New Concept, New Methods and New Technology
S12 Policies and Regulations, Standards and Intellectual Properties

v



The proceedings (Lecture Notes in Electrical Engineering) have 188 papers in
twelve topics of the conference, which were selected through a strict peer-review
process from 599 papers presented at CSNC2017. In addition, another 272 papers
were selected as the electronic proceedings of CSNC2017, which are also indexed
by “China Proceedings of Conferences Full-text Database (CPCD)” of CNKI and
Wan Fang Data.

We thank the contribution of each author and extend our gratitude to 249
referees and 48 session chairmen who are listed as members of editorial board. The
assistance of CNSC2017 organizing committees and the Springer editorial office is
highly appreciated.

Beijing, China Jiadong Sun
Wuhan, China Jingnan Liu
Beijing, China Yuanxi Yang
Beijing, China Shiwei Fan
Shanghai, China Wenxian Yu
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Theoretical Study for Bare Soil
Freeze/Thaw Process Detection Using
GNSS-R/MR

Xuerui Wu, Shuanggen Jin, Yuanting Li and Yanfang Dong

Abstract GNSS-R remote sensing has emerged as a new promising remote
sensing technique in the past two decades. It has gained wide attention at home and
abroad. In essential, GNSS-R is a bistatic radar, the signals got by the GNSS-R
receiver is delay Doppler map. Different from the specially designed receivers, the
geodetic quality GPS receiver can be used to remotely sense the near surface soil
moisture, vegetation growth and snow depth, i.e. GNSS-Multipath reflectometry
(GNSS-MR). Three metrics, i.e. effective reflector height, phase and amplitude, are
employed for retrieval. As for the applications of space-borne/air-borne GNSS-R or
ground based GNSS-IR techniques, they include soil moisture, vegetation growth
and snow depth retrieval. This paper has extended the bare soil freeze/thaw process
detection, the theoretical fundamentals is that when the soil frozen/thawn process
occurs, there is a big difference for the soil permittivity, which will result in the
difference of reflectivities. The dielectric mixing models are employed for
the calculations of the frozen/thawn soil permittivities, which are the inputs for the
reflectivity models, the coherent scattering model and the random surface scattering
models are employed for the calculation of specular scattering reflectivities and the
diffuse scattering reflectivities, respectively. When the soil freeze/thaw process has
occurred, the corresponding GPS multipath changes and the variations of delay
Doppler map are simulated. The theoretical simulations indicate that the big dif-
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ference of permittivity will result in the apparent changes of GPS multipath
observables and delay Doppler map. It has been demonstrated in theory that the
bare soil freeze/thaw process can be detected by the GNSS-R or GNSS-MR
techniques.

Keywords GNSS-R/MR � Multipath observables � Delay Doppler map � Soil
freeze/thaw process

1 Introduction

About 35% of the land surface are covered by seasonal and permanent frozen soil,
they are mainly distributed in high latitude and altitude area. The transformation of
soil freeze/thaw process in the land is repeated every year with seasons and they are
highly related to the human life, this process strongly affects the land-atmosphere
energy exchange, the near surface runoff and carbon cycle et.cl. as for the phase
change of liquid water in soil, this process strongly influences the exchange of the
near surface radiative energy, evapotranspiration process and the intensity of sur-
face runoff. Meanwhile, this process is a sensitive indicator of the climate change,
therefore, the efficiently monitoring the soil freeze/thaw process and its related
physical parameters seem very significantly important. The commonly used
space-borne observations can improve the spatial resolution, while its time reso-
lution cannot satisfy the scientific requirements.

GNSS-R is an efficient remote sensing technique with the advantages of low
cost, small power, wide coverage and high spatial/temporal resolution. The scien-
tific objectives of GNSS-R are to realize the space-borne observations. UK DMC
(UK Disaster Monitoring Constellation mission) is the first space-borne mission,
which has successfully received the reflected signals from global ocean, land sur-
face and ice surface [1]. In recent years, this technique has gained more attention.
Both America and European countries have launched several GNSS-R satellites.
ESA has raised the PARIS demonstration satellite, i.e. PARIS IoD, its aim is for the
meso-scale altimetric feasibility study [2]. In 2011, ESA has put forward the
GEROS-ISS (GNSS Reflectometry, Radio Occultation and Scatterometry onboard
the International Space Station) mission, which is used for the climate study [3].
TechDemoSat-1 has launched in July, 2014 and carried a GNSS-R sensor [4].
While CYGNSS mission of NASA, which launched in Dec 12th of 2016, has
carried eight small satellites, their main scientific objectives are for the cyclone
detection [5].

GNSS-R is essentially a bisatic radar, the received signals are delay Doppler
maps. The applications for space-borne GNSS-R are remotely sense soil moisture,
vegetation growth and snow depth.

Different from the specially designed GNSS-R receiver, the geodetic quality
GPS receiver can be used for land geophysical parameters detection. Three metrics
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are employed for retrievals, i.e. effective reflector height, phase and amplitude. Data
analysis by PBO GPS sites has found that there is a linear relationship between soil
moisture and the phase [6]; experimental data of PBO and SNOTEL has shown that
the relationship between effective reflector height and snow depth is between 0.7
and 0.9 [7]; when the vegetation wet weight is below 1.5 kg m2, amplitude is an
efficient parameter for vegetation amount monitoring [8].

This paper has extended the applications of GNSS-R/GNSS-MR to bare soil
freeze/thaw process detection. In the following section, the effects of freeze/thaw
soil process on delay Doppler map and GPS multipath observables are presented.

2 Theoretical Models

2.1 Dielectric Permittivity Models

According to the electromagnetic properties, wet soil is composed of air, solid
particles, free water and bound water [9, 10].

eam ¼
X
i

Vie
a
i ð1Þ

where a is the shape factor, ei is the ith material permittivity, Vi is its volume. As
for the frozen soil, ice is added.

ea = Vse
a
s þVae

a
a þVfwe

a
fw þVbwe

a
bw þmvie

a
i ð2Þ

Subscripts s, a, fw, bw, i refers to solid soil, air, free water, bound water and ice.

2.2 Surface Reflectivity Models

The coherent scattering part of soil is calculated by the Fresnel reflectivity by taking
surface roughness factor into consideration [11].

As for the random roughness soil surface, the interaction between navigation
signals and bare soil surface is related to the scattering of random rough surface, the
corresponding scattering models have been carried out over the past two decades.
The commonly used scattering models include the KA (Kirchhoff Approach)
model, SPM (Small Perturbation Method) model, IEM (Integrated Equation Model)
model. The lately developed AIEM (Advanced Integrated Equation Model) model
is employed for the diffuse scattering calculations [12].
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2.3 The Forward GPS Multipath Model

A fully polarimetric GPS multipath simulator has been developed by Nievinski and
Larson, this simulator has taken the GPS polarimetric response, antenna and surface
responses into consideration [13].

Pd ¼ PR
dG

R
dW

2
d ð3Þ

Pr ¼ PR
d XSWrj j2 ð4Þ

P represent the electric magnetic power, G is the antenna responses, W repre-
sents Woodward ambiguity function, subscripts d and r are the direct and reflected
components, respectively, X is the coupled coefficients of surface and antenna.

XR = Rs
ffiffiffiffiffiffi
GR

r

q
exp iUR

r

� � ð5Þ

XL = RX
ffiffiffiffiffiffi
GL

r

q
exp iUL

r

� � ð6Þ

Subscripts R and L represent RHCP and LHCP polarization. U is the interfer-
ometric phase, Rs and RX are the same polarization and cross polarization reflec-
tivity, they are the linear combinations of H pol and V pol.

2.4 The Fully Polarimetric Delay Doppler Map
for Freeze/Thaw Soil

In essence, the fully polarimetric delay Doppler map for freeze/thaw soil is the
integral form of bistatic radar equation [14].

Ys ŝ; f̂
� � ¼ T2

I PTk
2

4pð Þ3
ZZ

A

GTr0GR

R2
RR

2
T

K2 ŝ� sð Þ sin c2 f̂ � f
� �

dA ð7Þ

Ys: the received GPS reflected power, which is the function of delay ŝ and
frequency; PT : the GPS transmitted power; GT : antenna gain of transmitter; GR:
antenna gain of receiver; RR: the distance between receiver and the surface reflected
point; RT : the distance between transmitter and the surface specular reflected point;
k: wavelength; TI : the coherent integral time; r0: the frozen soil bistatic radar cross
section; K ŝ� sð Þ: GPS correlation function, ŝ; s are the delay of replica signal and
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incident signals; sin c2 f̂ � f
� �

: Doppler filter function, f̂ ; f are the frequency of
replica signal and incident signals; A: the effective scattering area, nearing the
glisten zone; dA: integral area in A.

3 Theoretical Simulations

3.1 Permittivity for Frozen and Thawn Soil

The mixture dielectric models are employed for the simulation of frozen soil
and thawn soil. Soil temperature is changed from −20 to 20 °C, the corresponding
changes of permittivity (real part and imaginary part) are simulated in Fig. 1.

From the simulations, it can be seen, as for soil temperature below 0°, the
permittivity (both the real part and the imaginary part) increase as the soil tem-
perature; when the soil temperature is above 0°, it decreases as the soil temperature
increases. When the soil temperature increase from below 0° to above 0°, there is an
abrupt change for the soil permittivity. In the vicinity of 0°, when the soil tem-
perature increase from below 0° to above 0°, the difference between real part is
about 10, while the difference between imaginary part is about 2.
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Fig. 1 Real part (left) and imaginary part (right) of the permittivities versus soil temperature

Theoretical Study for Bare Soil Freeze … 7



3.2 Surface Reflectivity Simulations

As shown in Fig. 2, as the soil temperature changes from −0.5 to 0.5 °C, there are
differences (about 2–5 dB) for VV, RR and VR polarizations (when the elevation
angle is greater than 10°). For VV/VR pol, the Brewster angle is observed through
the notches in the plots, the frozen soil has larger reflectivity than thawn soil before
the elevation angle approaches to the Brewster angle and the trend is just opposite
after the Brewster angle. If the soil temperature is fixed, the Fresnel reflectivity at
VV/VR pol decreases as the elevation angle increases (before the Brewster angle).
However, the reflectivity at VV and VR pol increases after the elevation angle
becomes larger than the Brewster angle.

When the direct signal of the navigation satellite is incident to the surface, not
only the coherent scattering at the specular direction but also the diffuse scattering
can be received. Here, the AIEM model is employed to get the diffuse scattering
properties. We use the permittivity model to calculate the soil permittivity, which is
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Fig. 2 Coherent scattering at XR polarizations for different soil temperatures
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a function of the soil temperature, and then put the permittivity as one of the inputs
into the AIEM model. As the soil changes from −0.5 °C to above 0.5 °C, diffuse
scattering differences for RR, LR, VR and HR pol are presented in Fig. 3. The soil
temperature changes by 1 °C will cause about 4 dB NCRS differences for RR, VR
and HR pol, while the scattering difference for LR pol is smaller, about −1.6 dB.
From our simulations, it is thought that LR polarization is less sensitive to soil
temperature.

3.3 Delay Doppler Map Difference

When the soil changes from frozen state to thawn state or vice versa, there is a big
difference for the soil permittivity and this is the fundamental for detection. Table 1
has shown when the soil temperature changes from −1 to 1 °C, the changes for the
real part and imaginary part of the permittivity are from 8.7 to 21.3 and from 1.2 to
3.5, respectively.

Fig. 3 Diffuse scattering differences (RR, LR, VR and HR pol) as for 1 °C soil temperature
differences (from −0.5 to 0.5 °C). The incident azimuth angle is 30°, while the incident zenith
angle phi is zero. Theta and phi are the scattering azimuth and zenith angle, respectively

Table 1 Real part and
imaginary part of the
permittivity

Ts (°C) Real part Imaginary part

−1 8.70793 1.16876

+1 21.27701 3.49827
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When the soil has changed from frozen state to thawn state, the corresponding
variations of the bistatic scattering cross section at different polarizations are shown
in Fig. 4. The delay Doppler map difference at different polarizations are presented
in Fig. 5, apparent changes can be observed. Therefore, it has been verified that the
feasibility of bare soil freeze/thaw process detection using GNSS-R/GNSS-IR
techniques.

4 Conclusions

GNSS-R and GNSS-MR has emerged as a new promising remote sensing technique
in recent years. This paper has extended its applications from soil moisture, veg-
etation growth and snow depth to bare soil freeze/thaw process detection.
Theoretical simulations indicate that as the soil freeze/thaw process occurred, there
is big difference for soil permittivity, which will result in the apparent difference of
coherent scattering and diffuse scattering properties. As for GNSS-MR remote
sensing, these difference will lead to the variations of GPS multipath observables.
They correspond to the difference of delay Doppler map. Therefore, this paper has
demonstrated in theory the feasibility of soil freeze/thaw process detection.
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The Application of BDS/GPS/GLONASS
Data Fusion in FAST Measurement

Benning Song, Lichun Zhu, Dongjun Yu and Hui Yuan

Abstract Five-hundred-meter Aperture Spherical Radio Telescope (FAST) is a
Chinese mega-science project to build the largest and most sensitive single dish
radio telescope in the world. To achieve precise positioning of FAST feed cabin, we
need all-weather, large-span and high-precision real-time dynamic measurements.
The coarse-adjusting measurement of the FAST feed support, uses RTK (Real Time
Kinematic) with the fusion of BDS/GPS/GLONASS. This paper introduces the
RTK measurement program of FAST feed support coarse-adjusting system.
Combined with the measured data, it indicates the importance of BDS/GPS/
GLONASS data fusion. We also use total station to evaluate the accuracy of RTK
measurement. The results show that the accuracy of RTK with fusion of
BDS/GPS/GLONASS meets the technical requirements, which can guarantee the
normal observation and safe operation of FAST.

Keywords FAST � RTK � BDS � Data fusion � Application

1 Introduction

FAST is a Chinese mega-science project to build the largest and most sensitive
single dish radio telescope in the world. It is designed independently by our sci-
entists. The site of FAST is located in Qiannan, Guizhou province. Compared with
the existing international giant single-dish radio telescope, there are three main
innovations:

1. the karst depression used as the site, which is large to host the 500-m and deep
to allow a zenith angle of 40°;
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2. the active main reflector correcting for spherical aberration on the ground to
achieve a full polarization and a wide band without involving complex feed
systems;

3. the light-weight feed cabin driven by cables and servomechanism plus a parallel
robot as a secondary adjustable system to move with high precision.

Six suspension cables are driven and supported by six towers and capstans,
which are uniformly distributed on a circle with a diameter of 600 m. Feed cabin is
dragged by these suspension cables, which makes it to be able to move within a
206 m diameter meter range in the altitude of 150 m. Based on the astronomical
plan and measurement feedback, we operate the feed cabin and reflectors syn-
chronously to achieve the high the high accuracy astronomical track movement.
Figure 1 shows the FAST panorama and optical geometry.

Main structure of FAST is moving when we observe, and there is no solid
connection between the reflector and the feed cabin. Therefore, the large-span,
high-sampling rate and high-precision real-time dynamic positioning, is the key to
successful construct FAST feed with no support of platform.

The BeiDou Navigation Satellite System (BDS) is a global satellite navigation
system designed and developed by China. The BDS was officially put into oper-
ation in December 27, 2012. It already has the ability of independent RTK
positioning with double frequency. Researches show that, the fixed rate and the
reliability of fuzzy degree solution are remarkably improved by the combination of
BDS and GPS. In the case of short baseline, the accuracy of the dynamic posi-
tioning measured by carrier phase differential, is improved over 20% by the
combination of BDS/GPS than the single GPS. The satellite navigation and posi-
tioning system can provide all-weather and real-time 3D coordinates of the vector,
and it has the characteristics of non-accumulation of error, high sampling rate and
so on. Using RTK measurement technique with multi satellite fusion, we can
achieve the accuracy of horizontal ±10 mm and vertical ±20 mm.

Fig. 1 FAST panorama (a) and optical geometry (b)
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This paper introduces the RTK measurement of FAST feed support coarse-
adjusting system. Combined with the measured data, it indicates the importance of
BDS in the fusion.

2 The RTK Measurement of FAST Feed Support
Coarse-Adjusting System

The FAST feed cabin system has no platform support and is composed by the
three-tier adjustment agencies in series (Fig. 2): star frame, AB axes and Stewart
fine-adjusting platform. Star frame is dragged by cables to achieve coarse position
determination. AB axes mechanical structure is designed to determine the coarse
attitude determination. Stewart fine-adjusting platform system is for the precise
adjustment of the position and attitude.

2.1 Technical Specifications and Requirements

As the feedback source of the feed support control system, the feed support mea-
surement system includes two parts: coarse-adjusting system and fine-adjusting
system. The technical specifications and requirements of the feed support mea-
surement system is:

1. Coarse-adjusting system:
Location accuracy: ±17 mm;
Measurement frequency: 5 Hz;

The AB axes

Stewart platform

Star frame

GNSS antenna

Fig. 2 The main structure of the feed cabin
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2. Fine-adjusting system:
Location accuracy: ±3 mm;
Measurement frequency: 5 Hz;

In order to meet the requirements, coarse-adjusting system measurement uses
RTK and total station measurement (Fig. 3). The RTK measurement can guarantee
the safe operation of FAST when the total station cannot work, such as rain, fog and
other inclement weather. In addition, the RTK measurement data can be used to
verify whether the total station lost target or target confusion, and drive the total
station pointing to the correct target.

2.2 RTK Measurement

1. RTK base station is installed on the surrounding mountain peak with a wide
view.

2. The GNSS antennas of RTK rover stations are installed at the top of star frame,
and its receivers are inside the feed cabin. The antennas are connected to the
receivers through the filter.

3. The difference data of the base station is transmitted to the rover station receiver
in real time by the optical fiber.

4. The serial server collects the measurement data obtained by rover station, and
sends them to the measurement server.

Fig. 3 FAST feed support coarse-adjusting measurement
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2.3 Position and Attitude Solution

First of all, to establish the FAST measurement and control coordinate system: the
center of the reflector sphere is the origin of the coordinate; the vertical direction is
the positive direction of Z axis; the north direction is the x axis, and the y axis
direction is determined by the right-hand rule. The following coordinate data are the
coordinates in the FAST measurement and control coordinate system.

Based on the calibrated coordinates of GNSS antennas, TPS targets and AB axes
center in the initial state of feed cabin, we establish the local Cartesian coordinate

system where the origin G1 and G1G2
���!

is x-axis. The unit matrix of local coordinate

system M ¼ ½ x0!y0
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Similarly, by the GNSS measurement, we can calculate the unit matrix of local
coordinate system N ¼ ~x~y~z½ �0 at any time. Then, the attitude K of the star frame in
the global coordinate can be obtained as:

K ¼ M � N�1 ð2Þ

The real-time position of AB axes center Oab is:

x0y0z0½ �0¼ K � G1Oab
����!0 þ xG1yG1zG1½ �0 ð3Þ

3 The Importance of BDS/GPS/GLONASS Data Fusion

Because FAST is located in the Karst depression, the surrounding mountains and
the reflectors can cause a lot of problems, if we only use the common
GPS + GLONASS RTK measurement model. The number of available satellites
decreases, and multipath effects happen in the raise and fall of feed cabin. These can
affect the RTK measurement accuracy. Therefore, to improve, the RTK measure-
ment accuracy, we need to add more high-precision and high-reliability visible
satellites. Based on the rapid development of the BeiDou navigation and posi-
tioning system and its regional positioning advantages in China, we proposed to use
the RTK measurement of BDS/GPS/GLONASS data fusion. Figures 5 and 6 show
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that the static RTK measurement data from GPS + GLONASS and
BDS + GPS + GLONASS at the lowest point. The collecting time is respectively
16 and 24 h, and the measured frequency is 5 Hz (Fig. 4).

G1 G2

G3

TPS Target GNSS Antenna

Star Frame

Oab

Fig. 4 Layout of GNSS antenna and TPS target
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The improvement of combining BDS are

1. RMS decreases in all directions: horizontal direction from 5 mm reduced to
3.6 mm; elevation direction from 18 mm reduced to 12 mm.

2. The range of data becomes smaller: horizontal direction from 50 mm reduced to
40 mm; elevation direction from 230 mm reduced to 120 mm.

Figure 7 shows the number of BDS/GPS/GLONASS available satellites at the
lowest point (24 h). The minimum number of GPS and GLONASS available
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Fig. 6 Deviation of the BDS + GPS + GLONASS measured data (the lowest point)
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satellites is two. At this time, only using the single satellite GPS, GLONASS, or
double satellite GPS + GLONASS RTK measurement will not obtain the fixed
solution. The minimum number of BeiDou satellite is five, which makes it available
to obtain a fixed solution. However, the BDS + GPS + GLONASS fusion RTK
will get more stable and reliable measurement data to ensure the safety during the
raise and fall of feed cabin (Table 1).

4 Analysis of RTK Measurement Accuracy

The measurement accuracy of total station is 0.6 mm + 1 ppm, higher than RTK
accuracy. By comparing total station and RTK measurement data on the trajectory
of feed cabin, we can analyze RTK accuracy.

Select the data measured on January 4, 2016 as a comparison. Figure 8 shows
the trajectory of AB axes center (the movement speed is 24 mm/s).

The total station data is considered as the true value, to compare with RTK data.
Figure 9 shows the deviation of RTK measurement data in the horizontal direction
and elevation direction.

As can be seen from Fig. 9, when the speed of feed cabin goes up to 24 mm/s,
except for some bad points. The deviation range of RTK measurement data is
±10 mm in the horizontal direction and ±20 mm in elevation direction.

Table 1 Comparative the RMS of measurements before and after the added BDS (mm)

X_RMS Y_RMS Z_RMS

GPS + GLONASS 5 4.6 18.8

BD + GPS + GLONASS 3.6 4 12.9
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Pre-analysis shows that, the reason why this the bad points jumped away from the
average, is that the location of the feed compartment near the surrounding moun-
tains at that time. The deviation range of spin angle is ±0.1° (in Fig. 10). The RMS
of RTK measurement data is in Table 2.
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Fig. 9 Deviation of measured data
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The above data show the measurement accuracy of fusion RTK. In actual
astronomical observation, the running speed of feed cabin is 11 mm/s. With the
reduction of the speed (24–11 mm/s), the measurement accuracy of fusion RTK
will be improved. Therefore, the accuracy of BDS/GPS/GLONASS fusion RTK
measurement meets technical requirements, and it can guarantee the normal
observation and safe operation of FAST.

5 Summary and Conclusions

Taking positioning advantage of the BeiDou satellite navigation system in China,
we combine this BDS with GPS and GLONASS satellite navigation and posi-
tioning system, to do the RTK measurement. It can reach location accuracy of the
feed cabin (� 17 mm)for astronomical observation, and guarantee the safe opera-
tion of FAST when the total station cannot work, such as rain, fog and other
inclement weather. In the future, we will adopt the method of filtering to improve
measurement accuracy and stability of fusion RTK.

In addition, the successful application of fusion RTK measurement in FAST,
provides an effective solution for the real-time dynamic positioning of all weather
and high precision for the upcoming large astronomical telescopes.
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Research on BDS/GPS Combined
Single-Epoch Attitude Determination
Performance

Kang Zhang and Jinming Hao

Abstract With the continuous development of science and technology, the attitude
precise determination of the carriers is of important practical value as to whether in
the military, civilian or commercial aspects. The attitude determination using
satellite navigation system has the advantages of short initialization time, no
accumulation of errors, low cost, light and flexible, and so on, and it is becoming a
hotspot in the field of satellite navigation. With the rapid development and
improvement of Beidou global satellite navigation system, the attitude determina-
tion by combining BDS and GPS can multiply the number of satellites, effectively
improve the geometric structure of satellite space, which can greatly enhance the
performance of carrier attitude determination with GNSS in complex environment.
In this paper, the theory and algorithm of BDS/GPS combination single-epoch
attitude determination are studied. The mathematical model of BDS/GPS combi-
nation single-epoch attitude determination is constructed and the related program is
worked out. Through static experiment and dynamic sports-car experiment, the
accuracy stability and reliability of BDS/GPS combination single-epoch attitude
determination are analyzed and validated in complex observation environments
with a serious block. The experimental results show that the BDS/GPS combination
can still remain the accuracy of yaw 0.1°, pitch and roll 0.2°, and the success rate of
attitude 100%, and the BDS/GPS combination can effectively improve the accuracy
and usability of attitude determination with BDS or GPS single-system in complex
environment with a serious block.

Keywords BDS/GPS combination � Single-epoch � Attitude determination �
Accuracy
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1 Instruction

There are advantages of convenience, low-cost, no accumulation of errors and so on
of the carrier attitude determination with the use of the Global Navigation Satellite
System (GNSS) [1]. At present, the US Global Positioning System (GPS) has been
provided with all-weather, all-round navigation, positioning, timing, speed mea-
surement and other services [2], and China’s Beidou satellite navigation system
(BDS) is developing rapidly from regional system to global system [3]. The carrier
attitude determination through BDS/GPS combined can multiply the number of
satellites and improve the geometrical structure of satellite [4], which greatly
enhances the performance of attitude determination based on GNSS, which is
superior to single system especially in complex environment.

Presently, the algorithms and techniques of attitude determination based on
pseudorange and carrier phase observer of GPS are relatively mature, which can
provide high accuracy and reliability of attitude determination [5]. Li [6] had studied
on related algorithms and techniques of GPS attitude determination in detail.
Teunissen et al. [7] tested the GNSS single-frequency carrier phase attitude deter-
mination method by land, sea and air carrier experiments, and verified the accuracy
and usability of GNSS single-frequency attitude determination. It is mainly focused
on algorithms and theoretical research of GPS/BDS combined attitude determina-
tion. In this paper, the mathematical model of BDS/GPS combined single-epoch
attitude determination is constructed, based on related theory and algorithms, and the
accuracy and usability of which under complex observation environment, such as
urban buildings and trees shelter, is studied emphatically through experiments.

2 Mathematic Model of BDS/GPS Combined
Single-Epoch Attitude Determination

The three attitude angles of the carrier (yaw, pitch, and roll) can be determined in
real time using the baseline vectors, which between the antennas fixed on a rigid
carrier (no less 2 antennas) are accurately determined through the carrier phase
difference. In this section, the theory and algorithms of BDS/GPS combined attitude
determination are analyzed.

2.1 Unification of BDS/GPS Combined
Space-Time Reference

The uniformity of the space-time observational data must be considered for the
attitude determination of combining different satellite navigation systems. In this
paper, the BDS space-time datum is unified to that of GPS.
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The time reference of BDS is named BDT, and that of GPS is GPST, whose
basic units are both based on the International System of Units (SI) seconds, rather
than doing leap second processing. Their time origin is 0 o’clock on January 6th,
1980(UTC) and o’clock on January 1 st, 2006(UTC) separately. The BDT is 14 s
slower than the GPST due to 14 times of UTC leap seconds during these two
moments.

Here,

BDT ¼ GPST � 14s ð1Þ

CGCS2000 coordinate system and WGS-84 coordinate system, which is
respectively used in BDS and GPS, can be regarded as consistent regarding of the
definition and implementation of the two coordinate systems. In practical appli-
cations, the difference between CGCS2000 and WGS-84 can be ignored as the
ultra-short baseline is applied in the carrier attitude determination [8, 9].

2.2 Construction of BDS/GPS Combined Observation
Equation

In the process of attitude determination, because of ultra-short baseline, the short
baseline double difference model is used to eliminate the most common errors such
as atmospheric delay error, clock error, orbit error, and so on [2]. BDS and GPS are
combined to first form a single-difference observation between two stations in the
same epoch on the same satellite, and then the difference of the single-difference
observations of two different satellites is done. It should be pointed out that the
double difference method within the same system is adopted in this paper [5], that
is, BDS and GPS respectively select the reference satellite when doing difference,
and only between the same frequency, so as to guarantee the integer characteristic
of double difference ambiguity.

Assuming that the receiver antenna A in the carrier plane is the base station and
the antenna B is the rover. The number of BDS and GPS common-sighted satellites
respectively observed simultaneously are m and n. The iR-th satellite of BDS and
the iG-th satellite of GPS are respectively selected as the reference satellite within
the system. Then the pseudo-range and carrier phase double-difference observation
equation of BDS/GPS combined can be classified as:

rDPiR;jR
A;B ðtÞ ¼ rDqiR;jRA;B

rDPiG;jG
A;B ðtÞ ¼ rDqiG;jGA;B

kRrD/iR;jR
A;B ¼ rDqiR;jRA;B � kRrDNiR;jR

A;B

kGrD/iG;jG
A;B ¼ rDqiG;jGA;B � kGrDNiG;jG

A;B

8>>><
>>>:

ð2Þ
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where, i and j indicate the satellite number, subscript R and G indicate BDS and
GPS, and rD is the double difference operator.P means pseudo-range observation,
/ means carrier phase observation, q is the distance from satellite to ground, N is
carrier phase ambiguity, and k represents the carrier wavelength.

According to the above double-difference observation equation, the baseline
vector AB composed of the receiver antenna A and the antenna B on the carrier
plane can be obtained by adding the known baseline length constraint LAMBDA
algorithm [9].

2.3 Calculation of BDS/GPS Combined Attitude Parameter

Suppose there are three BDS/GPS dual-mode antennas A, B and C fixed on the
plane of a rigid motion carrier, in which the base line AB composed of the antenna
A and B pointing in the carrier’s heading direction, while the baseline AC com-
posed of the antenna A and C pointing to the right side, and the baseline AB and the
baseline AC are perpendicular to each other, as shown in Fig. 1.

The coordinate of the baseline vector AB in the ECEF Dx1 Dy1 Dz 1
� �T

is

converted to that in the local horizontal coordinate system De1 Dn1 Du1½ �T .
Then the yaw angle and pitch angle of the carrier on the current epoch can be
obtained by solving Eqs. (3) and (4).

hy ¼ arctanðDe1=Dn1Þ ð3Þ

hp ¼ arctan Du1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
De1 � De1 þDn1 � Dn1

p� �
ð4Þ

Then, the coordinate of the baseline vector AC in the local horizontal coordinate
system De2 Dn2 Du2½ �T is sequentially rotated the angle of hy around the U-axis

Antenna A Antenna C

Antenna B

Heading
direction

Fig. 1 Antenna configuration
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and hp around the E-axis of the local horizontal coordinate system to obtain the
coordinate De22 Dn22 Du22½ �T , finally, the roll angle of the carrier can be
obtained by solving Eq. (5).

hr ¼ � arctanðu22=e22Þ ð5Þ

3 Experiment and Analysis

In theory, BDS/GPS combined will be better than the single system in terms of the
satellite space configuration, resulting in a more accurate baseline solution, thus a
more accurate attitude solution. In order to study the accuracy and reliability of
BDS single-system attitude determination and the advantages of BDS/GPS com-
bined attitude determination compared with single-system, static and dynamic car
experiments are carried out and analyzed. In the static experiment, the attitude
measurement results of every 5° cut-off angle from 15° to 50° are analyzed and
compared, and the dynamic car experiment is carried out under complex obser-
vation environment such as city buildings and trees shelter.

Because the short baseline double difference observation equation is applied, the
correction of other error terms is neglected, the broadcast ephemeris is used, and the
addition of known baseline length constraint LAMBDA algorithm by single epoch
processing mode is used to fix the integer ambiguity, using the ratio value to test the
correctness and availability of ambiguity integer solution (ratio = 2.0). Regardless
of the static experiment or dynamic car experiment, the antenna configuration on
the carrier plane is shown in Fig. 1, the Trimble R7 receivers are used with the data
sampling rate setting to 1 s.

3.1 Static Experiment

The ultra-short baseline observations on the roof of a Beijing satellite experimental
building on September 11th, 2016 are used in the static experiment. The obser-
vation lasts about 90 min. The length of the baseline AB is 2.958 m, and the length
of the baseline AC is 4.011 m.

In this paper, the three schemes of BDS single system, GPS single system and
BDS/GPScombined are carried out to solve the carrier’s attitude in 7 caseswith cut-off
angles of 15°, 20°, 25°, 30°, 35°, 40° and 45° respectively. The RMS of the three
attitude angles of the three schemes at different cut-off angles are shown in Fig. 2.

The detailed RMS statistics of the three attitude angles at different cut-off angles
are shown in Table 1. It can be seen from Fig. 2 and Table 1 that with the increase
of the cut-off angle, the error of BDS or GPS single-system attitude determination is
bigger and bigger, while BDS/GPS combined can always guarantee RMS 0.1° of
the yaw angle, RMS 0.2° of the pitch angle and roll angle.
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The attitude resolution of the current epoch is considered successful when at
least two baselines among the three baselines AB, AC and BC have obtained the
fixed ambiguity solution (ratio = 2.0). The comparison of the success rate of atti-
tude output of BDS or GPS single system and BDS/GPS combined at different
cut-off angles is shown in Fig. 3.

It can be seen that in the case of low cut-off, BDS and GPS single system can
achieve high attitude output success rate because of the large number of visible
satellites. However, when the cut-off increases to 35°, the attitude output success
rate of single-system drops sharply, while BDS/GPS combined can still keep the
attitude output success rate at 100%. It is shown that BDS/GPS combined can
guarantee the reliability of attitude determination compared with BDS or GPS
single system.
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Fig. 2 Attitude at different cut-off

Table 1 RMS of attitude at different cut-off (°)

Cut-off 15° 20° 25° 30° 35° 40° 45°

Yaw BDS 0.05 0.06 0.06 0.07 0.07 0.08 0.13

GPS 0.05 0.06 0.07 0.1 0.11 0.35 0.11

BDS/GPS 0.04 0.04 0.04 0.05 0.05 0.08 0.1

Pitch BDS 0.16 0.22 0.22 0.31 0.32 0.45 0.72

GPS 0.13 0.15 0.19 0.33 0.35 0.55 0.22

BDS/GPS 0.08 0.09 0.09 0.13 0.13 0.17 0.25

Roll BDS 0.18 0.22 0.22 0.24 0.24 0.3 0.55

GPS 0.12 0.11 0.2 0.23 0.26 0.42 0.55

BDS/GPS 0.13 0.04 0.05 0.05 0.06 0.14 0.17
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3.2 Dynamic Experiment

In order to further analyze the accuracy stability and reliability of BDS/GPS
combined attitude determination in the dynamic environment of urban high-rise
buildings and trees shelter, the sports car experiment in a certain urban area of
Beijing is designed and carried out on November 18th, 2016 in this paper, with the
car speed of about 30 km/h, lasting about 30 min. During the course of the sports
car, the Trimble receiver antennas are fixed on the roof plane of the car, the length
of baseline AB is 1.866 m and the length of baseline AC is 1.052 m. In addition, a
set of Trimble vehicle positioning and attitude determination system (POS LV 220.
Applanix) is also placed on the car, used as the reference value of BDS/GPS
attitude determination results.

The results of the attitude determination of BDS and BDS/GPS combined are
shown in Fig. 4.

The results of the single-epoch attitude error of BDS single system and
BDS/GPS combined are summarized in Table 2. It can be seen that in the dynamic
sports car, the BDS single system can obtain yaw accuracy of about 0.2°, pitch
angle and roll angle of about 0.6°, while the corresponding attitude errors of
BDS/GPS combined are respectively reduced to 0.142°, 0.442° and 0.319°. The
results show that the stability and reliability of attitude determination can be
effectively improved by the combination of BDS and GPS compared to BDS single
system.
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4 Conclusions

In this paper, the theory and algorithm of single-epoch attitude determination of
BDS/GPS combined are studied, and the mathematical model of BDS/GPS com-
bined single-epoch attitude determination is constructed. The accuracy and success
rate of single-epoch attitude determination of BDS or GPS single system and
BDS/GPS combined at different cut-off angles are analyzed and compared in the
static experiment, and the dynamic car experiment is set up in the case of severe
occlusion in the city to further study the accuracy stability and reliability of
BDS/GPS combined single-epoch attitude determination. The following conclu-
sions are drawn:
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Fig. 4 BDS and BDS/GPS single-epoch attitude error

Table 2 Single-epoch
attitude error statistics (°)

Attitude BDS BDS/GPS

MAX RMS MAX RMS

Yaw 0.95 0.254 0.949 0.142

Pitch 1.999 0.665 1.512 0.442

Roll 2.012 0.599 1.489 0.319
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1. With the increase of the cut-off, the error of BDS or GPS single-system attitude
determination is bigger and bigger, while BDS/GPS combined can always
guarantee RMS 0.1° of the yaw angle, RMS 0.2° of the pitch angle and roll
angle.

2. When the cut-off increases to 35°, the attitude output success rate of
single-system drops sharply, while BDS/GPS combined can still keep the atti-
tude output success rate at 100%.

3. The dynamic experiment shows that the stability and reliability of attitude
determination can be effectively improved by BDS/GPS combined compared to
BDS or GPS single system. So BDS/GPS combined is particularly suitable for
attitude determination under urban and other serious occlusion environments.
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Calculating High Frequency Earth
Rotation Parameters Using GPS
Observations and Precision Analysis

Xuexi Liu, Erhu Wei and Lingxuan Wang

Abstract The earth rotation parameters (ERP) have a strong correlation with the
migration and movement of earth materials, extraterrestrial world gravity and the
load deformation of solid earth. On the other hand, ERP is a very important
parameter when converting the earth reference system to the celestial reference
system. But the International Earth Rotation Service(IERS) and International GNSS
Service(IGS) only release one ERP per day which cannot satisfy the user who need
the high frequency of ERP. However, there are amounts of Global Positioning
System(GPS) data which can be used to estimate ERP with high time resolution and
long time span. Based on this, global uniformly distributed 40 IGS stations are
selected to estimate ERP by using the data of the Day of Year(DOY) from 1 to 180
of 2015 with Bernese soft 5.0. In the first part, 24 h resolution of ERP is estimated.
The precision of polar motion xp, yp can be achieved at the precision 0.289,
0.245 mas while the precision of UT1-UTC can be achieved at 0.0342 ms which
are made a difference with the results of IGS. In the last part of the paper, the 2 h
resolution of ERP are estimated and high frequency time series are got. The pre-
cision of high frequency polar motion xp, yp can be achieved at the precision 0.754,
0.688 mas and the precision of high frequency UT1-UTC can be achieved at
0.1050 ms which are made a difference with the results of IGS at UTC 12:00. The
high frequency results have lower precision and stability compared with 24 h
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resolution results, but still in the acceptable range. Both the results of 24 h reso-
lution and high frequency series have different degrees of systematic deviation.
The research above can provide a reference for calculating ERP using BeiDou
observations.

Keywords Earth rotation parameter � GPS � High frequency � Precision analysis

1 Introduction

The Earth Orientation Parameters (EOP) include the Earth Rotation Parameters
(ERP), precession and nutation in which the ERP refers to the polar motion and the
length of day (LOD). The ERP have a strong correlation with the migration and
movement of earth materials, extraterrestrial world gravity and the load deformation
of solid earth [1]. On the other hand, ERP is a very important parameter when
converting the earth reference system to the celestial reference system and also
plays an significant role in spacecraft precise orbit determination and autonomous
navigation [2, 3].

Nowadays, there are multiple space geodesy methods to determinate the
ERP. The main technical means are VLBI(Very Long Baseline Interferometry),
SLR(Satellite Laser Ranging), LLR (Lunar Laser Ranging), GPS and so on. In
which GPS is a vital method to determinate ERP, because there are amounts of GPS
data which can be used to estimate ERP with high time resolution, long time span
and low cost [4]. Many application areas need high frequency variations. But most
of the IERS and IGS ERP series, such as IERS C04 and Bulletin A (rapid prediction
ERP series) do not contain high frequency variations because they are smoothed by
Vondrak filtering. Based on this, this paper calculates high frequency variations by
GPS in order to make a contribution to space geodesy parameters [5, 6]. At the
same time, this paper is also hoped to provide a reference for the calculation of ERP
by BeiDou.

2 The Principle of GPS Calculation ERP

Generally, coordinates of the receiver are given in the international terrestrial ref-
erence system (ITRF). But when calculating the distance vector q between satellite
and receiver, the position vectors of satellite and receiver are usually converted to
the same international celestial reference frame (ICRF). So it is necessary to convert
the reference system of receivers from ITRF to ICRF. The vector ~RðtiÞ in ICRF can
be expressed by the position vector ~Ri

0 in ITRF as:
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~RðtiÞ ¼ PNSW~Ri
0 ð1Þ

where P, N, S and W are the matrix of precession, nutation, earth rotation and polar
motion, respectively.

In this paper, the double difference model is used to calculate the ERP. And the
estimated parameters are the coordinates of the stations, the satellite coordinates, the
ERP and the neutral atmospheric delay. The GPS carrier phase observations can be
expressed as a function model by the estimated parameters as:

L ¼ Mðt;XSP;XT ;XN ;Xerp;XatmÞ ð2Þ

where M represents the function model of the observations and estimated param-
eters; t, XSP, XT , XN , Xatm are time parameters, the initial orbital and perturbation
parameters (radiation pressure model), the station coordinates, the phase ambiguity
parameters, the atmosphere delay parameters respectively. Xerp is ERP which
includes the polar motion parameters xp, yp and the LOD parameters DR [7, 8].
The formula (2) can be linearized as:

L ¼ C0 þ @M
@XSP

dXSP þ @M
@XT

dXT þ @M
@XN

dXN þ @M
@Xerp

dXerp þ @M
@Xatm

dXatm þ e ð3Þ

where C0, e are the approximate values calculated by initial ERP and observation
noise respectively [9].

The transformation matrix of the polar motion in x and y directions are divided
into:

@R1

@xp
¼ PNS

@W
@xp

RtðtÞ ¼ PNS

�z

0

x

2
64

3
75 ð4Þ

@R1

@yp
¼ PNS

@W
@yp

RtðtÞ ¼ PNS

�xpy

xpxþ z

�y

2
64

3
75 ð5Þ

where R1 is the position vector in the inertial coordinate system; xp, yp are the
component in x and y directions; DR is the first order change rate of UT1-UTC
(changes in length of day). Therefore:

@R1

@DR
¼ @R1

@hg

@hg
@DR

ð6Þ
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@R1

@hg
¼PN

@S
@hg

WT ¼ PNSW

�y� ypz

x� xpz

ypxþ xpy

2
64

3
75 ð7Þ

@hg
@DR

¼ 2pð1þ kÞ @UT1
@DR

¼ 2pð1þ kÞðt � t0Þ ð8Þ

@R1

@ _DR
¼ @R1

@DR
ðt � t0Þ ð9Þ

hg¼GAST ¼ 2p½GMSTðUT0Þþ ð1þ kÞUT1� þDu cos e ð10Þ

where GAST is Greenwich Apparent Sidereal Time (GAST); GMST is Greenwich
mean sidereal time (GMST); Du is nutation in longitude; e is obliquity respectively.

Supposing there are m stations observing n satellites, the partial derivative can
be inserted into the observation equation:

v
m�j;1

¼ B
m�j;3

x
3�1

� l
m�j;1

; P
m�j;m�j

ð11Þ

In the formula above:

B
m�j;t

¼

@M1
@Xsp

@M1
@XT

� � � @M1
@Xatm

..

. ..
.

@Mi
@Xsp

@Mi
@XT

� � � @Mi
@Xatm

..

. ..
.

@Mn
@Xsp

@Mn
@XT

� � � @Mn
@Xatm

0
BBBBBBBBBB@

1
CCCCCCCCCCA
;

l
m�j;1

¼

L1 �M1ðX0Þþ e1

..

.

Li �MiðX0Þþ ei

..

.

Ln �MnðX0Þþ en

0
BBBBBBBBB@

1
CCCCCCCCCA
; v
m�j;1

¼

v1

..

.

vi

..

.

vn

0
BBBBBBB@

1
CCCCCCCA
; x
t;1

¼

dXsp

dXT

dXN

dXerp

dXatm

0
BBBBBB@

1
CCCCCCA

The ERP can be estimated by using least square method and its precision
evaluation formulas are as follows:
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X ¼ ðBTPBÞ�1ðBTPlÞ

¼
Xi¼k

i¼1

BT
i PiBi

 !�1Xi¼k

i¼1

BT
i Pili

ð12Þ

Q ¼ r20
Xi¼k

i¼1

BT
i PiBi

 !�1

; r20 ¼
VTV
n� t

ð13Þ

where ðn� tÞ;V ; r0 and Q are freedom, residual, variance of unit weight and
coefficient matrix respectively in the formula above. Through the above calculation,
the earth rotation parameters can be calculated using GPS observations.

3 Data Processing and Analysis

3.1 Choose Most Appropriate Station Numbers

In this paper, Bernese soft 5.0 is used for data processing. The paper focus on the
calculating of ERP, thus, the parameters of the pole motion are loose constraint. The
constraint value of polar motion is 3 mas while the change rate of polar motion is
0.3 mas/d. The absolutely strong constrained value of UT1 is 0.00002, while the
loose constraint of the change rate of UT1 is 0.02 s/d. The constraint values of 6
orbital elements are 0.01, including a, e, i, n, w, M. The values of 9 solar pressure
parameters are set to 0.01. The other parameters are strong constrained. In addition,
some other models were used, including the IERS2000 sub-daily polar motion
model, the gravity model EGM96, the IAU 2000 Nutation model, the OT_CSRC
ocean tide file and the FES2004 Ocean loading correction.

Because of the limitation of computer hardware resource, the more of the
number of stations, the much of computation time exponentially. Firstly, the
experiment is done to explore the most appropriate number of stations. In
the process of solution, the number of IGS stations is increased from 10 to 90, and
the increment interval is about 10. The relationship between the number of station
and the precision of ERP is shown in Fig. 1. The results show that the precision of
ERP estimated by 40 sites can meet the requirements [10]. Continue increasing the
number of stations, the precision of the ERP increases a little, but the time increases
exponentially.

So, in the estimation experiments, about 40 sites are selected to estimate
ERP. There are three main reasons for the selection. First of all, these stations are
core sites of International Terrestrial Reference Frame. Second, the mean square
errors of coordinates of the sites are less than 1 mm, while the mean square errors of
velocity of the sites are less than 0.2 mm per year. Finally all the stations satisfy a
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uniform distribution with stable and high quality observations [11]. The distribution
of these stations is shown in Fig. 2.

3.2 Estimate ERP with a Frequency of 24 h

Secondly, the experiments of estimating ERP at UTC 12:00:00 every day for
180 days since 2015/01/01 are done in this paper. In order to analysis the precision
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Fig. 1 The relationship between the number of station and the precision of ERP

Fig. 2 The 40 sites selected to estimate ERP
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of the results, the ERP series are compared to IGS published values [12, 13].
The absolute values of the difference between the calculating results and IGS
published values are shown as the Fig. 3. Meanwhile, the statistical results about
polar motion and UT1-UTC are illustrated in Table 1.

Fig. 3 and Table 1 show that most of the difference between polar motion xp and
the IGS published values are between positive and negative 0.4 mas and the RMS
(Root Mean Square) is 0.289 mas which exists some systematic deviations. Most of
the difference between polar motion yp and the IGS published values are between
positive and negative 0.45 mas and the RMS is 0.245 mas which also exists some
systematic deviations. Most of the difference between UT1-UTC and the IGS pub-
lished values are between positive and negative 0.045 ms and the RMS is 0.0342 ms
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Fig. 3 The absolute difference between estimated results and IGS published values with a
frequency of 24 h

Table 1 The statistical results of the absolute difference between estimated results and IGS
published values with a frequency of 24 h

Polar motion xp (mas) Polar motion yp (mas) UT1-UTC
(ms)

Average absolute
value

0.218 0.193 0.0281

Max value 0.721 0.660 0.0768

Min value −0.798 −0.519 −0.0408

RMS 0.289 0.245 0.0342

STD 0.040 0.059 0.0069
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which also exists some systematic deviations. From the results, conclusions can be
come to that the calculation method of ERP is reliable and the precision can meet the
requirement.

3.3 Estimate ERP with a Frequency of 2 h

Finally, the experiment of estimating ERP with a frequency of 2 h for 180 days
since 2015/01/01 which use the same strategy with Sects. 3.1 and 3.2 are done in
this paper. The high frequency values of 2 h about polar motion and UT1-UTC are
shown as the Figs. 4 and 5.

Because IGS only gives one solution per day (at UTC 12:00:00), so only the
difference for 180 days at the same time (UTC 12:00:00) between IGS values and
our results are shown in Fig. 6 and the statistical results are shown in Table 2.

From Fig. 6 and Table 2 we can see that the average absolute difference between
high frequency of polar motion xp at UTC 12:00:00 and IGS values is 0.597 mas,
the maximum value is 1.680 mas while the minimum value is −2.740 mas and the
RMS is 0.754 mas. The average absolute difference between high frequency of
polar motion yp at UTC 12:00:00 and IGS values is 0.569 mas, the maximum value
is 1.939 mas while the minimum value is −1.472 mas and the RMS is 0.688 mas.
The average absolute difference between high frequency of UT1-UTC at UTC
12:00:00 and IGS values is 0.075 ms, the maximum value is 0.4493 ms while the
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minimum value is −0.1258 ms and the RMS is 0.1050 ms. In the results we can
also see that the polar motion xp and the UT1-UTC exist obvious systematic
deviations while the polar motion yp exist little systematic deviations.

According to Table 1 and Fig. 3, we can see that the precision of polar motion
with a frequency of 2 h has declined compared to the frequency of 24 h but still
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Fig. 6 The absolute difference between estimated results and IGS published values with a
frequency of 2 h
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stable while the precision and stability of UT1-UTC both declined due to the
shortening of the observation time. However, the precision of high frequency ERP
is in the permitted range [14].

4 Conclusion

GPS is one of the most vital data sources in geodesy and also one of the most
important technical means to determinate ERP. Furthermore, we can estimate ERP
with high time resolution by GPS. This paper does research on estimating high
frequency ERP by GPS. Based on the research above and the real time processing,
some conclusion can be come to:

1. 40 IGS stations is the most appropriate number to estimate ERP with the station
uniformly distributed, because when the number of stations are over 40, the
precision of ERP improved a little while the calculating time improved
exponentially.

2. The results show that the precision of polar motion xp,yp, UT1-UTC can be
0.289, 0.245 mas and 0.0342 ms respectively with a frequency of 24 h.

3. From the high frequency time series we can see that the precision of polar
motion xp, yp, UT1-UTC can be 0.754, 0.688 mas and 0.1050 ms respectively
with a frequency of 2 h. The precision of high frequency ERP is in the permitted
range for the user who need high time resolution ERP series but not high
accuracy.

In addition, there remains some problems need to be solved, such as how to
calculate ERP with more satellite navigation systems, how to eliminate the system
error and improve the precision and stability of the solution. This will be the focus
of the next research.

Table 2 The statistical results of the absolute difference between estimated results and IGS
published value with a frequency of 2 h at UTC 12:00:00

Polar motion xp (mas) Polar motion yp (mas) UT1-UTC (ms)

Average absolute value 0.597 0.569 0.075

Max 1.680 1.939 0.4493

Min −2.740 −1.472 −0.1258

RMS 0.754 0.688 0.1050

STD 0.040 0.059 0.0699
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A Comparative Analysis of Relative
Positioning Methods for BDS/GPS
in Three Different Fields of Combination

Lingchuan Wan, Guanwen Huang, Rui Tu, Juqing Zhang
and Junqiang Han

Abstract In this contribution, we study the models of BDS/GPS combined in three
different fields relative positioning, which contain field of coordinate estimates, field
of normal equations and that of observation equations. The precision of coordinate
solution, differences and similarities in different fields are discussed. On the con-
dition of single epoch and static sequential Least-squares calculation, combination of
normal equation field and that of observation equation field are with equivalence,
while on the condition of dynamic calculation, the combination of observations
equation field is more rigorous than that of normal equation field, and the Ratio rate
of the integer ambiguity estimates is higher. Based on the data from measured
short-baseline, we verify inference given in the contribution by experiment and
analyze through calculation on single epoch, sequential Least-squares and dynamic.

Keywords GNSS � Combined positioning � Relative positioning � Combination
fields � Ratio

1 Introduction

China’s Beidou Satellite Navigation System (BDS) has been provided with con-
tinuous positioning, navigation and timing service for the Asia-Pacific region.
BDS/GPS dual-system combined positioning significantly increase the number of
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visible satellites, improve the geometric distribution of satellite structure, thereby
improving the reliability and availability of coordinate estimates [1]. BDS/GPS
combined positioning has become a hot research topic nowadays. Some scholars,
such as Wei et al. [2], Gao et al. [3], Zang [4], Huang et al. [5] and Li et al. [6], have
proved that the dual-system BDS/GPS combined positioning has better perfor-
mance and accuracy than that of single system, and the satellite visibility and
precision factor (DOP) of the BDS/GPS dual system have been also analyzed
theoretically and empirically. However, no similarities and differences between
different combined fields have been studied. In this contribution, three relative
positioning models of BDS/GPS combined positioning in different fields are pre-
sented. The correlation and difference between the combination of normal equation
field and that of observation equation field are analyzed. Finally, we, based on the
measured short baseline data, proved the inference about similarity and difference
between two kinds of combined fields, in normal equation field and observation
equation, in relative positioning. Simultaneously, the performance and precision of
the relative positioning methods in different fields are given, which provides a
reference for high-precision combined BDS/GPS relative positioning method
optimization.

2 BDS/GPS Combined Relative Positioning
Function Model

2.1 GNSS Relative Positioning Function Model

High precision GNSS relative positioning is based on carrier phase and
pseud-orange double-difference (DD) observations. Relative positioning eliminates
errors associated with satellites and receivers, and the observed noise and
unmodeled errors are negligible [7], When the baseline is short, the tropospheric
delay and ionospheric delay parameters are also negligible due to the strong cor-
relation of the atmosphere. The parameters, to be estimated, are only the coordinate
and double-difference integer ambiguities. In the short baseline GNSS dynamic
measurement, the error equation is expressed as

V ¼ AbþBa� l;P ð1Þ

where a and b respectively consist of ambiguities parameters, which are known to
be integers, and coordinates parameters, A and B are the coordinate parameter
coefficient matrix and that of the ambiguity parameters.

One simply discards the integer constraints on the ambiguities and performs
standard least-squares adjustment with (1) to obtain the float solution.

46 L. Wan et al.



b̂
â

� �
¼ ATPA ATPB

BTPA BTPB

� ��1
ATPl
BTPl

� �
ð2Þ

For the number of observation satellites is n + 1, the number of carrier
double-difference observations is Correspondingly n, the number of parameters to
be estimated is n + 3. In order to avoid the rank loss of the coefficient matrix, one
usually introduce pseudo-range observations

B2n;n ¼ 0n;n
B0
n;n

� �
; B0

n;n ¼
k 0 0

0 . .
.

0
0 0 k

2
4

3
5 ð3Þ

where 0 represents the zero matrix and k is the wavelength, subscript n represents
the number of rows and columns of the matrix. The accuracy corresponding to the
estimates is expressed as:

Q ¼ Qb̂b̂ Qb̂â
Qâb̂ Qââ

� �
¼ ATPA ATPB

BTPA BTPB

� ��1

ð4Þ

High Precision relative GNSS positioning based on short-baseline data, is pos-
sible, when reliable Estimates of the integer double difference ambiguities can be
Determined [8]. The ambiguity floating point estimate â and combining it with (4)
to convert it to an integer estimates ă by Integer Least Squares Adjustment:

X �að Þ ¼ â� �að ÞTQ�1
ââ â� �að Þ ¼ min ð5Þ

And the ambiguities estimates are evaluated by the ratio:

Ratio ¼ Xsec

Xmin
[C ð6Þ

where Xsec and Xmin are the second and smallest residuals of the estimated integer
ambiguities, C is the test threshold. This process is usually referred to as the
‘ambiguity fixed’. In this contribution, we use the LAMBDA algorithm to fix the
ambiguities [8]. That is, the ambiguity integer evaluation function can be expressed
as

�a ¼ LAMBDAðâ;QââÞ ð7Þ

Once the integer ambiguities �a are computed, with (2)–(5) and

�b ¼ b̂� Qb̂âQ
�1
ââ â� �að Þ ð8Þ
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to correct the ‘float’ coordinates estimates b
_

to obtain the fixed coordinates esti-
mates solution �b, and its accuracy

Q�b�b ¼ Qb̂b̂ � Qb̂b̂Q
�1
ââ Qâb̂ ð9Þ

2.2 BDS/GPS Combined in Coordinate Estimates Field
Relative Positioning Function Model

Equations (2)–(8) are used to obtain BDS coordinate fixed solution �bB and GPS
coordinate fixed solution �bG. When �bB and �bG are averaged, we obtain the coor-
dinate solution of BDS/GPS combined in coordinate estimates field positioning,
and its accuracy

�bCor ¼ b̂B þ b̂G
� �

� Qb̂BâB
Q�1

âBâB âB � �aBð Þ � Qb̂GâG
Q�1

âGâG âG � �aGð Þ
� �

=2 ð10Þ

Q�bCor�bCor ¼ Qb̂Bb̂B
þQb̂Gb̂G

� �
� Qb̂BâB

Q�1
âBâBQâBb̂B

� Qb̂GâG
Q�1

âGâGQâGb̂G

� �
=2 ð11Þ

The subscript Cor represents the combined in coordinate estimate field.

2.3 BDS/GPS Combined in Normal Equation Field
Relative Positioning Function Model

The normal equations of BDS and GPS positioning in single system are obtained
from (2), and then extend them to obtain the normal equation of BDS/GPS com-
bined in the normal equation field positioning. The corresponding float solution

b̂r
ârB
ârG

2
4

3
5 ¼

Nb̂rb̂r
Nb̂rârB

Nb̂rârG
NârBb̂r

NârBâ
r
B

NârBâ
r
G

Nâb̂r
NârGâ

r
B

NârGâ
r
G

2
64

3
75
�1

Wr
1

Wr
2

Wr
3

2
4

3
5 ð12Þ

where superscript r represents the combination of the normal equation field, sub-
scripts B and G represent BDS and GPS respectively, notice
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Nb̂rb̂r
¼ AT

BPBAB þAT
GPGPG

Nb̂rârB
¼ AT

BPBBB;Nb̂rârG
¼ AT

GPGBG

NârBâ
r
B
¼ BT

BPBBB;NârGâ
r
G
¼ AT

BPBBB

Wr
1 ¼ AT

BPBlB þAT
GPGlG

Wr
2 ¼ BT

BPBlB;Wr
3 ¼ BT

GPGlG

8>>>>><
>>>>>:

ð13Þ

and covariance matrix

Qb̂rb̂r
Qb̂rârB

Qb̂rârG
QârBb̂r

QârBâ
r
B

QârBâ
r
G

QârGb̂r
QârGâ

r
B

QârGâ
r
G

2
64

3
75 ¼

Nb̂rb̂r
Nb̂rârB

Nb̂rârG
NârBb̂r

NârBâ
r
B

âârBârG
NârGb̂r

NârGâ
r
B

NârGâ
r
G

2
64

3
75
�1

ð14Þ

Abbreviate them as

âr ¼ ârB; â
r
G

� �T
; Qârâr ¼

QârBâ
r
B

QârBâ
r
G

QârGâ
r
B

QârGâ
r
G

� �

With (7)–(8), we obtain the fixed solution of coordinate parameters and its
accuracy of BDS/GPS combined in the normal equation field relative positioning

�br ¼ b̂r � Qb̂râr
Q�1

ârâr âr � �arð Þ
� �

ð15Þ

Q�br�br ¼ Qb̂rb̂r
� Qb̂râr

Q�1
ârârQârb̂r

ð16Þ

where

Qb̂râr
¼ Qb̂BâB

Qb̂GâG

� �

2.4 BDS/GPS Combined in Observation Equation Field
Relative Positioning Function Model

We earned the observation equations of both BDS and GPS, and the combined error
equation is obtained:

V ¼ ACbC þBCaB þCCaG � lC; PC ð17Þ

where, Matrix A, B, C are coefficient matrices of coordinate, BDS ambiguities
parameters and GPS ambiguities parameters coefficient matrix. The subscript c
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represents combined in the observation equation field. We perform standard
least-squares adjustment with (18) to obtain float solution

b̂c
âcB
âcG

2
4

3
5 ¼

AT
c PcAc AT

c PcBc AT
c PcCc

BT
c PcAc BT

c PcBc BT
c PcCc

CT
c PcAc CT

c PcBc CT
c PcCc

2
4

3
5
�1 Wc

1
Wc

2
Wc

3

2
4

3
5 ð18Þ

abbreviated as

b̂c
âcB
âcG

2
4

3
5 ¼

Nb̂cb̂c
Nb̂câcB

Nb̂câcG
NâcBb̂c

NâcBâ
c
B

NâcBâ
c
G

NâcGb̂c
NâcGâ

c
B

NâcGâ
c
G

2
64

3
75
�1

Wc
1

Wc
2

Wc
3

2
4

3
5

where both superscript r and subscript r represent the combined in the normal
equation field, subscripts B and G represent BDS and GPS respectively, and
covariance matrix of the float solution

Qb̂cb̂c
Qb̂câcB

Qb̂câcG
Qb̂câcB

QâcBâ
c
B

QâcBâ
c
G

Qb̂câcG
QâcGâ

c
B

QâcGâ
c
G

2
64

3
75 ¼

Nb̂cb̂c
Nb̂câcB

Nb̂câcG
NâcBb̂c

NâcBâ
c
B

NâcBâ
c
G

NâcGb̂c
NâcGâ

c
B

NâcGâ
c
G

2
64

3
75
�1

ð19Þ

Abbreviate as

âc ¼ âcBâ
c
B

� �T
; Qâcâc ¼

QâcBâ
c
B

QâcBâ
c
G

QâcGâ
c
B

QâcGâ
c
G

� �
ð20Þ

With (7)–(8), we obtain the fixed solution of coordinate parameters and its
accuracy

�bc ¼ b̂c � Qb̂câc
Q�1

âcâc âc � �acð Þ
� �

ð21Þ

Q�bc�bc ¼ Qb̂cb̂c
� Qb̂câc

Q�1
âcâcQâcb̂c

ð22Þ

where

Qb̂câc
¼ Qb̂câB

Qb̂câG

� �
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3 Analysis of BDS/GPS Combined in Different
Fields Relative Positioning

3.1 Analysis of Single Epoch Solving

Let the numbers of BDS, GPS carrier (pseudorange) double difference observations
were n, m. Notice (19) with (2), (3), (13) and (14)

AC ¼ AB

AG

� �
;BC ¼

0n;n
0m;n

B
0
n;n

0m;n

2
664

3
775;CC ¼

0n;n
0m;n

0n;n
C

0
m;n

2
664

3
775; lc ¼ lB

lG

� �
ð23Þ

We abbreviate (12) and (18) as

NcX̂ ¼ Wc

NrX̂ ¼ Wr

�
ð24Þ

Take (23) into (19), it can be concluded that

Nc ¼ Nr

Wc ¼ Wr

�
ð25Þ

where r and c mean combination of the normal equation field and the observation
equation field, respectively.

BDS/GPS combined, in observation equation field and in normal equation field
combination, relative positioning solving in single epoch, is equivalent, earn the
same coordinates, ambiguity float solution and its accuracy. With (16), (17) and
(22), (23), we can also obtain the same coordinates and ambiguity fixed solution

âc ¼ âr
âc ¼ âr

�
ð26Þ

3.2 Analysis of Static Sequential Least Squares Solving

Sequential Least Squares correlates each group of two or more sets of observations,
without taking into account the observations from the previous stage, but using the
results of previous adjustments to achieve the same effect as the overall adjustment.

According to the principle of sequential least squares adjustment, with a total of
k epochs metrical observations and error equations [9, 10]:
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L ¼
Lk

..

.

L1

2
64

3
75;

Vk ¼ Ak � lk
..
.

V1 ¼ A1 � l1

8><
>: ð27Þ

The parameters of the current epoch are estimated by combining the parameters
solution from the previous stage. When the parameters remain unchanged, the
normal equation can be expressed as

Xk
i¼0

Ni

 !
X ¼

Xk
i¼0

Wi ð28Þ

In the GNSS positioning, if there is no cycle jump, satellite lift and reference star
change, the single system normal equation is:

Xk
i¼0

Nb̂b̂ Nb̂â
Nâb̂ Nb̂b̂

� �
i

 !
X ¼

Xk
i¼0

W1;i

W2;i

� �
ð29Þ

Even if the parameter member is changeable, the Sequential Least Squares still
be trivial when we do some elementary transformation.

From (13), we obtain the normal equation on Sequential Least Squares of each
system to obtain the combined solution

Xk
i¼0

Nr
b̂b̂;i

Nr
b̂âB;i

Nr
b̂âG;i

Nr
âBb̂;i

Nr
âBâB;i Nr

âBâG;i

Nr
b̂âG;i

Nr
âGâB;i Nr

âGâG;i

2
64

3
75

0
B@

1
CA b̂

âB
âG

2
4

3
5 ¼

Xk
i¼0

wr
1;i

wr
2;i

wr
3;i

2
4

3
5 ð30Þ

With (23) and (5)–(8), it can be seen that the normal equations combined in
normal equation field are still equivalent with that of combined in observation
equation field, and the estimated values of parameters are the same:

�bc;i ¼ �br;i
�ac;i ¼ �ar;i

�
ð31Þ

where r, c get the same meaning in (26), i for the epoch.

3.3 Analysis of Dynamic Sequential Least Squares Solving

BDS/GPS relative positioning in the dynamic conditions can still be solved in
sequential least squares adjustment to earn parameter floating solution [11]. The
coordinate parameters relatively to be local parameters, the coordinate parameter
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estimates from previous stage epoch do not appear in the next epoch. One should
reduce the coefficient of coordinate before the next epoch.

From the analysis in 3.2, the method of combined in normal equation field
earned normal equation in sequential least squares of each system individually. And
then extent them to obtain the normal equation of the current epoch in BDS/GPS
combined in normal equation field to solve the estimated parameters, but without
retain the coefficient of coordinate.

The dual-system normal equation in dynamic condition can be expressed as:

Nr
ââ;k Nr

b̂âB;k
Nr

b̂âG;k

Nr
âBb̂;k

N
0
ârBâ

r
B;k
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r
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0
ârGâ

r
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0
ârGâ

r
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3
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âB
âG
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4

3
5 ¼

Xk
i¼0
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1;k

W
0
2

W
0
3

2
4

3
5 ð32Þ

where, Nr
b̂b̂;k

;Nr
b̂âB;k

;Nr
b̂âG;k

;wr
1;k with the same mean as (13), notice

N
0
ârBâ

r
B;k

¼
Xk
i¼0

NB
âBâB;i �

Xk�1

i¼0

NB
b̂âB;i

NB
b̂b̂;i

h i�1
NB

âBb̂;i

� 	
;

N
0
ârGâ

r
G;k

¼
Xk
i¼0

NG
âGâG;i �

Xk�1

i¼0

NG
b̂âG;i

NG
b̂b̂;i

h i�1
NG

âGb̂;i

� 	 ð33Þ

W
0
2 ¼

Xk
i¼0

wB
2;i

h i
�
Xk�1

i¼0

wB
2;i N

B
b̂b̂;i

h i�1
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âBb̂;i

� 	
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W
0
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i¼0
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h i
�
Xk�1

i¼0

wG
3;i N
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h i�1
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âBb̂;i

� 	 ð34Þ

Superscript B, G, respectively, refer to BDS or GPS. Through the method of
combination of observation equation field, there is a normal equation

Nc
b̂b̂;k

Nc
b̂âB;k
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where

N
00
âcBâ
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¼
Xk
i¼0

NâcBâ
c
B;i �

Xk�1

i¼0

Nb̂câcB;i
Nb̂cb̂c;i

h i�1
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� 	
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N
00
âcBâ
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� 	 ð36Þ
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W
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i¼0
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i¼0
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h i�1
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W
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� 	 ð38Þ

Substituting (14) and (19) into (32)–(38), we learn that (32) and (35), respec-
tively, using the combination of normal equation field and that of observation
equation field on condition of dynamic sequential least-squares solution, are not
uniform.

Simultaneously, with

AT
i PiAi



 


m1\ AT

c;iPc;iAc;i




 



m1

ð39Þ

where AT
i PiAi



 


m1 mean matrix m1 norm. With (28)–(38), In the case of the

optimal solution of the integer ambiguity estimates and the optimal solution is the
same, we have

Xr\Xc ð40Þ

With (7), we come to the conclusion:

Ratior\Ratioc ð41Þ

Equations (39)–(41) show that on the condition of dynamic calculation, the ratio
of the integer ambiguity estimates of the observation equation field combination is
better than that of the normal equation field combination.

4 Exemplification

Data had been received by GPS/BDS receiver for static observation acquisition, the
baseline of 1 km on August 29, 2016. Interval 1 s, observation time 1 h, the
satellite height cut-off angle of 7°. Received 12 BDS satellites, GPS satellites 8.
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We used, respectively, single epoch, static sequential least squares adjustment, and
sequential least squares on condition of dynamic, with LAMBDA algorithm to fix
ambiguities. Counted deviation in E, U, N direction, RMS and RATIO for each
method, combined in different field. Both Deviation and RMS in mm. The results of
the calculation mode are shown in Figs. 1, 2 and 3
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4.1 Single Epoch Solving

4.1.1 Static Sequential Least Squares Solving

It can be seen from Figs. 1 and 2 that the result of combination, both of normal
equation field and observation equation field, are the same, RMS and Ratio are the
same, which validate the inferences made in 3.1 and 3.2 that BDS/GPS combined,
both in normal equation field and observation equation field, relative positioning
Equations of the combination of the equation field and the observation equation
field on the conditions of single-epoch solving and sequential least-squares solu-
tion. The accuracy of the result is better than that of the coordinate estimation
method.

4.2 Analysis of Dynamic Sequential Least Squares Solving

It can be demonstrated from Fig. 3 that, on the condition of dynamic sequential
least squares solution, BDS/GPS combined, in normal equation field and in
observation equation field, coordinate estimates, RMS and RATIO show a differ-
ence, Both RMS and RATIO of combination of observation equation field, contrast
to that of combined in normal equation field, express the Optimality. Which verify
the inference in 3.3.

5 Conclusion

In this contribution, We based on the BDS/GPS combined positioning in different
fields and its analysis, the following conclusions can be obtained through the
precise processing of the measured data:

(1) In the short baseline case, the plane error of BDS/GPS combined, in different
field, positioning method in different solution are better than 1 cm. When single
epoch solving, The combination of the normal equation field and the obser-
vation equation field are better than 2 cm on elevation direction, and that of the
combination of the coordinate estimates field is about 3 cm, coordinate eval-
uation range combination is about 3 cm. On the condition of static sequential
least squares solving, the error of combination of each field are better than
0.5 cm; on elevation direction, On the dynamic sequential least square solving,
the combination error of the equation is better than 1 cm, the estimation of the
method equation is better than 2 cm, the coordinate estimation combination is
better than 3 cm.
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(2) The results of observation field combination show the highest precision and the
Ratio value of ambiguity integer estimate is higher than that of the equation
field combination. The residuals of the combination of the coordinate estimates
field are still relatively large, and the accuracy is lower than that of other
combinations.

(3) On the condition of dynamic sequential least—squares solving, when decrease
the coordinate parameters, between epochs, of the normal equation field
combination method, The information between ambiguities of different system
and coordinate solution, estimated from combined positioning, is not taken into
account, Therefore, the combination of the observation equation field is more
stringent than the normal equation field combination. Simultaneously, In the
single epoch solving and static sequential least squares, the two are equivalent.
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Deformation Monitoring and Precision
Analysis Based on BDS/GPS Dual System
Combination

Lei Ren, Tianhe Xu, Qingsong Ai and Yuguo Yang

Abstract To test the accuracy and reliability of BDS/GPS dual system combina-
tion in geological hazard monitoring, the key technologies of BDS and GPS dual
mode fusion relative positioning are analyzed. Through the processing and analysis
of the measured deformation monitoring network data, the results show that. The
precision of dual frequency BDS/GPS combined deformation monitoring is better
than those of GPS and BDS single system. The positioning accuracy in horizontal
direction is better than 2 mm, vertical direction is better than 3 mm. A new robust
moving average method is proposed for smooth filtering of dual system combined
deformation monitoring sequences. This method has good ability to resist outliers,
and can make the deformation sequences smoothly. On the basis of combined
positioning, the daily drift velocity of each monitoring station is estimated. The
accuracy and reliability of BDS/GPS dual system combined positioning are further
confirmed and analyzed, which shows a promising application of BDS in defor-
mation monitoring field.
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Smoothing filter � Drift velocity
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1 Introduction

Beidou satellite navigation system (BDS) as a global satellite navigation system
developed by China independently, has provided uninterrupted navigation and
timing services to the Asia Pacific region on 2012 formally [1]. Since the BDS has
been in service, the application of satellite navigation in China has made great
progress in theoretical research, technical improvements, equipment manufacturing
and application services.

As China’s vast territory, complex and diverse topography, the natural geological
disasters resulting in the loss of property happens with increasing frequency. In
deformation monitoring, GNSS with its simple operation, all-weather observation,
without indivisibility and other characteristics shows incomparable advantages over
other methods [2]. The accurate and reliable positioning results by GNSS are closely
related to adequate observation redundancy. The station measurement is often
restricted by the environment, which affects the geometry of the visible satellite [3].
BDS has the characteristics of different satellite constellation, even if the next
generation BDS is not completed, the number of BDS satellites in China is better
than other systems such as GPS [4]. In addition, BDS and other GNSS compatibility
and interoperability allows users to simultaneously use multiple system observation
data, which can greatly improve the observation redundancy [5].

At present, the BDS pseudo-range and carrier-phase measurement accuracies
have been at the same level as GPS [6]. The pseudo-range and carrier-phase
measurement accuracies are about 33 cm and 2 mm respectively [7]. In addition,
due to BDS data coding and the development of relevant standards, there is a
certain similarity with GPS system, it can make a good combination and supple-
ment in the constellation composition [8, 9]. In this paper, after reviewing the dual
system combined relative positioning model, the feasibility of BDS/GPS dual
system combined positioning application in deformation monitoring is analyzed.
The accuracy and reliability of dual system combined positioning is verified using
the real examples. A new robust moving average method is proposed for smooth
filtering of displacement sequences. Finally, the high precision positioning results
were used to analyze the drift velocity of the monitoring structure, which further
proved the advantages of dual system positioning in deformation monitoring.

1.1 BDS and GPS Space and Time Datum Unification

1.1.1 Space Datum Unification

BDS uses the CGCS2000 geodetic coordinate system, while the GPS uses the
WGS84 coordinate system. Although there are differences between the two coor-
dinate systems, the definition of each parameter is almost the same, including
origin, scale and evolution of ellipsoid [10]. At the same time the reference ellipsoid
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flattening constants f used in the two coordinate systems are only slightly different.
The geodetic coordinate anomalies caused by the difference of f can be calculated
as follows:

dL ¼ 0 ð1Þ

dB ¼ M 2� 2f � f 2ð Þ sin2 B� �
1� fð Þ sinB cosBdf ð2Þ

dH ¼ M
1� f

1� ð2f � f 2Þ sin2 B� �
sin2 B df ð3Þ

where M is the radius of curvature of the meridian and df is the difference of the
flattening rate. From the above equation, it can be seen that the difference of f does
not cause the longitude change of the earth, and the latitude and height is influenced
by the f change. In addition, the df will cause normal gravity difference of ellipsoid,
which will affect the accuracy of geoid. However, the magnitude of this effect is
small, and it can be ignored for short baseline measurement.

1.1.2 Time Datum Unification

BDS and GPS systems have their own time reference. BDT is used for the BDS
time system, and GPST for the GPS time system [11]. This two systems have a
certain similarity in the definition, illustrated by that they are both atomic time
system, second as the basic unit of time scale, continuous accumulation and no leap
seconds. The origin definition of two systems times is different. GPST time origin is
January 6, 1980, UTC 00:00:00, and BDT time origin is January 1, 2006, UTC
00:00:00 [12]. There is a difference of 1356 weeks between this two systems, and
also a 14 s time difference caused by UTC.

The conversion formula between BDT and GPST is:

BDT ¼ GPST þDtGPS ð4Þ

DtGPS ¼ A1GPS þA2GPS � tBDT ð5Þ

where tBDT is the conversion time of BDS, A1GPS and A2GPS are the synchronization
parameters of BDT relative to GPST. In this paper, the time difference between this
two systems is eliminated in the double difference positioning.

1.1.3 Differences in Satellite Broadcasting Position Calculation

The constellation of BDS consists of three types, geostationary orbit satellite
(GEO), inclined orbit synchronous satellite (IGSO), medium and high orbit satellite
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(MEO). BDS has some differences with GPS in the calculation of the broadcasting
position of satellites. The broadcasting position of IGSO satellites and MEO
satellites are similar to that of GPS satellites. Due to the orbit of GEO satellite is
stationary relative to the earth, the broadcasting position of GEO satellites need to
be calculated by a certain coordinate rotation. The rotation calculation mainly
influences the longitude and coordinates of ascending node.

1.2 Combined Positioning Model and Smoothing Filtering

1.2.1 Relative Positioning Model of Dual System Combination

To improve the accuracy of positioning, we often use the method of calculating
single difference between stations and double difference between satellites in GNSS
data processing strategy. Since double difference mode can eliminate the orbit error,
the receiver and satellite clock error, it can greatly weaken the ionospheric delay
and the phase ambiguity with integer characteristic is retained after the double
difference processing [13]. In the relative positioning, carrier-phase double differ-
ence can get millimeter level of positioning accuracy. BDS/GPS combined
carrier-phase double difference positioning model is presented.

The observation equation of the carrier phase double-difference model can be
simply written as

rDu ¼ ui
2 � ui

1

� �� ðu j
2 � u j

1Þ ð6Þ

where rD is the double-difference operator, i the reference satellite, j the
non-reference satellite, 1 the base station, and 2 the rover station.

It can be further written as

krDu ¼ rDqþ krDN �rDIþrDT þ erDU ð7Þ

where k is the carrier wavelength, u the carrier phase observation, q the
inter-satellite geometric distance, N the integer ambiguity, I the ionospheric delay
error, T the tropospheric delay error, eU the carrier phase random noise and others
error.

The linearization can be obtained as

krDu ¼ �rlij2 �rmij
2 �rnij2

� � dx2
dy2
dz2

264
375� krDNþ qi2

� qi1 � q j
2 þ q j

1 þrDI �rDT þ erDU

ð8Þ
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Assuming that n + 1 GPS satellite and m + 1 BDS satellites are observed in a
single epoch, the double-difference error equation is obtained

vnþm ¼ A nþmð Þ�3 B nþmð Þ� nþmð Þ
� � dX3�1

rDN nþmð Þ�1

� �
þ LðnþmÞ�1 ð9Þ

where

vnþm ¼ v1G; � � � ; vnG; v1B; � � � vmB
� �T

AðnþmÞ�3 ¼

�rl1G �rm1
G �rn1G

. . .. . .. . .
�rlnG �rmn

G �rnnG
�rl1B �rm1

B �rn1B
. . .. . .. . .

�rlmG �rmm
G �rnmG

26666664

37777775
BðnþmÞ�ðnþmÞ ¼ diagð�kGÞn�n 0

0 diagð�kBÞm�m

� �
L ¼ ½qi2 � qi1 � q j

2 þ q j
1 þrDI �rDT þ erDU�

1.2.2 Smoothing Filter for Deformation Monitoring Sequence

It is usually considered that the displacement of each direction is smooth in a certain
range for the structure of slow deformation geological disaster. GNSS deformation
monitoring is easy to be affected by errors such as atmospheric residual delay and
receiver noise, which makes the monitoring displacement sequence contain noise or
even outliers. it is necessary to smooth the monitoring sequence to reduce the
influence of noise. On the basis of the weighted moving average method [14], this
paper proposed a new robust weighted moving average method.

The original weighted moving average model can be expressed as

ŷn ¼
Pm�1

j¼0 xjyn�jPm�1
j¼0 xj

ð10Þ

where byn is the moving average corresponding to the n-th data point, xj is the
weight corresponding to the j-th data point, and m is the window size in the moving
average model.

In the process of smoothing filter, the epoch weight is calculated by the
equivalent weight function. It is divided into three sections: if the error is small, the
weight takes its original one; if the error is large but not significant, the weight is
reduced by a robust factor; and if the error is abnormal, the weight sets to zero.
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The equivalent weight function can be expressed as [15]

xi ¼
pi; vij j\k0

pi � k0
vij j

k1� vij jð Þ2
k1�k0ð Þ2 ; k0\ vij j\xnSx

0; vij j �xnSx

8><>: ð11Þ

The weight function used in this paper is improved on the basis of IGG III
equivalent weight function, in which pi is the original weight; and k0, k1 is the
empirical value; after a large number of experimental verification, k0 generally
takes 1–1.5; k1 takes 2.5–3. Anomalies are detected according to the Chauvenet
criteria with the formula as follows:

vij j[xnSx ð12Þ

Among them:

xn ¼ 1þ 0:4 lnðnÞ; Sx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1ðxi � xÞ2
n� 1

s

where vij j is the error absolute value, xn is the Schoeller coefficient, Sx is the
standard deviation, and n is the number of epochs. If the error absolute value is
greater than the product of the Shawell coefficient and the standard deviation, it is
identified as outlier at this epoch.

1.3 Data Processing and Results Analysis

To analyze the accuracy of BDS/GPS dual system combined positioning, and verify
the feasibility and stability in the deformation monitoring, the monitoring data were
collected from the monitoring network of Yang Chang Wan in Ningxia province of
China. This monitoring network used BDS/GPS dual-system and dual-frequency
receivers for data acquisition. Ten GNSS stations were installed in this network, in
which the base station was GD36. The distribution of the stations is shown in
Fig. 1, and the observation time is from November 12, 2015 to November 19, 2015
(Day of year (doy) is from 316 to 323).

1.3.1 Data Quality Analysis

The distribution of all the monitoring stations is more centralized, and processing
baselines are all within 2 km, so receiving satellites are basically the same in the
same time period. In this paper, we select the observation file of 5 s sampling
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interval of GD36 station to analyze the available satellites and PDOP value of each
navigation satellite system. The analysis period is doy of 316.

Figure 2 is the satellite sky map of GD36 station, where the red line is BDS
satellite trajectory and the green line is GPS satellite trajectory. It can be seen that
the satellite cutoff height angle are set to 10° for data acquisition. During the
monitoring period, about 70° below the altitude of the satellite is blocked in the
north, and the rest of satellites distribution is uniform and more complete.

Figure 3 shows the number of visible satellites epoch-by-epoch. The number of
visible satellite is about 16–20 for BDS/GPS dual system, 7–10 for GPS and 8–11
for BDS. Number of BDS satellites between adjacent epochs almost remained at

Fig. 1 The distribution of
stations

Fig. 2 Satellite sky map of
GD36
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about 9, while that of GPS satellites varied more frequent among different epochs.
The number of visible satellites increases obviously when combining BDS/GPS
dual system. Although there is some fluctuation, the overall number is obviously
superior to single system, which greatly improves the observation redundancy.

Figure 4 is the distribution of PDOP values of each system in the observation
period. The PDOP value of BDS/GPS dual system is much less than that of GPS
and BDS single system, and the average value is about 1.5. It can be verified that
dual system combination positioning can significantly improve the spatial distri-
bution of satellite. The average value of GPS is about 2 and changes smoothly. Due
to the influence of GEO satellite, BDS is not well distributed, and its PDOP average
is about 4.3 and lower than that of GPS.

Fig. 3 The number of visible satellite

Fig. 4 PDOP in single epoch
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1.3.2 Positioning Accuracy Analysis

Three schemes GPS single system, BDS single system and BDS/GPS dual system
combination are performed for positioning validation. We select the stable point of
GD38 to analyze the positioning accuracy of all schemes. It avoids the influence of
periodic items and displacement trend on positioning accuracy in this section.

The data processing mode is dual frequency relative positioning, and the tro-
posphere correction model adopts Saastamoinen model, the ionospheric correction
uses broadcast ephemeris correction. Kalman filter is used for parameter estimation.
After deleting the epochs of convergence, the positioning errors are shown in
Fig. 5. The standard deviation (STD) and mean (AVE) statistics of error time series
are given in Table 1.

The positioning accuracy of BDS is the same level as that of GPS in the short
baseline measurement, the direction of E and N is better than 2 mm; that of U is
better than 5 mm. The accuracy of E direction is better than that of N direction,
which is mainly because that BDS has not yet completed the global system. The
combined positioning accuracy of BDS/GPS dual system is better than those of
GPS and BDS in all directions, which fully proves the high accuracy and reliability
of dual system combined positioning. The combination of BDS/GPS positioning

(a) Errors in E direction  (b) Errors in N direction 

(c) Errors in U direction   

Fig. 5 Errors of GD38 station for doy of 316
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can enhance the observation redundancy and overcome the shortcomings of pos-
sible low data quality of single system.

1.3.3 Smoothing Filter for Monitoring Sequence

Figure 6 shows dual system combined monitoring sequence of GD40 station.
BDS/GPS positioning can accurately describe the displacement of this station in
each direction after a convergence procedure in initial time. The sequence has some
outliers, the whole sequence changes are relatively stable and no jump. The
sequence become more smoothly when it is filtered by robust weighted moving
average of GD40 station. The results show that the proposed method can effectively
improve the monitoring accuracy.

Table 1 Accuracy statistics of relative positioning

STD AVE

BDS/GPS GPS BDS BDS/GPS GPS BDS

E (mm) 1.39 1.66 1.54 1.14 1.38 1.48

N (mm) 0.73 0.97 2.01 0.57 0.70 1.77

U (mm) 2.33 2.61 4.77 1.54 1.57 3.84

Fig. 6 Smoothing filter for monitoring sequence
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To confirm the validity and reliability of the proposed method further, we use the
GPS system solution processed by Bernese5.2 software as a reference to calculate
the residual sequence. The RMS values are shown in Table 2. Compared with the
ordinary weighted moving average method, the proposed method can improve the
accuracy of the monitoring results and better control the influence of outliers.

1.3.4 Analysis of Station Drift Velocity

Based on the combined positioning of dual system, we take the station coordinates
obtained by BDS/GPS combined solution as quasi-observations with variance
information to estimated the daily drift velocity of each station by using the
dynamic Kalman filter.

The drift velocity of each station can be seen in Table 3. The average drift
velocity of GD41 station was greater than 1 mm in all directions, while the drift
velocity even reached −8.91 mm/day in U direction. Combined with the monitoring
results to those provided by the relevant department, it is verified that the dis-
placement and velocity estimating obtained by BDS/GPS combination positioning
are in good agreement with the actual situation, which can provide displacement
prediction for the follow-on monitoring in this area.

Table 2 Accuracy evaluation of smoothing filter

Between
system RMS
(mm)

Weighted moving
average method RMS
(mm)

Robust weighted moving
average method RMS (mm)

Improvement
rate (%)

1.47 1.44 0.91 38

1.51 1.27 1.13 25

2.53 2.15 1.94 23

Table 3 Estimation of daily drift velocity

Station E (mm/day) N (mm/day) U (mm/day)

GD37 0.08 0.09 0.21

GD38 0.05 0.01 −0.30

GD39 0.31 −0.29 −0.41

GD40 0.02 −0.87 −0.96

GD41 −1.80 −5.11 −8.91

GD42 0.12 −2.44 −4.86

GD43 0.87 −0.52 −0.77

GD44 0.30 0.02 −0.44

GD45 0.11 0.36 −0.01
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1.4 Conclusions

The combination of BDS/GPS dual system can significantly improve the number of
visible satellites and enhance the observation redundancy. For dual frequency rel-
ative positioning of short baseline(less than 2 km), the positioning accuracy of BDS
in the direction of E and N is better than 2 mm, and 5 mm in U direction. The
precision of BDS/GPS dual system combined positioning is better than those of
GPS and BDS single system in all directions. The positioning accuracy is better
than 2 mm in horizontal, and 3 mm in vetical. The robust weighted moving average
method can be used to smooth the monitoring sequence for the deformation geo-
logical disaster effectively. But the size of moving window is experiential and need
to be studied further. The combination of BDS/GPS positioning can be used for
estimating station drift velocity. With the development of BDS, fusion positioning
combining BDS and other GNSS systems can get more accurate positioning results
and expand its applications in more broad fields.
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The Research on Nonlinear Attitude
Determination Method of GNSS
Multi-antenna Attitude Measurement

Yuan Tian, Lifen Sui, Bing Wang, Qing Dai,
Yijun Tian and Tian Zeng

Abstract GNSS multiple antenna attitude measurement possesses three attitude
determination methods, direct solution, nonlinear least squares method and linear
least squares method. Normal nonlinear least squares method on attitude estimate
realizes linearization of observation equation with additive euler angle error being
the parameter, of which the calculation is largely increased and accuracy can be
further enhanced. Hence, nonlinear least squares methods respectively based on
additive quaternion error, multiplicative euler angle error and multiplicative
quaternion error are derived, and detailed calculation procedures and least squares
solutions are respectively presented. Finally a simulation experiment is designed to
compare and analyze the direct solution, linear least squares method and 4 types of
nonlinear least squares method. Conclusions are as follows: (1) direct solution
possesses short calculation time consumption, only being available to degree-level
navigation application due to low accuracy; (2) the least squares method whose
accuracy is higher than direct solution by more than 60%, reaching to 30′, and
single epoch time consumption is just a little more than direct solution, is available
to minute-level navigation application; (3) nonlinear least squares method based on
multiplicative error is relatively the best.
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1 Introduction

Attitude measurement system is a significant component of dynamic navigation
system. Traditional attitude measurement system, Inertial Navigation System (INS),
has many limitations of error rapidly increasing with time going by, long initial
calibration time consumption and hard controlled accuracy and high cost [1, 2],
which largely restrict its application. Global Navigation Satellite System (GNSS)
can provide high-accuracy navigation, positioning and time service. Besides, GNSS
multi-antenna attitude measurement system which providing real-time minute-level
attitude information, compared with INS, is widely applied in navigation and
aviation, road and dam measurement due to the merits of low cost, high real time,
small volume, light weight, easy fixation and short initialization time consumption.

Recent years, research related to GNSS multi-antenna attitude measurement
mainly focus on velocity and accuracy improvement of integer ambiguity fixation
[3, 4], and several fruitful searching algorithm have been presented. Also some
scholars studied the influences from antenna layout, antenna number, baseline
length and observed satellite number on attitude measurement accuracy [5, 6],
drawing several conclusions that better antenna layout, longer baseline length and
more antennas and observed satellites lead to higher attitude accuracy. Currently the
integer ambiguity fixation methods are relatively mature and such factors men-
tioned above are always limited in practical situation, therefore attitude calculation
methods with higher accuracy is necessary. Direct solution and nonlinear least
squares method [7], two frequently-used methods, are contrasted in [8] which
drawing a conclusion that nonlinear least squares method is better than direct
solution. Note that normal nonlinear least squares method realizes linearization of
observation equation with additive euler angle error being the parameter, of which
the calculation is largely increased. In [9] an Attitude Matrix Element Solution
(AMES) is presented, avoiding the linearization of observation equation.

In this paper, based on nonlinear least squares method the other three lin-
earization methods of observation equation are researched. We respectively regard
additive quaternion error, multiplicative euler angle error and multiplicative
quaternion error as parameter to implement linearization, after that the attitude
calculation formulas under different linearization methods are derived. Finally,
direct solution, linear least squares method and 4 types of nonlinear least squares
method are compared in detail.

2 Direct Solution

Direct solution needs at least two baselines (three GPS antennas) to calculate the
attitude. Let the position of master antenna being the origin of Body Frame System
[7] (BFS, B), and install the first baseline b1 along the vertical axis of body frame,
then baseline vector is bB1 ¼ ½0 b1 0 �T . The angle between b1 and the second
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baseline b2 which can be installed randomly is a, hence
bB2 ¼ ½ b2sina b2cosa 0 �T , where b1 and b2 denote baseline length. Supposing
that bL1 and bL2 are the two baselines in Local Level System [7] (LLS, L), then
according to the transformation relation of the first baseline— bL1 ¼ RbB1—we can
calculate the yaw wð Þ and pitch hð Þ, where R denotes the direction cosine matrix.
Formulas are as follows:

R ¼
CwCc � SwShSc �SwCh CwSc þ SwShCc

SwCc þCwShSc CwCh SwSc � CwShCc

�ChSc Sh ChCc

2
4

3
5 ð1Þ

w ¼ � arctan
bL1;x
bL1;y

 !
ð2Þ

h ¼ arctan
bL1;zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðbL1;xÞ2 þðbL1;yÞ2
q

0
B@

1
CA ð3Þ

In order to calculate the roll cð Þ, we rotate bL2 with yaw and pitch to get ðbL2Þ0,

ðbL2Þ0 ¼
1 0 0
0 cos h sin h
0 � sin h cos h

2
4

3
5 cosw sinw 0

� sinw cosw 0
0 0 1

2
4

3
5bL2 ð4Þ

then c can be calculated as follows:

c ¼ � arctan
ðbL2;zÞ0
ðbL2;xÞ0

 !
ð5Þ

3 Nonlinear Least Squares Method

3.1 Least Squares Based on Additive Euler Angle Error

The baseline vectors in the two coordinate systems are related as follows:

BL ¼ RBB ð6Þ

where BL ¼ ½ bL1 bL2 . . . bLm �; BB ¼ ½ bB1 bB2 . . . bBm �, m denotes baseline
number andR denotes direction cosinematrix. In normal nonlinear least squares, with
R being always expressed as the form of euler angle shown in (1) and (6) becomes a
nonlinear observation equation related to euler angle and need linearization.
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Define additive euler angle error as Dê ¼ ½Dŵ Dĉ Dĥ �T that satisfies
e ¼ e0 þDê, where e denotes the true euler angles and e0 denotes the approximate
ones. Then the linearization of (6) can be implemented with Dê being its parameter,
after that the error equation of the ith baseline reads:

Vi ¼ AiX̂� Li ¼ AiDê� bLi � R0bBi
� � ð7Þ

where Ai ¼ @R
@w b

B
i

@R
@c b

B
i

@R
@h b

B
i

h i
, and R0 denotes the initial direction cosine

matrix. Combining all baselines’ error equation together, we can obtain the least
squares solution based on additive euler angle error as:

Dê ¼
Dŵ
Dĉ
Dĥ

2
4

3
5 ¼ Pm

i¼1
AT

i PiAi

� ��1 Pm
i¼1

AT
i PiLi

� �

Pi ¼ ðQbLi
þRT

0QbBi
R0Þ�1

ð8Þ

where QbLi
and QbBi

respectively denote the inverse weight matrix of baselines in
LLS and BFS. With Dê obtained, the estimate value of attitude can be calculated by
e ¼ e0 þDê.

3.2 Least Squares Based on Additive Quaternion Error

Except for euler angle, carrier’s attitude can also be expressed by quaternion [10].
Due to this matrix R in (6) can be expressed as:

R qð Þ ¼
q20 þ q21 � q22 � q23 2ðq1q2 � q0q3Þ 2ðq1q3 þ q0q2Þ
2ðq1q2 þ q0q3Þ q20 � q21 þ q22 � q23 2ðq2q3 � q0q1Þ
2ðq1q3 � q0q2Þ 2ðq2q3 þ q0q1Þ q20 � q21 � q22 þ q23

2
4

3
5 ð9Þ

Define additive quaternion error as Dq which satisfies q ¼ q0 þDq, where q
denotes the true quaternion and q0 denotes the approximate value. Then based on
Dq we implement the linearization of (6) by using Taylor expansion at
q0 ¼ ½ q0 q1 q2 q3 �. After that the error equation of the ith baseline in
quaternion form reads:

Vi ¼ A qð ÞiX̂� Li ¼ A qð ÞiDq̂� bLi � R q0ð ÞbBi
� � ð10Þ

A qð Þi¼ @R qð Þ
@q0

bBi
@R qð Þ
@q1

bBi
@R qð Þ
@q2

bBi
@R qð Þ
@q3

bBi
h i

ð11Þ
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According to this equation we can obtain the least squares solution of Dq̂, further
the estimate value of quaternion by q̂ ¼ q0 þDq̂. After normalization of q̂ and
calculation of direction cosine matrix R qð Þ by (9), attitude angle can be easily
determined [10].

3.3 Least Squares Based on Multiplicative
Euler Angle Error

According to vectorization theorem, vectorization of (6) is realized as follows:

vecBL ¼ ðBBÞT � I3
� �

vecRþ vecV ð12Þ

The true direction cosine matrix RðeÞ and the estimated direction cosine matrix
RðêÞ which expressed by euler angle are related as follows:

RðeÞ ¼ RðDeÞRðêÞ ð13Þ

Here we define De as multiplicative euler angle error, also named the misaligned
angle of the platform. Since De is a small value, so it approximately equal to the
euler error of yaw, roll and pitch [11], then such relationships exist:

RðDeÞ � ½IþðDe�Þ� ð14Þ

ðDe�Þ ¼
0 �Dw Dc
Dw 0 �Dh
�Dc Dh 0

2
4

3
5 ð15Þ

Apply (14)–(13), and execute vectorization to it:

vecRðeÞ ¼ vecRðêÞþ RTðêÞ � I3
� �

vec½De�� ð16Þ

Afterwards applying (16)–(12), we can obtain such an equation:

vecV ¼ ðBBÞT � I3
� �

RTðêÞ � I3
� �

vec½De�� � vec BL � RðêÞBB� � ð17Þ

This equation’s parameter is vec½De��. In order to get the equation based on De,
we need to use De ¼ ½Dw Dc Dh �T to express vec½De�� as follows:

vec½De�� ¼ PTDe ð18Þ
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P ¼
0 1 0 �1 0 0 0 0 0
0 0 �1 0 0 0 1 0 0
0 0 0 0 0 1 0 �1 0

2
4

3
5 ð19Þ

According to the three equations above, the least squares solution Dê can be
described as:

N ¼ ðBBÞT � I3
� �

RTðêÞ � I3
� �

PT
� �T

Q�1
BL ðBBÞT � I3
� �

RTðêÞ � I3
� �

PT
� �

ð20Þ

U ¼ ðBBÞT � I3
� �

RTðêÞ � I3
� �

PT
� �T

Q�1
BL vec BL � RðêÞBB� � ð21Þ

Dê ¼ N�1U ð22Þ

3.4 Least Squares Based on Multiplicative
Quaternion e Error

Transform (13) to quaternion form as:

RðqÞ ¼ RðDqÞRðq̂Þ ð23Þ

Dq ¼ Dq0 D�q½ �T ð24Þ

where D�q ¼ q1 q2 q3ð ÞT ; the direction cosine matrix and quaternion are related
as follows:

RðDqÞ ¼ ðDq20 � D�qk kÞI3 þ 2Dq0½D�q��þ 2D�qD�qT ð25Þ

For quaternion error being a small value, we consider that Dq0 � 1, D�qk k � 0,
D�qD�qT � 0 and apply these to (25), which transformed as:

RðDqÞ ¼ I3 þ 2½D�q�� ð26Þ

½�q�� ¼
0 �q3 q2
q3 0 �q1
�q2 q1 0

2
4

3
5 ð27Þ

Subsequent derivation steps being similar to last chapter, we don’t present any
more, directly giving out the least squares solution of D�q as follows:
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N ¼ 2 ðBBÞT � I3
� �

RTðq̂Þ � I3
� �

PT
� �T

P 2 ðBBÞT � I3
� �

RTðq̂Þ � I3
� �

PT
� �

ð28Þ

U ¼ 2 ðBBÞT � I3
� �

RTðq̂Þ � I3
� �

PT
� �T

Pvec BL � Rðq̂ÞBB� � ð29Þ

D�q ¼ N�1U ð30Þ

Dq0 can be calculated by normalization of quaternion: Dq0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� D�qTD�q

p
.

4 Experiment and Analysis

A simulation experiment is designed. Satellite trajectory in coarse accuracy can be
calculated by utilizing practical almanac of GPS satellites that downloaded from
navcen.usug.gov. Meanwhile all antennas’ WGS-84 coordinates can be obtained
according to antenna position in BFS and attitude angle given before. After that,
appropriate simulated random noise, as observation noise, is added to the distance that
calculated by satellite position and antenna position to realize the simulation of carrier
phase observation information. Simulation parameter settings are shown in Table 1.

Based on such settings, a set of simulated data is produced. Note that an angular
change rate is given to simulate the dynamic change of attitude, and integer ambi-
guities are given. After that we determinate the attitude by six methods as follows:

1. Direct solution (DS);
2. Linear least squares: attitude matrix element solution (AMES) [9];
3. Nonlinear least squares: based on additive euler angle error (LS-AE), additive

quaternion error, (LS-AQ), multiplicative euler angle error (LS-ME) and mul-
tiplicative quaternion error (LS-MQ).

Table 1 Simulation parameter settings

Parameter name Parameter settings

Sampling time 2008-01-22 22:05-22:48

Master antenna position 50°E, 3°N, altitude 200 m

Observation noise (pseudo range/carrier phase) 0.2/0.01 m

Epoch/epoch interval 2000/0.5 s

Elevation mask angle 15°

Baseline vector b1 ¼ 0 2 0½ �T
b2 ¼ 1 1 0½ �T
b3 ¼ 1 1 2½ �T

Initial attitude w; c; hð Þ ¼ 30�; 5�; 10�ð Þ
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Experiment results are shown in following figures and tables. Figures 1, 2 and 3
present the result comparison between direct solution, linear least squares method
and nonlinear least squares method, note that nonlinear least squares method selects
LS-AE. As is shown in these three figures, DS’s accuracy is the lowest, only the
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yaw barely remaining at minute-level accuracy, while the error of roll and pitch
fluctuating remarkably are both more than 1°. The accuracy of linear least squares
method and nonlinear least squares method, almost the same, is largely improved
compared with direct solution. Three angles’ accuracies, smooth and steady, are all
superior to 0.5°. Hence, for minute-level required navigation applications, the least
squares method should be chosen rather than direct solution.

The result comparison of 4 different types of nonlinear least squares method are
presented in Fig. 4, where (a), (b) and (c) respectively present the error of yaw, roll
and pitch. As is shown, there are few differences between 4 methods, methods
based on multiplicative error being slightly better than that based on additive error.
In order to obtain more obvious contrast result, the statistic of mean error, root
mean square error (RMS) and single epoch time consumption (STC) of all six
methods are presented as shown in Table 2.

According to Table 2 following conclusions can be obtained:

1. The accuracy of DS, RMS exceeding 1°, is the lowest. And the error of roll is
almost twice to three times as large as that of yaw and pitch due to the vertical
baseline coordinate which is used on calculation of roll and always within low
accuracy. However, single epoch time consumption of DS, simple and needless
to iterate, is the shortest.

2. The accuracy of least squares method which is superior to 0.5°is improved more
than 60% compared with direct solution, and three angles’ accuracy are
approximate. While for the reason of relatively complex algorithm and iteration,
single epoch time consumption multiply increases.

3. The accuracy of LS-AE is the lowest compared with other nonlinear least
squares methods, and its linearization procedure is of large amount of
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Fig. 4 Error of four types of nonlinear least squares method
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calculation, which leads to relatively the longest single epoch time consumption.
The accuracy of LS-AQ is improved by over 26″, and simplified linearization
procedure leads to shorter time consumption. The methods based on multi-
plicative error whose accuracy and time consumption are almost the same are
both better than that based on additive error, with accuracy improved by 45″.

4. There are almost no differences between the results of AMES and nonlinear
least squares methods based on multiplicative error.

5 Conclusions

Direct solution possesses short calculation time consumption, but only available to
degree-level navigation application due to low accuracy. The least squares method
whose accuracy is higher than direct solution by more than 60%, reaching to 30′,
and single epoch time consumption being just a little more than direct solution, is
available to minute-level navigation application. The nonlinear least squares
method based on multiplicative error is especially the best.

Acknowledgements We greatly appreciate the support of the national natural science foundation
of China (41274016 and 41674016).

Table 2 Error statistic of six methods/°

Method Attitude Mean RMS Attitude RMS STC/s

DS Yaw 0.2925 0.3721 1.2867 0.0006

Roll 0.8551 1.0721

Pitch 0.4742 0.6064

LS-AE Yaw 0.2199 0.2734 0.4901 0.0021

Roll 0.2370 0.2988

Pitch 0.2211 0.2760

LS-AQ Yaw 0.2216 0.2760 0.4837 0.0014

Roll 0.2342 0.2952

Pitch 0.2122 0.2658

LS-ME Yaw 0.2173 0.2698 0.4711 0.0011

Roll 0.2323 0.2933

Pitch 0.2024 0.2513

LS-MQ Yaw 0.2173 0.2698 0.4711 0.0011

Roll 0.2323 0.2933

Pitch 0.2024 0.2513

AMES Yaw 0.2173 0.2699 0.4717 0.0011

Roll 0.2324 0.2942

Pitch 0.2023 0.2513

82 Y. Tian et al.



References

1. Park C, Kim I, InJee G, Lee JG (1997) An error analysis of GPS compass [C]. SICE’97. In
Proceedings of the 36th SICE annual conference, international session papers, 1997,
1037–1042

2. Xu J, Z T, Bian H (2004) Review on GPS attitude determination [J]. J Nav Univ Eng 15
(3):18–20

3. Zhijian Liu, Yi Liu (2005) Algorithm of a real-time attitude system using non-dedicated GPS
receivers [J]. Acta Geod Cartogr Sin 34(3):213–217

4. Giorgi G, Teunissen PJG (2010) Carrier phase GNSS attitude determination with the
multivariate constrained LAMBDA method [J], pp 1–12

5. Yuanjun G (2011) Research on GPS attitude determination algorithm and antenna
configuration [D]. Harbin Engineering University

6. Yong Wang, Xiubin Zhao, Chunlei Pang et al (2014) Antenna configuration and accuracy
analysis of GNSS attitude determination system [J]. Comput Measur Control 22(9):
3024–3027

7. Dai Z, Knedlik S, Loffeld O (2009) A MATLAB toolbox for attitude determination with GPS
multi-antenna systems [J]. GPS Solutions 13(3):241–248

8. Zhang F, Chai Y, Chai H et al (2016) Analysis on precision of two attitude determination
methods using GNSS multi-antenna data [J]. J Chin Inertial Technol 24(1):30–35

9. Li Y, Murata M (2002) New approach to attitude determination using global positioning
system carrier phase measurements [J]. J Guid Control Dyn 25(1):130–136

10. Yu G (2015) GNSS/INS integrated system model refining and position & attitude
determination using carrier phase [J]. Acta Geod et Cartogr Sin 44(11):1295–1295

11. Titterton D, Weston J (2004) Strapdown inertial navigation technology, 2nd edition [M].
The IEE, UK, pp 3–21

The Research on Nonlinear Attitude Determination Method of GNSS … 83



Estimation and Evaluation
of the Precipitable Water Vapor
from GNSS PPP in Asia Region

Zhimin Liu, Yangyang Li, Fei Li and Jinyun Guo

Abstract Water vapor is one of the main atmospheric parameters, which has
important reference value for climate research, weather forecast, weather moni-
toring and so on. BDS and GALILEO not only can realize high precision orbit
determination and user positioning, but also can be an effectively sensor for satellite
meteorology. The rapid development and improvement of BDS and GALILEO,
which provide an opportunity to estimate a more high-resolution, precise solution
of zenith wet delay (ZWD) and precipitable water vapor (PWV). In this paper, the
observation from MGEX stations over Asia regional are processed respectively by
GPS-only and GPS/BDS/GALILEO combining precise point positioning (PPP),
and ZWD and PWV are retrieved by PPP method. The performance of the esti-
mated ZWD and PWV was tested and verified by GGOS (Global Geodetic
Observing System) and radiosonde data. The result shows that the ZWD solutions
estimated from PPP agree with GGOS solution very well. Compared with the MAE
and RMS of GPS, the results of GPS/BDS/GALILEO decrease by 0.6, 0.5 cm,
respectively. The correlation coefficient increases 0.027–0.031. The correlation
coefficient between PPP and radiosonde is above 0.9, which shows that they have
reached a high level of convergence. The MEAN, RMS value of
GPS/BDS/GALILEO is about 1 mm less than GPS. The correlation coefficient
increases 0.023–0.034, which further proves that BDS and GALILEO can improve
the estimation accuracy of PWV. Then we are sure that BDS and GALILEO will
bring great benefits of ZWD and PWV.
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1 Introduction

Water vapor is a highly instability component of atmospheric. It plays important roles
in the transfer of energy and global climate change, which is one of crucial charac-
terized meteorological parameters in weather forecast and atmospheric research
applications [1]. A good knowledge of the spatiotemporal characteristics of water
vapor will be needed for the improvement of weather forecast. Radiosonde is one of
the traditional technique to obtain precipitablewater vapor (PWV) observation, which
has a long observation history. The algorithm using radiosonde data to retrieve PWV
is relatively straightforward. However, the operational radiosonde stations commonly
only measure water vapor twice a day because of high operational costs and heavy
workload. It produces at most two measurements every day. Subject to the low
spatio-temporal resolution and the low geographic density of radiosonde stations,
PWV obtained from radiosonde becomes more and more unable to satisfy with the
request of short-term weather forecast.

GPS has the advantages of low equipment costs, all-weather continually oper-
ating and high spatio-temporal resolutions, which provides a completely new
method for high-accuracy exploration and real time continuous monitoring of the
earth’s atmosphere. Through PPP technique, the accurate coordinate, velocity and
zenith tropospheric delay (ZTD) can be obtained directly [2]. Therefore, the
research of PWV using PPP technique is of important theoretical significance and
practical value. Accompanied by the rapid development and improvement of
multi-constellation Global Navigation Satellite System (GNSS), the world of
satellite navigation is undergoing dramatic changes. When four systems
(GPS/GLONASS/BDS/GALILEO) are fully deployed over the next few years,
there will be about 120 satellites available for navigation and positioning. When the
time comes, for both scientific and engineering applications, Multi-GNSS will bring
great opportunities and challenges [3].

Multi-GNSS Experiment (MGEX) has been started by the International GNSS
Service (IGS) to obtain and analyze data and products from four satellite systems
[4]. Accordingly, a new tracking network of MGEX tracking GPS and one of
GLONASS, BDS, GALILEO, or QZSS satellites has been deployed over the past
few years. In view of the improved spatial distribution of observations, the ZTD
estimation in particular will get benefit from the rapid increases of the ground-based
stations, furthermore for improving weather nowcast even monitoring extreme
weather. On account of more observable satellites and more reliable geometry,
multi-GNSS processing will help to stabilize and better the ZTD and PWV solution.
Li et al. [5] investigated the BDS for PWV estimation by using BDS observations,
the study showed that the PWV results obtained from the BDS observations can
reach the same precision level as PWV from GPS and BDS is ready for the high
precision meteorological applications. Li et al. [6] found that accuracy of several
millimeters for the multi-GNSS-based ZTD estimates with high reliability is
achievable, which would be beneficial for meteorological applications.
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In this paper, we investigate the ZWD and PWV estimated from GPS only and
combining GPS/BDS/GALILEO observations by using PPP technique. The
observations from MGEX stations distributed over the Asia regional are processed
to retrieve two different ZWD/PWV solutions: GPS-alone, and GPS/BDS/
GALILEO combined solution. Then, we compare its results with the Global
Geodetic Observing System (GGOS)-derived ZWD and radiosonde-derived PWV.
The performance of solutions from only GPS observations is analysed and assessed,
and the significant benefit of combining BDS, GALILEO with GPS data to estimate
ZWD/PWV is also further evaluated.

2 Estimation of ZWD and PWV

Generally, the first order ionospheric delay can be eliminated by the linear com-
bination of ionospheric free using dual-frequency pseudorange and carrier-phase
observations in PPP processing. Since the influence of higher-order ionospheric
(HOI) on PPP is at millimeter level [7], the HOI is neglected in this paper. The
observation equations are usually written as [6]:

P3 ¼ qþ cðdt � dTÞþ T þ eP3 ð1Þ

L3 ¼ qþ cðdt � dTÞþ T þ kNþ eL3 ð2Þ

where P3 is the first order ionosphere free code pseudorange combinations, L3 is the
first order ionosphere free carrier-phase combinations, q is the geometrical range
between satellite and receiver, c is the speed of light in vacuum, dt is the receiver
clock errors, dT is the satellite clock errors, T is the tropospheric delay, k3 is the
wavelength of the ionosphere-free carrier-phase combinations, N3 is the unknown
carrier-phase ambiguity of the ionosphere-free carrier-phase combination, eP3 and
eL3 are the other error sources for pseudorange and carrier-phase, respectively.

Due to each satellite system uses individual time reference, the inter system
biases (ISB) should be carefully treated in processing multi-GNSS data. The GPS,
BDS and GALILEO ionosphere free combinations considered ISB of both pseu-
dorange and carrier-phase can be expressed as:

PG
3 ¼ qG þ cðdt � dTGÞþ TG þ eGP3

LG3 ¼ qG þ cðdt � dTGÞþ TG þ kG3 N
G
3 þ eGL3

(
ð3Þ

PC
3 ¼ qC þ cðdt � dTCÞþ TC þ ISBC þ eCP3

LC3 ¼ qC þ cðdt � dTCÞþ TC þ ISBC þ kC3N
C
3 þ eCL3

(
ð4Þ

PE
3 ¼ qE þ cðdt � dTEÞþ TE þ ISBE þ eEP3

LE3 ¼ qE þ cðdt � dTEÞþ TE þ ISBE þ kE3N
E
3 þ eEL3

(
ð5Þ
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where indices G, C, and E refer to the GPS, BDS and GALILEO satellites,
respectively. ISB is the inter-system bias.

In consideration of the homogeneity and inhomogeneity characteristic of the
troposphere delay, the complete model for the slant troposphere total delay T can be
modeled by hydrostatic, wet delay and the horizontal gradient with their individual
mapping functions:

TS
R ¼ Mfh � ZHDþMfw � ZWD

þMfGðelÞ � ðGNS � cosðazÞþGWE � sinðazÞÞ ð6Þ

mfGðelÞ ¼ 1= sinðelÞ � tanðelÞþ 0:0032½ � ð7Þ

where Mfh and Mfw are mapping functions of the hydrostatic and wet delay,
respectively (here Vienna Mapping Function (VMF1)), el and az is the elevation
and azimuth angles of the individual satellite. Zenith hydrostatic delay (ZHD) can
be accurately corrected using empirical correction models. However, as high
temporal variability and instability, ZWD is difficult to calculate with enough
accuracy. Thus, ZWD in the process filter is treated as an unknown parameter.
MfGðelÞ is the horizontal gradient mapping function, GNS and GWE are the hori-
zontal gradient components in North-South and West-East directions, respectively.

ZWD derived from PPP are converted to the PWV by using the relation [8],

PWV ¼ P � ZWD ð8Þ

P ¼ 106= qwRv ðk3=TmÞþ k02
� �� � ð9Þ

where P is the conversion factor, qw ¼ 103 kg/m3 is the water density, Rv ¼
461:50 J K�1 kg�1 is the specific constant of gas, k3 ¼ 377600 ðK2 hPa�1Þ and
k02¼16:52 ðKhPa�1Þ are the refractivity constants of atmospheric, and Tm is the
weighted mean temperature of the atmosphere which varies in space and in time.
The uncertainty in P is decided by the uncertainty in Tm, which can be accurately
calculated with the vertical profiles of water vapor and temperature. Only if the
station with external meteorological data are available, this method can be applied.
However, these meteorological data are usually difficult to be obtained at the high
temporality and spatiality resolution and also are usually not available at ground
based GNSS stations. Thus Tm value is often computed using alternative technique.

In this study, we used the global Tm grid model of the Global Geodesy
Observation System (GGOS), which provides Tm globally on 2° � 2.5° grids every
6 h. The Tm grid is estimated from the meteorological data provided by European
Centre for Medium-Range Weather Forecasts (ECMWF). Yao et al. [9] showed that
compared with radiosonde and COSMIC data, the mean error of the PWV can be
less than 1% when using the Tm interpolated from GGOS.
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3 Experiment and Analysis

3.1 Experimental Data and Processing Strategies

In order to assess the performance of ZWD/PWV estimated from the multi-GNSS
PPP processing, the online GAPS (GNSS Analysis and Positioning Software) was
used. The MGEX observations from the Asia regional are investigated and ana-
lyzed using the online PPP tool technique. Multi-GNSS observations collected at
the 5 MGEX stations (Fig. 1) had been downloaded from the IGS website from
DOY180 of 2016 (June 28, 2016) to DOY210 of 2016 (July 28, 2016). The cut-off
elevation angle of satellite is set as 10°. Horizontal gradients with Chen and
Herring gradient mapping function is applied to the gradient model. ZWD and
gradients are estimated as a random walk. GPS orbit and clock error products
adopted the IGS final precise product. BDS/GALILEO orbit and clock error
products adopted the CODE final precise product. The antenna phase center offset
(PCO) of BDS and GALILEO satellites are just simply corrected with the
IGS MGEX standard [4]. Since the PCO or phase center variation (PCV) of the
receiver for BDS and GALILEO signals are not available currently, they are not
considered in this paper.

3.2 ZWD Comparisons Between PPP and GGOS

In this section, we analysis and assess the performance of the ZWD estimated from
the PPP processing and evaluate the benefit of adding BDS and GALILEO for

Fig. 1 Distribution of the selected MGEX stations and radiosondes
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ZWD retrieval, the ZWD series derived from PPP are compared with that from
GGOS solution with time resolution of 6 h interval. ZWD values at common epochs
to avoid interpolation are taken into account for the solution comparison. Figure 2
shows the ZWD time series at stations BIK0 and SGOC from DOY180 to DOY210
of 2016. It can be seen that, in general, the value of ZWD is about 0–0.4 m, and the
diurnal variation is less than 10 cm. The scatter plots of ZWD between the two
solutions at station BIK0 and SGOC are displayed in Fig. 3. It can be seen from
Fig. 3 that the ZWD result of PPP agree quite well with the result of GGOS. The
correlation coefficient is more than 0.8, implying high correlation between the
PPP ZWD and GGOS ZWD. The correlation coefficient of GPS/BDS/GALILEO
compared to GPS-only increases by 0.027–0.031, which show that BDS and
GALILEO can significantly increase the reliability and accuracy of ZWD. As we
can see from Fig. 1, the station SGOC is at low latitude coastal areas, and affected
by tropical climate and marine climate. The change of ZWD is more drastically
compared to the mid latitude inland station BIK0, which lead to that there is a larger
deviation of the ZWD solution between PPP and GGOS.

Figure 4 presents the MEAN and RMS of ZWD comparison between PPP and
GGOS solutions at the abovementioned MGEX stations. The MEAN and RMS of
ZWDcomparison between PPP andGGOS is less than 2.5 cm, showing that the ZWD
can be captured accurately by PPP estimates. It can be noticed from Fig. 4 that the
MEAN of ZWD differences ranges from 1.0 to 2.2 cm, indicating that there is no
apparent systematic bias between PPP and GGOS. The RMS is between 1.2 and
2.3 cm, which show that the reliability and stability of the result. The MEAN and
RMSof ZWDsolution derived fromGPS/BDS/GALILEO is respectively 0.6, 0.5 cm
smaller than the GPS-only solution, which indicates a potential benefit for ZWD
estimated from PPP with the contribution of adding BDS and GALILEO satellites.

3.3 Validations with Radiosondes

In order to evaluate the stability and accuracy of PWV, the PWV series obtained
from PPP method are compared with radiosonde data. Figure 5 shows the PWV

Fig. 2 ZWD derived from PPP and GGOS solutions at station BIK0 and SGOC
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solutions retrieved from PPP and nearby radiosonde solution at station MIZU
(140.10°E, 39.71°N) and station WUH2 (114.13°E, 30.61°N), where nearby
radiosonde launch sites are available (Fig. 1). PWV retrieved from radiosonde is
sampled every 12 or 24 h, which are considered for the comparison at the common
epochs. We can see from Fig. 5 that the PWV obtained from the PPP agrees well
with radiosonde. The accuracy level of PWV differences is at few millimeters and

Fig. 3 Scatter plot of ZWD between PPP and GGOS at station BIK0 and SGOC

Fig. 4 MEAN and RMS of ZWD differences
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the MEAN and RMS between the two solutions are about 4 mm. Compared to the
station WUH2, the station MIZU is affected by the maritime climate, so that the
change interval of PWV is more significant. The variation of PWV value at station
WUH2 during days of year (DOY) 193–195 and 197–198 of 2016 reach to 30 mm,
which is related to the heavy rainfall around the station area. So the variation of
PWV can provide a certain reference for forecasting heavy rainfall. The scatter plots
of PWV between the PPP and radiosonde at station MIZU and WUH2 are shown in
Fig. 6. It can be also seen that the GPS PWV and GPS/BDS/GALILEO PWV all
show good agreement with the radiosonde, and there are no apparent systematic
biases between PPP and radiosonde solutions. Compared to the GPS only, the
correlation coefficient of GPS/BDS/GALILEO increases by 0.023–0.034. Due to
the radiosonde stations nearby MIZU is relatively farther than the station WUH2
and the dispersion of the data increases, which results in the correlation coefficient
is smaller.

Figure 7 gives the MEAN and RMS of the PWV comparison for the GPS only,
and GPS/BDS/GALILEO combined solutions with respect to the radiosonde
solutions. The PWV solution of the GPS/BDS/GALILEO shows show a full of
consistency with that of the GPS only. The MEAN of GPS-only solution is 3.0 and
3.6 mm, and the RMS of GPS/BDS/GALILEO is 3.3 and 3.8 mm, respectively.
Furthermore, the PWV differences of the GPS/BDS/GALILEO combined solution
are smaller, where the MEAN is 2.3 and 3.1 mm and the RMS of the differences are
2.5 and 3.2 mm, respectively. Therefore, the GPS/BDS/GALILEO combined can
improve the accuracy of PWV compared to the GPS only. However, the accuracy
level of PWV is limited by the accuracy of the PCO and PCV models of satellite
and receiver antennas. So the accuracy of PWV in this paper is not significantly
improved. Further work is still required to improve the PCO and PCV models,
especially for BDS and GALILEO.

Fig. 5 PWV derived from PPP and radiosonde solutions at station MIZU and WUH2
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4 Conclusions

In this paper, we study the solution of ZWD/PWV retrieval from multi-GNSS, and
the estimated ZWD and PWV were compared with GGOS and radiosonde as
independent validations. The relationship between the horizontal gradient and PWV

Fig. 6 Scatter plot of PWV between PPP and radiosonde solutions at station MIZU and WUH2

Fig. 7 MEAN and RMS of
PWV differences
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was further analyzed. BDS, GALILEO and GPS data of 5 MGEX stations from
Asia regional for the seventh month of the year 2016 using the PPP technique were
processed. The performance of the ZWD/PWV estimates derived from PPP and the
contribution of combining GPS/BDS/GALILEO was analyzed and assessed.

The results show that the correlation coefficient between PPP and GGOS solu-
tions is more than 0.8, which imply that the ZWD derived from PPP show good
consistency with the GGOS ZWD. The MEAN and RMS of GPS/BDS/GALILEO
is 0.6, 0.5 cm smaller than the GPS only, respectively. The correlation coefficient of
GPS/BDS/GALILEO increases by 0.027–0.031, which further confirms that BDS
and GALILEO can significantly improve the accuracy of ZWD. For validation,
PWV estimates of the GPS/BDS/GALILEO and GPS-only, show good agreement
with the PWV derived from radiosonde. The MEAN of PWV comparison between
the GPS only solution and the radiosonde solution is around 3.1–3.6 mm, and
3.0–3.8 mm for the RMS. The PWV comparison are smaller than the
GPS/BDS/GALILEO combined solution, for which the MEAN ranges from 2.3 to
3.1 mm, and 2.5–3.2 mm for the RMS. Compared to the GPS-only PWV, The
correlation coefficient of GPS/BDS/GALILEO increases by 0.023–0.034.
Therefore, it is confirmed that BDS and GALILEO can contribute to meteorological
applications, and more accurate ZWD/PWV solution can be obtained in PPP mode
with BDS and GALILEO. Furthermore, the variation of PWV is at mm level, so the
HOI should be considered in further studies.

Acknowledgements We would like to acknowledge IGS for MGEX data supporting and precise
products. We thank IGRA for providing the radiosonde data and GGOS for providing grids of Tm.
We also thank the online PPP software service systems GAPS. This research was supported by
National Natural Science Foundation of China (41374009) and the Public Science and Technology
Research Funds Projects of Surveying and mapping (201512034).

References

1. Rocken C, Ware R, Hove TV et al (1993) Sensing atmospheric water vapor with the global
positioning system. Geophys Res Lett 20(23):2631–2634

2. Zumberge JF, Heflin MB, Jefferson DC et al (1997) Precise point positioning for the efficient
and robust analysis of GPS data from large networks. J Geophy Res Solid Earth 102(B3):
5005–5017

3. Li X, Zhang X, Ren X et al (2015) Precise positioning with current multi-constellation global
navigation satellite systems: GPS, GLONASS. Galileo and BeiDou, Scientific Reports 5

4. Montenbruck O, Steigenberger P, Khachikyan R et al (2014) IGS-MGEX: preparing the
ground for multi-constellation GNSS science. Espace 9(1):42–49

5. Li M, Li W, Shi C et al (2015) Assessment of precipitable water vapor derived from
ground-based BeiDou observations with precise point positioning approach. Adv Space Res 55
(1):150–162

6. Li X, Dick G, Lu C et al (2015) Multi-GNSS meteorology: real-time retrieving of atmospheric
water vapor from BeiDou, Galileo, GLONASS, and GPS Observations. IEEE Trans Geosci
Remote Sens 53(12):6385–6393

94 Z. Liu et al.



7. Liu Z, Li Y, Guo J et al (2016) Influence of higher-order ionospheric delay correction on GPS
precise orbit determination and precise positioning. Geodesy Geodyn 7(5):369–376

8. Askne J, Nordius H (1987) Estimation of tropospheric delay for microwaves from surface
weather data. Radio Sci 22(3):379–386

9. Yao YB, Zhang B, Yue SQ et al (2013) Global empirical model for mapping zenith wet delays
onto precipitable water. J Geodesy 87(5):439–448

Estimation and Evaluation of the Precipitable Water Vapor … 95



Correlation Analysis Among GPS-SNR,
Precipitation and GPS-PWV

Min Mao, Li Wang, Shuangcheng Zhang, Xiaolei Wang and Peng Hu

Abstract Because of the increase of water vapor content in the atmosphere or
precipitation, the satellite signal prones to multipath effect, which leads to the
changes of signal-to-noise ratio(SNR). Therefore, this paper mainly focuses on
the correlation among GPS-SNR, precipitation and GPS-PWV. In order to analyze
the correlation among GPS-PWV, GPS-SNR and the actual precipitation, this
article inverse the foundation GPS atmospheric water vapor (GPS-PWV), and then
use the GPS signal to noise ratio(GPS-SNR) for Lomb_Scargle analysis of SNR
power spectrum, finally using the actual precipitation data measured by sensors for
comparison by using the plate boundary observation program (PBO) GPS network
observation data of 62D (doy 153–214). The preliminary results show that the
precipitation, GPS-PWV and GPS-SNR has a good relationship in the time dis-
tribution. Furthermore, the various parameters of GPS-SNR (A, F, w0) rapidly
change with the content of GPS-PWV increase or precipitation.
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1 Introduction

Signal to noise ratio (SNR), a kind of accessary observation value of the common
measurement receiver, is a value that represents the received signal strength of
receiver antenna [1]. It is mainly affected by the antenna gain parameters, the state
of the correlator and the multipath effect. As the GPS antenna gain pattern is
generally designed that the higher the incident angle, the greater the gain, and the
receiver noise power is small. Therefore, the multipath effect becomes the dominant
factor when the satellite altitude angle is low [2]. When the water vapor content in
the atmosphere increases or the precipitation occurs, the satellite signals are prone
to multipath effects. And when this happens, the satellite signal quality (observation
accuracy) will be reduced, the SNR value will also change. In the high precision
GPS measurement, multipath signal is a factor that must be considered. Therefore,
the research on SNR is very important.

At present, the research of GPS signal to noise ratio (GPS-SNR) mainly includes
data quality analysis, GPS-SNR inversion and analysis of influencing factors of
GPS-SNR. For most users, the use of GPS-SNR to analyze the quality of obser-
vation data is more commonly used, and the larger the SNR value, the better the
quality of the data. With the rapid development of global navigation and positioning
system (GNSS), it is a new research field to use SNR to inverse the environmental
parameters around the station. In this field, some scholars put forward to the
GPS-MR technology based on the observations of signal-to-noise. By using the
multi path reflection component of SNR, the snow surface, sea level, vegetation
cover and other surface onvironment were monitored, and a series of results were
obtained [3–7]. At home and abroad, the study of the first two types of GPS-SNR
has been basically improved, but there is little research on the correlation between
GPS-SNR and its influencing factors.

Based on the plate boundary observation program (PBO) GPS network obser-
vation data of 62D (doy 153–214) and actual precipitation on data. This article
inverse the foundation GPS atmospheric water vapor (GPS-PWV) constant, and
then use the GPS signal to noise ratio (GPS-SNR) for Lomb_Scargle analysis of
SNR power spectrum, finally use the actual precipitation data measured by sensors
as comparison. And based on the existing research results, this paper explores the
variation of precipitation, GPS-PWV and GPS-SNR at P015 and P026 stations.

2 Technical Methods

In general, total zenith tropospheric delay (ZTD) of GPS is calculated by the
Saastamoinen model, and the content of GPS-PWV is inversed by the wet delay
(ZWD), which isolated from ZTD in the tropospheric zenith. GPS-SNR power
spectrum is analyzed by Lomb_Scargle spectrum analysis.
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2.1 Inversion Principle of Foundation GPS-PWV

When the GPS satellite signals pass through the atmosphere, it will be affected by
the atmospheric refraction delay Where ZTD is equal to the sum of ZWD and the
tropospheric zenith hydrostatic delay (ZHD). In view of the water vapor in the
atmosphere is active, GPS meteorology is usually the first to get ZTD of stations
over through data processing, then High precision ZHD value is obtained by using
delay model, and then ZWD was isolated from ZTD, finally convert ZWD to PWV.
This paper uses Saastamoinen model to calculate ZHD as follows:

ZHD ¼ 2:2768� p0
fðu; hÞ

fðu; hÞ ¼ 1� 0:00266 cos 2u� 0:00028 h
ð1Þ

Formula: P0 for the ground pressure (mbar), u for the latitude of the earth
(degree), h for the geodetic height (km), f ðu; hÞ for the result of the earth’s rotation
caused by changes in the acceleration of gravity correction [8].

ZWD is obtained indirectly by the difference between ZTD and ZHD:

ZWD ¼ ZTD� ZHD ð2Þ

ZWD can be converted into atmospheric water vapor:

PWV ¼ ZWD � P ð3Þ

Formula: P for water vapor conversion coefficient, which is called the dimen-
sionless scaling factor. It can be expressed as:

P ¼ 106

qwRv ðk3=TmÞþ k02
� � ð4Þ

Formula: qw for the liquid water density, Tm for atmospheric weighted average
temperature, K0

2, K3 for the atmospheric refractive index.

2.2 Power Spectrum Analysis Based
on GPS-SNR Observations

The signal received by the GPS receiver antenna is a direct signal and a composite
signal reflected by the ground surface. In order to effectively suppress the multipath
observation error introduced by the surface reflection, the relationship between the
amplitude of the direct signal and the reflected signal is as follows [1]:
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Ad � Am ð5Þ

Formula: Direct signal Ad determines the overall trend of the composite signal,
which is equivalent to the overall trend of the signal. Among them, the reflected
signal Am is a local periodic oscillation, which is mainly due to the low altitude
angle multi-path effect. The relationship between SNR and signal amplitude is as
follows [9]:

SNR2 ¼ A2
c ¼ A2

d þA2
m þ 2AdAm cos k ð6Þ

Formula: Ac is the amplitude of the synthetic signal, and the cos k is the Cosine
of angle between the direct signal and the reflected signal.

In order to obtain the information of GPS multipath variation caused by surface
reflection in SNR, the multipath effect should be separated from the SNR obser-
vations. The results show that the SNR trend term is parabolic, which can be fitted
and separated by quadratic polynomial. Therefore, the amplitude of the reflected
signal can be expressed as:

Am ¼ A cos
4ph
k

sin Eþw0

� �
ð7Þ

Formula: k for a carrier wavelength, E for the satellite elevation angle, H for the
vertical reflection distance, w0 for the phase shift constant associated with reflecting
surface. The formula is simplified to the standard cosine function expression
associated with frequency as:

Am ¼ A cosð2pf sin Eþw0Þ ð8Þ

Lomb-Scargle spectrum analysis can be used to obtain the corresponding
characteristic parameters [10], so as to study the relationship between the charac-
teristic parameters and precipitation.

3 Data Processing and Analysis

In order to explore the variation of precipitation, GPS-PWV and GPS-SNR, this
article carries on the related inversion by using the plate boundary observation
program (PBO) GPS network observation data of 62D (doy 153–214) at P015 and
P026 stations where the environment is easy to be monitored, and the observation
data is complete and has the actual precipitation data.
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3.1 Relationship Between Precipitation and GPS-PWV

At present, the research on the correlation between GPS-PWV and precipitation
have been relatively perfect. Bevis and Businger put forward the principle of using
ground-based GPS to detect the atmospheric water vapor content [11, 12]. Li et al.
[13] think that there was a close relationship between water vapor content and
precipitation. Cui et al. [14] think that the precipitation process has a good corre-
spondence with the high value area of GPS-PWV. Li, Cao et al. [15, 16] studied
and show that there is a good relationship between precipitation and the rapid
increase of GPS-PWV. Wang et al. [17] think that GPS-PWV can be used as one
indicator of Short-term Precipitation Forecast.

To analyze the correlation between GPS-PWV and precipitation at P015 and
P026 stations, this paper mainly uses high precision GPS data processing software
GAMIT to calculate the baseline results file (O−), and joint the meteorological data
of observation station to calculate the GPS-PWV, then compares and analyzes the
actual precipitation data measured by sensor and GPS-PWV. In Figs. 1 and 2, the
light blue line represents the atmospheric water vapor content, and the dark blue
line represents the actual precipitation.

As is shown in Figs. 1 and 2, the increase of GPS-PWV has a good positive
correlation with the formation of precipitation, and the each increase of GPS-PWV
corresponds to a precipitation process, and most of the precipitation occurs in the
peak period of GPS-PWV sequence. On the 10th and 57th day of Fig. 1, the 38th
day of Fig. 2, there is a significant decrease in the content of GPS-PWV in pre-
cipitation of single day. From the comparison of 24th–27th, 47th–55th, 60th–62th
days of Fig. 1 and 6th–10th, 23th–35th, 47th–50th, 54th–57th, 61th–62th days of
Fig. 2, content of GPS-PWV has no significant decrease after precipitation, which
is associated with the occurrence of multi day continuous precipitation.
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Based on the correlation analysis between GPS-PWV and precipitation, it can
provide an important guarantee for the study of the correlation among precipitation,
GPS-PWV and GPS-SNR.

3.2 Changes Research of Precipitation and GPS-SNR

31 satellites are used per day, and the GPS-SNR data are processed as follows [1]:

1. According to the geographical environment around the station and satellite sky
map, the experimental target satellite is selected;

2. Calculate the height angle of each satellite and extract the SNR data at low
elevation (5°–30°);

3. The quadratic fitting method is used to remove the direct signal component
which is the tendency of the synthesized signal, i.e. the trend term, consequently
obtain the information sequence representing of the reflected signal;

4. The Lomb-Scargle spectrum analysis method is used to process the information
sequence, and the corresponding characteristic parameters are obtained.

Figures 3 and 4 analyze the relationship between precipitation and GPS-SNR
parameters. The black line shows the variation of amplitude of the GPS-SNR
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characteristic parameter. The purple line indicates the frequency change. The red
line indicates the phase change of After Gaussian fitting, and the dark blue line
represents the actual precipitation:

As is shown in Figs. 3 and 4:

1. The precipitation has a good correspondence with the amplitude (SNR-A) of the
information sequence based on GPS-SNR, and the precipitation process corre-
sponds to the rapid change of SNR-A, which is slightly ahead of SNR-A’s rapid
change.

2. The precipitation has a good correspondence with the frequency (SNR-f) of the
information sequence based on GPS-SNR, and the precipitation process corre-
sponds to the rapid change of SNR-f, which is slightly ahead of SNR-f’s rapid
change.

3. Direct observation from the figure founds that precipitation and phase
(SNR-w0), based on information sequence of GPS-SNR, were not significantly
related; but the Gauss fitting of SNR-w0 shows that precipitation usually occurs
in the fitting band peaks and trough stages.

3.3 Study on the Changes of GPS-PWV, Precipitation
and GPS-SNR

In order to further analyze the relationship among precipitation, GPS-PWV and
GPS-SNR, the comparison map (Figs. 5 and 6) of GPS-PWV, GPS-SNR charac-
teristic parameters and precipitation was drawn at P015 and P026 stations, and has
been explored its intrinsic relation and the change rule. In the Figures, the hori-
zontal axis represents the number of days, and the vertical axis represents the
parameters, and the light blue line represents the atmospheric water vapor content,
and black, purple and red lines represent the various parameters of the GPS-SNR
respectively. The dark blue line represents the actual precipitation:

The following conclusions can be drawn in conjunction with Figs. 5 and 6:

1. The increase of GPS-PWV content in the atmosphere is always accompanied by
the occurrence of precipitation.
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2. When the precipitation process occurs, the amplitude and frequency of
GPS-SNR signal sequence change drastically, and the phase change reaches the
peak or trough of the fitting sequence.
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3. When the GPS-PWV content in the atmosphere increases, the amplitude and
frequency of GPS-SNR signal sequence change dramatically, and the phase
change reaches the peak or trough of the fitting sequence. It indicates that the
satellite signal is prone to multipath effect.

4. There is also a good correspondence of the various characteristic parameters of
GPS-SNR signal sequence.

4 Conclusions

SNR is the ratio of the carrier signal strength and noise intensity of the receiver,
which is very easy to be affected by multi-path. Therefore, it is of great significance
to study the change rule of precipitation, GPS-PWV and GPS-SNR for the research
and application of SNR. In this paper, the correlations among GPS-PWV,
GPS-SNR and precipitation are analyzed by using the observational data and the
actual precipitation data at P015 and P026 stations. The results show: GPS-PWV,
GPS-SNR and precipitation have a good correlation in temporal distribution; The
increase of GPS-PWV content usually leads to the change of precipitation and
GPS-SNR; The occurrence of precipitation process will directly cause the change of
GPS-SNR. However, in this paper, only P015 and P026 stations are chosen to do
the analysis. In order to better analyze the change rules of precipitation, GPS-PWV
and GPS-SNR, it is necessary to verify the reliability of the conclusion through
longer time and more regional data. Furthermore, GPS-SNR is affected by many
factors, that it needs more comprehensive consideration in the actual application.
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The Determination of Plumb-Line
Deviation by Adopting GNSS/ Leveling
Method in Super Long Tunnel
Break-Through Measurement

Ji Ma, Zhiqiang Yang and Guofeng Ji

Abstract In the long tunnel connection surveying, GNSS technology is generally
used to measure the ground azimuth and transmit benchmark to the underground.
Constrained by topographic conditions and other special factors, it shows a great
difference between the height of ground control point and entrance point, and the
tunnel break-through accuracy is affected by the plumb-line deviation. The gravity
anomalies measurement and astronomical measurement are the common ways to
calculate the plumb-line deviation correction. Although there are many local model
algorithm of plumb-line deviation, the model parameters are not easy to obtain, and
the calculation accuracy is hard to guarantee. The GNSS relative positioning and
orientation technology can easily obtain the distance between two base lines, azi-
muth and geodetic height difference; the normal height difference between two base
lines can be obtained by leveling or trigonometric leveling method. Hence in the
small area and the region of linear change, it is an ideal way to use GNSS/leveling
method to calculate the plumb-line deviation. In view of the fact that there is a great
difference between the height of ground control point and entrance point in
Hanjiang-to-Weihe river water diversion Qinlig Mountains Long Tunnel Project,
the authors analyzed the influence of plumb-line deviation on the long tunnel
through error, calculated the plumb-line deviation by adopting GNSS/leveling
method, the results were compared by the global gravity model (GGMplus) cal-
culation. The example results show the superiority of GNSS/leveling method, it is
applicable to calculate the influence value of through error which affected by the
plumb-line deviation, and optimized the reliability of the break-through error
estimation.
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1 Introduction

In the process of tunnel connection surveying, due to the high relative positioning
accuracy, the GNSS technology is used to measure the ground control point for
azimuth transmission. However, field observation data belong to the plumb-line
system, but GPS results are belong to the normal system. The plumb-line deviation
which is the angle between the plumb line and the corresponding ellipsoid surface
normal, has a great influence on the projective calculation of the surveying results
[1, 2]. It is generally between 3″ and 5″, the maximum can reach 20″–30″ in China.
The influence of plumb-line deviation on the break-through error (BE) depends on
the initial azimuth error (IAE) affected by the plumb-line deviation, the altitude
angle and azimuth on the observed directions [3]. Limited by terrain factors, the
height differences between GPS control points and entrance point are very large,
building a tunnel in the high mountains and lofty hills need to consider the influence
of plumb-line deviation.

Method of plumb-line deviation determination generally including gravity
measurement method, astrogeodetic method, earth gravity model method and
GNSS/leveling method, etc. [4–6]. Among them, gravity measurement method is to
determine the plumb-line deviation by the gravity anomaly data based on the Stokes
function approximation technique, this method is affected by the accuracy and
resolution of gravity anomaly. Ning [7] used the gravity data to determine the
plumb-line deviation of the WGS84 ellipsoid system in mainland China, the overall
accuracy is better than 1.5″. Astrogeodetic method is to determine the plumb
direction by measuring the astronomical latitude and longitude of ground point, and
then to calculate the geodetic latitude and longitude on the reference ellipsoid to
determine the normal direction [8]. Earth gravity model method [9, 10] is to cal-
culate the plumb-line deviation by the gravity model coefficients, this method is
affected by the accuracy and resolution of the model, and the accuracy of different
regional models are different. GNSS/leveling method [11] is to acquire the height
anomaly value to calculate the plumb-line deviation by adopting GNSS and
leveling technology.

Gravity measurement method and astrogeodetic method can obtain higher
accuracy results, but the solution processes are more complex. Obviously, for the
tunnel measurement, it is not necessary to obtain the plumb-line deviation in a very
high accuracy. Therefore, GNSS/leveling method and earth gravity model method
are the better methods to obtain the plumb-line deviation for the tunnel measure-
ment. In order to reduce the influence of plumb-line deviation on the BE, and to
ensure super long tunnel get through. This paper adopt GNSS/ leveling method and
earth gravity model method to the plumb-line deviation of ground control point, and
analyze the effect of plumb-line deviation on BE in the long tunnel. Take a long
tunnel project (Hanjiang-to-Weihe River Water Diversion in Qinling Mountains
5#–6# Tunnel Project) as an example, the author calculated the influence value of
plumb-line deviation on IAE and BE, and the experimental results of two methods
are compared and analyzed.
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2 The Calculation Method of Plumb-Line Deviation

2.1 GNSS/Leveling Method

The GNSS relative positioning and orientation method can obtain the baseline
vectors and difference of ellipsoidal height between GNSS points. The normal
height difference between the baselines can be obtained through leveling or
trigonometric leveling method, in the small area and the region of linear variation,
this method is a better way to determine the plumb-line deviation.

The relationship between ellipsoidal height and normal height is H ¼ Hr þ n,
when using GNSS to measure the baseline [12]:

DH ¼ DHr þDn ð1Þ

where H is ellipsoidal height, Hr is normal height, n is height anomaly, DH is the
difference of ellipsoidal height between GNSS points, DHr is the difference of
normal height between GNSS points, Dn is the height anomaly between GNSS
points.

DH can be obtained by GNSS differential positioning technology, DHr can be
obtained by leveling or trigonometric leveling method, so Dn can be calculated by
Formula (1):

Dn ¼ � dA þ dB
2

SAB �
g� cð ÞA þ g� cð ÞB

� �
2

hAB ð2Þ

where dA; dB are the components of the astro-geodetic plumb-line deviation in the
direction of AB; SAB is the baseline length; hAB is the height difference between
point A and B; g� cð ÞA; g� cð ÞB are the gravity anomaly correction terms of point
A and B [13].

When g� cð Þ� 50 mg, the impact of the second items can be ignored in gen-
eral, if dA ¼ dB ¼ d, d can be calculated by:

d ¼ � Dn
SAB

ð3Þ

where d is the component of plumb-line in any observation direction. Suppose the
component of plumb-line deviation in the baseline direction is dA; dB, they can be
calculated by:

d1 ¼ n cos a1 þ g sin a1
d2 ¼ n cos a2 þ g sin a2

)
ð4Þ
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Solving the equation set:

n ¼ d1 sin a2 � d2 sin a1
sin a2 � a1ð Þ

g ¼ d1 cos a2 � d2 cos a1
sin a1 � a2ð Þ

9>>=
>>;

ð5Þ

The NS component n and EW component g of plumb-line deviation can be
calculated by Formula (5). From Formula (3), the calculation accuracy of
plumb-line deviation is affected by GNSS altimetry accuracy, leveling accuracy and
baseline length. Because of leveling accuracy achieve sub-millimeter level, the error
is negligible. Based on the law of error propagation error, the error of plumb-line
deviation is:

md ¼ �
ffiffiffi
2

p
q

SAB
mHGNSS ð6Þ

where, mHGNSS is the GNSS altimetry accuracy. In general, mHGNSS can achieve
millimeter level by using GNSS post-differential technology, assuming
mHGNSS ¼ 5mm, when the baseline length is greater than 500 m, the accuracy of
plumb-line deviation will be better than 3″.

From Formula (5), it can be seen that the accuracy of n and g are obviously
affected by the angle between baselines. Based on the law of error propagation
error, the error of plumb-line deviation component is:

mf ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 a2 þ sin2 a1

p
sin a2 � a1ð Þ md ¼ K1md

mg ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 a2 þ cos2 a1

p

sin a1 � a2ð Þ md ¼ K2md

ð7Þ

where, K1 and K2 is the influence coefficient of two baseline angle of plumb-line
deviation NS component and EW component. Therefore we should pay special
attention to the angle between the two baselines.

2.2 Earth Gravity Model Method

With the increasing precision of global gravity field model, the plumb-line devia-
tion on the earth’s surface can be calculated by the Global Gravity Model plus
(GGMplus) [14]. In Asia, the accuracy of plumb-line deviation can reach 5″. This
model consists of the Technical University of Munich and Curtin University jointly
developed, using the GRACE satellite tracking data, satellite altimetry data and
ground gravity data, the spatial resolution reached 7.2″, the accuracy has
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significantly improved in compared with Earth Gravitational Model 2008
(EGM2008) [16, 17].

The plumb-line deviation can be calculated by GGMplus:

n ¼ GM
ca2

XN
n¼0

ða
r
Þn
Xn
m¼0

ð�Cnmcosm kþ �Snmsinm kÞ d
�Pnmðcos hÞ

dh

g ¼ GM
ca2 sin h

XN
n¼0

ða
r
Þn
Xn
m¼0

ð��Cnmsinm kþ �Snmcosm kÞ�Pnmðcos hÞ
ð8Þ

where, r is radius, h is geocentric colatitude, k is longitude, G is universal gravi-
tational constant, M is the mass of the earth, c is the normal gravity, a is the mean
radius of the earth’s equator, �Cnm; �Snm are the Stockes coefficient of n-th order and
m-th degree, for GGMplus model n = 2190, m = 5, �Pnm is 4p standardized
Legendre function.

3 Influence of the Plumb-Line Deviation on BE

After the NS component and the EW component of plumb-line deviation has been
calculated, now consider the influence of the plumb-line deviation on BE. Based on
the theory of geodesy, we can calculate the observation direction difference
between normal benchmark and vertical benchmark [18].

DLji ¼ ð�nj sinAji þ gj cosAjiÞtan aji ð9Þ

where nj is the NS component of plumb-line deviation of point j, gj is the EW
component of plumb-line deviation of point j, Aji is azimuth, aji is altitude angle.

For the angle bj, the deviation value of bj affected by plumb-line deviation is
Dbj:

Dbj ¼ ð�nj sinAjk þ gj cosAjkÞtan ajk
� ð�nj sinAji þ gj cosAjiÞtan aji

ð10Þ

The relationship between the two angles is bN � bV þDb
Where bN is bj in normal benchmark, bV is bj in vertical benchmark, Db is the

difference between normal benchmark and vertical benchmark.
According to Formulas (9) and (10), it can be seen that when the altitude of two

points is basically equal, a � 0, the effect of plumb-line deviation on the obser-
vation direction DL � 0. When i; j; k are basically on the same altitude surface,
aji � 0 and ajk � 0. Owing to the underground traverse is straight type, Db � 0.
Thus the underground traverse survey itself was little affected by the plumb-line
deviation. But when the ground GPS side connects to the underground traverse, if
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the height differences between GPS control points and entrance points (as well as
the height differences between GPS control points themselves) are very large, the
transmission of initial orientation will be affected by the plumb-line deviation,
thereby increasing the BE.

3.1 Influence of the Plumb-Line Deviation at the Two
Entrances of the Tunnel

As shown in Fig. 1, A and B are the GPS control points, point 1 and 2 are
underground traverse point. Where AB is initial orientation side, we can measure
the direction of A1 to determine point 1; 2; . . ., extending to the break-through
surface.

Influence of the plumb-line deviation on BE is reflected in two aspects [19]:
bA and b1, according to Formula (10):

DbA ¼ DLA1 � DLAB
¼ ð�nA sinAA1 þ gA cosAA1Þtan aA1
� ð�nA sinAAB þ gA cosAABÞtan aAB

ð11Þ

In the same way, b1 can be calculated by:

Db1 ¼ DL12 � DL1A
¼ ð�n1 sinA12 þ g1 cosA12Þtan a12
� ð�n1 sinA1A þ g1 cosA1AÞtan a1A

ð12Þ

where AB, CD are GPS baselines, point 1; 2; . . .;N are underground traverse points,
bi is traverse angle. In local area, the plumb-line deviation value of each control
point can be treated as the same, DLA1 ¼ DL1A. Since the altitude of underground

Fig. 1 The transmission of GPS baseline in the underground traverse
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traverse point 1 and 2 is basically equal, a12 � 0, so DL12 � 0, the total effect of
plumb-line deviation value on the observation direction is D:

D ¼ DbA þDb1
¼ DLA1 � DLAB � DL1A þDL12 ¼ �DLAB

ð13Þ

Influence of initial observation direction error on the BE is DL:

DL ¼ DLABj jS
q

ð14Þ

where, S is vertical distance from point A to break-through surface. If the altitudes
of GPS control points at the two entrances of the tunnel are basically equal, BE will
be little affected by the plumb-line deviation.

3.2 Influence of the Plumb-Line Deviation
in the Inclined Shaft

As shown in Fig. 2, A and B are the GPS control points at the pithead, point E is the
junction point of inclined shaft bottom and main tunnel. For the angle i� j� k of
straight traverse in the inclined shaft:

Aji ¼ Ajk þ 180�

sinAji ¼ sinðAjk þ 180�Þ ¼ �sinAjk

cosAji ¼ cosðAjk þ 180�Þ ¼ � cos Ajk

ð15Þ

Fig. 2 The transmission of
GPS baseline in the inclined
shaft
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According to Formula (10):

Dbj ¼ ð�nj sinAjk þ gj cosAjkÞðtan ajk þ tan ajiÞ ð16Þ

If the slope of inclined shaft is uniform, aji � �ajk, and Dbj � 0. At the bottom
of the inclined shaft, since the altitude of underground traverse point E and F is
equal, aEF � 0; DLEF � 0: At the entrance of the inclined shaft, if the altitudes of
GPS control points A and B are basically equal, aBA � 0, and DLBA � 0

DbB ¼ DLBC � DLBA � DLBC
DbE ¼ DLED � DLEF � DLED

ð17Þ

Assuming the plumb-line deviation value of points B and E are the same,
aED � �aBC, the total effect of plumb-line deviation value on the observation
direction is D:

D ¼ ð�n sinABC þ g cosABCÞðtan aBC þ tan aEDÞ � 0 ð18Þ

In summary, if the slope of inclined shaft is uniform, and the altitudes of GPS
control points at the entrances are basically equal, BE will be little affected by the
plumb-line deviation.

3.3 The Total Influence Value of Plumb-Line
Deviation on BE

Due to the plumb-line deviation is system error; it is non-random and not equivalent
to the mean error. It can only be combined with break-through limit error. For
safety’s sake, BE can be estimated according to the most unfavorable conditions.
Therefore, consider the influence of plumb-line deviation, BE estimation is:

DL ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

U þm2
G

q
þDV

DV ¼ DI þDO ¼ DLj jS
q

� �
I
þ DLj jS

q

� �
O

ð19Þ

where DL is the correction for plumb-line deviation of the coordinate azimuth,
mU and mG is the influence value of underground and ground controls measurement
errors on BE, DI and DO is the influence value of the plumb-line deviation on BE at
the two entrances of branch tunnel, DV is the influence of plumb-line deviation on
total break-through error (TBE), S is vertical distance from GPS control point to
break-through surface.
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4 Example and Analyses

Now, take a long tunnel project (Hanjiang-to-Weihe River Water Diversion in
Qinling Mountains 5#–6# Tunnel Project) as an example, we calculated the
plumb-line deviation by GNSS/leveling method and GGMplus model method, and
determine the influence value of the plumb-line deviation on BE.

4.1 Project Overview

Hanjiang-to-Weihe River Water Diversion in Qinling Mountains Tunnel total
length 97 km, across the central Shaanxi area and the southern Shaanxi area,
connect the Yangtze River and the Yellow River. This tunnel has a characteristic of
super long, deep-buried, complicated geological condition, high geotemperature
and high geostress. As shown in Fig. 3, the two branch tunnels are both inclined
shaft excavation, where 5# branch tunnel length 4.5 km, 6# branch tunnel length
2.5 km, main tunnel length 10 km.

As shown in Figs. 4 and 5, the black line represents the visibility between the
control Points. Due to the limitation of terrain, the height differences between GPS
control points and entrance points are very large, and some GPS baselines lengths
are very short. Therefore, it is necessary to consider the influence of the plumb-line
deviation on the BE.

4.1.1 Calculation Result

Based on the GNSS/leveling method and GGMplus model method, we calculated
the plumb-line deviation of GPS control point. Consider the spatial resolution of
GGMplus model is 7.2″, the regional plumb-line deviation of two branch tunnel can

Fig. 3 5#–6# branch tunnel breakthrough schematic
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be determined. For the GNSS/leveling method, the accuracy of the NS component n
and EW component g are determined by the horizontal angle of the GNSS baseline.
As shown in Table 1.

From Table 1, the result shows that the maximum deviation of two methods is
4.5″, hence these two methods have good accuracy and coincide with each other.
For the GGMplus model, the accuracy of plumb-line deviation can reach 5″ in Asia.
For GNSS/leveling method, each control point results have little difference.
However, the calculation accuracy is quite different. According to the Formula (7),
the accuracy of the NS component and EW component are related to the horizontal
angle of the GNSS baselines, and the influence rule is shown in Figs. 6 and 7.
Where, the X axis, Y axis, respectively, shows the two GNSS baselines azimuths, Z
axis shows the size of the influence coefficient K.

Fig. 4 GPS points of 5#
branch tunnel

Fig. 5 GPS points of 6#
branch tunnel
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As shown in Figs. 6 and 7, with the decreasing of the angle of the two baselines,
the influence coefficient increases gradually. When the two baseline angle is close
to 90°, the influence coefficient is small, as shown in the green area. When the
baseline angle is less than 60°, the influence coefficient is large, the accuracy of
plumb-line deviation component will decrease, as shown in the red area. For this
project, using GNSS/leveling method, the accuracy of NS components are higher
than EW components. This is due to the long tunnel construction along the

Table 1 Calculation result of the plumb-line deviation

GPS control points GGMplus GNSS/leveling

nð00Þ gð00Þ nð00Þ Accuracy (″) gð00Þ Accuracy (″)

S014 16.08 −3.43 13.12 1.08 −0.73 3.39

S013 13.17 0.66 −0.60 3.93

S015 13.33 1.02 −0.19 2.36

S051 13.04 0.96 −0.25 2.10

S072 18.01 −3.94 13.42 2.04 −0.12 5.95

S071-1 13.42 1.04 −0.12 4.12

S070 13.42 1.07 −0.13 6.40

Fig. 6 Influence coefficient of two baselines horizontal angle of NS component

The Determination of Plumb-Line Deviation by Adopting GNSS … 117



north-south direction, the GPS baselines are almost in north-south direction (which
azimuths are about 180°), and the GPS baselines of east-west direction are less,
hence the baseline azimuths are mostly distributed in the central area of Figs. 6 and 7,
which lead to high accuracy of NS components and poor accuracy of EW
components.

Now, we calculate the plumb-line deviation effect on initial azimuth value. In
local area, the plumb-line deviation value of each control point and each under-
ground traverse point can be treated as the same. Next, combined with underground
traverse data, we calculated the influence of plumb-line deviation on IAE and BE.
As shown in Tables 2 and 3.

From Tables 2 and 3, the results show that there are obvious differences in the
influence of plumb-line deviation on IAE and BE when we choose difference initial
orientation plan. Once the plumb-line deviation is determined, according to the
Formula (10), the influence of plumb-line deviation on the BE depends on the IAE
affected by the altitude angle of initial orientation and entrance orientation. Take
S015 ! S014 ! X01-Z in the 5# branch tunnel as an example, the influence rule
of altitude angle of initial orientation and entrance orientation on IAE is shown in
Fig. 8. Where, the X axis shows the altitude angle of entrance orientation, Y axis
shows the altitude angle of initial orientation, Z axis shows the influence of
plumb-line deviation on IAE.

Fig. 7 Influence coefficient of two baselines horizontal angle of EW component
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As shown in Fig. 8, when the altitude angle of entrance orientation equal to the
initial orientation (or they are both close to 0°), the influence of plumb-line devi-
ation on IAE is very small, as shown in the green area. It was proved that the
plumb-line deviation has little influence on IAE in uniform inclined shaft and flat
main tunnel.

However, with the increase of the altitude angle difference between the initial
orientation and entrance orientation, IAE increases gradually, as shown in the red
area. For the entrance orientation S014 ! X01-Z, the altitude angle was more than
40°, influence of plumb-line deviation on IAE reached −5.47″, which had a great
influence on BE. The larger the height differences between GNSS control points
and entrance points (as well as the height differences between GNSS control points
themselves), the greater BE.

Therefore, in order to reduce the influence of plumb-line deviation, it is nec-
essary to make the GNSS control points and entrance points at the same elevation.
If cannot meet the conditions in difficult areas, we’d better calculate the influence of
plumb-line deviation on IAE and BE, and choose the plan which IAE is minimal.

Figures 9 and 10 show the effects of different initial orientation plans on IAE and
BE of 5# branch tunnel and 6# branch tunnel by using GGMplus method and
GNSS/leveling method.

Fig. 8 Influence of altitude angle of initial orientation and entrance orientation on IAE
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Consider the GPS control points distribution at the two entrances of branch
tunnel, the influence of plumb-line deviation on total break-through error
(TBE) under different initial orientation plan as shown in Table 4.

For 5# branch tunnel, Selecting NGPS015 ! NGPS013 as initial orientation
side had the least influence on BE, and NGPS015 ! NGPS013 would have the
largest effect. For 6# branch tunnel, Selecting GPS072 ! GPS070 as initial

Fig. 9 Effects of different plans on IAE and BE of 5# branch tunnel

Fig. 10 Effects of different plans on IAE and BE of 6# branch tunnel
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orientation side had the least influence, and GPS072 ! GPS071-1 would have the
largest effect. To summarize, Plan A represents the selection scheme of initial
orientation side which TBE is minimum, and Plan B represents the selection
scheme of initial orientation side which TBE is maximum.

5 Conclusions and Discussion

From the above findings, the following conclusions can be drawn:

1. The accuracy of GNSS/leveling method to determinate the plumb-line deviation
depends on the GNSS vertical positioning accuracy and baseline length. If we
want to calculate the NS (EW) component of plumb-line deviation by
GNSS/leveling method, we should pay special attention to the angle between
the two baselines. In theory, 90° is the best. Limited by terrain, it should not be
less than 60°. Otherwise, the calculation accuracy of plumb-line deviation will
decrease.

2. In the case of this super long tunnel project, the result shows that the maximum
deviation of GNSS/leveling method and GGMplus model method is 4.5″, so
these two methods have good accuracy and coincide with each other. The
accuracy is enough to meet the need for analysis of BE.

3. Owing to the influence of plumb-line deviation on the IAE depends on the
altitude angle and azimuth on the observed directions, when we layout GNSS
control point, it is necessary to make the control points at the same elevation,
and the length of initial orientation side should more than 500 m as much as
possible. If it cannot meet the requirements in difficult areas, according to the
described methods in this paper, the influence of plumb-line deviation value can
be estimated for selecting the optimal plan of initial orientation.

4. In practical work, limited by the poor visibility conditions of control points,
selection of the initial orientation side may not be the optimum. For security
reasons, we can calculate the maximum influence value of plumb-line deviation;
and regard it as the BE estimation value. For Hanjiang-to-Weihe River Water
Diversion in Qinling Mountains 5#–6# Tunnel Project, the maximum influence
of plumb-line deviation on BE is 172 mm. Combined with the underground
traverse error, the TBE estimated value is 307 mm.

Table 4 influence of plumb-line deviation on TBE under different plans

Plan Initial orientation side
of 5# branch tunnel

Initial orientation side
of 6# branch tunnel

TBE(mm)

GGMplus model GNSS/leveling

Plan A S015 ! S013 S072 ! S070 48.83 0.87

Plan B S015 ! S014 S072 ! S071-1 172.20 125.39
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In order to further improve the break-through accuracy to meet the design
requirements, it is suggested to layout new GNSS control points, consider moving
the entrance point to the outside of entrance and increasing the visibility conditions,
as far as possible to maintain the elevation of GNSS control points and entrance
point are basically equal, to reduce the influence of plumb-line deviation on BE.
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BDS/GPS High Precision Railway
Deformation Monitoring Software
Design and Verification

Rongpan Xu, Zhaoying Liu, Zhaofeng Gao, Daquan Tang
and Yingying Zhang

Abstract Based on double-difference model of Beidou and GPS data fusion pro-
cessing algorithm, this paper presents a set of high precision baseline processing
scheme and develops deformation monitoring software adapted to railway. Based
on the software, the displacement platform set on a mobile robot is utilized to
simulate railway subsidence, time series of coordinate differences are provided and
the accuracy of different length baselines is analyzed. The experiment shows that
calculated values coincide well with the true values among the time series of
displacement platform. For baselines of 35.3 and 551.2 m, the plane accuracy is
better than 1 mm while the vertical accuracy is better than 1.5 mm. And when the
baseline is 5095.4 m in length, the plane and vertical accuracy drops to 2 mm. The
software is capable of monitoring minimum deformation of 2 mm in plane or 3 mm
in vertical to meet the demand of railway industry monitoring accuracy.

Keywords GPS/BDS � Railway deformation monitoring � Time series � Accuracy

1 Introduction

At present, China is in the expanding of its rail network, and to 2020, the railway
mileage will reach 150,000 km, thus a strong demand for railway safety monitoring
is created. Current monitoring methods mainly depend on the layout of the CPI,
CPII, CPIII control points along the railway, using artificial operation manner such
as total station and level, which brings high maintenance cost and difficulties to
realize real-time or near real-time monitoring. An automated monitoring technology
of high precision is in urgent need.
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Global Navigation Satellite System (GNSS), with its characteristics of all
weather, real time, high precision, no need visibility between sites, is widely studied
and successfully applied to deformation monitoring such as the bridges, dams and
tall buildings. Early researches were mainly undertaken around GPS. Chen [1]
considered a variety of error corrections through GPS data processing, realizing the
vertical ground movement monitoring instead of the traditional measurement
method. Li made use of GPS technologies to study the feasibility of the dam
deformation monitoring, the results showed that with appropriate control measures,
GPS positioning accuracy could meet the requirements of dam deformation mon-
itoring accuracy [2]. Huang et al. combined GPS with wavelet analysis technology,
implemented high-rise building and bridge monitoring and accelerated the popu-
larization and application of GPS in deformation monitoring [3, 4]. At the end of
2012, Beidou satellite navigation systems with independent property rights of
China started to provide services to the Asia-Pacific region, deformation monitoring
gradually developed to the multi-frequency and multi-mode GNSS high-precision
monitoring. Studies have shown that the use of GNSS for earth and rock fill dam
monitoring can achieve the precision of 3 mm in plane and 4 mm in height, and has
higher reliability relative to a single system [5]. If the GNSS positioning technology
is applied in railway subsidence monitoring, instead of traditional artificial mea-
suring way, not only monitoring can be done fast and continuously, and the
dependence on CPI, CPII, CPIII control points can be reduced, thus maintenance
costs can be reduced greatly.

Based on the double difference model, this paper aimed at railway deformation
characteristics and studied the Beidou, GPS data fusion processing algorithms.
A set of baseline processing scheme with high precision is proposed, and subsi-
dence monitoring system suitable for railway is developed, including the original
data receiving and storage, data decoding, baseline calculating, coordinate trans-
formation, deformation data storage, display system and alarm system, etc. To
verify the analysis, the article designs a set of complete experiment scheme to test
baselines of different lengths respectively, undertake error statistics and discuss the
availability of GNSS in the measurement of the railway.

2 Data Processing Algorithms

2.1 Unity of Time and Coordinate Reference Frame

Beidou adopts China Geodetic Coordinate System 2000 (CGCS2000) while GPS
adopts WGS-84 Coordinate System. Literature [6] points out that CGCS2000 and
WGS84 (G1150) is compatible by comparing CGCS2000 and WGS84, and within
the scope of the precision of the coordinate system implementation, CGCS2000 and
WGS84 coordinate (G1150) coordinates are consistent. For short baseline relative
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positioning, the GNSS systems choose separate reference satellite to difference, so
the effects of different coordinate benchmarks can be eliminated [7]. In this paper,
during calculating the baseline and forming double difference observation values,
BDS and GPS choose separate reference satellites, so the conversion of coordinates
is not necessary.

As to time system, Beidou uses Beidou Time (BDT) and GPS uses GPS Time
(GPST). Both belong to the atomic time, but the different starting points should be
considered during the data processing [8]. As many documents have described, it is
no longer discussed here.

2.2 Data Processing Strategy

Double difference observation model parameter settings are shown in Table 1.
(1) Noise of carrier phase observation values B1 or L1 is the 1/3 of non-ionospheric
combination observations LC. Therefore, for a short baseline, parameter estimation
uses B1 and L1 [9]. (2) Because of the characteristics of BDS itself, according to the
experience, setting the GPS and Beidou observation weight to 1.5:1 in data fusion is
helpful to improve the calculating accuracy. (3) Stochastic model is determined by
satellite elevation, when elevation is less than 15°, the satellite observations are
given up. (4) Minimum public time 600 s refers to that only when the synchronized
continuous observation time of monitoring station and base station is longer than the

Table 1 Observation model

Parameters Models Priori constraints

Observations BDS adopts B1 and GPS adopts L1. Weight of
GPS&BDS observations is set to 1.5:1 by
experience

L1 0.01 circle,
P1 1.0 m

Cut-off elevation 15°

Processing interval 30 s

Minimum public time 600 s

Duration 14,400 s

Satellite orbit BDS and GPS adopt orbits calculated with
their broadcast ephemeris

Satellite clock errors BDS and GPS adopt clock errors calculated
with their broadcast ephemeris

Receiver clock offsets Estimated 300 m

Station coordinates Estimated Random process
noise 10 m

Antenna phase error PCO, PCV parameters provided by igs08.atx

Ambiguity Fixed(ratio set to 3)

Ionospheric correction Eliminated by double difference

Troposphere correction Eliminated by double difference
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600 s, this observation data is valid. (5) Length of time is set to 4 h, that is 14400 s.
(6) BDS and GPS adopt their own broadcast ephemeris. (7) For short baselines, error
has very good spatial correlation. Most errors can be eliminated after double dif-
ference, so no additional parameter estimation of station ionosphere, zenith tropo-
spheric delay is needed. (8) Ignore the earth tide, tidal correction model.

2.3 Data Processing Flow

Figure 1 is the data processing flow diagram. It consists of three containers:

(1) Container I is data cleaning process. The process includes: reading observations
and broadcast ephemeris; Extracting header file coordinates or SPP results to
initialize moving station and base station coordinates; Calculating the triple
difference results; Cycle slip detecting and repairing of triple difference residual
method; Triple difference results output. After a cycle of 10 times, the three
difference solution coordinates are gradually elaborated. Cycle slip is detected
again and the epoch of cycle slip is identified.

(2) Container II is float solution solving process. First by using the precise coor-
dinates of triple difference solutions, re-linearization the equations are under-
taken and double difference observations between stations and satellites are
formed. Secondly, in the judgment of each epoch, add data satisfying the
quality control to the normal equation. Finally, after iterating through all the
epochs, output float solution through the least squares parameter estimation.

(3) Container III is fixed solution solving process. After obtaining the float solu-
tion, the LAMBDA search algorithm is used to fix ambiguity and output fixed
solution. For medium and long baselines, to improve the correctness of
ambiguity calculation, before calculating the double difference observation
value ambiguity, wide lane, narrow lane ambiguity should be solved first.

3 Railway Subsidence Simulation Experiment
and Analysis

3.1 Experimental Design

(1) Experiment one

To verify the core algorithm of the deformation monitoring system, that is the
reliability and accuracy of the baseline solution, this paper carried out a large
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number of railway subsidence simulation experiments. Observation stations are laid
out on the stable pier as base station while observation stations placed on a mobile
robot (displacement platform) act as a monitoring station. Baseline length is
35.3 m. The mobile robot can be controlled externally and its precision is 0.01 mm,
so its movement error can be ignored and the mobile results can be considered as
true values. Both station uses Unicore UR380 receiver and Unicore antenna
(HXCGS488A). During the experiment, from August 16, 2016 to September 2,
continuous observation for 24 h was undertaken. Table 2 is moving records of the
displacement platform during the experiment.

The two-axis displacement platform has two movable axes, around the two axes
the platform can move in two-dimensional planes, including moving up and down
and back and forth. Therefore, in the process of the experiment, the robot move-
ment is only in the vertical and east and west direction. Considering the charac-
teristic that accuracy of GNSS system is better in plane monitoring than in vertical,
during the experiment, the platform moves 5 mm in vertical at a time when moves
every 2 mm in plane. East, up movement is positive when negative value means
movement in the opposite direction, relative to the reset state. For instance, (0, 0, 0)
means the reset state. (−2, 0, −5) mean 2 mm to the west and 5 mm down. During
the experiment, the subsidence and rise of the platform are continuous in order to
test the system monitoring results of continuous deformation in the same direction.

(2) Experiment two

Using the same receiver and antenna with experiment one and selecting of two
observation piers 551.2 m away from each other, static continuous observations are
undertaken for 4 periods. Each period is 4 h, and the antenna is not moved between
periods.

(3) Experiment three

Like experiment two, the baseline is extended to 5095.4 m, and then a statistical
accuracy is obtained.

Table 2 Point movement records

Sequence number Date and time Displacement (mm)

E N U

1 2016.08.16 08:00 0 0 0

2 2016.08.17 08:00 −2 0 0

3 2016.08.18 08:00 −4 0 0

4 2016.08.19 08:00 −2 0 −5

5 2016.08.22 08:00 0 0 0

6 2016.08.24 08:00 0 0 −5

7 2016.08.25 08:00 0 0 −10

8 2016.08.26 08:00 0 0 −5

9 2016.08.29 08:00 0 0 0

10 2016.09.02 16:00 0 0 0
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3.2 Time Sequence of Coordinate Difference
of Displacement Platform

Figure 2 is coordinate time series of displacement platform in east, north and up
direction of experiment 1 (During the experiment 2, experiment 3 monitoring
observation piers are immovable, so only period differences and precision statistics
are undertaken in Sect. 3.3). For comparative analysis, black refers to real dis-
placements and red refers to calculated values. Calculation method is, during reset
of the displacement platform to (0, 0, 0), using 24 h observation data to calculate
the baseline as a reference between the base station and the displacement platform,
calculating a result every 4 h, and comparing the results with the reference. Due to
the displacement of the mobile platform starts around 8 o’clock in the morning,
therefore, the result of four hours after the moving platform, such as calculation of
8–12 o’clock, is taken as a result of the 8 o’clock.

By comparing the calculated value and true value of the east-west direction in
the figure, we can see that when the displacement platform moves westward to the
2 mm, the monitoring system can tell the change. When the displacement platform
moves westward to 4 mm, the change is more easily found for the monitoring
system. Subsequently, the displacement platform has experienced two call backs in

Fig. 2 Time sequence of displacement platform coordinate difference
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turn, 2 mm each time, to make the plane back to the reset state. It can be found in
the process that calculated results vary with the true values within ±1 mm of the
true value. The good compliance between calculated results and the true value
illustrate the reliability of the monitoring system.

During the experiment, the displacement platform is not moving in the
north-south direction, at this time, the calculated value is random fluctua-
tions ±1 mm around the true value. In a few periods it is in the ±2 mm, but on the
whole it still can reflect the situation of monitoring points in this fixed direction.

Monitoring precision in vertical is the key problem of railway subsidence
monitoring. As can be seen from the figure, from August 16, 2016 to August 24th
in vertical it has not moved, at this time, the calculated values are in random
fluctuations in the range of +2 mm around the true value. Then, the displacement
platform moves downward gradually, 5 mm each time, afterwards it moves twice
upward, each time 5 mm. During the process calculated values still change around
the true values, and according to the calculated values whether the displacement
platform increase or decrease can be significantly distinguished, thus the monitoring
system has good effect.

3.3 Monitoring Accuracy Analysis

Table 3 shows the maximum, minimum, average value and standard deviation of
experiment one corresponding to the different displacement platform moving values
respectively. In plane direction, when the displacement platform moves 0, 2, 4 mm,
the maximum and minimum values are limited to within ±2 mm around the true
value. In vertical, when the displacement platform moves 0, 5, 10 mm, from the
standard deviation it can be seen that the accuracy is slightly worse than that in the
plane direction, but the maximum and minimum value is still within ±3 mm
around the true value.

For quantitative analysis, the true values of the corresponding time period are
subtracted from the calculated results to obtain deviation from the true value and
undertake accuracy statistics, which can be seen in Table 4. It can be seen that

Table 3 Comparison between actual displacements of the platform and calculated results (mm)

Direction Displacement Calculated result

Maximum Minimum Average Standard deviation

East 0 0.9 −1.3 −0.2 0.5

−2 −1.3 −2.9 −2.1 0.4

−4 −3.9 −4.9 −4.4 0.4

North 0 1.4 −1.2 0.0 0.6

Up 0 2.7 −2.4 −0.1 1.3

−5 −3.5 −7.7 −5.0 1.0

−10 −8.4 −11.3 −9.6 1.0
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accuracy in plane direction is higher, better than 1 mm. It is slightly worse in
vertical, reaching 1.2 mm.

The accuracy of RMS is given in Table 4, combined with maximum, minimum
value and true value deviation analysis in Table 3, the realized monitoring system
can monitor the deformation of the minimum 2 mm in plane direction and 3 mm in
vertical.

Table 5 is the statistics of deviations from the average values and RMS in very
period of 551.2 and 5095.4 m baselines in experiment two and three. As can be
seen, for short baseline about 500 m, the deviations between periods in plane
direction have been kept within 2 mm and in vertical within 3 mm. When the
baseline increases to 5 km, the horizontal and vertical deviations between period
increases, especially in the vertical direction the error is significant. The possible
reason is that, with the longer of the baseline, ionosphere and troposphere error after
double difference still has part of the residual, resulting in reduced accuracy, while
in the vertical direction the accuracy affected more significantly.

Figure 3 shows accuracy comparison of the three baselines. It can be seen when
the baseline increases from 35.3 to 551.2 m, since the baseline is still short, each
error is well eliminated by double difference. In the horizontal and vertical direction
the accuracy is not significantly affected. Within the plane direction the accuracy is
better than 1 mm, and in the elevation direction accuracy is better than 1.5 mm.
When the baseline increases to 5095.4 m, the accuracy in plane and elevation
direction decreases, but still stays within 2 mm. Thus, in the railway monitoring,
within the allowable range of accuracy, the distance between the reference stations
can be appropriately expanded to save costs. In each baseline results, the east is
better than the north direction. The reason may be related to the constellation
structure of Beidou, consistent with the description of the literature [10].

Table 4 RMS accuracy statistics of displacement platform (mm)

East North Up

0.5 0.6 1.2

Plane: 0.8

Table 5 Baseline deviations and RMS statistics (mm)

Periods 551.2 m 5095.4 m

East North Up East North Up

1 −0.5 0.3 −0.8 0.3 0.0 0.4

2 −0.3 1.1 −0.3 0.6 −1.6 −2.2

3 0.6 0.8 1.7 −1.5 1.8 −0.8

4 0.4 −0.5 1.2 0.5 −0.1 2.5

RMS 0.5 0.7 1.2 1.0 1.4 2.0

Plane: 0.9 Plane: 1.7
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4 Conclusions

In this paper, the availability of Beidou and GPS hybrid system in high-precision
railway subsidence monitoring is analyzed, and a reasonable data processing
strategy and processing flow are developed. Through a large number of experi-
mental analyses, the following conclusions can be obtained: (1) For a baseline
within 500 m, accuracy of 1 mm in plane and 1.5 mm in vertical can be achieved,
while a minimum rail track deformation of 2 mm in plane or subsidence of 3 mm in
vertical can be monitored; (2) When the baseline reaches 5 km, the accuracy
decreases in plane and vertical, but still can reach 2 mm. Therefore in the appli-
cation in railway monitoring, under the premise of meeting the accuracy require-
ments, the number of base stations can be reduced appropriately to save the cost.
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Application Performance Analysis
of Three GNSS Precise Positioning
Technology in Landslide Monitoring

Guanwu Huang, Yuan Du, Lumin Meng, Guanwen Huang, Jin Wang
and Junqiang Han

Abstract In this paper, the accuracy and applicability of GNSS PPP (Precise Point
Positioning), RTK (Real Time Kinematic) and static baseline positioning based on
landslide monitoring are presented with compared the characteristics of different
methods. The performance of BeiDou, GPS and BDS/GPS modes is demonstrated
by using the real experiment data from a large loess landslide and simulated slow
deformation test. It is show that for the integrated GPS/BeiDou, the precision of
PPP, RTK, and Static baseline solutions are better than 6 cm, 6 and 3 mm
respectively. The accuracy of those is significantly improved with the BeiDou/GPS
case. These results reveal that the technology of RTK, PPP, and Static baseline can
be used for the real-time monitoring, deformation datum recovery and periodic
deformation monitoring respectively.

Keywords GNSS � BDS/GPS RTK � Landslide � Real-time monitoring

1 Introduction

China is one of the countries which have most serious geological disasters in the
world, and the disasters are numerous. There are thousands of deaths and property
losses of up to 10 billion every year in china [1]. Therefore, it is of great signifi-
cance to carry out real-time monitoring and forecasting of landslide disaster. The
key of monitoring and forecasting is the issues of accuracy, real-time and reliability
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[2]. The research shows that the process of the formation and evolution of the
landslide can be divided into 4 stages: initial, uniform, accelerated, and rapid
deformation stage [3–5].

For the different stages, the three methods are used according the active con-
dition. As a commonly used high-precision positioning technology, it is applied to
the landslide monitoring with its advantages, for instance, low efficiency limits and
good automation [7–12].

Chinese BeiDou navigation satellite system (BDS) has launched 20 satellites, of
which 15 satellites are in operation. Therefore, the performance of BDS is widely
promising [6]. The characteristics and application of the three positioning methods
(PPP, RTK, and Static baseline) are demonstrated with three modes of GPS-only,
BDS-only, and GPS/BDS. For the landslide monitoring, the applicability and
precision of those technology are also been summarized.

2 Mathematical Model

In this section, the principle and characteristics of the three positioning methods:
PPP, RTK, Static baseline are compared. In GNSS relative positioning, the method
using the carrier phase is a double difference positioning technology with a high
accuracy, which used to process the original observation. For the continuous
observing, it can be obtained enough redundant data to improve the accuracy based
on the fixed of receiver position. As relative positioning, the number of station is
two at least, at the same time, and the directly results are the components of the
E, N, and U direction [13].

As for the relative positioning of GNSS, the position of at least one point must
be known. Then the baseline vector can be computed by using the satellite position
and observation. After obtaining the values of baseline vectors, the coordinate
values can be computed by the way of three dimensional constraint network
adjustments or three dimensional joint network adjustments. Finally, for the dif-
ferent periods, the deformation values of monitoring stations can be obtained. The
technology of static baseline with a high precision and a poor real-time performance
can be applied for the periodic landslide monitoring as a post-processing case.

RTK is a real-time double difference positioning technique based on carrier
phase measurement. The principle is that a receiver is placed on the base station for
continuous observation of all visible satellites, and the original or computed
observations will be sent to the rover station through real data link at the same time.
For the rover station, the accuracy of three-dimensional coordinates can be reached
to the level of centimeter in real time [13].

RTK is a real-time positioning technique based double difference mode with the
precision of slightly worse than the static baseline case. With the function of
communication work normally, it can be realized the single-epoch solution, as a
effective method for landslide monitoring.
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PPP is a positioning technology, using the precise satellite orbit and satellite
clock offset computed from GNSS observations of several ground tracking stations,
processing the observations of the phase and pseudo from a single-receiver, which
can get the high precise position of ITRF frame coordinate [13]. At present, there
are a number of institutions which can provide the products of real-time precise
orbit determination and clock offset in the world. As a real technology, it is widely
used with the precision of centimeter level.

The PPP technique can be used to deal with the observations of non-difference
pseudo range and carrier phase from a single GNSS receiver. It can achieve a
precision of millimeter to centimeter level in static and centimeter to decimeter level
in kinematic positioning respectively and with a result of absolute coordinates
under the framework of the ITRF or WGS84. Compared to the static baseline and
RTK technology, it didn’t rely on the stability of the reference station as a sup-
plement method.

The landslide deformation can be divided into four stages: slow, uniform,
accelerated and rapid deformation stage. With the high accuracy, the static baseline
case can be applied for the slow and uniform stage while it can be used to check the
correct of the landslide monitoring results. As a method of periodic monitoring, it
used to give a general solution, which needs much longer observation time (gen-
erally more than 2 h). Therefore, there are some limitations in the application of
real-time landslide monitoring. When the landslide enters the dangerous period (the
acceleration and the sharp deformation stage), needing to carry on the real-time
monitoring, the RTK technology was chosen. For a real-time solution, compared to
PPP case, the accuracy and reliability of RTK are much higher. But the RTK
technology needs stable data from the reference station. Under the challenging
environment and the reference station destroyed in the period of rapid deformation,
the PPP technology can take the advantages of single-station solution without
reference station. The application of different methods for landslide monitoring is
shown in Table 1.

3 Exemplification

3.1 Accuracy Test of PPP Solution in Landslide Monitoring

In order to evaluate the performance of applicability and accuracy of PPP case for
landslide monitoring, the observations were acquired from a large loess landslide, a

Table 1 Application of
landslide stage and
monitoring methods

Stage Static baseline RTK PPP

Slow (<2 mm/d) ✓ � �
Uniform (<4 mm/d) ✓ � �
Accelerated (<10 mm/d) � ✓ �
Sharp (>10 mm/d) � ✓ ✓
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real-time data of 4 h on PS-1 site of in Xian yang City, Shanxi Province in August
28, 2016 with the sampling rate of 1 s. With choosing the precise orbit and the
precise clock error, three experiment schemes were designed to evaluate the per-
formance of kinematic positioning: scheme 1—kinematic PPP of single GPS,
scheme 2—kinematic PPP of single BeiDou, scheme 3—kinematic PPP of the
integrated BeiDou/GPS.

The position errors of the three solutions in east (E), north (N) and up
(U) directions for schemes 1, 2 and 3 are illustrated in Figs. 1, 2 and 3 respectively.
The statistic values of the three schemes in the average accuracy and convergence
time are shown in Fig. 4, Tables 2 and 3 respectively.

It can be seen from Figs. 1, 2, 3 and 4 that: the accuracy and convergence time
of scheme three is best. Tables 2 and 3 show that the precision and convergence
time of scheme three is better than the others. The positioning error of BeiDou

Fig. 1 Positioning errors of
E direction

Fig. 2 Positioning errors of
N direction
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Fig. 3 Positioning errors of
U direction

Fig. 4 The statistic
positioning errors

Table 2 Average STD
values of site PS-1

STD (cm) Scheme one Scheme two Scheme three

E 12.8 6.7 2.3

N 11.0 4.5 2.5

U 6.6 8.3 4.4

Plane 16.9 8.1 3.4

Location 18.1 11.6 5.6

Table 3 Average
convergence time
for site PS-1

Convergence
time (cm)

Scheme one Scheme two Scheme three

<20 25 min 10 min 5 min

<15 – 19 min 10 min

<10 – – 23 min
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system is slightly worse than the GPS system. The positioning accuracy of
BeiDou/GPS is the best, and is about centimeter level.

3.2 The Accuracy Test of RTK Solution in Landslide
Monitoring

Using the real data collected by the PS-1 and JS-1 points of landslide, the per-
formance of three experiment schemes are evaluated with the sampling rate of 1 s.
The length of baseline is 278 m. As the PS-1 point for the rover station and JS-1 for
the reference station, the RTK positioning solution is used. With the broadcast
ephemeris, three experiment schemes were designed to evaluate the performance of
kinematic positioning: scheme 1—RTK of GPS-only, scheme 2—RTK of BeiDou
-only, scheme 3—RTK of the combined BeiDou/GPS.

The position errors of the three solutions in east (E), north (N) and up
(U) directions for schemes 1, 2 and 3 are illustrated in Figs. 5, 6 and 7 respectively.
Figure 8 and Table 4 shows the statistic average values of the three schemes.

From Figs. 5, 6, 7 and 8 respectively. Figure 8, it can be seen the accuracy of
three schemes in the three directions is millimeters level. The accuracy and relia-
bility of scheme three are the best. The results show the positioning accuracy of
BeiDou is comparable to the GPS while the precision of BeiDou/GPS constellation
is the best. The improvement from the combined BeiDou/GPS becomes more
significant with much more available satellites.

Fig. 5 Positioning errors of
E direction
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Fig. 6 Positioning errors of
N direction

Fig. 7 Positioning errors of
U direction

Fig. 8 The statistic STD
errors
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3.3 The Accuracy Test of Baseline Positioning
Technology in Landslide Monitoring

Utilizing the observations acquired from Sect. 3.2, the applicability and accuracy of
static baseline positioning technology for landslide monitoring are evaluated with
the sampling rate of 1 s. The length of baseline is 278 m. As the PS-1 point for the
rover station and JS-1 for the base station. With the broadcast ephemeris, three
experiment schemes were designed to evaluate the performance of kinematic
positioning: scheme 1—Static baseline positioning of GPS-only, scheme 2—Static
baseline positioning of BeiDou-only, scheme 3—Static baseline positioning of the
combined BeiDou/GPS.

The position errors of the three solutions in east (E), north (N) and up
(U) directions for schemes 1, 2 and 3 are illustrated in Fig. 9 respectively. Table 5
shows the result of the three schemes.

It can be seen from Table 5 that the positioning accuracy of the three schemes is
millimeter. The results show that the values of scheme one is smaller the millimeter
in the E direction with the smaller values of scheme two than the millimeter in N
and U direction, while the values of the scheme three in the u direction is smaller
millimeter. The three experiment schemes specified by BeiDou-only, GPS-only and
the combined BeiDou/GPS were the same accuracy, which are better than 5 mm
with the short baseline.

BDS GPS BDS+GPS
-2

-1

0

1

2

3

4

ST
D

 / 
m

m

detE
detN
detU

Fig. 9 Difference of baseline
components derived from
three schemes

Table 4 Average STD
values of site PS-1

STD (mm) Scheme one Scheme two Scheme three

E 1.1 2.2 1.5

N 2.9 1.5 1.6

U 7.7 5.5 5.0

Plane 3.1 2.7 2.2

Location 8.3 6.1 5.5
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3.4 Experimental Test of Slow Change Mode Based
on PPP and RTK Positioning Technology

The performance of sensitivity and accuracy by PPP and RTK positioning case,
using the mode of the combined BeiDou/GPS are evaluated with the sampling rate
of 1 s. A simulation experiment was carried out in the roof of an office building.
The base receiver was installed on a place of GPS continuously operating reference
station and the rover receiver was mounted on a temporary erection. The length of
baseline is about 30 m. During the experiment, fixing the base receiver, the rover
receiver was installed on an instrument platform. The platform can be moved on
two mutual vertical of guide and the amount of movement can be accurately
measured by a scale ruler with a precision of 1 mm, regarded as a correct value.
With placing two guide rails to the E, N direction respectively, the values of the
artificially movement in the rover case can be measured. Compared the measured
deformation by two methods with the correct values, the sensitivity and accuracy of
the two methods can be evaluated respectively with 1 s sampling internal. Two
experiment schemes were designed to evaluate the performance of kinematic
positioning: scheme 1—PPP of the integrated BeiDou/GPS, scheme 2—RTK of
the integrated BeiDou/GPS.

Figures 10 and 11 show the positioning error of the two schemes in E and N
directions about the rover receiver. The results can be seen from Tables 5 and 6
which was compared to the true values.

The results of Figs. 10, 11 and Tables 6, 7 derived from scheme 1 and scheme 2
can effectively reflect the real movement of the rover station in the E, N directions.

Fig. 10 Residual sequence of rover station in E direction

Table 5 Difference of
baseline components

STD (mm) Scheme one Scheme two Scheme three

E −0.4 −1 −1.2

N −1.6 0.8 1.9

U 2.8 −0.7 0.4

Location 3.2 1.5 2.3
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Comparing the scheme 1, the accuracy of scheme 2 is better than 3 mm with more
reliability and sensitivity in the real-time monitoring of landslide.

4 Conclusions

BeiDou navigation satellite system, as one of the 4 global navigation satellite
system, had been fully deployed for its region constellation in the end of 2012. We
evaluated the performance of the three positioning methods of PPP, RTK, Static
baseline solutions for the GPS-only, BeiDou-only, the integrated BeiDou/GPS with
real kinematic data. The following conclusion can be drawn:

(1) The three positioning technology are suitable for the landslide monitoring with
a high precision. With the initialization of PPP and RTK technique, the
accuracy of them can reach centimeter and millimeter respectively, while the
precision of post-processing static baseline solution is better than 5 mm.

Fig. 11 Residual sequence of rover station in N direction

Table 6 Difference between
the platform adjustments and
the estimated results (mm)

Order E (true) Scheme one Scheme two

1 +195 +294 +196

2 −375 −458 −376

3 +170 +191 +168

4 −150 −134 −149

5 +350 +380 +350

Table 7 Difference between
the platform adjustments and
the estimated results (mm)

Order N (true) Scheme one Scheme two

1 +180 +200 +180

2 −380 −386 −382

3 +200 +185 +200

4 −165 −214 −163

5 +345 +345 +344
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(2) The results of three positioning cases in different modes show that the
BeiDou/GPS can significantly enhance reliability and accuracy of RTK, PPP,
solutions. The dual-system performance is comparable to single-system in the
static baseline case, with a precision of mm level. In practical, the dual-system
can overcome the problem of the lack of visible satellites, and improve the
reliability, with the better geometric configuration of the satellite.

(3) Comparing the results from the simulation experimental of PPP and RTK
technology, the RTK mode can be illustrated effectively than PPP, with a
positioning accuracy of millimeter, which can be applied for the stage of the
uniform and accelerated in landslide monitoring.

(4) In practical, according the different stage of the landslide, the methods can be
set respectively. In the stable stage, the static baseline method can be used to
periodically. In the stage of the acceleration and rapid, RTK can be used for
effective monitoring method. Under the condition of the base station destroyed,
PPP technology will be taken the advantages of single station computing
without reference as a supplement method.
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GPS Signal to Noise Ratio Analysis
and Using for Real-Time Tide Monitoring

Kai Liu, Shuang-cheng Zhang, Qianyi Wang, Qin Zhang,
Jing-jiang Zhang and Yang Nan

Abstract As a new remote sensing method, GPS-MR technology is gradually used
for surface environmental monitoring. In this paper, the characteristics of GPS
signal-to-noise ratio (SNR) are analyzed at first. Secondly, the basic principle of
GPS-MR monitoring tidal level is introduced, and finally the GPS-MR tide level
experiment is analyzed by using SNR at different frequencies. In this paper, the
dual-frequency observation data of the GPS tracking station SC02 near Friday
Harbor in Washington State are used to analyze. The measured GPS data are
compared with the measured data of Friday Harbor harbor tide station 359 m apart
from SC02 station. The mean square error is about 10 cm, the correlation coeffi-
cient is better than 0.98. The experimental results show that the signal-to-noise ratio
of the L1 and L2 bands can both be used to monitor the tide level by GPS-MR and
further increasing the observation data of GPS-MR monitoring tide level.

Keywords GNSS � GNSS multipath reflectometry � SNR � Sea level variations �
Tide guage

1 Introduction

Global climate change has led to significant melting of ice in the two-tiered and
sub-boreal regions, and the melting of fresh water into the sea makes the sea level
rising. It is predicted that up to 332 million people living in coastal and low-lying
areas in the 21st century will be directly affected by floods due to sea-level rise. In
addition, as rising sea levels compress the living space of these people, this will lead
to millions of people migrating [1]. Therefore, we need continuous real-time
monitoring the sea level rising which threat to human society, to master the trend of
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tide change. And the emergence of GNSS-MR (GNSS Multipath Reflectometry,
GNSS-MR) technology is to provide a new tidal monitoring means. A geodetic
GNSS receiver is installed on the coast, and GNSS (Global Navigation Satellite
System, GNSS) signal-to-noise ratio analysis is carried out on the reflected signal
which carried the characteristic information of the surface, and then can get the
change of sea level height, and finally achieve the real-time monitoring of tide level.

Many foreign scholars have carried out research on the key technologies of using
GNSS-MR to detect tide change by using the GNSS observation station deployed in
the coastal areas, and obtained the gratifying research results, and Chinese scholars
have also carried on the related research and analysis in succession. Anderson [2]
first proposed that the SNR observations after interfering with direct and reflected
signals can be used for measurements of sea surface height variations, and got result
with an RMS of 12 cm. Larson et al. [3–5] proposed and developed the GPS-MR
technique, which utilizes multi-path reflection components of SNR observations to
monitor the surface environment that causes multipath errors such as snow depth,
tide level, soil moisture, vegetation change and volcanic activity, and obtained a
series of extremely valuable research and application. Larson et al. [6] applied the
GNSS-MR technique to an area where the tide diurnal variation was 7 m.
Nakashima and Heki [7] used GPS-MR technology based on the SNR to detect sea
level change, and got the result of RMS (root mean square, RMS) for 27 cm.
Löfgren et al. [8] used the modified LSP(Lomb-Scargle spectrum) spectrum anal-
ysis to invert the sea surface tide of five GNSS stations in different environments
around the world and found while the improved method was applied to the stations
with large daily variation of tide level, the result was obviously superior to the
simple LSP spectrum analysis method. In addition, Löfgren et al. also make a
harmonic analysis of the tidal changes of the GNSS-MR inversions and the
amplitude and phase obtained are in good agreement with those of the tide gauge
stations. Löfgren and Haas [9] used the GPS and GLONASS-based multi-mode
multi-frequency SNR to invert the tide changes and compared the results with the
tidal changes in the GNSS-R technique based on phase delay. Wu and Yang [10]
carried out the research on the static lake height measurement by using SNR
observations of GPS. The results are in good agreement with the measured water
level data. Under good conditions, the standard deviation of the static lake height is
±3 cm. Zhang et al. [11] introduced the basic theory of tidal monitoring using
GNSS-MR technology, and combined with the station SC02 and nearby tide guage
to verify, they got the results of the mean error of 0.091 m and the correlation
coefficient of 0.99.

GNSS-MR research is mainly based on a single frequency at home and abroad.
In this paper, the characteristics of GPS signal-to-noise ratio (SNR) are introduced.
Combined with the measured GPS data, the tidal level inversion based on SNR of
L1 band and L2 band is performed respectively and the accuracy of the two bands
for inversion of tide level is analyzed by compared with tide guage data. We hope it
could provide reference for the real-time tide level monitoring of GNSS-MR.
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2 Characteristic Analysis of GPS SNR

The SNR measurement in GPS is a measure of the magnitude of the signal received
by the receiver antenna. The research results show that the variation of SNR is
mainly affected by satellite signal transmission power, antenna gain, satellite-
to-receiver distance and multipath effect [12]. At high altitude, the SNR is effec-
tively improved by the large antenna gain; while in the low elevation angle, SNR
decreased more serious due to the decrease of antenna gain and the multipath effect
(see the red box in Fig. 1 area). It can be seen that the GPS multi-path reflection
directly affects the GPS signal-to-noise ratio at the low elevation angle. Therefore,
the surface environment parameters that cause GPS multipath reflection can be
obtained by studying SNR sequences at low elevation angles.

Figure 1 shows the elevation angle, SNR and multipath relationship of the
PRN05 satellite received by the North American SC02 station at 309 days in 2013,
and from the top to bottom are the change of multipath, SNR, SNR residual
sequence of the de-trend term, and the elevation angle with time. It can be seen
clearly from Fig. 1 that the multipath and signal-to-noise ratio both change as the
elevation angle changes. At the low elevation angle, the multi-path effect is serious

Fig. 1 Relationship of elevation angle, SNR, and multipath
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due to the observation environment and so on, and the signal to noise ratio also be
violent fluctuations for this. When the elevation angle is increased, the influence of
multipath is reduced, and the signal-to-noise ratio is also relatively stable.

3 The Principle of GPS SNR for Tidal Level Monitoring

GPS multipath has become the main source of error which restricts high precision
positioning. GPS multipath generation is mainly related to the structure and
dielectric parameters of the reflector, and GPS multipath effect is everywhere. When
the GPS station is located near the sea surface, the GPS receiver receives the
composite signal which actually composed with direct signal and the signal
reflected from sea surface (see Fig. 2).

Figure 2 is a schematic diagram of monitoring the change of tide level by using
GPS-MR technology. In the figure, h is the vertical distance from the center of the
antenna phase to the sea surface, which is called the vertical reflection distance in
this paper and h is the angle between the direct signal and the sea surface. In Fig. 2,
the GPS receiver receives the composite signal which actually composed with direct
signal and the signal reflected from sea surface, set the amplitudes of the direct and
reflected signals be Ad and Am, respectively. For the geodetic GPS receiver
antenna, the amplitude of the direct signal and the reflected signal in the following
relationship:

Ad � Am ð1Þ

The SNR observation is the additional observation data of the geodetic GPS
receiver. The SNR and the signal amplitude have the following relationship:

SNR ¼ A2
c ¼ A2

d þA2
m þ 2AdAm cos h ð2Þ

h

ground

antenna phase center
RHCP

direct signal Ad

reflection signal Am

sea level

Fig. 2 Schematic diagram of GPS-MR monitoring of tide changes
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where Ac is the amplitude of the synthesized signal and cos h is the cosine value of
the angle between the direct signal and the reflected signal.

In order to obtain the GPS multi-path change information caused by the ground
reflection in the SNR, the reflected signal should be extracted from the mixed
signal. The SNR global trend term is parabolic and can be fitted by quadratic
polynomials. By fitting the SNR sequence and then removing the trend term from
the original sequence, the SNR residual sequence can be obtained.

The amplitude of the multipath reflected signal in the sequence of low-altitude
residuals can be expressed as [4, 5]:

Am ¼ A cos
4ph
k

sin Eþ/

� �
ð3Þ

In the formula (3), k is the carrier wavelength, E is the satellite elevation angle, h

is the vertical reflection distance, if t ¼ sin E, f ¼ 2h
k , formula (3) can be reduced to

a standard cosine function expression:

Am ¼ A cos 2pftþ/ð Þ ð4Þ

In formula (4), the frequency f contains the vertical reflection distance parameter
h in Fig. 2, if we do the spectral analysis of (4), we can obtain the frequency, and
then the vertical distance h from the antenna phase center to the sea surface can be
obtained. sin E is a known quantity varying with elevation angle, but sin E is not
sampled at equal intervals, so that sin E residual sequence can not guarantee the
whole cycle truncation. Because the fast Fourier transform (FFT) cannot solve the
non-equal interval sampling problem [13], Lomb-Scargle spectral analysis method
(referred to as L-S spectral analysis) can be used here.

The frequency f of GPS multi-path reflected signal Am can be obtained by L-S
spectrum analysis of SNR residual sequence, and the vertical reflection distance h
can be obtained by y ¼ 2h=k. And then convert the h to the sea surface height
changes, as a result, the monitoring of tide level is realized by SNR observation [11].

4 Application of SNR in Tide Level Monitoring

In order to verify the validity of the theory of GPS-MR based on SNR of different
band, this paper uses the observation data of GPS continuous operation tracking
station SC02, which is located at the seaside, to carry out the experimental analysis
on L1 band and L2 band. The station SC02 belongs to the PBO network. The
station is located in Washington State’s Friday Harbor port, and built adjacent to the
sea, so this station could receive GNSS reflection signal from the sea surface in a
large space. Figure 3 is the SC02 site receiver placement map and observation
environment. The SC02 station is equipped with a TRIMBLE NETR9
dual-frequency geodetic receiver and a choke coil antenna (TRM59800.80) with a
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radome (SCIT). In order to verify the accuracy of GPS-MR monitoring tide level, in
this paper, the tidal data of Friday Harbor tide station 359 meters away from SC02
station are used as reference for comparative analysis.

In order to make use of the GPS data of different time span to carry on the
experimental analysis, this article carries on the contrast experiment analysis by
using the SC02 station’s GPS data of one day, one week and one month respectively.

4.1 Selection of GPS Effective Satellites

In this paper, SNR data of 15 Hz sampling rate at 309th day of 2013 in SC02
station are collected and analyzed by GPS-MR. All satellites tracked by the SCO2
station on 309th day are shown in Fig. 4a below. Since the monitoring of the tide
level based on the GPS tracking station can only use GPS satellite signals with low
elevation angles reflected from the sea surface (see Fig. 4b), the altitude angle range
for extracting the SNR observations is 5°–12° and the azimuth interval is 90°–150°.

In Fig. 4, the horizontal axis and the vertical axis represent the components of the
distance to the station in the east and north directions respectively, and the concentric
circles represent the satellite elevation angles corresponding to the reflection points.
Figure 4a shows the trajectory of the reflected points of all the satellite signals
received at the station. Figure 4b shows the trajectory of the reflected points of the
effective satellite signals received at the station.

4.2 GPS-MR Experimental Data Processing

The experimental data of one day (the first day of the year), one week (the first day
to the seventh day of the year) and one month (the first day to the thirty-one day of

Fig. 3 SC02 station observation environment
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the year) were processed respectively, and the vertical distance h from the center of
the antenna phase to the sea level can be obtained by L-S spectral analysis. In order
to verify the accuracy of the GPS-MR technique to monitor the change of tide level,
the corresponding observational data of Friday Harbor tide station are obtained and
the results are unified to the Mean Lower Low Water. The comparison results are
shown in Figs. 5, 6, 7, and 8.

Figures 5, 6, 7, and 8 show the GPS time along the horizontal axis and the sea
surface height relative to the mean low tide plane. The black dots represent the
measured sea surface height at the six-minute sampling rate acquired by the tide
gauge. The red and the blue points respectively represent the sea surface height
detected by GPS-MR based on the SNR of the L1 band and L2 band. The data of
Friday Harbor tide station are interpolated to obtain the tide value corresponding to
the GPS-MR inversion result. The results of the experiment are compared with the
tide gauge data. The standard deviations of daily inversion results which based on

Fig. 4 a Satellite trajectories for full arcs and b satellite trajectories for effective arcs

Fig. 5 Comparison of daily
tide results obtained by tide
station and GPS-MR
(L1 and L2)
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the L1 and L2 bands are 0.12 and 0.10 m, the correlation coefficients are 0.98 and
0.98 respectively. The standard deviations of weekly inversion results were 0.11
and 0.10 m, respectively, with correlation coefficients of 0.98 and 0.99. The stan-
dard deviations of monthly inversion results were 0.10 and 0.11 m, respectively,
and the correlation coefficients were 0.99 and 0.99, respectively. Due to limited
space, only the monthly correlation coefficient graph between the inversion results
based on measured data and the tide gauge station is given in Fig. 9:

Fig. 6 Comparison of weekly tide results obtained by tide station and GPS-MR (L1 and L2)

Fig. 7 Comparison of monthly tide results obtained by tide station and GPS-MR (L1)
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4.3 Analysis of GPS-MR Experiment Results

By inverting the real-time data of SC02 station and comparing with the data of
Friday Harbor tide station, the following preliminary analysis results are obtained:

1. By processing the measured data of GPS and comparing the inversion results
with tide gauge data, it is found that the results are consistent with each other
and it confirms the reliability of the GPS-MR algorithm and demonstrates its
feasibility in real-time tide monitoring.

2. The sea surface height obtained by GPS-MR coincided with the corresponding
tide gauge data, the standard deviation was about 10 cm, and the correlation
coefficient was better than 0.98. It indicates the GPS-MR technique can be used
to monitor the tide level, and the GPS-MR technique can reflect the periodic
change of the tide level and the trend of the whole tide by processing the
long-term observation data.

Fig. 8 Comparison of monthly tide results obtained by tide station and GPS-MR (L2)

Fig. 9 a Correlation analysis of monthly GPS-L1 results with tide observatory and b correlation
analysis of monthly GPS-L2 results with tide observatory
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3. We process experiments on the L1 and L2 bands, and get the standard deviation
about 10 cm, it indicates that the two frequency bands both can be applied to
real-time monitoring of the tide.

4. It is worth noting that the shore-based GPS stations can only use the GPS
reflected signal from the sea, for example, the inversion results of one day is
only 16, which is limited by the number of effective satellites. With the
development of GNSS, there will be more and more effective satellites, as a
result, the density of inversion results will be greatly improved and the accuracy
will be correspondingly promoted.

5. The selected tide station and the GPS station are located 359 m away from each
other, because they are not together, it may cause some errors in the results. At
the same time, the rough sea surface, the height of the shore-based GPS antenna
and the GPS signal frequency may also have some impact on the detection
results. In order to reduce the error, we should select the GPS station located at
the same location as the tide gauge station and obtain the high frequency
experiment data of synchronous observation.

5 Conclusion

Facing the situation that sea level rises year by year and continues to erode coastal
areas, the emergence of GPS-MR technology greatly meets the demand of people to
carry out a wide range monitoring of real-time tidal level changes. By using the
SNR observations, GPS-MR technology transforms the multi-path signal which has
been seen as noise into a valuable useful signal, which provides a new technique for
tide level monitoring. In this paper, by processing the SNR sequences of L1 band
and L2 band, the accuracy of the results is about 10 cm and the correlation coef-
ficients are both better than 0.98. It proves that the different frequencies of GPS
signals can be applied to real-time monitoring of tidal level. Using the SNR
observation to monitor the change of tide level is based on geodetic GPS receiver,
which can effectively extend the application field of shore-based CORS network.
Although there are some problems such as insufficient effective satellites, limited
azimuth, and GNSS signal frequency in the current research, with the further
research and the development of GNSS, it is believed that the accuracy of GPS-MR
monitoring will be greatly improved. GPS-MR technology can not only get the
absolute change in tidal level, but also can obtain GPS station three-dimensional
crustal deformation, which could finally accurately assess the changes in tidal level
and sea level rise [11].
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Ship Detection and Data Processing
by Using Shore-Based GNSS-R

Chaoqun Gao, Dongkai Yang, Yunlong Zhu, Xuejing Qiu
and Lei Yang

Abstract The use of GNSS-R technology to detect surface ships is a new appli-
cation in this field. Aiming at the blurring problem of mirror image and diffuse
scattering component in sea surface electromagnetic field, this paper combines the
sea surface two-scale model to generate the regional sea surface with different wind
speed, and analyzes the variation of scattering coefficient caused by mirror image
and diffuse scattering component when satellite signal incident angle changes.
Based on the difference of dielectric constants between the metal structures on the
ship surface and seawater under L-band signal, the scattering signal power was
analyzed, and the first domestic ship detection experiment in Yingkou port of
Liaoning province was carried out. By processing the reflected signal SNR
(signal-to-noise ratio) and dielectric constants, the ship characteristic has been
found obviously, and the feasibility of using the shore-based GNSS-R technology
to detect close-sea ship is verified.
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1 Introduction

In 2013, the United States NASA uses L-band in the heavy rain area has better
penetration advantages [1], through CYGNSS (The Cyclone Global Navigation
Satellite system) to receive the surface of the sea surface reflected signal, moni-
toring and early warning of tropical cyclone path [2]. The hurricane weather
forecast model and the forward scattering model were used to generate the
power-delay waveform, and the sea-level hurricane wind speed was derived to
show the great potential of CYGNSS in typhoon forecasting [3]. In [4, 5] Gleason
used CYGNSS to receive GPS L1 and L2 signals for the correction of wind speed,
which laid the theoretical foundation for the analysis of sea surface scattering field.
In 2014, Riccardo completed 10 cm dry soil buried metal objects detection by
analysis of the GNSS reflection signal SNR [6]. At the same time, Wu Nan in the
China’s ship research and design center analyzed RCS impact of the ship’s main
structure by using computational electromagnetics and computer graphics [7],
In 2015, Clarizia validated the advantages of using GPS backscatter to detect sea
targets through simulation [8], which supported the theoretical development of
using GNSS-R to detect surface ships.

However, there is no analysis on the blurring problem between the mirror image
and the diffuse scattering component in the sea surface electromagnetic field by the
different signal excitation condition. In this paper, the sea surface two-scale model
is used to generate regional sea surface with different wind speed. The change of
scattering coefficient caused by mirror image and diffuse scattering component at
different sea state and incident angle is analyzed when satellite signal incident angle
changes. In order to verify the feasibility of the ship detection by using GNSS-R, an
experiment was set up in Yingkou Port, LiaoNing Province, through the analysis of
its dielectric constant.

2 Analysis of Electromagnetic Scattering

Under the influence of wind, the sea surface has random rough surface, and the
electromagnetic scattering characteristic are complicated, which can be divided into
two kinds of scale waves by the two-scale model (TSM) [9], the large-scale gravity
wave and the small-scale tensional wave. The large-scale wave-induced sea surface
mirror image component is solved using the Kirchhoff Geometric Optics
Approximation Model (KA-GO) model and the small-scale wave-induced diffuse
scattering component is solved by the Small Perturbation Method (SPM) [10, 11].
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2.1 Analysis of the Mirror Image Component Scattering

Using the KA-GO model, the scattering coefficients are simulated at wind speeds of
5, 10, 15 and 20 m/s. In the simulation, the incident angle is 30°, and the scattering
angle is taken as −90 to 90°, which is shown in Fig. 1. When the scattering angle is
negative, it indicates the scattering type is back scattering. When the scattering
angle is positive, it indicates that the type is forward scattering, and the polarization
mode is HH.

The maximum scattering coefficient is near the scattering angle of 30°, which is
shown in Fig. 1. From the Fig. 1, it can be seen that: (1) The scattering energy is the
strongest when the scattering angle is equal to the incident angle; (2) As the
scattering angle deviates from the incident angle, the scattering energy decreases
rapidly; (3) The increase of wind speed will influence the sea surface roughness, so
the mirror image component and its scattering coefficient are weakened.

2.2 Analysis of Diffuse Scattering Component

In the case of different wind speed and scattering angle, the SPM model is used to
simulate the sea surface scattering coefficient, and the simulation conditions are not
changed, which is shown in Fig. 2. From the Fig. 2, it can be seen that: (1) The
diffuse scattering energy is the strongest when the scattering angle is near 0, which
is indicating the vertical direction; (2) When the scattering angle increases, the
scattering energy reduces gradually; (3) When the wind speed increases, the diffuse
component increases.

Fig. 1 Curve: analysis of
mirror component scattering
coefficient
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2.3 Two-Scale Scattering Model

The two-scale model is the superposition of the KA-GO model and the SPM model,
and the scattering coefficient analysis is shown in Fig. 3. It can be seen that:
(1) When the scattering angle is equal to the incident angle, the scattering coeffi-
cient is the maximum; (2) When the scattering angle deviates from the incident
angle, the scattering coefficient decreases, but there is still some scattering energy in
the other direction due to the diffuse scattering component; (3) When the wind
speed increases, the scattering component of mirror decreases and the diffuse
scattering component increases.

Fig. 2 Curve: analysis of
diffuse component scattering
coefficient

Fig. 3 Curve: analysis of
two scale model scattering
coefficient
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3 Analysis of the Reflected Signal Characteristic

3.1 Reflection Coefficient

On the metal surface of ship, the scattering type of L-band signal excitation source
is mainly divided into plane scattering, specular scattering and edge diffraction. The
ship’s scattering medium is the mental, and sea surface scattering medium is mainly
the sea water.

GNSS is the right-handed circular polarization signal, when the signal
encounters reflection, the reflected signal strength is mainly determined by the
reflection coefficient, according to Fresnel reflection law, the reflection coefficient
can be expressed as:

<VV ¼ e sin h�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� cos2 h

p

e sin hþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� cos2 h

p ð1Þ

<HH ¼ sin h�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� cos2 h

p

sin hþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� cos2 h

p ð2Þ

<LR ¼ <RL ¼ 1
2

<VV � <HHð Þ ð3Þ

<RR ¼ <LL ¼ 1
2

<VV þ<HHð Þ ð4Þ

where the subscripts V and H denote the vertical and horizontal polarization, L and
R denote the left and right circular polarization, and e is the dielectric constant. The
dielectric constant of seawater, fresh water, metal are 69, 80, 2� 108.

The relationship between the Fresnel reflection coefficient and the satellite ele-
vation angle is shown in Fig. 4, and the range of the elevation angle is from 0 to 90�.

From Fig. 4, it can be seen that: (1) The left-hand component of seawater
increases with the satellite elevation angle, and it changes quickly when the ele-
vation angle is less than 35�, and stabilizes after more than 35�, but the change of
right-hand component is reversed; (2) For metal, the right-hand component is very
small, and the signal energy can be considered completely reflected, and the
reflected signal is the left-handed polarization; (3) The reflectivity of metals and
seawater on the L-band signal is quite different, the reflection ability of the metal
signal is stronger, and the greater the satellite height angle, the more obvious
difference, which can be used to distinguish ship and seawater.
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When GNSS-R is used to analyze the scattering surface characteristics, Based on
the correlation power, the scattering coefficient can be expressed as:

<RL ¼ YRj j2
YDj j2 ð5Þ

where YD and YR are the correlation power of the direct and reflected signal, which
can be obtained by performing the coherent and non-coherent accumulation oper-
ation of in-phase and quadrature component data. Considering the formula (1–5),
the relationship between the dielectric constant of scattering surface and the power
can be expressed as:

YRj j2
YDj j2 ¼

e� 1ð Þ2sin2 h e� cos2 hð Þ
e sin hþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� cos2 h

p� �2
sin hþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e� cos2 h

p� �2 ð6Þ

3.2 Analysis of the Scattering Signal Power

The detection of ship by GNSS-R is based on the reflection coefficient difference
between the shipmetal structure andseawater.Byanalyzing thedifferences in reflected
signal power, it is possible to monitor the presence of ships in the coverage area.

Fig. 4 Analysis of seawater,
freshwater and metal
scattering coefficient
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In the sea remote sensing application, the sea surface is divided into different
regions based on the iso-doppler line and iso-delay line [12]. The reflected signal
power is a function of delay s and doppler frequency f, which can be expressed as:

PR ¼ PTk
2

ð4pÞ3
ZZ

A

GTðxs; ysÞGTðxs; ysÞW2ðs; f ; xs; ysÞr0ðxs; ysÞ
RTðxs; ysÞ2RRðxs; ysÞ2

d2r ð7Þ

W ¼ Sðxs; ys; f Þj j2K2ðxs; ys; sÞ ð8Þ

where PT is the satellite transmit power, k is the signal wavelength, RR;RT are the
distance from the sea-surface scattering point to the satellite and GNSS-R receiver,
GT ;GR are the transmitted and received antenna gain, xs; ys are the spatial coor-
dinate of the scattering point, K is the autocorrelation function, r0 is the sea surface
RCS, and A is the coverage area of reflected signal.

The coverage area of a single GNSS-R receiving platform is determined by the
height, the beam angle of the antenna, and the view angle. As shown in Fig. 5, a is
the beam angle of the antenna, b is the view angle, and h is the height of the

Fig. 5 GNSS-R platform
geometry diagram
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receiving platform. When the view angle is zero, the receiving area of the platform
is “spherical crown” shape, and its coverage area can be expressed as:

A ¼ 2pR2ð1� cosðaþ arcsinðRþ h
R

sin aÞÞÞ ð9Þ

As shown in formula 7, the total scattered signal power can be obtained by
integrating the power of all scattered points in the coverage area. When the scat-
tering points are concentrated in the area where the sea surface target is located, the
scattered signal power can be expressed as:

Ptarget ¼ PTGTðxt; ytÞGRðxt; ytÞW2ðst; ft; xt; ytÞrðxt; ytÞ
ð4pÞ3R2

Tðxt; ytÞR2
Rðxt; ytÞ

ð10Þ

rðxt; ytÞ ¼ 12pl4

k2
ð11Þ

where the subscript l is the edge size of ship.
Because the reflection coefficient of metal is much larger than that of sea water,

assuming the wind speed is 5 m/s and the scattering signal can be completely
received, the simulation analysis of reflected signal power has been done by
combining with the double-scale model, which is shown in Fig. 6.

It can be seen from Fig. 6 that when there is no ship in the sea, the scattering
medium is mainly the seawater, and its two-dimensional correlation power is mainly
related to the change of wind speed. When the ship appears, the scattering medium is
mainly metal, and the reflection coefficient increases, so that the two-dimensional
correlation power suddenly becomes larger, resulting in “peak” situation.

Fig. 6 Analysis of 2D delay
Doppler correlation power
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4 Data Processing

4.1 Experimental Scene

In order to verify the feasibility of GNSS-R to detect ships, the relevant experiments
were designed.

• Experimental position: Yingkou Port, Liaoning Province, State Oceanic
Administration, Ocean Environmental Monitoring Station, 5th Floor, roof
(122.09°, 40.28°).

• Experimental equipment: four-channel navigation signal acquisition device,
3 dB RCHP (Right Hand Circular Polarized) antenna, 12 dB LCHP (Right
Hand Circular Polarized) antenna, which is shown in Fig. 7.

• Experimental time: March 26, 2016 7:33.

4.2 Data Processing

The 100s data is processed by Matlab software. The satellite acquisition results of
the direct and reflection channels are shown in the Fig. 8. The acquisition satellites
PRN of the direct channel are 5, 13, 15, 18, 20, 21, 24, and the reflection channel
are 5, 18, 29.

It can be seen from Fig. 8 that: (1) The elevation angle of PRN 29 is low and
RHCP antenna is placed horizontally, so the antenna can not receive its direct

Fig. 7 Diagram of
equipment structure. a RHCP;
b LHCP; c Antenna
installation
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signal. LHCP antenna is placed downward, the scattering signal from the coverage
area can be received; (2) The PRN 5/18 can both be acquired in direct and reflection
channel. According to the antenna orientation, the scattering type is backscattering
and the scattering signal is mainly from the ship.

In the processing, the coherent time is 1 ms and the number of non-coherent
accumulations is 100 times. The reflected signal SNR and dielectric constant are
analyzed (due to the large dielectric constant of the metal, when the dielectric
constant is greater than 500, it will be taken 500 by using threshold cutoff), and its
processing results are shown in Figs. 9 and 10.

It can be seen from Figs. 9 and 10 that the reflected signal SNR fluctuates
obviously. The reasons are as follows: (1) The influence of the device itself, but its
effect is relatively stable; (2) The intensity of reflected signal increases, due to the
change of the scattering medium in the coverage area; (3) By combining the

Fig. 8 Satellite acquisition results. a Direct channel. b Reflection channel

Fig. 9 SNR analysis of the
reflected channel
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satellite skyplot and the ship orientation in the coverage area, the reflected signals
are mainly from the ship deck and superstructure and the scattering medium is
mainly metal, thus the dielectric constant increases.

The inversion results of the dielectric constants vary between the empirical
values of dielectric constant between the seawater and the metal, the reasons are as
follows: (1) The covering area contains a part of sea water, due to sea surface ups
and downs, causing gravity waves and tension waves of the sea changes at all times,
the scattering type and scattering coefficient also changes at all times;
(2) The fluctuation of sea surface affects the ship stability, which can change the
incident; (3) When the incident angle changes, the scattering coefficient changes
due to the ship scattering type and scattering structure; (4) The presence of
non-metallic objects such as tires and anti-collision devices on the deck, which
creates a complex scattering medium in the coverage area;

5 Conclusion

In the paper, the scattering field theory of GNSS-R sea target detection is completed
and the experimental data are processed. The results show that: (1) When the sea
surface wind speed increases, the roughness increases, resulting in the reduction of
its mirror scattering components and the increase of its diffuse scattering component;
(2) The reflection coefficient between sea water and the metal structure on the ship’s
surface is stable when the elevation angle is less than 35°. When the ship appears, the
reflected signal power value will be significantly different; (3) By the inversion of the
dielectric constant, the obvious characteristics of the ship can be found.

In the future, the theoretical research in the field will be perfected, which is
laying the foundation for the application of GNSS-R in detecting the ships.

Fig. 10 Analysis of
dielectric constant of reflected
surface
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Characteristic of GPS SNR and It’s
Application for Snow Depth
Monitoring Analysis

Ning Zhang, Shuangcheng Zhang, Yuefan He, Qin Zhang,
Xiaojuan Zhang and Tianhe Wan

Abstract With the continuous construction of GNSS and the continuous
improvement of GNSS reflection signal theory, GNSS-MR technology based on
signal-to-noise ratio has gradually become an emerging field of GNSS for surface
environmental monitoring. Based on the detailed analysis of the GPS signal-to-
noise ratio (SNR) characteristics, this paper givens the GPS-MR technique based on
SNR observation is proposed to detect the snow depth basic principle and calcu-
lation flow. In order to verify the effectiveness of SNR based on different fre-
quencies for snow depth detection, this paper compares and analyzes the differences
between L1C/A and L2P signals. On the basis of the above results, the GPS data of
the AB33 station from 2011 to 2014 for four consecutive years were analyzed and
compared with the snow depth of meteorological sensors. The experimental results
show that the SNR-based GPS-MR algorithm can effectively obtain the snow depth
from the GPS data, and the inversion result of L1C/A signal coincides well with the
snow depth detection value of meteorological sensor, and it can detect the snow
depth more effectively. GNSS-MR technology not only makes full use of the
signal-to-noise ratio information, but also provides potential development space for
GNSS technology for surface environment monitoring.
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1 Introduction

Snow is one of the most important components in the hydrological system, which
impacts the water cycle and atmospheric circulation, at the same time snow is also
an important freshwater resource [1, 2]. Fresh water comes from snowmelt feeds
one sixth of the world population [3]. Through mentoring the snow status, we can
learn the amount of fresh water stored in snow by understanding the state of the
snow. However, it is difficult to monitor the variations of snow because of the high
spatial and temporal variability. Manual and automated techniques are the main
ground-based measurement [4]. Manual measurements have high precision to
measure the depth of snow, but they are lack of high time resolution and they waste
more time and energy. Compared with manual measurement, sonar measurement
and radiation measurement has high time resolution but lack of spatial information
of GPS site [4]. Due to physical reflectivity and polarization characteristics of snow
surfaces with GPS-reflected signals, GPS-Reflectometry (GPS-R) can be used to
monitor snow depth variations [5, 6]. GPS-R technology has the advantages of low
cost, low power consumption and high temporal resolution [7], Based on this, in the
ocean and lake altimetry, sea surface wind speed, soil moisture and other fields have
been widely studied and applied, but it’s hardware equipment is very strict, must
use the left-hand circular polarization and right-handed circular polarization two
antennas Combined together to receive the reflected signal and direct signal can be
effectively received and processed. For today’s users generally use conventional
measurement type GPS receiver is undoubtedly extremely restrictive. Then,
Professor Larson innovatively proposed GPS—MR technology. Such as snowfall
[8], soil moisture [9], vegetation index [10], sea level change [11], volcanic activity
and other surface environmental parameters using the SNR measurements recorded
by conventional GPS receivers Inversion. It has advantages that converging large
area, high time resolution, all-weather, real-time, automation and making full use of
existing GNSS monitoring stations provides a new and powerful sensor for the
meteorological department [12]. So that the technology will also replace the
traditional method of snow depth measurement and become the current GPS in
the field of remote sensing one of the latest research.

Because GPS L2C signal has a higher SNR strength when compared to L1C/A
and L2P signals, previous studies, e.g., Larson et al. and Larson and Nievinski,
mainly used L2C SNR data to retrieve snow depth but did not evaluate and validate
the estimations from the L2P signal [7]. In 2016, Larson used L1C/A and L2C
signals to estimate snow depth, and the results showed that the difference was about
3 cm [13]. In addition, the first Block IIR-M GPS satellite with broadcasting L2C
signal was launched in 2005, Because of short operational time, the
old-configuration GPS receivers cannot track the L2C signal. Most of the current
measurement GPS receivers can only receive L1C/A and L2P signal data. In this
paper, based on the existing research results, the inversion estimation of snow depth
using L1C/A and L2P signal SNR data is carried out, and compared with the
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observed snow depth of meteorological station, And further verify the effectiveness
of GPS-MR technology in snow depth detection.

2 Theory and Methods

2.1 Characteristics Analysis of SNR

The SNR is the ratio of the received carrier signal strength to the noise strength.
Most receivers denote SNR as C/N0 in decibels dB-Hz. GPS SNR observations are
a measure of the magnitude of the signal received by the receiver’s antenna. The
research show that the variation of SNR is mainly affected by satellite signal
transmission power, antenna gain, receiver state and multipath effect [14]. Figure 1
shows the SNR and multipath effects vary with satellite elevation of the SNR10
satellite of doy 200 in 2013 at AB33 station. Under the condition of high elevation
angle, the SNR is effectively improved by the large antenna gain. On the other
hand, it is obvious from the figure that the multipath effect is relatively good,
distribution is relatively stable, SNR is affected by multipath effect is very small;
While in the low altitude conditions, the antenna gain is reduced, On the other hand,
as shown in Fig. 1, the degree of multi-path effect dispersion is large, Distribution

Fig. 1 Multi-path
signal-to-noise ratio with
elevation angle changes
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instability seriously affected the low-altitude angle of the SNR, making it fluctuated
large, and, the multipath effect makes the SNR drop more serious.

Figure 2 shows the SNR trend variation of the PRN 10 satellite from 170 to
200 days in 2011 at AB33 station with a sampling rate of 15 s. It can be seen from
the figure that the SNR fluctuates greatly at the low elevation angle, which is mainly
affected by the multipath effect of the low elevation angle. As the satellite continues
to rise, the multipath effect decreases gradually. It can be seen that the SNR is
seriously affected by multipath at low elevation angles. Therefore, the SNR is often
used to evaluate multipath and multipath error modeling. In contrast, GPS multipath
reflection will directly affect the GPS signal to noise ratio, so by SNR spectrum
analysis can be obtained to cause GPS multi-path reflection of the surface envi-
ronmental parameters, namely GPS-MR technology. At the same time, from Fig. 2
can also be seen as the GPS satellite cycle is 11:58 min, so the signal to noise ratio
per day will appear about 4 min ahead of the offset.

2.2 Algorithm and Theory

GPS multi-path has become the main error source which restricts high-precision
positioning. The generation of GPS multipath is mainly related to the structure and
medium parameters of reflector. GPS multipath effect everywhere, GPS receiver to
receive the signal is actually a direct signal and the surface of different media after
the reflection of the composite signal. Figure 3 shows the Schematic of GPS-MR
Snow depth detection [15].

Fig. 2 PNR 10 satellite
residual sequence
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The height of antenna is H, It is the distance from receiver antenna phase center
to soil surface. h is for the distance from receiver antenna phase center to snow
surface, and it is called vertical reflection distance in the following paper. hsnow is
for the thickness of snow, E is for the angle between signals and snow surface, Ad ,
Am are for the amplitude of the direct and reflected signal respectively.

Set in Fig. 3 the residual sequence of reflected signal amplitude can be expressed
as [16]:

Am ¼ A cos
4ph
k

sinEþ/

� �
ð1Þ

k is for carrier wavelength. E is for satellite elevation angle. h is the vertical
reflection distance. if set t ¼ sinE, f ¼ 2h

k , Then the above equation can be sim-
plified as the standard cosine function expressions:

Am ¼ A cos 2pftþ/ð Þ ð2Þ

In Eq. (2) the frequency f contains the vertical reflection distance parameter h in
Fig. 1, on the type Lomb-Scargle spectrum analysis, can obtain the frequency f,
And get the vertical reflection distance by f ¼ 2h=k; Then the snow thickness can
be calculated by hsnow ¼ H � h. Thus, the snow depth is measured by GPS-MR
technology.

Based on the above principle of GPS—MR for snow depth detecting technol-
ogy, the processes can be summarized as shown in Fig. 4:

Fig. 3 Schematic of GPS-MR snow depth detection
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2.3 SNR Analysis of L1C/A and L2P

Most of the current Measurement type receiver can only receive L1C/A and L2P
signal data, In order to analyze the difference of snow depth detection between
L1C/A and L2P SNR, first of all must compare the differences between L1C/A and
L2P signals themselves, their modulations are compared in Table 1 [7].

The SNR is the ratio of the signal power to the noise power, so the minimum
power is the most important difference. Because the signal is reflected by a part of
the energy absorbed by the reflective surface and the right-handed circular polar-
ization antenna is also reflected on the reflected wave suppression, so when the

Fig. 4 Flow graph of GPS-MR for snow depth

Table 1 Comparison of L1C/A and L2P signals

GPS
signal

Wavelength
(m)

Frequency
(MHz)

Chipping rate
(Mchip/s)

Code length
(Chip)

Min received
(dBW)

L1C/A 0.19 154 � 10.23 1.023 1023 −158.5

L2P 0.244 120 � 10.23 10.23 6.187 � 1022 −164.5
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reflected wave is received by the GPS receiver in addition to the existence of phase
delay, the signal strength is generally reduced. Therefore, the minimum received
power determines the SNR of L1C/A and L2P signals. Due to the presence of more
low power signals in the L2P signal, the L2P signal SNR is about 15 dB weaker
compared to L1C/A (Fig. 5a). Figure 5a shows the comparison of the SNR of
L1C/A and L2P signals at the same low elevation. From Fig. 5a, it can be seen that
the energy of L2P signal-to-noise is weaker than L1C/A. Figure 5b gives a
Lomb-Scargle spectrum analysis of the low-elevation L1C/A and L2P SNR
residuals for the same satellite. The abscissa represents the reflection height h, and
the ordinate represents the spectral amplitude. It can be seen from the figure that the
spectral amplitude of the spectral analysis of the SNR residual sequence of the L2P
signal is significantly weaker than that of L1C/A.

3 Analysis of Examples

In order to further verify the validity of the GPS-MR detection theory and the
difference of SNR between SNR of L1C/A and L2P signals, this paper selects
AB33 station in PBO network (only L1C/A and L2P Signal) from 2011 to 2014 for
four consecutive years of GPS data for example analysis. AB33 station is located in
the United States Alaska, with an average elevation of 335.0 m, relatively open
around the station, the winter snow covered by long-term. AB33 station was built in
2006, Receiver has been used TRIMBLE NETRS, and antenna is used
TRIMBLE29659.00 (Radome is SCIT). Figure 6 shows the observation environ-
ment of AB33 station in different seasons.

In order to verify the accuracy of the detection of snow depth L1C/A and L2P
signal, we provides GPS inversion of snow depth value provided by the PBO H2O
task group in America and the snow depth value of meteorological observation
stations provided by SNOTEL near AB33 as a reference for comparison. Then we
analyze the correlation between them.

Fig. 5 a L1C/A and L2P SNR. b L1C/A and L2P spectrum analysis
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Figure 7a shows the comparison among the inversion of snow depth based on
the L1C/A SNR and the snow depth in practice measured by the SNOTEL station
and the GPS inversion of snow depth value provided by the PBO H2O task group
for four consecutive years from 2011 to 2014 in the AB33. Figure 7b shows the
comparison among the inversion of snow depth value based on the L2P SNR and
the snow depth in practice measured by the SNOTEL station and the GPS inversion
of snow depth value provided by the PBO H2O task group for four consecutive
years from 2011 to 2014 in the AB33. In Fig. 7, the horizontal axis represents the
year, the vertical axis represents the snow depth value, the black square represents
the snow depth value based on L1C/A and L2P signal-to-noise ratio, the red dot
represents the GPS inversion depth value provided by PBO H2O, The solid blue
line indicates the measured snow depth provided by the meteorological observatory
SNOTEL. According to the statistical analysis, the correlation between the inver-
sion of snow depth value based on the SNR of L2P and L1C/A and the value of
snow depth in practice provided by meteorological observation station SNOTEL
were 0.98 and 0.90. Meanwhile, the correlation between the inversion of snow
depth value based on the SNR of L2P and L1C/A and GPS inversion of snow depth
value provided by PBO H2O were greater than the 0.95.

Combined with Fig. 7 and the analysis theory in this paper, the following
conclusions can be drawn as follows:

1. GPS-MR algorithm based on SNR can effectively obtain the depth of snow.
2. Figure 7 results show that the GPS-MR inversion of snow depth based on the

SNR of L1C/A and L2P is highly consistent with the value of snow depth in
practice provided by SNOTEL station in the overall trend. The results further
verify the effectiveness of GPS-MR technology based on SNR in the snow depth
detection.

3. Figure 7 results show that the inversion snow depth value based on the SNR of
L1C/A and L2P is more consistent with the value of snow depth in practice

Fig. 6 Environment around the AB33 station. a Winter environment. b. Summer environment
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provided by SNOTEL station compared with the SNR of L2P which indicates
that the SNR based on L1C/A can more effectively detect the depth of snow.

4. The inversion of snow thickness based on the different frequency SNR of GPS is
much larger deviation than that measured in practice by SNOTEL station, which
is mainly due to the AB33 station is far away from the SNOTEL station rather
than the co-located station.

4 Conclusion

Snow depth detection is of great significance to global water resources and climate
and environmental science research. Based on GPS signal-to-noise ratio
Characteristic and SNR based GPS-MR detection of snow depth of the basic theory,

Fig. 7 a L1C/A snow depth
contrasts with SNOTEL and
PBO H2O. b L2P snow depth
contrasts with SNOTEL and
PBO H2O
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estimation of snow depth using GPS measured data, and GPS-MR snow depth
inversion results based on L1C/A and L2P SNR were compared. The SNR snow
depth inversion result of L1C/A signal is more accurate than GPS-MR snow depth
inversion of SNR of L2P signal, and it can effectively estimate the snow depth, the
results further verify the effectiveness of GPS-MR technology based on SNR in the
snow depth detection. The preliminary experimental results are also affected by
many factors, need to be studied and solved in depth.

GPS-MR technology uses SNR observations to convert the multi-path signals
that have been noise into useful signals. Based on the traditional geodetic GPS
receivers, SNR observations can be used to detect snow depth, which can effec-
tively save costs. And expand the application field of CORS network, and then play
an important role of GNSS in global environmental change monitoring.
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A Fast Algorithm of GNSS-R Signal
Processing Based on DBZP

Lin Han, Yansong Meng, Yanguang Wang and Xingyuan Han

Abstract An important observation of GNSS-R is Delay-Doppler mapping
(DDM). According to the requirement of GNSS-R signal real-time processing, a
fast processing algorithm of GNSS-R signal based on double block zero padding
(DBZP) and frequency domain rotation transformation is proposed for DDM
generation. The reflected data is blocked and then correlated, which avoids the FFT
calculation with too long points. The block and zero padding operations not only
guarantee the full search of the pseudo code phase, but also avoid the repetitive
calculation. In the frequency domain, the correlation results at different Doppler
frequencies are approximated by the rotation transformation method, which avoids
a large number of carrier multiplication operations and effectively reduces the
computational burden. The computational burden and computational loss of parallel
code phase correlation algorithm and fast algorithm are analyzed. Finally, the
UK-DMC satellite-borne reflected data are processed by two algorithms and the
simulation time-consuming and processing results were compared. The results
show that the fast algorithm greatly shortens the DDM generation time and the loss
of the processing result is small.

Keywords GNSS-R � GNSS reflected signal processing � DBZP � Fast
algorithm � DDM

1 Introduction

GNSS-R is a new kind of remote sensing technology that uses GNSS navigation
signal as the illumination source to extract the features of the reflect surface or
detect the moving target [1]. Compared with traditional radar remote sensing
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methods, the advantages of GNSS-R technology are rich in GNSS signal resources,
wide coverage and high temporal resolution.

GNSS-R has been widely used in sea surface height measurement [2, 3], sea
surface wind retrieval [4], sea ice detection [5], soil moisture detection [6], etc. ESA
and SSTL are working on the development of spaceborne GNSS-R receiver. NASA
has successfully launched CY-GNSS satellites for hurricane observation. The
GNSS-R technology has been included in the guidelines for the development of
on-board payloads, and the GNSS-R-based small satellite program has been pro-
posed by the Chinese authorities. The target also points to typhoon observations
and forecasts disaster weather [7]. In order to achieve the purpose of disaster early
warning, and because of the receiver storage space constraints, the future space-
borne receiver must have the ability to on board real-time signal processing.

An important observable of GNSS-R is delay Doppler mapping (DDM).
Considering the generating of DDM, this paper proposes a fast coherent integration
algorithm for GNSS-R signals based on Double Block Zero Padding (DBZP). The
fast algorithm based on DBZP blocks the reflection data and avoids the FFT cal-
culation with too long points. The rotation transformation method is used to
approximate the correlation value at different Doppler frequency points to avoid a
large number of carrier multiplication operations.

In this paper, we first analyse the computational burden and processing loss of
the parallel coherent phase integral algorithm and the fast coherent integration
algorithm based on DBZP. Then the UK-DMC on-board reflected data was pro-
cessed by this two coherent integration algorithms and simulation results were
compared.

2 Traditional GNSS-R Signal Processing Algorithm

2.1 GNSS-R Signal Model

The GNSS reflected signal is the sum of the scattered signals on all the elements of
the reflect surface and can be expressed as below:

rðtÞ ¼
ZZ
q

Aq � cðt � sqÞ � dðt � sqÞ

exp �j2p f � fq
� �

t
� �

d2qþ nðtÞ
ð2:1Þ

In this equation, Aq is the amplitude of the signal, c is the pseudo-random code,
d is the data code, s and f are the time delay and Doppler frequency on the
scattering surface element, and nðtÞ is the Gaussian white noise (Fig. 1).
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2.2 Parallel Code Phase Coherent Integration Method

When DDM is generated, the reflected signal is first coherently integrated. Parallel
code phase correlation algorithm is a commonly used method for the acquisition of
navigation signals. The convolution is implemented in the frequency domain using
FFT and IFFT, and the correlation results at all code phases are calculated at one
time (Fig. 2).

First, the input reflected signal is multiplied by the local carrier, and the local
pseudo-random code is subjected to the following N-point correlation convolution.

Fig. 1 Overview of remote
sensing geometry of GNSS-R:
PARIS-IoD concept [8]

Fig. 2 Parallel code phase
correlation algorithm

A Fast Algorithm of GNSS-R Signal Processing Based on DBZP 189



R ¼ 1
N
F�1 conj F cnf gf g � F rnf gf g ð2:2Þ

The parallel code phase algorithm significantly reduces the computational bur-
den compared with directly correlation. Usually we only care about about dozens of
chips on DDM. However the parallel code phase algorithm calculates the corre-
lation result in all code phases, so the computational efficiency is limited.

3 A Fast Algorithm of GNSS-R Signal Processing
Based on DBZP

3.1 Description of the Algorithm

The fast coherent integration algorithm proposed in this paper is based on the DBZP
correlation algorithm and the frequency domain rotation transformation. The block
and zero padding operations in the DBZP algorithm not only ensure the searching
of the pseudo code phase, but also avoid the repetitive calculation (Fig. 3).

First, according to the Doppler frequency characteristic of the reflected signal
and the required resolution of the DDM, set up the Doppler frequency range Fd, the
frequency rotation transformation step Fn and the Doppler frequency resolution
Fm. Fd must be an integral multiple of Fn and Fn must be an odd multiple of Fm.
Conduct (Fd/Fn) cycles in operation, the main steps of each cycle are as follows:

Step one: The IF reflected signal is multiplied by a local carrier of the frequency at a
Doppler frequency step point to obtain a baseband reflected signal.

Fig. 3 DBZP correlation algorithm
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Step two: The baseband reflected signal of Ti millisecond, N sampling points is
divided into Nb sub-blocks of length S, and the adjacent two sub-blocks are
combined into a 2 � S double-block. The last sub-block is combined with an extra
block of size S, which is obtained from the equivalent samples over the Ti mil-
lisecond range.
Step three: The local pseudo-random code of Ti milliseconds is processed in the
same way, and each sub-block is zero padded to a 2 � S double-block.
Step four: Use the FFT to do the correlation computation of corresponding
two-blocks, and only save the previous S sampling points of the correlation result,
and get the correlation result matrix of Nb � S.
Step five: The obtained Nb group of results are multiplied by the corresponding
e-based rotation factors and summed to obtain the correlation results of S sampling
points at (Fn/Fm) Doppler frequency points. tðiÞ in rotation factors represent the
time of the results sub-block (Fig. 4).

Ri ¼
XNb

i¼1

Si � exp �j2pfe � tðiÞð Þ ð3:1Þ

S samples correlation results correspond to the correlation results on S � fc/fs
chips. By analyzing the reflected signal, we set the local pseudo code initial phase
to get the appropriate code phase interval of DDM’s delay axis.

3.2 Computational Burden Analysis

For N-point complex Fourier transforms or inverse Fourier transforms, the opera-
tions include (N/2) � log 2 (N) complex multiplications and N � log 2 (N) complex
additions. In MATLAB, a correlation operation with N points consists of two times

Fig. 4 Frequency domain rotation transformation
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FFT and one time IFFT with N points. That is, N + 3 (N/2) � log 2 (N) complex
multiplications and 3N � log 2 (N) complex additions.

Using the parallel code phase correlation method to generate the correlation
results on a Doppler frequency needs to carry out a local carrier multiplication and
an N-point correlation. To obtain (Fn/Fm) groups of results on several Doppler
frequency, the complex multiplication calculation amount is (N/N + 3) � (log 2 (N))
and the complex additions calculation amount is (Fn/Fm) � (3N � log 2 (N)).

As described in the previous section, one cycle of the fast algorithm include
(Fn/Fm) groups correlation results, consists of a Nb times 2S-length correlation and
one time carrier multiplication, and (Fn/Fm) times rotation transformation. So the
complex multiplication calculation amount is Nb(2S + 2S + 3S � log2(2S)) +
(Fn/Fm) � (S � Nb), and the complex additions calculation amount is
Nb (3 � 2S � log 2(2S)) + (Nb − 1) � (S � Nb).

Taking into account the simulation parameters of the UK-DMC data, the com-
putational burden of the two algorithms are listed in Table 1:

3.3 Computational Loss Analysis

Within 1 ms coherent integration time, the probability of the navigation data change
is very small, so we can ignore its impact. The coherent integration results of the
reflected signal can be expressed as [9]:

Rðbs;bf Þ ¼ As � TI � Kðbs � sÞ
� sinc bf � f

� �
TI

� �
� ej2p bf �f

� �
TI � ej/

ð3:2Þ

The coherent integration process acts as a band-pass filter, and the magnitude of
the coherent integration result is related to a function of frequency error [10]:

Sðbf � f Þ ¼ sinc bf � f
� �

TI
� �

� ej2p bf �f
� �

TI ð3:3Þ

So the total power after the integration can be expressed as:

Yðbs;bf Þ ¼ Ps � T2
I � K2ðbs � sÞ � S2ðbf � f Þ ð3:4Þ

Table 1 The computational burden of the two algorithms

Algorithm Complex additions Complex multiplications

PCPS 11.296 � 105 6.2478 � 105

Fast algorithm based on DBZP 4.2477 � 105 2.5138 � 105

Improvement factor 2.6593 2.4854
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The coherent integration results on bf1 was approximated by rotating the results

on bf2 , as the equation below:

Rðbs; bf2Þ � e�j2p bf2�bf1� �
tn

¼ As � TI � Kðbs � sÞ � sinc bf2 � f
� �

TI
� �

� ej2p bf1�bf� �
tn

¼ Rðbs; bf1Þ � sinc bf2 � f
� �

TI
� �

sinc bf1 � f
� �

TI
� �

ð3:5Þ

In DDM, the output of a delay-Doppler point is the sum of the results of the
components of the reflected signal on all the surface facets. The ratio of the cor-
relation power after the fast algorithm to the traditional algorithm is:

gðbs; bf1 ; bf2Þ ¼
PM

i¼1 Yiðbs; bf1Þ � sinc2 bf2�fi
� �

TI
� �

sinc2 bf1�fi
� �

TI
� �

PM
i¼1 Yiðbs; bf1Þ ð3:6Þ

As can be seen from the equation above, the factors that affect the fast algorithm

computational loss are delay, bf1 , bf2 , the scattering characteristics of the surface and
the coherent integration time. The shorter the coherent integration time is, the less
the computational loss of the fast algorithm. If the difference in the reflected signal
power between adjacent delay-Doppler ranges is ignored, the correlation power loss
can be approximated as:

gðbf1 ; bf2Þ ¼ sinc2 bf2 � bf1� �
TI

� �
ð3:7Þ

In the following simulation, the difference between bf1 and bf2 is 100 and 200 Hz.
From the equation above, the loss due to the frequency difference is about 0.1434 to
0.5792 dB.

4 Simulation and Verification

4.1 Simulation Parameters

The simulation in this paper uses the C/A code data at the L1 frequency of the 22th
GPS satellite collected by United Kingdom’s Disaster Monitoring Constellation
(UK-DMC) at 07:54:53 on November 16, 2004 in Hawaiian waters. The Doppler
frequency at the specular point is 10.5 kHz and the Doppler frequency range is
±5 kHz. The sampling rate is about 5.714 MHz. For the convenience, calculate
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N = 6000 points as one time’s coherent integration, corresponding to 1 ms coherent
integration time.

The computer platform used in the simulation is LENOVO 0578A64 computer,
its parameter is shown in Tables 2 and 3.

4.2 Simulation Results

4.2.1 Time-Consuming

The two algorithms are simulated with the non-coherent integration time being 500
and 1000 ms. The fast algorithm needs 0.0056 s to complete the calculation cycle
of one Doppler step (Table 4).

The processing time of fast algorithm based on DBZP is about 3.8 times faster
than the parallel code phase correlation algorithm. The shorten times of the pro-
cessing time is not equal to the theoretical analysis of the computational burden,
since the actual simulation time-consuming depends not only on the algorithm
design, but also on the input data size, compiler, processor speed and code opti-
mization, etc.

4.2.2 Computational Loss

The DDM results of parallel code phase correlation algorithm and fast algorithm are
shown in Fig. 5.

Table 2 Simulation parameters

Ti Tin-coh Fsp Fd Fn Fm Nb S

1 ms (N = 6000) 500 ms/1000 ms 10.5 kHz ±5 kHz 500 Hz 100 Hz 6 1000

Table 3 The PC platform used for the experiment

Processor Intel(R) Core(TM) i3 CPU M 370 @ 2.40 GHz (4 CPUs), *2.4 GHz

Memory 2048 MB RAM

Display card ATI mobility Radeon HD 4500 series

Table 4 Time-consuming of two algorithms

Algorithms Tin-coh = 500 ms Tin-coh = 1000 ms

PCPS 60.5745 s 118.8823 s

Fast algorithm based on DBZP 229.1010 s 454.1872 s

Improvement factor 3.7821 3.8205
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As can be seen from the figure, the fast algorithm generates a small distortion of
the DDM in the glistening zone. The processing results at most of the Doppler
frequency points are approximated by the frequency domain rotation transforma-
tion, which is equivalent to smoothing the amplitude of the DDM on the same time
delay. When the non-coherent integration time is 1000 ms, the peak amplitude of
the DM in central Doppler frequency is changed from 0.5919 to 0.5748. That is, the
peak power loss is 0.2546 dB (Fig. 6).

The peak signal-to-noise ratio is defined as:

SNRp ¼ Ypeak � N

RMS N � N
� � ð4:1Þ

In the formula, Ypeak is the peak power, N is the mean background noise. The
peak signal-to-noise ratio reflects how much the useful signal exceeds the noise in
DM (Table 5).
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When the in-coherent integration time are 500 ms and 1000 ms, the peak
signal-to-noise ratio of the parallel code phase correlation algorithms are 11.3112
and 13.2554 dB, while for the fast algorithm they are 11.1481 and 12.9645 dB. The
SNRp loss is 0.1631 and 0.2909 dB respectively. The peak signal-to-noise ratio
increases with the in-coherent integration time, and the simulation results of the fast
algorithm are basically the same as the previous theoretical analysis.

5 Conclusion

The development trend of GNSS-R is on-board real-time processing and space
multi-source reflected signal receiver system. Based on the analysis of the
UK-DMC reflected data, it is proved that the proposed fast algorithm based on
DBZP has a 2.6-fold reduction in computational burden compared with the parallel
code phase correlation algorithm, and the actual DDM generation time is shortened
3.8 times. At the same time, the fast algorithm has some processing loss. When the
in-coherent integration time is 1000 ms, the correlation peak power loss of the DM
is 0.2546 dB at the central Doppler frequency, and the peak signal-to-noise ratio
losses are 0.1631 and 0.2909 dB when the accumulation time are 500 and 1000 ms
respectively.
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Model Establishment and Analysis
of Weighted Mean Temperature
in the Region of Guilin

Zixin Chen, Junyu Li, Lilong Liu, Guiren Luo and Xuqi Mo

Abstract Compared to conventional vapour detection instruments, new means of
GPS water vapor detecting with high temporal and spatial resolution, without
calibration, low cost, suitable for wide range of promotion. And then GPS water
vapor detecting play a positive role in the surviving of heavy rain, hail and other
severe weather. Inversion of atmospheric water vapor using GPS accurately
(GPS-PWV) needs to have accurate the Weighted Mean Temperature (Tm), liter-
ature studies have shown Tm that precise calculations need to establish local
optimization model. On May 8, 2016, the world tourist destinations Yangshuo has
sustained heavy rain, flood was once the county seat of West Street, the main street
flooded, which greatly threaten people’s personal and property safety, serious
impact on the local tourism industry, causing huge economic losses. Therefore,
accurately predicting GPS-PWV in Guilin region and predicted rainfall becomes
more important, and to accurately compute GPS-PWV it is necessary to establish
the region’s weighted average model. This Guilin weighted average atmospheric
temperature model establishment and analysis research has scientific significance
and practical value. The mainly research contents and results are: weighted average
temperature model was established for Guilin. Sounding using radiosonde station in
Guilin region 2010–2015 data, set up a monthly, quarterly and annual single station
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(Tm) model, and comparison with the existing (Tm) models. Results showed that,
compared to this Tm model and the traditional Tm model accuracy is significantly
improved, the BIAS of the model for −2.1670, MAE for 2.1670, RMSD for 1.4721,
the models used in GPS-PWV can meet the requirements of GPS meteorology
inversion of atmospheric water vapor.

Keywords Rainfall � GPS water vapor detecting � Atmospheric water vapour �
The average temperature

1 Introduction

Water vapor is the basic conditions of precipitation, its temporal and spatial dis-
tribution and by the latent heat of phase change directly affects the development of
the vertical stability of the atmosphere and weather systems, resulting in strong
convective weather, rain, even heavy rain and hail. As an important atmospheric
greenhouse gas and system is an important part of the Earth’s atmosphere, water
vapor in the small and medium-scale disaster weather (mostly rain) plays an
important role in monitoring, forecasting, and small and medium-scale disaster
weather (horizontal scale at about 100 km) life-cycle is often only a few hours, or
even less. Compared to conventional vapour detection instruments, new means of
GPS water vapor detecting with high temporal and spatial resolution, without
calibration, low cost, suitable for wide range of promotion and other characteristics
of heavy rain, hail and other severe weather monitoring has a positive role, have
received increasing attention in the water vapor observation system.

In GPS inversion atmospheric precipitation (PWV) in the process of need zenith
tropospheric zenith delay (done) from the dry separation delay (ZHD), minus the
day set the statics of delay caused by the atmosphere, get the zenith wet delay
(ZWD), ZWD multiplied by a conversion factor (generally through the establish-
ment of local weighted draw temperature model or the atmosphere can be achieved
by constant (K = 0.15) precipitation PWV. Many scholars in our country using
ground-based GPS to carry out the amount of atmospheric water vapor remote
sensing research, especially the weighted average atmospheric temperature, the
Weighted Mean Temperature model research. However, in view of the guilin area
weighted average temperature of the model establishment and analysis has not been
implemented. Use of guilin sounding station sounding data from 2010 to 2014,
analysis and modeling of guilin region, in order to get higher accuracy of the
weighted average temperature, better meet the requirements of GPS meteorology
inversion of atmospheric water vapor.

Has a large number of studies have shown that, to obtain a more accurate PWV,
need to establish local weighted average temperature optimization model. Due to
the famous Bevis [1] model was originally sounding stations derived from parts of
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the northern hemisphere, this model is only applicable to particular regions (27°N–
65°N), therefore, a number of studies according to the applied area local weighted
average temperature model is established, in order to obtain accurate GPS PWV.
For example, by using the radiosonde station sounding data for 8 years in Hong
Kong, a TmðHKÞ model applicable to the region, author’s research showed that the
differences between the TmðHKÞ and TmðBÞ in the 3–8 K range [2]. Similarly, through
studying the relation between station altitude and weighted average temperature,
some scholars has established the apply to the whole mainland China (TmðCHNÞ)
model. Study results show that when the station from several meters to thousands of
meters above sea level change, ðTmðCHNÞÞ with the difference between TmðBÞ—8 and
10 k [3]. Qin et al. [4], such as related to the temperature, pressure and humidity is
established the Weighted Mean Temperature model, the model is suitable for the
qing hai-tibet plateau area. In addition, in order to avoid the error of the meteo-
rological data, such as pressure, temperature, impact, Sheng and Lin [5] also studied
the PWV obtained by fitting the linear relationship between done get PWV method.

Due to China’s vast territory, east-west, north and south to span is large, com-
plex and varied topography, climate type variable, the existing the Weighted Mean
Temperature model is the use of a wide range of distribution of the country’s
established sounding station observation data, it is difficult to promote to remote
areas, and the existing local Tm model and away from the low latitudes, China, for
example, guilin in guangxi region. Even if currently the most widely used Tm
(B) = 70.2 K + 0.72Ts (K) Bevis model, is used in the United States 27–65°N 13
sounding station data of 8718 samples to establish, root mean square error is
4.74 K. Because the Weighted Mean Temperature has as latitude, season, and the
changing characteristics of geographical position, therefore to establish the
Weighted Mean Temperature nationwide model is applied to different areas,
inevitably affected by other parts of the error is also increases. In addition, the
accuracy of the Weighted Mean Temperature model of the specific region in Guilin
area needs to be further verified. Therefore, it is necessary to analyze and validate
the existing model to establish a new Weighted Mean Temperature model in Guilin
area.

In order to change analysis of Guilin area of the Weighted Mean Temperature,
this paper selects the Guilin area of 2010–2015 radiosonde data was used to build a
Tm model of the local area, and compared with the existing models.

2 Affiliating Scale Average Temperature

The formula for calculating the affiliating scale average temperature can be
expressed as:
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Tm ¼
R ðPv=TÞdzR ðPv=T2Þdz ð2:1Þ

The actual calculation, the sounding data provided from the ground to the
heights of Ti temperature and vapor pressure of Pw;i, it will be the type of dis-
cretization can be obtained after the following formulas:

Tm ¼
Pi¼n�1

i¼0
Pw;i

Ti
ðhiþ 1 � hiÞ

Pi¼n�1
i¼0

Pw;i

T2
i
ðhiþ 1 � hiÞ

ð2:2Þ

In the formula, Pw;i and Ti respectively from the height of hi to hiþ 1 high
average vapor pressure and average temperature, Pw;i ¼ 1

2 ðPw;iþ 1 þPw;iÞ;
Ti ¼ 1

2 ðTiþ 1 þ TiÞ.
The type 2 can accurately calculate the weighted draw temperature. However, in

the practical application is not possible in each GPS station and radiosonde data.
According to Bevis research, the Weighted Mean Temperature can be obtained by
ground temperature calculation

Tm ¼ aþ b � T ð2:3Þ

Formula, the coefficient a, b can be obtained using the least squares method
The Weighted Mean Temperature model based on ground temperature can be

widely used in mid latitude region through linear regression Bevis:

TmðBÞ ¼ 70:2Kþ 0:72Ts ðKÞ ð2:4Þ

Because the Weighted Mean Temperature by latitude, seasonal and topographic
factors, while the Bevis model is suitable for mid latitudes (27–65°N). Many studies
show that a local weighted average temperature model in GPS PWV inversion
process can obtain higher accuracy. In order to obtain a more suitable Tm model
China area, Sheng et al. [6] on the basis of the Bevis model was obtained with the
correct altitude related error model after:

TmðCHN2Þ ¼

Tm ¼ TmðBÞ þ 5:1, h\200m

Tm ¼ TmðBÞ þ 3:0, 200m� h\500m

Tm ¼ TmðBÞ þ 2:1, 500m� h\1500m

Tm ¼ TmðBÞ, 1500m� h\3000m

Tm ¼ TmðBÞ � 6:6, h� 3000m

8
>>>>>><

>>>>>>:

ð2:5Þ

As can be seen from the above, the model through the analysis of Bevis formula
in different elevation of the residual error on the basis of the elevation subsection
formula correction.
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3 Existing Local Tm Model

Single station and regional the Weighted Mean Temperature model are given in
table Bevis model and some applicable to China area. This paper is comparative
analysis of Tm model and Bevis model is established by using station data in the
Guilin area of sounding.

4 Establishment and Comparative Analysis
of the Weighted Mean Temperature Model in Guilin
Area

The Guilin area sounding data during 2010–2014 to establish a regional Tm model,
and compared with the existing models. Figures 1, 2, 3, 4 and 5 shows the Guilin
radiosonde station Tm changes Ts and surface temperature 2010–2014.

Through the research and analysis of data for 2010–2014 and Guilin radiosonde
stations, following the establishment of the local Tm model:

Tm ¼ 102:1122518Kþ 0:6151567Ts ðKÞ

In the Weighted Mean Temperature model, calculated 2010–2014 radiosonde
station falls within the accuracy of the data, fitting 2015 Guilin sounding data,
gaining 2015 Guilin sounding data line with precision. Mean deviation (BIAS), root
mean square error deviation (RMSD), and mean absolute deviation (MAE) are used
as indicators to evaluate the accuracy of the model.

Fig. 1 Guilin change 2010 Tm and ground temperature sounding station
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Table 1 shows the accuracy of regression model for years local sounding data
obtained in the area, RMSD was less than 3 K. However, the accuracy of Bevis
model in the region is different, when the sounding data using this model to fit the
RMS for 2015 is 7.974349365 K. It can be seen from Table 2 that the Weighted
Mean Temperature average deviation, mean absolute deviation and root mean
square error deviation of the Weighted Mean Temperature fitting by the Weighted
Mean Temperature model in Guilin area are smaller than those calculated by Bevis
model. From Table 3, we can conclude that in the Guilin area by using the local

Fig. 2 Guilin change 2011 Tm and ground temperature sounding station

Fig. 3 Guilin change 2012 Tm and ground temperature sounding station
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Weighted Mean Temperature model of local sounding data the accuracy is higher
than the accuracy of the Bevis model.

In addition, we are extracting 2015, such as hail, heavy rain and other inclement
weather the weighted average temperature data, calculated on the basis of the BIAS
in the local model for −0.160721894 K, RMSD for 1.074360365 K, MAE for
1.283149772 K, Compared with the 2015 year outside in line with precision, which
is very small, it can be seen that even in complicated weather conditions, we created
the weighted average model with high precision.

Fig. 4 Guilin change 2013 Tm and ground temperature sounding station

Fig. 5 Guilin change 2014 Tm and ground temperature sounding station
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5 Conclusion

Through the analysis of Guilin 1020–2014 radiosonde station data, establishment of
Guilin’s weighted average temperature of the atmosphere model, concluded as
follows:

By using the local Guilin radiosonde data established the accuracy of the
Weighted Mean Temperature model than the Bevis model with high precision.
Although the mathematical expression of Bevis model is simple and widely used in
many areas, it is necessary to establish a more suitable local Tm model to obtain
higher accuracy GPS in low latitude regions in China. In addition, the model is
applied to the inversion of GPS-PWV can reach GPS meteorology water vapor
retrieval requirements.

Acknowledgements This research was supported by National Natural Science Foundation of
China (Grant No.41664002).

Table 1 Existing local Tm model

Model Affiliating scale average temperature

Bevis et al. [1, 7] TmðBÞ ¼ 70:2Kþ 0:72Ts ðKÞ
Wang et al. [8] TmðCHN1Þ ¼ 53:244Kþ 0:783Ts ðKÞ
Sheng and Lin [3]

TmðCHN2Þ ¼

Tm ¼ TmðBÞ þ 5:1; h\200m

Tm ¼ TmðBÞ þ 3:0; 500m� h\1500m

Tm ¼ TmðBÞ þ 2:1; 500m� h\1500 m

Tm ¼ TmðBÞ; 1500m� h\3000m

Tm ¼ TmðBÞ � 6:6; h� 3000m

8
>>>>>><

>>>>>>:

Chen et al. [2] TmðHKÞ ¼ 106:7Kþ 0:605Ts ðKÞ

Table 2 Accuracy comparison in 2010–2014 years

2010 2011 2012 2013 2014

BIAS −0.25853 −0.14113 0.20949 −0.05969 0.24935

MAE 1.92758 1.71858 1.96186 1.67706 1.91175

RMSD 2.46395 2.21082 2.53594 2.14792 2.41459

Table 3 2015 accuracy comparison between local model and Bevis model

BIAS MAE RMSD

Local model 0.029221572 1.818370377 2.352513978

Bevis 7.568872368 7.568872368 7.974349365

206 Z. Chen et al.



References

1. Bevis M, Bnsinger S, Herring TA et al (1992) GPS Meteorology: remote sensing of
atmospheric water vapor using the global positioning system. J Geophys Res 97:15787–15801

2. Chen YQ, Liu YX, Wang XY et al (2007) Some key technologies of real time GPS water vapor
monitoring system in Hongkong. J Surv Mapp 36(1):9–12

3. Sheng JY, Lin TL (2009) Verification and analysis of water vapor weighted mean temperature
regression formula. J Wuhan Univ Inf Sci Ed 34(6):741–744

4. Qin J, Yang K, Koike T et al (2012) Evaluation of AIRS precipitable water vapor against
ground-based gps measurements over the tibetan plateau and its surroundings. J Meteorol Soc
Jpn 90:87–98

5. Sheng JY, Lin TL (2008) Study on precipitable water temperature without ground pressure
data. Geodesy Geodyn 28(5):34–38

6. Sheng JY, Lin TL (2012) Use selected the right fitting solution GPS water vapor tomography.
J Wuhan Univ Inf Science Ed 37(2):183–186

7. Bevis M, Businger S, Chiswell S et al (1994) GPS meteorology: mapping zenith wet delays
onto precipitable water. J Appl Meteorol 33(3):379–386

8. Wang XY, Dai ZQ, Cao YC et al (2011) Tm statistical analysis of GPS weighted mean
temperature in China. J Wuhan Univ Inf Sci Ed 36(4):412–416

Model Establishment and Analysis of Weighted Mean Temperature … 207



GNSS-R Ocean Altitude Detection
Technology Based on Carrier Phase
Assistant

Liang Kan, Meng Li, Junbo Han, Juanjuan Dong, Linfei He,
Kangning Zhang, Yingna Liu and Dingcheng Tang

Abstract GNSS-R is a new branch of GNSS which has been developed since the
1990s. It can be applied to remote sensing exploration of marine environment and
remote sensing of terrestrial environment. GNSS-R has many advantages over other
remote sensing techniques, such as remote sensing, Low cost, low power con-
sumption, high spatial and temporal resolution, and many other advantages of the
project can be detected. GNSS-R marine remote sensing detection technology
mainly through high-gain reflection antenna to receive the GNSS reflection signal
from the sea to complete the marine environmental detection, the reflected signal
carries changes in signal waveforms, changes in polarization characteristics,
amplitude, phase, and frequency. In this paper, a GNSS-R ocean height detection
technique based on carrier phase assistant was introduced. The conventional
channel accomplishes the initial acquisition of the signal and outputs the original
DDM pattern by the time delay-Doppler mapping correlator, DDM diagram can be
used to complete the inversion of the wind field, etc., while the DDM map contains
the reflected signal doppler, time delay information, the accuracy of doppler and
time delay was determined by the DDM Doppler interval and the time interval. The
processor can process the time delay of the reflected signal to obtain a roughly
phase and doppler information. The closed-loop acquisition and tracking of the
signal was completed by the time information and doppler information obtained by
the reflection. By calculating the direct and reflection channel carrier phase,
pseudo-range difference for the sea surface height inversion. In order to verify the
inversion accuracy of the system, in this paper, the ground-based test and flight test
was carried out using the self-research phased-array GNSS-R ocean reflection
receiver system. The experimental data showed that the inversion error of sea
surface height was better than 10 cm.

Keywords GNSS-R �Marine remote sensing � Carrier phase assistant � Flight test
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1 Introduction

GNSS-R is a new branch of GNSS which has been developed since the 1990s. It
can be applied to remote sensing exploration of marine environment and remote
sensing of terrestrial environment. GNSS-R has many advantages over other remote
sensing techniques, such as remote sensing, Low cost, low power consumption,
high spatial resolution, and many other advantages [1–3].

As shown in Figs. 1 and 2 for the GNSS-R detection system diagram. The
GNSS-R detection system is mounted on LEO, GNSS-R detection system consists
of GNSS-R receiver, pre-amplifier, positioning antenna, GNSS-R reflector antenna.
Positioning antenna to receive from the zenith direction of the navigation con-
stellation signal to complete the satellite’s own positioning, orbit function, The
GNSS-R reflector antenna is a high-gain phased-array antenna that receives GNSS
reflected signals from the ocean for the detection of the marine environment [4].

Fig. 1 GNSS-R detection
schematic

Fig. 2 GNSS-R receiver
system
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2 Principles of GNSS-R Ocean Detection Technology

2.1 Inversion of Sea Surface Height

The principle of GNSS-R for inversion of sea surface height is shown in Fig. 3. The
receiver completes the prediction of the location and reflection events of the
receiver by receiving a direct signal from the zenith, By receiving the ephemeris
information of each navigation star and the earth model to complete the prediction
of the GNSS-R reflection event. As shown in Fig. 3, by calculating the GPS
satellite surface reflection signal and the direct signal arrival time difference to
calculate the distance, in order to achieve the altimeter. The relationship between
the path difference and the receiver height as shown in Fig. 3, the arrival time of the
direct signal can be calculated by the positioning information. The distance is the
pseudorange value after subtracting the clock error and ionospheric delay. The time
difference of the reflected signal is obtained by the peak value of the accumulated
amount in the DDM diagram.

Where: R represents the receiver position, R ‘represents the receiver under the
sea surface of the mirror, e for the satellite elevation angle, S for the mirror point.
Suppose the path difference is, according to the diagram, the following relations are
obtained:

Dq ¼ 2h sin ðeÞ ð1Þ

When the GNSS-R is used to invert the sea surface height, the error is mainly
caused by atmospheric delay error, scattering delay error and random noise caused
by various error sources (mainly including Multi-path error, clock error, signal
processing error and receiver thermal noise, etc.), antenna installation error. The

Fig. 3 GNSS-R altimetry
diagram
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main words in all headings (even run-in headings) begin with a capital letter.
Articles, conjunctions and prepositions are the only words which should begin with
a lower case letter.

1. Atmospheric delay error: the error caused by the signal through the atmosphere
including the incident and reflect the error caused by two parts of the path.

2. Scattering delay error: mainly due to the roughness of the sea caused, but also
with the sea breeze.

3. Random noise error: including multi-path error, clock error, signal processing
error and the receiver thermal noise.

4. Antenna installation error: Since the positioning antenna and the sea
anti-antenna is not installed in the same position, positioning antenna installed in
the top of the satellite, and sea anti-antenna installed in the bottom, so this
installation also brings additional path to the measurement.

Taking into account the above errors, the equation for the altimeter becomes:

Dq ¼ 2h sinðeÞþ qatm þDh sinðeÞþ qn ð2Þ

2.2 Inverse Principle of GNSS—R Sea Level
Based on Carrier Phase

In Sect. 2.1, the principle of GNSS-R sea surface height inversion is introduced. It
can be seen from Sect. 2.1 that the most important condition of the altimetry is to
calculate the pseudorange value of the direct signal and the pseudorange value of
the reflected channel. And the accuracy of the earth model determines the inversion
accuracy of the system. The pseudorange value of the direct signal and the pseu-
dorange value of the reflected channel are the most important measurement error.
Clock error, random noise error and installation error can be eliminated by the
calibration and resolution of the ground, so how to get the high precision direct
signal and the pseudorange value of the reflected signal determines the inversion
accuracy of the system.

As shown in Fig. 4, the GNSS-R sea surface height is based on carrier assis-
tance. Direct path pseudorange values can be obtained by double difference method,
can eliminate the error caused by the ionospheric delay, direct measurement error
can be controlled at the cm level. The carrier phase measurement error of the direct
channel is about 2 mm by conventional methods such as Kalman filtering.
Therefore, how to solve the high-precision pseudo-range value of the reflected
signal determines the altimeter error.

Conventional reflection signal processing is done by reflecting the channel, that
is, through the time delay—Doppler array correlator to complete the reflection signal
acquisition. DDM diagram can output the time delay, Doppler delay and reflected
signal energy of the reflected signal. Due to the hardware resources and the code rate,
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the error of the time delay dimension in the DDM diagram is large. The time interval
is inversely proportional to the time coverage. Taking the time interval of 1/128 chip
as an example, the measurement error of the reflection channel at this time interval is
about 2 m, which is far from the requirement of cm-level measurement.

In this paper, we propose a carrier-aided-based altimetry method. As shown in
Fig. 4, DDM acquisition is performed using conventional measurement channels.
We can obtain the pseudorange values of the reflected channel roughly by DDM.
We can calculate the error terms of the system by calculating the difference between
the pseudoranges of the direct path and the reflected path. At this point we can take
the difference as a known amount and enter the value into the closed-loop pro-
cessing channel. The closed-loop processing channel can be finely captured and
tracked near the pseudo-range value, and increases the gain of the signal by
increasing the coherent accumulation time and the non-coherent accumulation time.
And through the carrier-aided pseudorange in the form of the reflected signal to
complete the precise capture. Output direct path carrier pseudorange information,
reflection channel carrier pseudorange information. And the difference between the
direct pseudorange and the reflected pseudorange is calculated by doing the dif-
ference, and then the inversion of the sea surface height is completed.

GNSS
observations

DDM solution

Solving reflection 
pseudorange 1

Direct channel 
positioning

solution

Sea surface 
height

Inversion

Direct dual 
frequency

calculation of 
pseudorange and 

carrier phase

Direct and 
Reflected Signal 

Pseudorange
Calculation

Calculate the 
pseudorange

difference

And the closed loop 
processing is 

performed by the 
difference

Fig. 4 Inversion flow chart
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3 Experimental Verification

3.1 Floor-Based Test Validation

In order to verify the algorithm’s inversion accuracy, we conducted a number of
floor-based tests in September 2015–October, as shown in Figs. 5 and 6 for the
floor-based test equipment connection. The positioning antenna is installed at the
edge of the roof, vertically upward, receiving the positioning signal from the zenith.
The sea anti-antenna is fixed on the bracket and installed at an angle of 25° with the
wall. Receive the reflected signal from the floor below.

Figures 7 and 8 shows the satellite DDM of No. 5 and No. 13.
As shown in Figs. 7 and 8 for the DDM diagram. We will get the original

measurement of the carrier-assisted way to complete the measurement of the floor.

The roof

ReceiverPC

Detection area

GNSS-R reflector 
antenna

Positioning antenna

Fig. 5 Floor-based test equipment connection diagram

Fig. 6 Antenna detection field of view
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The calibration of the antenna and the calibration of the system measurement error
are completed before the test. And use these calibrated parameters as the system
error parameters for subsequent inversion. Table 1 shows the results of calibrating
the antenna installation error and the system clock error. We will be one day to get
the 35 groups of raw measurement data processing. The self-coincidence accuracy
is 35 sets of error between the measured data. As can be seen from Table 1, the use
of carrier-assisted way to get the floor measurement error is better than 5 cm.
Within the test accuracy of better than 3 cm.

Fig. 7 DDM diagram of the
5 prn

Fig. 8 DDM diagram of the
13 prn

Table 1 Inversion accuracy comparison results

Type of data The amount of data Building
height

RMS Precision

GNSS-R reflected
signal

35 34.385 m 34.344 m 0.027 m
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3.2 Flight Test Validation

In order to verify the algorithm’s inversion accuracy, we conducted three flight tests
in Tianjin Bohai Bay from November to December, 2015. The flight test was
carried on a 12-glide transport aircraft, as shown in Fig. 9.

The phased-array GNSS-R antenna was used in the flight test. The positioning
antenna was installed on the top of the airplane. The phased-array antenna was
installed at the bottom of the airplane. The first flight test flight was 1.2 km.

Figures 10 and 11 shows the DDM of the 29th and 15th satellites obtained
during the flight.

Fig. 9 Route map

Fig. 10 DDM diagram of the
29 prn
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The part of the data obtained from the first flight test is processed. Since the
flight height of the aircraft is uncertain, the results of the processing are
self-consistent. The resulting inversion results are self-consistent with the altitude
values of the airplane. The height of the aircraft is obtained by the positioning
channel, and the output frequency is 1 Hz. The reflection channel can be used to
retrieve the sea surface height of the reflection event, and the accuracy of the
inversion can be obtained. As shown in Table 2 for the inversion accuracy, can be
seen from the table part of the events of the height difference is greater.

The total measurement error is cm-level and meet the requirements.

4 Summary

GNSS-R technology is a new branch of GNSS which has been developed since
1990s. It can be applied to remote sensing detection of marine environment and
remote sensing of land environment. The conventional processing method is limited
by the hardware, code rate and other reasons can not be a higher accuracy of the
inversion. In this paper, a method based on carrier phase aids is proposed, which

Fig. 11 DDM diagram of the
15 prn

Table 2 Inversion accuracy
comparison results

Type of data Prn Precision (cm)

GNSS-R reflected signal 15 3.7

GNSS-R reflected signal 9 6.8

GNSS-R reflected signal 3 4.5

GNSS-R reflected signal 13 12.4

GNSS-R reflected signal 7 7.5

GNSS-R reflected signal 21 2.2

GNSS-R reflected signal 17 8.3

GNSS-R Ocean Altitude Detection Technology … 217



can acquire the pseudorange values of the reflected channels by the channel DDM.
The error term of the system can be obtained by calculating the difference between
the pseudorange values of the direct channel and the reflected channel. By
increasing the coherent accumulation time, the non-coherent accumulation time
increases the gain of the signal. And through the carrier-aided pseudorange in the
form of the reflected signal to complete the precise capture. Output direct path
carrier pseudorange information, reflection channel carrier pseudorange informa-
tion. And the difference between the direct pseudorange and the reflected pseu-
dorange is calculated by doing the difference, and then the inversion of the sea
surface height is completed.

In order to verify the accuracy of the algorithm, we use the self-study of the
GNSS-R ocean reflex receiver system in September to December 2015 during a
number of floor-based validation and flight verification. From the results of
floor-based can be seen, the various conditions of building-based stability, mea-
surement error is small, measuring the height value is better than 5 cm. The aircraft
flight test due to the weather, aircraft attitude, jitter and other reasons, resulting in a
larger measurement error of the system. But the total error is better than 10 cm, can
meet the requirements of the use, and do a theoretical support and experimental
verification for the subsequent spaceborne detection.
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Characteristics of Coordinate Time Series
of Shenzhen Continuously Operating
Reference Stations

Shuguang Wu, Guigen Nie and Haiyang Li

Abstract Based on the coordinate time series from Shenzhen CORS
(Continuously Operating Reference Stations) during a period from 2010 to 2015,
the algorithm of PCA (Principal Component Analysis) is employed in this paper to
remove the CME (Common Mode Error) contained in the original series. After that,
the optimal noise models of all stations’ components are determined by means of
computing the MLE (Maximum Likelihood Estimation) values of selective noise
combinations. Meanwhile, impacts of different surface mass loadings to station
displacement are computed, including atmospheric pressure, non-tidal ocean, snow
and soil moisture, which partly accounts for the existence of CME. The results of
these experiments show that the SNR (Signal Noise Ratio) of the original time
series can be improved by 2 or 3 times after the employment of PCA, and the
filtered series shows a noise characteristic of flick noise and white noise. When the
colored noise is to be considered, the velocity uncertainties is 3–9 times as large as
that of white noise. Surface mass loadings as a whole, is one of the sources of CME.
After the deducting the impact of CME, construction and depiction of horizontal
velocity field of Shenzhen area is presented in the paper.

Keywords Coordinate time series � Principal component analysis � Maximum
likelihood estimation � Noise model � Surface mass loading � Horizontal velocity
field

1 Introduction

Over the past 20 years, global stations of International GNSS Service (IGS) and
Continuously Operating Reference Stations (CORS) of different levels have accu-
mulated a large amount of GPS observation data, which provides a valuable data
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base for geodesy and geodynamics research. By studying characteristics of coor-
dinate time series from regional reference stations, it not only helps to understand
the influence of various geophysical phenomena on the position of reference sta-
tions, but also modify kinds of error models to further improve the accuracy of
reference stations [1].

In fact, various type of noises are common in GPS observation data, including
time-independent white noise and time-dependent colored noises [2–4]. After data
processing, these noises pass to coordinate time series. Nilolaidis [5] analyzed
many GPS stations around the world and drew a conclusion that the noise in
coordinate time series is closer to a superposition of white noise (WN) and flick
noise (FN). Ignorance of this point, the results of velocity estimates based on the
assumption of only white noise contain a certain deviation [6]. Consequently,
taking the influence of colored noise into account is particularly important.

Based on observation data of five CORS stations in Shenzhen for nearly 6 years,
this paper uses PANDA software to acquire single-day coordinate time series
according to the PPP model of this software. Then the algorithm of PCA (Principal
Component Analysis) is employed to remove the CME (Common Mode Error)
contained in the original sequence. MLE (Maximum Likelihood Estimation) values
of selective noise combinations are computed and then the optimal noise models of
all stations’ components are determined. Meanwhile, impacts of different surface
mass loadings to displacement of each station is calculated, which partly accounts
for the existence of CME. Finally, construction and depiction of horizontal velocity
field in Shenzhen area is presented in the paper.

2 Coordinate Calculation

Since the establishment of the IGS organization, the accuracy of satellite precision
orbit and clock error products has been improved, providing a reliable data foun-
dation for accurate positioning in non-differential precision positioning. The PPP
method based on non-differenced positioning model can deal with a single station,
which not only avoids the problem of selecting the reference stations, but also has
the advantage that the positioning results of different stations are irrelevant [7–9].

In this paper, the PPP module of PANDA software is used to calculate the
coordinate time series of CORS reference stations in Shenzhen. The data used are:
① observation file: SZCORS reference stations 6-year observation files (data in
Dapeng and Longgang begin in March 2012 because of hardware upgrading of the
two stations); ② ephemeris files: broadcast ephemeris and IGS precision ephe-
meris; ③ clock errors: IGS precision clock errors. The corrections of various error
models include phase winding, tropospheric model, relativistic effect, tide and so
on. The least squares method is used to estimate the parameters of reference station
coordinates, receiver clock errors, troposphere and non-differential ambiguities.

The original single-day coordinate sequences of SZCORS stations under the
framework of ITRF2008 are obtained. It is shown that the original coordinate
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sequences of these reference stations are highly correlated in time and space, as
shown in Fig. 1. Because the larger common deformation characteristics of the area
covers smaller deformation characteristics of internal network, it has an unne-
glectable influence on the study of position stability and the velocity field of the
reference stations. It is common practice to eliminate the Common Mode Error
(CME) by region filtering [5] to improve the SNR of the coordinate sequence. In
this paper, the spatial filtering technique proposed by Dong et al. [12] is used to
calculate the CME and remove it by principal component analysis.

3 Principal Component Analysis

Principal component analysis (PCA) provides just such a tool. It can decompose the
network time series into a series of principal component mode. Each mode consists
of a common temporal function and related different spatial responses. According to
the first few principal components, the time-related characteristics of the regional
network can be presented to maximum. It is applied to GPS network time series
analysis to perform spatial regional filtering to remove CME [13].

For a regional network daily station coordinate time series with n stations and
spanning m days, any component (north, east or vertical) from coordinate time
series of a single station in network can be described as X(ti, xj)(i = 1, 2, …, m and
j = 1, 2, …, n). The PCA method can decompose X(ti, xj) into mutually orthogonal
eigenvectors and corresponding time functions [12]

X ti; xj
� � ¼

Xn

k¼1

akðtiÞvkðxjÞ ð1Þ

ak(ti) is called the kth principal component (PC) of matrix X, and vk(xj) is its
corresponding eigenvector. The decomposition results of PCA method are arranged
according to the power contribution of each principal component. The first principal
component is the one-dimensional variable with the most information of the whole
network, usually reflecting the common change characteristics of the whole

Fig. 1 Original coordinate time series of stations
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network. The latter components have lesser information of the whole network, as
they often reflect the change characteristics of the reference station itself. The
eigenvectors corresponding to these principal components reflect the spatial dis-
tribution of these temporal changes.

At first, in this paper the weighted least squares method is used to analyze the
original coordinate sequences, deducting the linear term and point mutation term
(caused by various tectonic and non-tectonic movements), while preserving the
periodic term. Then, PCA is carried out on the newly-made coordinate series, and
the spatial vectors of principal components shown in Fig. 2 is obtained. The result
shows that the first principal component has a more uniform pattern of spatial
distribution. The contribution rates of the first principal component to the compo-
nents of the coordinate sequence are 57.03, 52.02 and 51.84% respectively, the
second principal components, 20.24, 19.52, 19.88% and the third, 9.94, 10.53 and
13.10% respectively. In contrast to reference [1], the contribution rates of the first
principal component obtained in this paper is 50–60%, which is relatively low. In
order to reflect the common deformation of the area as full as possible, the first three
principal components are defined as the CME of the whole regional network, that is

eiðtiÞ ¼
X3

k¼1

akðtiÞ
Xn

k¼1

vkðxjÞ=n ð2Þ

Figure 3 shows the calculated CME sequence, we can see that the in vertical and
north component is more obvious. The annual periodicity signal in vertical com-
ponent is strong, while it is not obvious in east component. Filtered sequence can be
acquired by deducing CME from the original coordinate sequence. In order to
ensure the good effect of filtering, we can repeat the steps in this section with the
filtered sequence, generally with 4 times iteration [1]. The signal-to-noise ratio
(SNR) of three components of the coordinate sequences are increased by 3, 2.52

Fig. 2 Top three special eigenvectors of SZCORS coordinate time series

Fig. 3 Time series of common mode errors
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and 2.96 times, respectively. Before filtering, the mean RMS error of all reference
stations are 3, 4.92 and 9.36 mm, and after filtering they are 1, 1.95 and 3.16 mm.

4 Surface Mass Load Correction

Earth deformation obtained by GPS observations usually contains the influence of
crustal non-structural deformation which can be divided into two categories. The
first category is tidal deformation, including ocean tide, polar tide and solid tide; the
second is the surface load changes caused by mass transfer of atmosphere and water
of various states, including air, non-tidal, soil water and snow. By quantitatively
calculating the influence of various non-structural deformation and correcting it,
GPS method can reflect the deformation details of the earth more accurately and
improve the monitoring accuracy of crustal deformation. When calculating the time
series of reference stations using PANDA, the IERS03 standard model has been
used to correct the influence of the solid tide and polar tide errors. The FES2004
model has been used to remove the influence of ocean tide load. However, the effect
of all kinds of surface mass loading is not corrected, so it is necessary to obtain
these model errors and make corresponding corrections.

The elastic deformation of the earth caused by the surface mass load is usually
calculated by the Green function method [14, 15]. The method uses the surface load
function q (u, k) to estimate the surface radial elastic deformation u (u, k). The load
function q (u, k) is developed into a sequence of spherical harmonic functions,

q u; kð Þ ¼
X

qn u; kð Þ ð3Þ

qn u; kð Þ ¼
X

½qcn;m u; kð Þ cos mkð Þþ qsn;m u; kð Þ sin mkð Þ�Pn;mðsinuÞ ð4Þ

where u, k are latitude and longitude, qcn,m(u, k) and qsn,m(u, k) are Stokes
coefficients of load expansion, Pn;m is Legendre function. At this time, the surface
radial deformation u (u, k) corresponding to the surface load q (u, k) can be
expressed as

u u; kð Þ ¼ 3
qe

X1

n¼0

h0n
2nþ 1

qn u; kð Þ ð5Þ

in which qe is the average density of the earth, and h0n is the load Love function
[15].

When calculating the surface mass loading in this paper, the NCEP-DOE
reanalysis data1 are used to calculate the atmospheric loading, with 6 h temporal

1http://www.esrl.noaa.gov/psd/cgi-bin/db_search/DBListFiles.pl?did=61&tid=53752&vid=4267.
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resolution and 2.5° � 2.5° spatial resolution. The non-tidal ocean loading use the
NOPP-ECCO ocean bottom pressure model2 with 12 h temporal resolution and
1° � (0.3°*1°) spatial resolution. The soil moisture3 and snow loading data4 are
also from NCEP-DOM which the temporal resolution was 24 h and the spatial
resolution was 1.865° � 1.884°. Based on the method of Green Function, QOCA
software is used to calculate the station displacement under the influence of the
above-mentioned four types of surface loadings in SZCORS stations. Figure 4 is
the one-day displacement time series in U, N and E directions of Shiyan station.

The differences of surface mass loading among SZCORS stations are very small,
which are below 0.1 mm of the four kinds of loading corrections. From the cal-
culation results in Fig. 4 and other stations, it can be seen that different types of
surface mass loading have the greatest influence on U direction, compared with
their effect on N and E. The displacements on U direction are about 2–5 times as
large as N and E, and show different periodic characteristics. As for Shenzhen, the
influence of atmospheric loading on the station displacement is the largest, causing
5–8 mm station displacement on U direction. The second is the soil moisture load,
and its impact on U direction is 3–4 mm. The non-tidal ocean loading and snow
depth loading are smaller, causing station displacement of less than 1 mm.

Figure 5 is the average of the sum of the four kinds of surface mass loadings. It
can be seen that the displacement of the reference station caused by surface mass

Fig. 4 Daily displacement of SZSY in U, N, E directions influenced by different surface mass
loadings

2http://ecco.jpl.nasa.gov/thredds/catalog/ecco_KalmanFilter/catalog.html.
3http://www.esrl.noaa.gov/psd/cgibin/db_search/DBListFiles.pl?did=59&tid=53820&vid=4281.
4http://www.esrl.noaa.gov/psd/cgi-bin/db_search/DBListFiles.pl?did=59&tid=53820&vid=4309.
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loadings shows obvious characteristics of annual periodicity in N, E and U direc-
tions. The amount of displacement in horizontal directions is within 2 mm and
vertical displacement is about 4–8 mm, with difference of around 14 mm between
its maximum and minimum. In order to explore the causes of CME, we can see that
there is a strong correlation between CME and the surface mass loading by com-
paring the vertical series in Figs. 3 and 5. It indicates that the various surface mass
loadings are among the factors that cause the CME of vertical sequence. However,
due to the different amplitudes of the annual periodicity, the surface mass load
cannot fully explain the causes of CME. Other influencing factors such as satellite
orbit error, definition of reference frame, and single station noises [16] have yet to
be further explored.

5 Determination of the Optimal Noise Model

Spectral analysis and maximum likelihood estimation (MLE) are two common
methods of noise analysis for coordinate sequences. Spectral analysis requires
uniform sampling of the data and relies on spectral averaging, unable to estimate the
spectral components using data of the longest period of time. MLE not only
simultaneously estimates noise types, periodic amplitudes, stations velocities and
their uncertainty but also avoids the above limitations of spectral analysis, which
makes it be considered as the most accurate noise analysis method [17, 18]. Firstly,
we establish the following function model for the single-day solution sequence of
the coordinate components of each station.

y tið Þ ¼ aþ bti þ c sin 2ptið Þþ d cos 2ptið Þþ e sin 4ptið Þ

þ f cos 4ptið Þþ
Xni

j¼1

giH ti � Thj
� �þ vi

ð6Þ

The covariance matrix C can express several random noise processes such as
white noise (WH), variable white noise (VW), flicker noise (FN), random walk
noise (RW), power law noise (PL), Gauss-Markov noise (GM) and so on, as well as
various combinations among them. After the principal component spatial filtering to
remove the CME, this paper analyzes the combinations of these noises to determine

Fig. 5 Average values of five stations’ mass loadings
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the optimal noise model. In this paper, eight noise combinations including WH,
WH + FN, WH + RW, WH + FN + RW, WH + PL, WH + GM, WH + RW +
GM and VW + FN are selected. CATS software is used to calculate the MLE
values of the selected noise combinations before and after CME correction. The
results are shown in Tables 1 and 2.

It should be noted that in order to ensure the accurate judgment of the optimal
noise model, the size of the MLE value cannot be used as the criterion simply
because the MLE value tends to increase as the noise model contains more
unknown parameters. According to Langbein’s conservative estimation criterion
[17, 22], the MLE values of WH + FN and WH + RW are calculated respectively,
and the larger one is chosen as the null hypothesis. Then, the MLE values of
WH + PL, WH + FN + RW, WH + GM are compared with the null hypothesis
respectively. If the MLE difference is greater than 2.6, the null hypothesis is
rejected and the new model is considered to be superior. Otherwise, the null
hypothesis is accepted. If WH + PL, WH + FN + RW and WH + GM are all better
than null hypothesis, the model with the biggest MLE value is chosen as the better
model. In this way, the optimal noise model is found. Here, the threshold of
WH + PL, WH + FN + RW and WH + GM are set to 2.6 and WH + RW + GM
is set to 5.2. Table 3 lists the optimal noise model for each component of SZCORS
stations before and after CME correction.

From Table 3, it can be concluded that: (1) The noise model of coordinate
sequences in the regional reference stations is diversified, and the N, E, U com-
ponents also have diversified characteristics; (2) The noise types of the 15 coor-
dinate components of the 5 reference stations are mainly WH + FN and WH + GM
before CME correction, and the noise is mainly WH + FN after CME correction. In
the optimal noise models, the proportion of WH + FN model increases from 40 to
73.3%, which is consistent with the literature [17]; (3), there are different numbers
of stations that the optimal noise turned to WH + FN, all five stations on U
component and four stations on E component, while two stations on N component.
Therefore, after CME corrections, optimal noise on U component is more uniform
than that on N and E.

6 Analysis of Velocity and Its Uncertainty

Table 4 shows the velocities and uncertainties of each reference station based on
WH + FN and WH. It can be seen that the horizontal velocity error estimated by the
WH + FN is less than 0.4 mm and the vertical velocity error is less than 0.5 mm.
By comparing the results, it is found that the velocity error calculated with colored
noise is three to nine times larger than that obtained by considering white noise
only. This conclusion is consistent with the results of many scholars [1, 17, 18, 20,
22]. The white noise assumption in traditional geodetic data processing is flawed
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when GPS observations are used to determine the velocity field and its error esti-
mate. It is also necessary to consider the output of error estimates by data pro-
cessing software in GPS time series analysis. As shown in Fig. 6, it can be seen that
the Shenzhen area as a whole is moving at an average speed of 35.39 mm per year
in a direction from 16°10′ to 19°22′ east to south.

Table 3 The optimal noise model of each component before and after CME correction

Name N E U

Before After Before After Before After

SZDP WH + FN WH + GM WH + GM WH + FN WH + GM WH + FN

SZJY WH + FN WH + FN WH + GM WH + FN WH + PL WH + FN

SZLG WH + FN WH + FN WH + GM WH + FN WH + GM WH + FN

SZNS WH + FN + RW WH + PL WH + FN WH + FN WH + PL WH + FN

SZSY WH + FN WH + PL WH + GM WH + GM WH + FN WH + FN

Table 4 The contrast of stations’ velocities and their uncertainties between WH + FN and WH
models

Name N E U

WH + FN WH WH + FN WH WH + FN WH

SZDP −10.90 ± 0.302 −11.23 ± 0.039 33.17 ± 0.195 32.88 ± 0.048 −2.00 ± 0.090 −1.88 ± 0.025

SZJY −9.98 ± 0.066 −9.82 ± 0.010 34.44 ± 0.194 34.66 ± 0.029 1.07 ± 0.188 1.33 ± 0.045

SZLG −11.84 ± 0.154 −11.80 ± 0.033 33.69 ± 0.342 33.15 ± 0.062 1.18 ± 0.483 2.26 ± 0.129

SZNS −11.35 ± 0.017 −11.92 ± 0.003 33.21 ± 0.048 33.55 ± 0.007 −1.19 ± 0.024 −1.06 ± 0.007

SZSY −10.24 ± 0.113 −9.82 ± 0.0120 33.84 ± 0.156 33.80 ± 0.030 −0.89 ± 0.458 −0.72 ± 0.065

Fig. 6 The horizontal velocity field of Shenzhen CORS
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7 Conclusions

Based on the observation data of CORS station in Shenzhen, the following con-
clusions are obtained.

(1) The original coordinate sequences of Shenzhen CORS stations have a high
correlation in time and space, and the SNR of the three components (north, east
and vertical) of the coordinate sequences are increased by 3, 2.52 and 2.96
times respectively after principal component spatial filtering.

(2) Regional CME has a strong correlation with the surface mass loadings, which
indicates that all kinds of surface mass loadings are the factors that cause the
vertical sequence of CME. However, due to the different amplitudes of the
annual periodicity, the surface mass loading cannot fully explain the cause of
CME.

(3) Noise models of the reference station coordinate sequence are diversified, and
the N, E, U components also have different characteristics. The noise types of
coordinate components are mainly WH + FN and WH + GM before CME
correction, while the noise type is mainly WH + FN after CME correction, and
the proportion of WH + FN increases from 40 to 73.3%. After CME correc-
tions, optimal noise on U component is more uniform than that on N and E.

(4) The horizontal velocity error estimated by WH + FN model is less than
0.4 mm and the vertical velocity error is less than 0.5 mm. In general, CORS
data can be used to construct the 3D velocity field of less than 0.5 mm per year.
The velocity error calculated with colored noise is three to nine times larger
than that obtained by considering white noise only. So the velocity estimation
based on the white noise assumption will result in the deviation of the result.
The influence of this deviation must be taken into account when constructing
millimeter-scale velocity field.

Acknowledgements The 6-year CORS data provided by the Shenzhen Cadastral Surveying and
Mapping Office; the precision ephemeris and clock error products provided by IGS; the helpful
discussion with Prof. Dong Danan and Dr. He Xiaoxing in the calculation of surface loading
correction; guidance and recommendations from Dr. Yuan Linguo in determining CME; CATS
software and manuals from Dr. Simon D. P. Williams, as well as warm-hearted help from Guo
Xiangxin and Zhou Boye, my sincere gratitude to all above!

References

1. Yuan L, Ding X, Chen W (2008) Characteristics of daily position time series from the Hong
Kong GPS fiducial network. Chin J Geophys 05:1372–1384

2. Mao A, Harrison CGA, Dixon TH (1999) Niose in GPS coordinate time series. J Geophys
Res 104(B2):2797–2816

3. Han Y,Fu Y (2003) Analysis of GPS time series of height component. Geomatics Inf Sci
Wuhan Univ 28(4):425–428

230 S. Wu et al.



4. Qiao Xuejun, Wang Qi, Wu Yun (2003) Time series characteristic of GPS fiducial stations in
China. Geomatics Inf Sci Wuhan Univ 04:413–416

5. Nikolaidis R (2002) Observation of geodetic and seismic deformation with the global
positioning system. University of California, San Diego

6. Liren H (2006) Noise properties in time series of coordinate component at GPS fiducial
stations. J Geodesy Geodyn 02:31–33 + 38

7. Fang R (2010) High-Rate GPS data non-difference precise processing and its application on
seismology. Wuhan University, Wuhan

8. Kejie C, Rongxin F, Min L et al (2011) Research on application of PANDA software to high
frequency kinematic precise point positioning. J Geodesy Geodyn 31(4):132–134 + 143

9. Geng T, Zhao Q, Liu J et al (2007) Real-time precise point positioning based on PANDA
software.Geomatics Inform Sci Wuhan Univ 32(4):312–315

10. Liu J, Ye S (2002) GPS precise point positioning using undifferenced phase observation.
Geomatics Inform Sci Wuhan Univ 27(3):234–240

11. Zhao Q, Guo X, Li M et al (2016) Calculation of horizontal movement velocity field of
chinese continent using PANDA software. J Geodesy Geodyn 36(4):338–342

12. Dong D, Fang P, Bock Y et al (2006) Spatiotemporal filtering using principal component
analysis and Karhunen—Loeve expansion approaches for regional GPS network analysis.
J Geophys Res Sol Ea 111(B3):B03405. doi:10.1029/2005JB003806

13. http://qoca.jpl.nasa.gov/tutor_base.html
14. Dong D, Fang P, Bock Y et al (2002) Anatomy of apparent seasonal variations from

GPS-derived site position time series. J Geophys Res Sol Ea 107(B4):2075. doi:10.1029/
2001JB000573

15. Farrell WE (1972) Deformation of earth by surface loads. Rev Geophys Space Ge 10(3):761
16. Tian Y (2011) Study on intermediate- and long-term errors in GPS position time series.

Institute of Geology, China Earthquake Administration, Beijing
17. Li Z, Jiang W, Liu H et al (2012) Noise model establishment and analysis of IGS reference

station coordinate time series inside china. Acta Geod Cartogr Sin 41(4):496–503
18. Zhang J, Bock Y, Johnson H et al (1997) Southern california permanent geodetic array: error

analysis of daily estimates and site velocities. J Geophys Res 102(B8):18035–18055
19. Bock Y (2004) Environmental issues and monumentation. IGS workshop. Bern, l Mar 2004
20. Langbein J (2004) Noise in two-color electronic distance meter measurements revisited.

J Geophys Res 109(B4):1–16
21. Williams SDP (2004) Error analysis of continuous GPS position time series. J Geophys Res

109(B3):412–430
22. Langbein J (2008) Noise in GPS displacement measurements from Southern California and

Southern Nevada. J Geophys Res 113(B5):1–12

Characteristics of Coordinate Time Series of Shenzhen … 231

http://dx.doi.org/10.1029/2005JB003806
http://qoca.jpl.nasa.gov/tutor_base.html
http://dx.doi.org/10.1029/2001JB000573
http://dx.doi.org/10.1029/2001JB000573


Voxel Nodes Model Parameterization
for GPS Water Vapor Tomography

Nan Ding, Shubi Zhang, Xin Liu and Yili Xia

Abstract Water vapor is the basic parameter to describe atmospheric conditions
and the content of it in the atmosphere is rare for water circulation system, but it is
the most active element with quick space-time change. GPS tomography is a
powerful way to provide high spatiotemporal resolution of water vapor density. In
general, water vapor tomography utilizes slant wet delay information from
ground-based GPS network to reconstruct the humidity field. Space at the zenith
directions of ground-based GPS is discretized into voxel both at horizontal and
vertical direction; setting up tomographic equations by slant delay observations can
work out vapor parameter in voxel. In this paper, spatial structure model of
humidity field is constructed by voxel nodes, and new parameterizations for
acquiring data of water vapor in the troposphere by GPS are proposed based on
inverse distance weighted (IDW) interpolation in horizontal and vertical interpo-
lation function in vertical. Unlike the water vapor density is constant within a voxel;
the density at a certain point is determined by new parameterizations. This algo-
rithm avoids using horizontal constraint to smooth some voxels that not be crossed
by satellite rays. Grouping and sorting access order scheme is introduced to min-
imize correlation between SWV observations. Three experimental schemes for GPS
tomography are carried out using 7 days of Hong Kong Satellite Positioning
Reference Station Network (SatRef). The results indicate that water vapor density
derived from 4 nodes parameterization are most robust than 8 nodes and 12 nodes.
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1 Introduction

Based on the GPS meteorology technique [2], two experiments promoted the
development of GPS integrated water vapor (IWV) inversion: GPS/STORM [13]
and the GPS–Winter Icing and Storms Project experiment [6]. Both experiments
showed that GPS is a cost-effective and reliable means of continuously monitoring
IWV with accuracies comparable to water vapor radiometer (WVR) and radiosonde
(RS). However, the IWV is a measure of the total amount of water vapor above a
certain station and it cannot provide the information on the spatial distribution of
water vapor. In order to meet the demand, GNSS water vapor tomography [1, 3–5,
7, 10, 14–16, 19] came out as a promising method providing information on the
four-dimensional distribution of the water vapor in the troposphere.

In this paper, a new parameterized approach instead of traditional constraints is
introduced, which is based on IDW interpolation and vertical interpolation function.
The new algorithm is investigated by the data of SatRef. The experiment mainly
analyzes and discusses the influences of different numbers of voxel nodes on the
results of GPS water vapor tomography. The question about some voxels may not
be crossed by any signals is addressed by IDW interpolation.

2 Voxel Nodes Model Parameterization for GPS
Tomography

The slant water vapor (SWV) is the integrated water vapor along the slant path.
Specific GPS processing techniques provide this product as the observations for
GPS tomography. Using SWV input data the tomography observations in the
absolute humidity can be expressed by [1]:

SWV ¼
Z

s

HsdsþRB ð1Þ

where Hs is the absolute humidity, s is the slant path, RB is the partial water vapor
caused by ray bending. The second term is due to ray bending. However, the effect
of this geometric water vapor, making much smaller contribution to SWV, can be
neglected [8].

Voxel nodes model (VNM) parameterization assumes that troposphere is divided
into a numbers of layers which constructed by neighboring parallel planes (see
Fig. 1). The voxel nodes (blue points) are designed in each plane. SWV produced
by one signal (red line) is discretely modeled by the value at points of intersection
between straight line and planes.
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In the VNM parameterization, Eq. 1 is decomposed into sum of piecewise
integration:

SWV ¼
Xn
i¼1

Zsiþ 1

si

HsðiÞds ð2Þ

where n is the number of layer, Hs(i) is the absolute humidity in i-th of layer.
Piecewise integration in Eq. 2 can be addressed through Newton-Cotes formulae

[11]. It is assumed that the value of piecewise integration defined on [si, si+1] is
known at equally spaced point p1-p5 (see Fig. 2). This allows the integral in Eq. 2
to be expressed as a weighted sum of the water vapor density at the voxel nodes. In
this paper, the closed Newton–Cotes formula of degree 4 is utilized with water
vapor density at the 5 equally spaced points. Point p1 and p5 in the plane i and
(i + 1) respectively can be estimated by inverse distance weighted
(IDW) interpolation. IDW parametrical method explicitly implements the
assumption that the value of water vapor density that are close to one another are
more alike than those that are farther away. The IDW interpolation can be given as

PIDW ¼

Pm
j¼1

DðP;x jnodeÞ�1�x jnode
Pm
j¼1

DðP;x jnodeÞ�1
; if DðP; x jnodeÞ 6¼ 0 for all j

x jnode; if DðP; x jnodeÞ ¼ 0 for some j

8>>><
>>>:

ð3Þ

where DðP; x jnodeÞ is the distance between pierce point PIDW and voxel node x jnode,

x jnode is the value of water vapor at a certain voxel node, and m is the number of
voxel node which is used for IDW interpolation. In the case of point p2-p4, cor-
respondence between the value of equally spaced points and projection points
would be defined by using vertical interpolation function (VIF) in the relatively

layer

Fig. 1 Voxel nodes structure
of GPS tomography model
and the distribution of signal
rays (red line) crossing the
layers, the value of SWV
divides into the value of water
vapor at voxel nodes (blue
point)
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nearby plane between plane i and (i + 1). VIF based on the exponential law [12, 17]
can be expressed by the formula

P ¼ P0
IDWe

�Z=H ð4Þ

where P is the water vapor density of the equally spaced points, P0IDW is the water
vapor density of projection points which can be expressed by Eq. (3), Z is the
height between P and P0IDW, H is the water vapor scale height, which can be
calculated by Eq. (5) [18]

H ¼ 10W
qs

ð5Þ

where W is the vertical total water vapor content in g/m2, qs is the surface humidity
in g/m3. W can be obtained from PWV. Ground-based GPS network, for the
purpose of meteorological monitoring, provides meteorological parameter, which
can be used for calculating qs.

However, grid points not used in any interpolation should not generally be
avoided. In fact, this case often occurs in lower-level layers with the 4 nodes
method, and occurs less often when many points are included in the interpolation.
We also address “empty” grids using the inverse distance weighted
(IDW) interpolation. The values of an “empty” grid are estimated by the “non-null”
grids around it.

Fig. 2 Voxel nodes parameterized design based on the closed Newton–Cotes formula of degree 4
and interpolation. Voxel nodes (blue points) are used for equally spaced points (green square)
interpolation. P04 (green hollow square) is projection point of P4 in plane (i + 1)
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Based on Eqs. (2)–(4), the GPS tomography equations could be constructed

A � X ¼ b ð6Þ

where A is the coefficient matrix of GPS tomography model, b presents the SWV
observations vector, X is the value of the humidity at all designing voxel nodes.

Algebraic reconstruction techniques (ART) have successfully been used to
reconstruct the humidity field [1, 3]. An advantage of ART is that it has high
numerical stability even under bad conditions and it is relatively easy to incorporate
prior knowledge into the reconstruction process.

In our study, grouping and sorting access order [9] is used for improving the
accuracy of inversion. It is desirable to order the SWV observations (SWVs) such
that subsequently applied SWV are largely uncorrelated. This means that consec-
utively available SWVs must have significantly different values, because the value
of SWV is determined by the azimuth and elevation angles of a signal. If the SWV
in a set have similar values solved by ART, the results tend to move away from the
desired solution, which delays convergence. To summarize, the principle of SWV
access order is that in a subsequence of iterations, steps should be as independent as
possible from the previous steps.

3 GPS Tomography Results

3.1 Tomography Strategy

SatRef is a local satellite positioning system covering the extent of Hong Kong. The
network consists of 18 Continuously Operating Reference Stations (CORS) and 14
of them were used in this study. The area of investigation ranges from 113.749° to
114.474°E longitude and from 22.115° to 22.651°N latitude (Fig. 3a) with a height
domain of 0–10,800 m (Fig. 3b). The horizontal and vertical station distributions
are presented in Fig. 3a and Fig. 3b, respectively. The number of spatial voxel
nodes (Fig. 3a) using for tomography are 6 � 4 � 10 with a horizontal resolution
of 0.145 (15 km). Non-uniform layers are adopted with the interval from 500 to
3800 m (Fig. 3b). We made the hypothesis that all the value of water vapor at any
point in the plane is determined by a weighted average of the value at voxel nodes
that closest the point. The experiments used for reconstruction of the humidity field
covered a seven-day period from August 9–15, 2015 (day of year, DOY 221–227).
Samples of GPS and surface meteorological data are obtained in 30 s intervals, with
a temporal resolution of 30 min.

The data from Hong Kong network are processed with GAMIT software version
10.5. Based on number of voxel nodes are used for IDW interpolation points P,
three sets of schemes are presented
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– 4 nodes: four voxel nodes (neighbors) from voxel nodes model will be used
– when calculating a water vapor value for the piercing point.
– 8 nodes: eight voxel nodes will be used when calculating a water vapor value

for the piercing point.
– 12 nodes: twelve voxel nodes will be used when calculating a water vapor value

for the piercing point.

3.2 Analysis of Total Statistics

Three kinds of solutions compare with radiosonde data (RS) in Hong Kong.
Because of limited space, only a representative example at 2015–08–09 (DOY 221)
UTC 0 and 12 is shown (see Fig. 4). It is clear that all of the water vapor profiles
increasing height. At UTC 12, the variation of water vapor from radiosonde data
presents disturbance instead of keeping smooth decrease. But the tomographic
solutions keep consistent with changing trends of radiosonde data. In each plane
(Fig. 3b), mean water vapor density in voxel nodes are computed. It indicates that
the humidity with high spatial resolution (e.g. radiosonde) is difficult to retrieve
because of the limited accuracy of tomography solution. It is difficult to judge
which scheme is best suited for GPS water vapor tomography from the statistics of
RMSE, IQR and BIAS data (Table 1). These methods have their advantages
respectively; 4 nodes parametrization presents more accurate results than others
from RMSE. The inter quartile range (IQR), to some extent, reflects the discrete-
ness of datasets. Based on the value of IQR (Table 1) and scatter plots of water

Fig. 3 a Distribution of the Hong Kong reference stations (red triangle) and the King’s Park
meteorological station (red square). The gray wireframe indicates the plane that contains voxel
nodes (black dot) using in the tomographic processing. The study area was discretized into
6 � 4 � 10 voxel nodes for the water vapor tomography. b The vertical structures of the voxel
nodes model used in the tomographic processing
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vapor density (Fig. 5), it is clear to find that tomographic solutions computed by
4 nods and 8 nodes parameterizations more concentrated than 12 nodes.

However, compared with the first two methods, 12 nodes tomographic has a
smallest negative bias (Table 1) with highest discretization. These statistical
properties of the differences between three parametrizations and radiosonde data are
also presented by box plots (Fig. 5d). It contains five characteristic values: the first
and third quartiles (Q1 and Q3) at the bottom and top of the box, the second quartile
(Q2) is located inside the box (the median) and the ends of the whiskers (upper and
lower bound) at Q1 − 1.5(IQR) and Q3 + 1.5(IQR). In addition, whiskers are
applied to detect outliers (cross in Fig. 5d). All of these are summarized in Table 1.

Fig. 4 Comparison of HKKP’s radiosonde data (blue dot) with three sets of water vapor
tomography schemes (red lines) at DOY 221 2015 UTC 0 and 12, respectively. (red lines)
reconstructed by tomographic solutions accord with radiosonde data. At UTC 0, all profiles and the
scatter of radiosonde data decrease exponentially with increasing height. However, at UTC 12,
radiosonde data unable to keep smooth
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Table 1 Statistics between
three parameterizations and
water vapor measurements
constructed by HKKP’s
radiosonde data for 7 days
(DOY 221–227) in 2015

Statistics 4 nodes 8 nodes 12 nodes

RMSE (g/m3) 1.857 2.016 2.092

IQR (g/m3) 1.948 2.048 2.702

BIAS (g/m3) 0.65 0.742 −0.336

Q1 −0.42 −0.275 −1.792

Q2 0.436 0.458 −0.169

Q3 1.628 1.673 0.91

Upper bound 4.701 4.594 4.964

Lower bound −3.4925 −3.196 −5.846

Number of outliers 16 34 8

Fig. 5 Tomographic solutions compared with radiosonde data. a–c Scatter plots of water vapor
density with 4 nodes, 8 nodes and 12 nodes parameterization and d Box plots of the difference
between three parametrization methods and radiosonde data at UTC0 and UTC12 from August 9
to 15, 2015
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IQR is the difference between Q3 and Q1 quartiles. It is important because IQR
represents the spread of data and unlike total range, it is not be affected by outliers.
Q2 is the measure of central tendency and in good accordance with the bias. Upper
and lower bound can be used to identify outliers. The 12 nodes has the smallest
number of outliers, but it also has maximum bounds. 4 nodes and 8 nodes have
similar bounds. However, if we use the bounds of 4 nodes, the number of outliers is
34 and 58 in 8 nodes and 12 nodes respectively. So compare 4 nodes
parametrization with others has relative minimal outliers

4 Conclusion and Outlook

In this paper, a new GPS tomographic parameterization approach is proposed in our
study. This approach can reconstruct a humidity field without using horizontal
constraint and avoid some voxels not be crossed by satellite rays. On the other side,
instead of dividing the troposphere into several layers with identical height, the
vertical structure of tomography model adopts non-uniform layers to satisfy
inherent characteristics of water vapor distribution and to lower the effect of dif-
ference magnitude between the calculated tomographic results. In order to minimize
correlation in projection access, grouping and sorting access order scheme is
developed to order the SWV observations in such a way that subsequently applied
values of SWVs are largely uncorrelated. Based on number of voxel nodes is
selected for IDW interpolation, three schemes are designed to retrieve water vapor
density in voxel node.

Results of Hong Kong tomographic experiments using GPS data from DOY
221–227, 2015 show that this proposed approach is validated for GPS tomography.
We discuss and analyze 4 nodes, 8 nodes and 12 nodes parameterizations. The
4 nodes method has highest accuracy with perturbations of 1.857 g/m3 compare to
the two other methods regarding the overall dataset. However, due to the limitation
of tomographic accuracy, mean water vapor density computed by GPS tomography
is hard to retrieve humidity field with the high spatial resolution of radiosonde.
From results of different statistical methods, we can draw a conclusion that 4 nodes
parametrization has relative minimal outliers and the error caused by it more
concentrated than others. It means that tomographic results derived from 4 nodes
have a higher stability and reliability.

Further investigations are needed to improve the horizontal structure of humidity
field by adjust node position in each layer to fit distribution of satellite rays.
Flexible layout is the advantage of voxel nodes model. In the future, fusion of
GNSS and external measurements from other sensors in GPS tomography system
will be a prospective direction to enhance stability and reliability of water vapor
tomography and to decrease intervals of tomography.
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The Spatial Deformation Characteristic
Analysis of CORS Stations: A Case
Study of Tianjin CORS

Wei Wang, Zhong Jie Sheng, Qi Zhang, Yong Huang
and Bastiaan van Loenen

Abstract The general processing procedure and models for CORS stations’ spatial
deformation characteristic analysis are presented in this paper. The soft threshold
filtering formula is deduced, which is for the Daubechies wavelet denoising, by
utilizing the variance–covariance of Tianjin CORS baselines solution. The methods
and models are adopted for Tianjin CORS datasets processing and the numerical
results are calculated: the maximum annual deformation rate in U direction is up to
40 mm/yr, the accumulated deformation in plane and height direction are up to 84
and 400 mm separately. Based on the analysis, the suggestive updating frequency
for Tianjin Geoinformation Reference Frame which sustained by Tianjin CORS
should be 3–4 years in plane and 1 year in height. The experience and models can
also be referenced by any other city CORS.

Keywords CORS � Spatial deformation � Wavelet denoise � Soft threshold filter

1 Background

Currently most cities have established Continuous Operation Reference System
(CORS), which plays an irreplaceable role in the city construction. Generally, in
order to keep the stability of the CORS stations, the establishment of CORS must
be obey the strict serials construction regulations. However, the CORS stations are
inevitable to be unstable with time goes by because of the curst movement, the
underwater exploitation as well as the skyscraper construction. The slow move-
ment of the CORS stations will cause the Geoinformation Reference Frame which
is the basic reference to all geoinformation collection to be spatial tortuosity and
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deformation. This results the collected geoinformation biases away from the true
position since which is referenced by the Geoinformation Reference Frame [1].

In order to keep the stability and reliability of the CORS stations, it is feasible to
analyse and model the spatial deformation by utilizing the long-time observation
CORS datasets, and feedbacking the result to modify the Geoinformation Reference
Frame. Many scholars have deeply researched the algorithms and methodology for
GNSS time serials processing, such as Principal Component Analysis (PCA) [2]
and wavelet analysis [3]. Those methods have also applied to national CORS
datasets processing and achieved some suggestion conclusions [4].

This paper, taking Tianjin CORS as an example, studies the general processing
methodology of the characteristics and spatial deformation of local CORS with
almost ten-year collected data. The formula, which is used for the denoising soft
threshold setting, was deduced by utilizing the variance–covariance of baseline
processing results. By applying the general processing methodology and model, the
spatial deformation characteristic of Tianjin CORS was obtained. Based on this
results, the advised update frequency of Tianjin Geoinformation Reference Frame
which maintained by Tianjin CORS was proposed. The methodology and models
presented in this paper can also be referenced by any other city level CORS during
its systematic maintenance.

2 The Models and Methods for the CORS Spatial
Deformation Characteristic Analysis

In this section, we first introduce the general CORS datasets processing procedure
and classify the procedure into five key points, and then deduce the soft threshold
setting formula for Daubechies wavelet denoising by applying the variance–co-
variance value of baseline solution results, at last the time serials trend and detail
analysis methods which used for Tianjin CORS datasets processing are briefly
summarized.

2.1 General Methodology

The key points of the CORS spatial deformation characteristic analyzing focus on
CORS data pre-processing, CORS network baseline processing, the reference point
affirmation for the CORS network spatial deformation analyzing, CORS stations’
time serials analysing and the whole CORS spatial deformation characteristic
analysis. Those five key points covered the datasets pre-processing, datasets pro-
cessing and results analysing and application. The CORS datasets pre-processing
and baseline processing are normal steps which are no difference with the GNSS
dataset processing. This paper mainly focuses on the soft threshold Daubechies
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wavelet denoising processing and the CORS time serials analysing and processing.
The general CORS datasets processing flow chart is as Fig. 1.

2.2 The Filtering for the CORS Time Serials Analysis

The filtering for the CORS time serials is adopted by soft threshold Daubechies
wavelet denoising. Many researchers have deeply studied data filter methodologies,
such as the robust filtering [5, 6] and the adaptive filtering [7, 8]. The wavelet
analysing is widely adopted for GNSS time serials processing for that the wavelet
can de-composite signal into multi-level details [9–11], the unwanted high fre-
quency noise can be filter out and then the signal is reconstructed.

In this paper, Daubechies wavelet is adopted for Tianjin CORS time serials
multi-level decomposition, utilizing transferred variance-covariance of the baseline
solutions as the threshold to filter out the high frequency noise, then the signal is
reconstructed. The basic theory of wavelet denoising will not be demonstrated in
this paper because of the limitation of the paper length, instead the soft threshold
setting formula for the wavelet filter is presented.

Considering the signal slowly change characteristic during the filter processing,
the variance-covariance of the baseline processing results is used for the soft
threshold setting by considering the interconnection of the different coordination
systems’ transformation.

Supposing the baseline processing variance–covariance in x, y and z direction is
Dbaseline, and Dbaseline can be denoted as:

Dbaseline ¼
d2x dx y dx z

d2y dy z
d2z

2
4

3
5 ð1Þ

Hereby, dx, dy and dz are the Root Mean Square in x, y and z directions sepa-
rately. Using the differential formula to translate Earth Center Earth Fix (ECEF)

CORS datasets pre-processing

CORS datasets baseline processing

The reference point affirmation for 
CORS datasets processing

CORS datasets time serials analysis
(included in filtering, trend analysis 

and detail analysis)

The whole CORS spatial deformation 
characteristic analysis and application 

Fig. 1 The characteristic analysis flow chart of CORS station datasets processing
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coordinate to Geodetic coordinate which will be used for the NEU coordination
calculation:

dL
dB
dH

2
4

3
5 ¼ Ccoefficent

dX
dY
dZ

2
4

3
5 ð2Þ

Ccoefficent ¼
� sin L

ðNþHÞ cosB
cos L

ðNþHÞ cosB 0

� sinB cos L
MþH � sinB sin L

MþH
cosB
MþH

cosB cos L cosB sin L sinB

2
4

3
5 ð3Þ

Hereby, dL dB dH½ �T and dX dY dZ½ �T are the differential vector for geodetic
coordination and ECEF coordination separately. N is the radius of curvature in
prime vertical, M is the radius of curvature in meridian, H is the ellipsoid height.

According to Eq. (2), the ellipsoid variance-covariance value can be acquired
from the transition. Supposing ellipsoid variance-covariance value is Dellipsoid , it can
be expressed as following by applying covariance propagation theory:

Dellipsoid ¼ CcoefficentDbaselineC
T
coefficent ð4Þ

Substitute Ccoefficent in Eq. (4) with (3):

Dellipsoid ¼
A B C

D E
F

2
4

3
5 ð5Þ

Here,

A ¼ sin L
ðN þHÞ cosB

� �2
d2x �

sin L cos L

ðNþHÞ cosB½ �2 dxy þ
cos L

ðNþHÞ cosB
� �2

d2y ð6Þ

B ¼ sinB sin L cos L
ðMþHÞðNþHÞ cosB d2x þ

sinB ðsin2 L� cos2 LÞ
ðMþHÞðNþHÞ cosB dxy

� sinB sinL cos L
ðMþHÞðNþHÞ cosB d2y þ

cosB sin L
ðMþHÞðNþHÞ cosB dxz

� cosB cos L
ðMþHÞðNþHÞ cosB dyz ð7Þ

C ¼ � cos L sin L
ðNþHÞ d2x þ

cos2 L
ðNþHÞ dxy þ

cos L sin L
ðNþHÞ d2y

� sinB sin L
ðN þHÞ cosB dxz þ sinB sinL

ðN þHÞ cosB dyz ð8Þ
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D ¼ sinB cos L
MþH

� �2
d2x þ

2 sin2 B cos L sin L

ðMþHÞ2 dxy � 2 cosB sinB cos L

ðMþHÞ2 dxz

þ sinB sin L
MþH

� �2
d2y �

2 sinB sin L cosB

ðMþHÞ2 dyz þ cosB
ðMþHÞ

� �2
d2z ð9Þ

E ¼ � cos2 L cosB sinB
ðMþHÞ d2x �

2 sinB sin L cosB cos L
ðMþHÞ dxy

þ cos Lðcos2 B� sin2 BÞ
ðMþHÞ dxz � cosB sinB sin2 L

ðMþHÞ d2y

þ ðcos2 B� sin2 BÞ sin L
ðMþHÞ dyz þ cosB sinB

ðMþHÞ d2z ð10Þ

F ¼ ðcosB cos LÞ2d2x þð2 cos2 B cos L sin LÞdxy
þð2 cosB cos L sinBÞdxz þðcosB sin LÞ2d2y
þð2 cosB sinB sin LÞdyz þðsin2 BÞd2z ð11Þ

The NEU coordination of CORS stations can be calculated by using the trans-
formation form ellipsoid coordinate to NEU coordinate. The soft threshold in N, E,
U direction used for the Daubechies wavelet denoising can be set as:

NThreshold ¼ D
EThreshold ¼ A
UThreshold ¼ F

8<
: ð12Þ

During the denoising process with Daubechies wavelet, all the high frequency
parts beyond the soft threshold can be taken as the high frequency noise, which will
be filtered out. The signal will be restored again by utilizing Daubechies wavelet in
N, E and U directions after filtered.

2.3 The Trend and Detail Analysis of CORS Stations

With the filtered time serials by Daubechies soft threshold wavelet denoising
method, the CORS stations’ characteristics can be analysed. The characteristic
analysing includes trend analysis and detail analysis. The trend analysis is used to
find out the general spatial deformation model which can be used for forecasting
and prediction the trend of the stations’ movement in near future by linear and
non-linear fitting method. And the detail analysis focuses on the hair-like signal’s
fluctuation which can be extracted from the CORS stations raw movement signal by
taking the trend signal away. The fluctuation frequency of the detail signal can also
be clear expressed by using the frequency spectrum analysing.
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The trend analysis of Tianjin CORS stations’ time serials adopted Chebyshev
nine-order fitting polynomial, and the detail analysis was done by using Fast
Fourier Transform method to detect the change frequency.

3 Tianjin CORS Case Study

Tianjin CORS has established in 2004. There were totally twelve stations with
about 43 km average distance between stations. This paper adopts almost ten years’
datasets of Tianjin CORS as the analysing case. the datasets time span is from Jan
1st 2006 to Sep 1st 2015.

3.1 The Reference Point Affirmation for Tianjin CORS
Deformation Analysis

The six peripheral IGS stations named bjfs, daej, suwn, ulab, wuhn, yssk have been
adopted for Tianjin CORS datasets baseline processing by using GAMIT 10.5
software firstly. The relatively stable CORS station will be taken as the reference
station, which will be used for the other CORS stations datasets processing for their
characteristic analysing, by judging its linear time serials characteristic in ITRF08
frame.

In order to get relative stable reference point for Tianjin CORS datasets analysis,
JIXN station was selected for its’ good stable geology which located in north
Tianjin city. The JIXN station’s stability was analyzed by Kalman filtering method
with GLOBK software in ITRF08 frame datum by combining global isg1, igs2, and
igs3 data together. The stability in N, E and U directions of JIXN station are
demonstrated in Fig. 2.

From Fig. 2, JIXN station has near linear movement in N and E direction, this
movement reflects the plate movement, and U direction is relatively stable because
it only has 0.15 mm + 0.05 mm/yr annual movement rate. It is suitable to be taken
as the reference station for Tianjin CORS stations spatial deformation movement
analysis.

3.2 Time Serials Denoising and Fitting Analysis

Taking JIXN station as the reference, the other eleven stations in Tianjin CORS
were filtered by the aforementioned Daubechies wavelet soft threshold filtering
method. Limited by the length of this paper, only CH01 station filtered results are
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demonstrated here, which mounted on the top of building of Tianjin institute of
surveying and mapping. The results are shown in Figs. 3, 4, and 5.

As seen from Figs. 3, 4 and 5, the spicule points of the time serials were filtered
out and the signal trends were kept very well. The filtered time serials can be used
for trend analysis, and nine-order Chebyshev polynomial was adapted in this paper
for the trend analysis.

3.3 The Spatial Deformation Characteristic Results

In order to display the value of Tianjin CORS stations’ deformation, the eleven
stations’ annual deformation rate were calculated based on the filtered results, as
well as the RMS of deformation rate. The results show in Table 1.

As demonstrated in Table 1, most stations’ U direction annual movement were
lager than E and N direction. Some annual movement even reached to 40 mm/yr.

Fig. 2 The stability of JIXN station in NEU directions
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In N direction, all stations move towards South except SW01. We investigated the
reason and found that some subsidence funnels lied in the North where was very
near to SW01, and the funnels had larger subsidence rate than SW01, that’s why
SW01 moves toward North. In E direction, all stations move towards East except
CH02, but the movement rate less than 1 mm/yr.

In order to directly illustrate the deformation characteristic of Tianjin CORS
stations, a plane accumulated deformation graph and a vertical accumulated sub-
sidence graph were drawn as shown in Fig. 6.

Fig. 3 CH01 station N direction before and after filtered

Fig. 4 CH01 station E direction before and after filtered
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As seen from the plane graph, all stations movement towards South–East except
SW01, the reason why SW01 moves towards North–East explained above. The
largest accumulated plane movement value is about 84 mm named CH01. We also
see that all the stations had subsidence, the stations located in West had larger
subsidence accumulated value than the East. The largest subsidence value is about
400 mm named CH01 and SW01.

Fig. 5 CH01 station U direction before and after filtered

Table 1 Annual deformation rate of Tianjin CORS stations

Station
name

N deformation rate E deformation rate U deformation rate

Annual rate
(mm)

RMS
(mm)

Annual rate
(mm)

RMS
(mm)

Annual rate
(mm)

RMS
(mm)

CH01 −5.2 0.7 7.3 0.7 −40.8 1.8

CH02 −3.8 0.7 −0.6 0.7 −3.5 2.8

DZ01 −4.1 0.7 2.0 0.7 −9.7 1.9

DZ02 −3.3 0.8 2.1 0.7 −19.1 2.6

KC01 −3.2 0.8 1.4 0.9 −17.8 1.8

KC02 −4.2 0.7 3.2 0.6 −29.0 1.8

KC03 −2.3 0.7 3.9 0.7 −29.7 1.8

SW01 3.1 1.2 1.3 0.7 −40.5 2.5

TJA1 −0.7 0.6 0.4 0.8 −8.8 2.3

TJA2 −3.8 0.8 1.8 0.6 −0.9 2.1

YC01a −5.3 0.3 1.7 0.3 −19.8 0.8
aRepresents the datasets was last till to the year 2011
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According to the analysis, considering the tolerance error of engineering sur-
veying, the Tianjin Geoinformation Reference Frame, which was sustained by
Tianjin CORS, should be updated in every 3–4 years in plane, and the height
should be updated every year.

4 Conclusion

The CORS spatial deformation analysis method and the general processing pro-
cedure are presented in this paper. This paper also focused on the deducing model
of soft threshold wavelet denoising with the variance–covariance of CORS baseline
solution. Those methods and models have been applied in Tianjin CORS time
serials processing and some qualification results were calculated. From the analysis,
there were about 84 mm maximum accumulated plane movement towards South–
East, and about 400 mm maximum accumulated subsidence in height direction. All
the stations’ movement values were different. The results of the deformation also
have been used for the updating of Tianjin Geoinformation Reference Frame which
sustained by Tianjin CORS. The experience and data processing methods of
Tianjin CORS can also be referenced by any other city CORS.

Acknowledgements This study is funded by Key Laboratory of Geo-informatics of State Bureau
of Surveying and Mapping in 2016.

Fig. 6 Tianjin CORS stations accumulated deformation in plane (left graph) and accumulated
subsidence in vertical (right graph)
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Wide Area Beidou Foundation Enhanced
Grid Space-Time Interlinked Science
and Education Collaborative
Experimental Service

A Science and Education Cooperative
Experiment Demonstration Platform for the
Wide-Area and Grid Enhanced China Beidou
Satellite System

Jianping Xing, Zedong Wang, Zidong Wang, Zhao Wang,
Shengli Wang and Tao Yang

Abstract The typical applications of future smart cities require an integrated
system that performs multi-source spatiotemporal information collection, trusted
information transmission, real-time big data fusion and precise electronic map
display, which involves issues such as different standards, platforms and applica-
tions among different systems. To tackle these issues, taking the Internet of Things
and Smart Campus as examples, a demonstration platform for collaborative science
and education study is needed for exploratory research and education purpose. This
paper proposes a next-generation network science and education experiment plat-
form on the China educational network, using the wide-area grid-base enhanced
Beidou GNSS system. It provides real-time positioning of mobile or static targets in
scales of sub-meter and centimeter, as well as implements high-precision time
calibration and real-time communication services. This study develops the

J. Xing (&)
School of Microelectronics, Shandong University,
Shanda Nanlu 27, Jinan 250100, China
e-mail: sduxingjianping@163.com

Z. Wang � Z. Wang � Z. Wang
School of Information Science and Engineering, Shandong University,
Shanda Nanlu 27, Jinan 250100, China

S. Wang
Institute of Ocean Engineering, Shandong University of Science and Technology,
579 Qianwangang Road, Huangdao District, Qingdao, Shandong Province 266590, China

T. Yang
Shandong Star Beidou Information Technology Co., Ltd, Qilu Software Park,
Gaoxin District, Jinan City, Shandong Province 250000, China

© Springer Nature Singapore Pte Ltd. 2017
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017
Proceedings: Volume I, Lecture Notes in Electrical Engineering 437,
DOI 10.1007/978-981-10-4588-2_22

255



BD + GPS positioning equipment and proposes an algorithm to combine the
inertial navigation, network and database load balancing technology to achieve high
concurrency, large data storage, processing and application access. The data col-
lection experiments on mobile and static targets were conducted in Jinan, Qingdao
and Weihai. The preliminary results show that the system can effectively solve the
problem of real-time network processing for large-scale users and sub-meter level
and centimeter-level positioning of mobile objects in Beidou foundation enhanced
grid-based service science and education experiment system. This research provides
an application basis for high-precision positioning in the coming big data era.

Keywords Beidou foundation enhanced � Grid services � Large-capacity con-
current � Next generation network � Science and education coordination

1 Introduction

In July 2016, the General Office of the CPC Central Committee and the General
Office of the State Council jointly issued the “Outline of the Development Strategy
of the National Informatization”, and proposed to “enhance the capacity of space
facilities, coordinate the construction and application of the Beidou satellite navi-
gation system and advance the Beidou industrialization and going out”. Accelerate
the next generation of large-scale Internet deployment and commercial use.

The typical applications of the future smart cities [1] include the integrated
system of multi-industry space-time information collection, reliable objects trans-
mission, large data fusion processing and precise electronic map display, which
involves many standards, technologies, data, platforms and applications, And the
wisdom of the campus as an example, we need to build a clear and hierarchical
technology line demonstration of science and education collaborative experimental
platform to study and first verify the content [2].

In this paper, a platform for next-generation network science and education
experiment is proposed, which is for BeidouGNSS ground-based enhanced grid-based
time-space fusion service information processing with wide-area features for intelli-
gent campus teaching, especially the three-dimensional, whole-process foundation,
verification, system, innovative course, teaching material, experiment, training, com-
petition and so on of moving target and large capacity concurrent application per-
ception, transmission, storage, processing, display, control and service.

Based on the study of differential positioning of satellite signals, the Wide area
Beidou foundation reinforced grid test platform is studied and constructed in this
paper. It provides real-time sub-meter, centimetre-level positioning for mobile and
static targets, as well as high-precision time integration and real-time integration of
communication services. The research proposes a grid pseudo-range differential
positioning strategy algorithm which provides a significant reduction in data center
data processing burden. At the same time, the study uses network and database load
balancing technology to achieve high concurrency, large data storage, processing
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and application access. Combined with Jinan, Qingdao, Weihai and other
off-campus experimental network to carry out a new energy vehicle network with
moving targets, multi-source fixed target of the wisdom of the campus space-time
information collection specific validation, and the information system planning and
design, space and time to demonstrate the course system and experimental training
system planning and design. It is indicated that the construction of the
next-generation network on the educational network, the Beidou, enhances the
grid-based space-time science and technology collaborative service platform, which
can improve the utilization of existing resources and provide theory and application
basis for high-precision positioning of the next-generation network large data age.

2 Wide-Area Beidou Reinforcement Grid-Based
Space-Time Collaborative Experiment Service

2.1 Service Platform Design Principles

Beidou high-precision positioning system as the infrastructure of a smart city,
intelligent campus, and the sound, light, heat, electricity, mechanics, chemistry,
biology, location and other needs of information collected by the Internet of Things
is a basic resource. According to the principles of resource reconstruction,
on-demand use, and module configuration, through the large data technology and a
series of intelligent combination of information technology to meet the needs of
different professional and scientific experiments, for the next generation network,
Beidou applications, the development of things to provide a unified test platform.

2.2 Service Platform Design

Wide-area Beidou enhanced grid-based space-time science and technology col-
laborative experimental service platform is the integration of the Beidou credible
high-precision space-time information, multi-source information and education
network resources. The development of large data resources based on “Internet +”
mode can realize the information sharing among different subjects and experiments,
and develop the data service model based on Big Data of Beidou.

Service platform from the top of the unified design, the formation of the per-
ception layer, network layer, support layer and application layer 4-layer platform,
especially the first three layers of effective integration and unity [3]. The structure of
the service platform is shown below (Fig. 1).

The sensing layer is a kind of positioning terminal including the Beidou
high-precision positioning base station, sensors such as acousto-optic heating and
experiment terminal. It is responsible for collecting satellite navigation data and
multi-source information, and parsing related protocols.
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The network layer mainly provides the communication function for the real-
ization of the service function, including the education network, the next generation
network involved in the Internet, the wireless network, the cluster network and
other means of transmission to realize the protocol conversion between the sensing
layer and the network layer. The network layer also takes care of the management
of the platform network.

The support layer provides the necessary flat storage, high-performance com-
puting, mapping, workflow, middleware, and service APIs for the service platform.

In the application layer, the service platform will provide positioning, naviga-
tion, timing and other basic functions of the public service platform. The service
platform has both software and hardware experimental platform, covering elec-
tronic design experiment, information data processing and other courses teaching
content. On this basis, the professional users can organize their own basic exper-
iment, the development of experiments, application and promotion of different
levels of verification experiments.

2.3 Platform of Science and Education Cooperative
Experiment Construction

The service platform uses the education network to build Beidou positioning refer-
ence base station in Jinan, Qingdao, Weihai, respectively. The network center is built
in Jinan which serves as the entire service platform for network management; the sub
network center is built in Qingdao, serving the local area network management.

Network Center is the core of the service platform, mainly running the internal
network, data processing software, user monitoring software, databases, servers and

Sensing layer

Network layer

Support layer

Application layer

Spatiotemporal data Protocol Resolution 
ProcessingMulti - source information

Wired network 
data gateway

Wireless network
data gateway

Network management 
services

Beidou Space – Time
Data Center

Wisdom 
campus ……

Image database

Special 
network Cluster

Science and education 
information database

Infrastructure 
database

Laboratory 
Management

High-performance 
servers

API (text, sound,
 video, services, etc.)GIS Workflow Middleware

Public service platform (positioning, navigation, timing)

Intelligent 
traffic

Intelligent 
logistics

Experiment 
management

Fig. 1 Wide area Beidou enhanced grid space-time science and technology collaborative service
platform structure
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other components. The network center analyzes, divides, synchronizes, solves,
generates and processes the data provided by the base station, and carries out data
fusion or information integration according to the service requests made by the
users. The system can be used for data collection [4, 5].

Based on the comprehensive consideration of the observation environment,
communication environment and electromagnetic environment, the Beidou ground
station of Jinan City is constructed at the top of information building of Shandong
University Center Campus. Receiver with VNet6 high-precision GNSS receiver, set
the receiver connected to the data center, and the receiver saves observation data of
the latest week.

In the design of experimental devices, a variety of experimental system devices
such as hand-held terminals and vehicle terminals are designed for the purpose of
carrying out various experiments flexibly.

3 Key Technologies

3.1 Virtual Grid Pseudo-range Differential
Localization Strategy

The virtual grid pseudo range differential positioning strategy divides the reference
station area into several networks according to the distance or area, and interpolates
the virtual observation values of the network points by interpolation method. Then,
the data processing center selects the nearest grid point from the user terminal
according to the probability coordinates uploaded by the user, and sends the virtual
observation value of the network point to the user for pseudo range differential
positioning.

Suppose the latitude and longitude coordinates of the three reference stations are
P1ðB1; L1Þ, P2ðB2; L2Þ, P3ðB3; L3Þ, respectively. The observed data of the three
reference stations are ObsiðCi

1;P
i
2; L

i
1; L

i
2; S

i
1; L

i
2Þ, i indicates the reference station

number, i ¼ 1; 2; 3 the plane equations for the triangular elements formed by fitting
the three reference station is:

Obs ¼ f B; Lð Þ ¼ a0 þ a1Bþ a2L ð1Þ

Then, B, L is the latitude and longitude of each virtual observatory coefficient,
a0, a1, a2 are determined by Observed data from three reference stations, as shown
in Eq. (2)

Obs1 ¼ a0 þ a1B1 þ a2L1
Obs2 ¼ a0 þ a1B2 þ a2L2
Obs3 ¼ a0 þ a1B3 þ a2L3

8<
: ð2Þ
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Then, Obs1, Obs2, Obs3 are observed data for the three reference stations. Solve
Eq. (2) to obtain the coefficient a0, a1, a2:

a1 ¼ L1�L3ð Þ Obs1�Obs2ð Þ� L1�L2ð Þ Obs1�Obs3ð Þ
B1�B2ð Þ L1�L3ð Þ� B1�B3ð Þ L1�L2ð Þ

a2 ¼ B1�B3ð Þ Obs1�Obs2ð Þ� B1�B2ð Þ Obs1�Obs3ð Þ
B1�B3ð Þ L1�L2ð Þ� B1�B2ð Þ L1�L3ð Þ

a0 ¼ Obs1 � a1B1 � a2L1

8><
>: ð3Þ

Then, B, L is substituted into the Eq. (1) to get the virtual observation value of
the virtual observing station C1, P2, L1, L2, S1, S2. In this way, the position of the
virtual observatory closest to the user’s location can be obtained:

Nx ¼ X�XMIN
d

� �
Ny ¼ Y�YMIN

d

� �
�

ð4Þ

Among them, Nx, Ny are the line number and column number of the virtual
observatory closest to the user’s location in the network; [] Is rounded to the
operator; X, Y are the probability positions coordinate of the user; XMIN, YMIN are the
coordinate precision and latitude minimum of each virtual observing station; d is
the grid spacing.

The ground reinforcement area planning to reduce the data processing center for
each terminal interpolation calculation of the burden of server computing to
effectively address the large amount of user-oriented sub-level positioning problem
for the future of high-precision positioning of the data age to provide solution. The
following figure shows the test network, three sites in Jinan, Qingdao and Weihai
have been used, the transfer system in the triangle area has been able to achieve
sub-meter positioning (Fig. 2).

Fig. 2 Virtual grid pseudo-range differential positioning strategy test network
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3.2 Low-Cost Integrated Navigation Terminal Board

In order to extend the use of the wide-area Beidou to enhance the use of grid-based
space-time science and technology collaborative experimental service platform, an
integrated navigation algorithm based on inertial navigation and Beidou enhanced
loosely coupled to terminal card implementation is presented in this paper. The
integrated navigation system can realize the complementarity of GNSS and inertial
navigation systems, and achieve continuous, all-weather and high-precision navi-
gation, and obtain better performance in accuracy and reliability than any naviga-
tion equipment. Using MPU9250 as IMU, the navigation terminal board can meet
the high-precision positioning and low-cost requirements (Fig. 3).

3.3 High Concurrency, Large Data Storage, Processing
and Application Access

The wide area Beidou enhanced grid space-time science and technology collabo-
rative service platform faces Shandong province and even more wide area. There
are a large number of intelligent terminals and platform interaction. In order to
ensure the successful completion of the interaction process, the database uses load
balancing technology, distributed processing technology, database data level divi-
sion technology based on the data model, data partitioning technology based on the
time, to fully utilize the storage and processing capacity of multiple databases to
provide query, statistics and data mining services.

Fig. 3 Handheld locator made with board and the terminal fixed-point test (no differential mode
accuracy of 5–10 m)
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4 Wide Domain Beidou Enhanced Grid-Based
Space-Time Science and Technology
Co-experimental Service Applications

4.1 Teaching Experiment: Internet of Things

In the wide domain Beidou enhanced grid space-time science and technology
cooperation in experimental teaching services in colleges and universities, a general
model of universality is proposed, which forms a teaching chain of perception,
transmission, storage, processing, control and service.

At the same time, according to the curriculum arrangement of colleges and
universities, a teaching design of knowledge points: teaching, learning, training,
examination, research and creation is put forward in this paper. From the reception
of navigation satellite signals to the user to use the entire link, involving
multi-disciplinary, multi-disciplinary knowledge, different links can be used as
different courses of experimental teaching content, there are 17 courses, about 8
credit hours, which is equivalent to 4 standard courses (Table 1).

Wide Area Beidou enhanced grid space-time science and technology collabo-
rative experimental service platform, in the data sources, network connections,
application testing and other aspects of teaching for the curriculum to provide a
variety of resources. So, it can lead the teaching model from the traditional teaching

Table 1 Space of physical information of knowledge points teaching table

Knowledge points Hours Knowledge points Hours

Information system planning
and design

4 Advanced programming techniques 10

Embedded software and
hardware (case)

10 Electronic map production Electronic
map production

6

Beidou navigation, enhanced 6 Network communication (case) 4

Database 8 Land information system 6

System software development
(case)

4 APP software development 8

Software engineering 4 System integration (bidding,
supervision)

6

Big data analysis and
calculation

6 Project roadshow 4

Intellectual property 4 Testing and Reliability 2

Subtotal 96 h = 6 credits, 3 standard courses

Practical innovation course
design

2 credits

Total 8 credits, 4 standard courses
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model to project-oriented teaching, students in the actual project environment
hands-on to enhance the understanding of knowledge points to improve the effi-
ciency of curriculum teaching. C language and embedded development courses as
an example, the comparison between the traditional teaching mode and the existing
teaching mode is as follows (Table 2).

4.2 Scientific Research Experiment: Study
on Public Traffic Signal Priority

“Bus priority”, that is, on the right of way, the establishment of public transport
priority rights to achieve priority to the development of public transport, to reduce
the pressure on the purpose of urban roads [6]. The study of public traffic signal
priority works on the wide-area Beidou enhanced grid-based space-time science and
technology cooperative experimental service platform, sets up bus test field in the
Shandong University Xinglong Hill campus, set the new energy Shandong
University Beidou Space Test vehicle as the test terminal, and the vehicle is
equipped with intelligent bus stop and sub-meter antenna system.

Beidou sub-meter lane-oriented bus priority system to sub-meter positioning
accuracy, precise timing, reporting data per second, and the real-time calculation of
the data collected per second analysis, solve problems with global and real-time
policies. And, it has a strong Beidou backstage, can provide the necessary technical
support to the “Governance Blocking “ project of Jinan City (Fig. 4).

Table 2 Comparison of two kinds of teaching mode

Course Traditional teaching mode Project-based teaching mode

C language 1. Focus on sentences, grammar and
other details of teaching
2. Adopt “concept, examples to
explain, exercises” approach
3. “Teach” is the center

1. Focus on the complete project
solution
2. Using the “ask questions, seek
ways to broaden the knowledge,
skills, problem-solving” approach
3. “Learn” is the center

Embedded
development

1. From the curriculum itself, the lack
of other professional point of view to
consider curriculum design
2. Can not meet the learning needs of
different professional background
3. Teaching experiments are basically
basic confirmatory experiments

1. Comprehensive knowledge of all
aspects of the project points
2. Different professionals according
to different needs, design their own
experiments
3. Task-driven, complete the entire
project
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5 Conclusion

On the basis of making full use of the resources of university education network,
Wide-area Beidou enhanced grid-based space-time science and technology col-
laborative experimental service platform, can effectively solve the moving target
sub-meter level and fixed target centimeter-level positioning of large users in
real-time network processing problems, To support the innovation of teaching and
diversification of scientific research projects carried out for the next generation of
large data era of high-precision positioning to provide theoretical and application
basis for the development of the Big Dipper and the Internet of Things to provide an
open, unified experimental platform.

Acknowledgements The first author is grateful to the support of the Shandong Province inde-
pendent innovation major project (Beidou high-precision positioning equipment industrialization,
network service platform).
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Single-Antenna Attitude Determination
Using GNSS for Low-Dynamic Carrier

Wen Chen, Chao Yu, Miaomiao Cai and Yaxuan Dong

Abstract Single-antenna pseudo-attitude determination method has the advantages
of low cost and low space requirement, thus has got more and more attention by the
field of high dynamic navigation. However, researches on its application to
low-dynamic carriers have not been carried out. This paper discusses the feasibility
of the pseudo-attitude determination method in low-dynamic application. Three
kinds of errors of this method are summarized, and correction methods are also put
forward. Vehicle experiment suggest that if we adopt reasonable threshold to
mitigate the measurement error, and simultaneously use sudden change detection to
eliminate the offset error, the GNSS single-antenna pseudo-attitude determination
method can be used to measure the attitude of low speed carriers at m/s level. The
standard deviation of the pseudo-azimuth angles is 3.7°, and that of the
pseudo-pitch angle is 1.4°. This method has great practical significance for small
carriers, which cannot accommodate multiple antennas. In addition, for the existing
single-antenna carriers, this method can provide reliable attitude information
without adding any equipment or making any device modifications, thus is of great
application value and economic benefits.
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1 Introduction

Attitude determination is an important branch of GNSS applications. Compared
with inertial navigation unit, GNSS attitude determination technology has many
characteristics, such as low cost, and no initial correction or temporal accumulated
error, thus becomes more and more attractive. Traditional GNSS attitude deter-
mination are mainly in multi-antenna mode, the attitude angles of carriers are
obtained from the baseline vectors among two or more antennas deployed on the
carrier. Multi-antenna attitude determination can get the real attitude, however, it
needs to use several antennas, which increases the expense. In addition, for the
carrier with limited space such as unmanned aerial vehicle (UAV), it also raises the
difficulty of deploying the antennas.

To reduce the cost and meet the space requirement of special carriers, [1] pro-
posed an attitude determination method using single-antenna. This method sub-
stitutes the carrier rotation angles with the trajectory rotation angles, thus called the
pseudo-attitude determination method. Previous studies showed that this method
can reach the precision requirements of high-dynamic carrier attitude measurement,
such as UAV [2–5]. However, researches on its application to low-dynamic carriers
(such as vehicles, ships) have not been carried out. In low-dynamic scenarios, the
deviations of the pseudo-attitude angles from the real attitude angles may not be
neglected. Solutions should be put forward to ensure the reliability of pseudo-
attitude determination method. This paper summarizes three kinds of deviations
between the pseudo-attitude angles and the real attitude angles in low-dynamic
scenarios, and proposes corresponding correction methods for these deviations.
Through vehicle experiments, the feasibility of the proposed scheme is verified.
Pseudo-attitude determination method is of potentials to reduce the cost of GNSS
attitude measurement for low-dynamic carriers, thus is very valuable to popularize
GNSS application for civil use.

2 Single-Antenna Attitude Determination
for Low-Dynamic Carriers

2.1 Pseudo-attitude Determination Method

Let the three components of GNSS antenna velocity relative to the earth in the local
geographic coordinate are tn,te,tu. The pseudo-azimuth us and pseudo-pitch angle
hs are defined respectively as

us ¼ arctan me=mnð Þ ð1Þ

hs ¼ arctan mu=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2e þ m2n

q

� �

ð2Þ
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The pseudo-roll angle cs is calculated based on the acceleration. The acceleration
a can be decomposed into at and an respectively along the radial and normal
direction of the velocity v. Similarly, the acceleration of gravity g can also be
decomposed into gt and gn respectively. Lifting acceleration l of an object may be
considered as the summation of lift force and gravity, that is l ¼ an � gn.
Simultaneously, utilizing g and v, we can construct the horizontal vector p, and let
p ¼ g� m ¼ gn � m, here � means vector multiplication. Thus, cs is defined as

cs ¼ arcsin l � pð Þ= lj j � pj jð Þ½ � ð3Þ

2.2 Deviations from the Pseudo-attitude Angles
to the Real Attitude Angles

Different from the traditional multi-antenna attitude measurement technique, the
pseudo-attitude attitude determination method calculates the rotation angles of the
carrier trajectory relative to the earth. Thus it inevitably contains some deviations
comparing with the real attitude angles. These deviations can be divided into three
categories.

2.2.1 Measurement Error

When the carrier moves slowly, the measurement error of velocity can cause large
deviation of the pseudo-attitude angles. Taking the pseudo-azimuth angle as an
example, when the measurement error is considered, the pseudo-azimuth angle can
be written as

u0
s ¼ arctan me þ eeð Þ= mn þ enð Þ½ � ð4Þ

where ee and en are velocity measurement errors in the east and north direction
respectively. We can see that when the velocity component values (me and mn) are
small, the error terms (ee and en) will lead to large measurement deviation of
pseudo-azimuth angle. Similarly, the velocity measurement errors will also cause
deviations of the pitch and roll angles. This type of error is called the measurement
error in this paper.

2.2.2 Offset Error

When estimating the pseudo-attitude angles, we define the carrier velocity as the
velocity of its geometric center, however, which we in fact measuring is the
velocity of the antenna. The offset of the antenna position from the carrier
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geometric center will cause the deviation of pseudo-attitude angles. Assume the
carrier firstly drives northward, then turns eastward (or turns right), and runs along
the arc AB curve ðy ¼ f ðxÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2 � x2
p

Þ in an uniform speed. The assumed tra-
jectory of the carrier is shown in Fig. 1.

Given the length of carrier is n meters, when the carrier runs along the arc AB,
the coordinates of carrier head are,

x1 ¼ xþ n=2� cos arctanðf 0ðxÞÞð Þ;
y1 ¼ yþ n=2� sin arctanðf 0ðxÞÞð Þ ð5Þ

Also, the coordinates of the rear of carrier are,

x2 ¼ x� n=2� cos arctanðf 0ðxÞÞð Þ;
y2 ¼ y� n=2� sin arctanðf 0ðxÞÞð Þ ð6Þ

Suppose the radius of the quadrant trajectory is very small, let the range of x is
−0.1–0 m, and n ¼ 5. Figure 2 is the simulated trajectories of carrier center (black
line), carrier head (red line), and carrier rear (blue line). It indicates that if the offset
length is far greater than the radius of the quadrant trajectory, the deviation in
azimuth angle caused by offset error will be close to 90° (red line) or −90° (blue
line).

2.2.3 Lateral Error

Lateral error caused by crosswind has already been discussed in high-dynamic field.
In heavy crosswind condition, the carrier will probably move laterally, which
makes the carrier trajectory deviate from the scheduled route. Therefore, the cal-
culated pseudo-azimuth angle based the trajectory will contain a sideslip angle
caused by crosswind, and lead to the deviations from real azimuth angle [6]. In
addition, the change of wind speed can also cause the error of pseudo-roll angle. In
Eq. (3), the acceleration of wind speed is assumed to be zero. This assumption is
only applicable to the situation that the change of wind speed is not significant.

Fig. 1 The assumed
trajectory of the carrier
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However, it will no longer valid when serious wind shear occurs or under
non-coordinate flight (such as severe slip or yaw maneuver). In these conditions,
pseudo-roll angle will deviate from real roll angle obviously [1]. This paper defines
the error caused by crosswind as lateral error. The lateral error not only exists in
high-dynamic application, but also in low-dynamic application (e.g. vehicle and
ship), the sideslip of the vehicle and disturbances of crosswind and cross wave to
the ship, for instance.

2.3 Single-Antenna Attitude Determination
for Low-Dynamic Carriers

To correct the measurement error, speed threshold is used in this paper. If the
vehicle speed is less than 10 cm/s, we do not measure the pseudo-attitude angle at
the present epoch, but substitute it with that at the previous epoch.

To reduce the offset error, we can install the antenna as near as possible to the
carrier center.

Since we found no obvious lateral error in the vehicle experiment mentioned in
the next section, we do not go into details in this paper.

3 Experiments

Vehicle experiment is processed in two steps. First is to validate the feasibility of
pseudo-attitude determination method in vehicle environment. Second is to test the
strategies for correcting the measurement and offset errors. The test was carried out

Fig. 2 Trajectories of
different parts of carrier when
it turns around
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in the campus of East China Normal University on March 23th, 2015. We deployed
two antennas on the top of the vehicle with the baseline parallel to the principal axis
(Fig. 3). The baseline length was about 1.75 m. Two antennas were connected
with a multi-antenna synchronized GNSS receiver (Trimble BD982). The obser-
vations from antenna B were used to calculate pseudo-attitude angles (we let the
antenna B obviously offset from the vehicle center to show the effect of offset
error). The attitude results from dual-antenna were taken as the reference data.
Figure 4 shows the vehicle’s trajectory. It first stopped in point D for five minutes,
then ran around the campus slowly for two laps (about 13 and 10 min respectively).
The whole experiment lasted about 30 min The velocity of vehicle was estimated
based on the ionofree combination of pseudorange and carrier phase observations
using Kalman filter.

Figures 5 and 6 show respectively the pseudo-attitude results without correction
and dual-antenna attitude measurements. Since the road in campus is almost flat, the
roll angles are close to zero, we only demonstrate the results of azimuth angle and
pitch angle. It is easy to find that, when the vehicle is static (at the beginning and
end of the experiment), the pseudo-attitude measurements are disorderly, which are
obviously wrong. These results are caused by the measurement error. In contrast, as
the vehicle running (the speed is 2–3 m/s), the pseudo-azimuth and pseudo-pitch
angles coincide with the results from dual-antenna very well.

Figure 7 shows the corrected results with speed threshold. It demonstrates that
the disorderly results of static vehicle were eliminated. Since the vehicle was sta-
tionary at the beginning, there is no previous azimuth angle information, the
pseudo-attitude angles are assumed to zero at first. From epoch 2996 to 3082, there
is a sudden change of 180° in azimuth angle, which are inconsistent with the

Fig. 3 Antenna configurations in the vehicle experiment
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azimuth trend. It is a mixed problem of two reasons. First, the vehicle was turning,
but it drove slowly. We do not calculate the azimuth angle, but assign the value at
the previous epoch to it (165° at epoch 2995) to mitigate the measurement error,
which cause a deviation of 90° in azimuth angle. Second, the radius of the vehicle
trajectory was very small. According to the case in Sect. 2.2.2, the offset error will
also lead to a deviation of 90° in azimuth angle. And these two reasons will result a
total deviation of 180° in azimuth angle. For this error, the strategy in the paper is to
add (or minus) 180° to make the azimuth angles maintain consistent when the first
sudden change occurs, and stop the operation of adding (or minus) 180° when the
second sudden change occurs. Figure 8 shows the azimuth angle measurements

Fig. 4 Trajectory of the vehicle

(a) (b)

Fig. 5 Pseudo-attitude measurements a Azimuth angle b Pitch angle
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(a) (b)

Fig. 6 Dual-antenna attitude measurements a Azimuth angle b Pitch angle

(a) (b)

Fig. 7 Attitude measurements after measurement error correction a Azimuth angle b Pitch angle

Fig. 8 Azimuth angle measurements after offset error correction
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after the offset error correction, which essentially in agreement with the results from
the dual-antenna measurements. Comparison results show that the standard devi-
ation of pseudo-azimuth angles is 3.7°, and the standard deviation of pseudo-pitch
angle is 1.4°.

4 Conclusions

This paper discussed and tested the feasibility of attitude determination using
single-antenna GNSS receiver for low-dynamic carriers. Vehicle experiment results
show that if we adopt reasonable threshold to correct the measurement error, and
simultaneously use sudden change detection to eliminate the offset error, the GNSS
single-antenna pseudo-attitude determination method can be used to measure the
attitude of low speed carriers at m/s level. The measurement precision of azimuth
angles and pitch angles can reach the level of less than 5°. This method has great
practical significance for small carriers, which cannot accommodate multiple
antennas. For the existing single-antenna carriers, this method can provide reliable
attitude information without adding any equipment or making any device modifi-
cations, thus is of great application value and economic benefits.
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Differenced Measurements Between
Satellites Applied on RTK PPP
for Structure Monitoring

Xu Tang and XingXing Li

Abstract Double differenced (DD) GPS are widely used for civil structure mon-
itoring. Errors, introduced by troposphere/ionosphere and orbit, could be signifi-
cantly mitigated by the double differenced operator in short baseline applications.
The distance between reference station and roving stations, as well as the instability
of reference in nature disaster, limit the applications due to the failure of error
sources mitigation. RTK PPP using for bridge deflection monitoring is investigated
in this paper. Differenced ionosphere-free measurements are applied for avoiding
estimating the receiver’s clock error. GNSS data were gathered at 10 Hz with the
antenna mounted on the Severn bridge on 18th March 2010. Bridge deformation
results estimated by DD technology is used as truth against which the performance
of satellite differenced RKT PPP is assessed. The study implies real time PPP,
applying difference measurement between satellites, is competent for the suspen-
sion bridge deformation.

Keywords RTK PPP � Satellite difference measurement � Ionosphere-free linear
combination measurement

1 Introduction

Vast majority of GPS bridge deflection monitoring studies, carried out in the past
few decades, were using double differenced technology [1, 2, 5, 6, 11]. DD GPS
can estimate centimeter level accuracy deflections with mitigating the troposphere
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and ionosphere error sources, as well as the clocks’ errors both in satellite and
receivers. In some circumstance, such as earthquake, power outage of reference
station, the use of DD GPS is not possible. PPP is one alternative method for
providing precise standalone position with the precise products, such as clock and
orbital post-processed documentary. PPP is considered as the promising tools, has
been applied in many applications, such as precise orbit determination of low
orbital satellites [12]; coseismal displacement monitoring [4, 8]; real-time zenith
tropospheric delay (ZTD) estimation for meteorology analysis [10]. Different from
the DD operator eliminates/mitigates the most of error sources introduced from
troposphere, ionosphere broadcasted ephemeris and clocks’ errors, PPP applies the
precise produces from IGS analysis centers, takes the receiver clock error and
tropospheric ZTD as unknown parameters to estimate with the carrier phase
ambiguity and positions. The residual errors which cannot be modeled and elimi-
nated are called as un-calibrated fractional offsets (UFO). The un-calibrated frac-
tional offsets are absorbed into the carrier phase ambiguities, further, destroyed the
integer ambiguity property [3]. PPP can achieve centimeter level accuracy with
approximate half an hour’s convergence. The regional reference network is applied
to augment the PPP resolution for the instantaneous ambiguity fixing [7, 9] for
shortening the convergence time.

This paper employs the satellite-difference ionosphere-free measurement for the
PPP extracting the bridge deflection movements epoch by epoch. DD results is used
as truth against which the RTK PPP is applied in structure deflection monitoring
assessment.

2 Methodology

2.1 Linear Combined Ionosphere-Free Equation

The linear combined carrier phase and code measurements for the RTK PPP model
can be written as,

uði;jÞ ¼ qþ dT þ dtð Þ � cþ dorb þNði;jÞ � kði;jÞ � bði;jÞ �
�40:3TEC

f 2ði;jÞ
þ dtrop þ nuði;jÞ

þ Bði;jÞ þ bði;jÞ
� � � kði;jÞ

ð1Þ

Pði;jÞ ¼ qþ dT þ dtð Þ � cþ dorb þ Dði;jÞ þ dði;jÞ
� �þ bði;jÞ �

�40:3TEC
f 2ði;jÞ

þ dtrop þ nPði;jÞ

ð2Þ
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where, uði;jÞ and Pði;jÞ are the linear combined carrier phase and code measurements
in the unit of meters, respectively. q is the geometric distance between the tracked
satellite and receiver. dT and dt represent the clock errors of the tracked satellites
and receiver, respectively. c is the speed of light in a vacuum. dorb is the satellite
orbital error. TEC is the abbreviation of total electron content. fði;jÞ is the frequency
of linear combined carrier phase frequency. Nði;jÞ is the linear carrier phase com-
bination ambiguity, satellite and receiver linear combined un-calibrated carrier
phase delays in unit of cycles can be expressed as Bði;jÞ ¼ i � B1 þ j � B2 and
bði;jÞ ¼ i � b1 þ j � b2. The satellite and receiver linear combined code delays in unit

of meters are Dði;jÞ ¼ i�f1�D1 þ j�f2�D2
i�f1 þ j�f2 and dði;jÞ ¼ i�f1�d1 þ j�f2�d2

i�f1 þ j�f2 , respectively. The
first-order of combined measurements uði;jÞ and Pði;jÞ ionospheric linear coefficient
is bði;jÞ ¼ i=f1 þ j=f2ð Þ � fði;jÞ. nuði;jÞ and nPði;jÞ are linear combined carrier and code

random noise. dtrop is the tropospheric delay, including the zenith hydrostatic delay
(ZHD) and zenith wet delay (ZWD). With the empirical model, the total slant
tropospheric delay is given,

dtrop ¼ Mh � dZHD þMw � dZHD ð3Þ

where, Mh and Mw are corresponding mapping functions dependent on satellites’
elevations. dZHD and dZWD denote ZHD and ZWD, respectively.

The linear combined carrier phase and code measurements can be expressed as,

uði;jÞ ¼
i � f1 � u1 þ j � f2 � u2

i � f1 þ j � f2 ð4Þ

Pði;jÞ ¼ i � f1 � P1 þ j � f2 � P2

i � f1 þ j � f2 ð5Þ

In order to keep the integer property of the carrier phase measurement, i and j
could be arbitrary integer in the above equations, which means i; j 2 Z. f , u and P
with subscript 1 and 2 represent L1/L2 frequency, phase measurement and code
measurement, respectively. Linear carrier phase measurement wavelength is,

kði;jÞ ¼
c

i � f1 þ j � f2 ð6Þ

2.2 Kalman Filter for the Satellite Difference RTK PPP

Kalman filter is applied for estimate the unknown parameters including position,
tropospheric delay, as well as the undifferenced ambiguities. Receiver clocker’s
error which estimated in traditional PPP is not taken considering here, as the
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satellite differenced measurement absolutely eliminates this effect. Satellite differ-
ence RTK PPP’s Kalman filter state can be expressed as,

x ¼ dx dy dz dwet N1 . . . Ns½ �T ð7Þ

where, dx dy and dz are the position corrections at the component of x y and z,
respectively. dwet is the zenith wet delay (ZWD), reflects the levels of vapor in the
atmosphere. N with the subscripts from 1 to s denotes the number of s tracked
satellites’ ambiguities.

The observation equation coefficient H is designed as,

H ¼

l1 m1 n1 �1 0 0 0 . . . 1 . . . 0
l1 m1 n1 0 0 0 0 . . . 1 . . . 0
l2 m2 n2 0 �1 0 0 . . . 1 . . . 0
l2 m2 n2 0 0 0 0 . . . 1 . . . 0

..

. ..
.

lðs�1Þ mðs�1Þ nðs�1Þ 0 0 0 0 . . . 1 . . . �1
lðs�1Þ mðs�1Þ nðs�1Þ 0 0 0 0 . . . 1 . . . 0

2
6666666664

3
7777777775

ð8Þ

where, l;m and n denote the unit vector from receiver to tracked satellites; the
column, which elements are all 1, is the ambiguity coefficient of reference satellite.
Reference satellite is chosen by the highest elevation within all tracked satellites.

3 Experiment–Severn Suspension Bridge, UK

Severn bridge connects Wales and England over the Severn bridge. Main span of
the Severn bridge is 998 m, supported with two 136 m towers. The Severn bridge is
equipped with anemometers and thermometers, as well as weight-in-motion
(WIM) sensors on the Welsh side of bridge, which is 1.522 km away from the
Beachley supporting towers. WIM sensors can record the weight of the vehicle, as
well as its travelling direction and speeds, when vehicle travels over these WIM
sensors. The traffic load on Severn bridge, at any time/any point, can be derived
from the vehicles’ weight, speed and the distance between vehicle and WIM sen-
sors. It is important to note that this load traffic is derived with the assumption of all
vehicles traveled over the bridge with some constant speeds which were recorded
by the WIM sensors. This field work was carried out from 10 to 12 March 2010 and
again on 18 March 2010. The study is focused on the dataset gathered on 18th. We
attached 9 dual-frequency survey grade GPS/GLONASS receivers on the bridge.
4 of them located on the top of two pairs of towers with 20 Hz sampling rate, the
rest of 5 receivers were mounted on the suspension cables with 10 Hz sampling
rate. Two receivers were setup on the stable ground, respectively, for processing the
data relatively with the survey points on the bridge. The relative results would be
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used as truth deflection against which the RTK PPP results are assessed. Figure 1
illustrates the configurations of survey points. Point A/B/C/D/E are mounted with
GPS/GLONASS antennas. T1/T2 and T3/T2 are the surveying points on the sup-
porting towers. This configuration allows us analyzing the synchronize movements
of Towers with bridge deck.

4 Results

The vast amount of data is processed by both DD and satellite difference RTK PPP
techniques. The DD technology has been well applied in many structures deflection
monitoring. The DD deflections are treated as truth movements to assess the
satellite difference RTK PPP results. This section also finds the synchronized
movements between the towers, as well as the deck movement, the relationship
between deflections and bridge weight loads.

Figure 2 illustrates the deflections of the supporting towers in the longitudinal
direction. The pairs of supporting towers longitudinal deflections have an evident
consistency. This is evident, in particular, between tower 03 and tower 04 results, as
well as tower 1 and tower 2. Figure 2 also imply the satellite difference RTK PPP
could be used for detecting small movements detection.

Figure 3 shows the DD vertical results, as well as the one of satellite difference
RTK PPP results over 1 h. the satellite difference RTK PPP has strong consistency
with the DD results, particularly the peaks exist in the two waveforms. It is nec-
essary to notice there is gradually movement in satellite difference RTK PPP,
evidently, but does not exist in DD results. This gradually position movement is
derived from the ambiguity integer property destroyed, as well as the tropospheric
delay residuals.

The traffic load is derived from the weight sensors data, 1.522 km away from the
beachley supporting towers. Weight sensors could record the weight of vehicle and
its heading direction when passing the bridge. The traffic weight load is calculated

Fig. 1 Survey points on the Severn bridge, as well as the WIM sensors location

Differenced Measurements Between Satellites… 281



15:10 15:11 15:12 15:13 15:14 15:15 15:16 15:17 15:18 15:19 15:20
time (hh:mm)

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

de
fle

ct
io

n 
(m

)
Tower1
Tower2
Tower3
Tower4

Fig. 2 Satellites difference RTK PPP deflections at 4 towers’ survey points in longitudinal
direction from 15:10 to 15:20

Fig. 3 Satellites difference RTK PPP and DD deflections in vertical direction at survey point B
over 1 h
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under the assumption of all the vehicle traveled over the bridge over a constantly
speed which is recorded by the weight sensors. Figure 4 illustrates the relativity
between bridge vertical movements at the suspension cable survey point and the
traffic load over 5 min. In the bottom panel of Fig. 4 from 15:06 to 15:07, the
bridge weight load is up to approximate 50 tons on the north-side of main span,
with correspondingly large vertical deflection at location B.

5 Conclusion

Double differencing operator can mitigate the tropospheric and ionospheric delays,
and eliminate the satellites and receiver’s clock errors in GPS monitoring appli-
cations. Many previous researches used double differenced GPS techniques for
detecting the movement of bridges, with very high accuracy. Real time PPP can
provide the position without any reference station. In this paper, satellite difference
RTK PPP is used for measuring the deflection of such a bridge without considering
the receiver clock’s error. Double difference movement results met agreement with
the one of RTK PPP. Satellite difference RTK PPP can not only derive the bigger
movements at survey point at suspension cable, but also the small movements on
the supporting towers. Traffic dataset are used to assess the amplitude of movement.
Real time satellite difference RTK PPP can derive the bigger movements while
there is a heavy traffic.

Fig. 4 Vertical deflection at survey point B (top panel) and the total load of traffic (bottom panel)
on the north side of main span over 5 min
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Research on Retrieval of PWV Based
on PPP and NCEP/NCAR Global
Reanalysis 1 Data

Zhilu Wu, Yanxiong Liu, Xiufeng He, Kai Guo, Lina He
and Menghao Li

Abstract Aimed at lack of temperature and pressure data in retrieving Precipitable
Water Vapor (PWV) from Precise Point Positioning (PPP), a Layer Interpolation
Method (LIM) used the NCEP/NCAR layer reanalysis data is proposed. 14 IGS
stations located at different altitudes are selected to validate the method with its
meteorology files. The interpolated temperature and pressure values from the LIM
and those from the classical Surface Interpolation Method (SIM) have been com-
pared with the observed data, further for evaluating effect on the derived PWV. The
experimental results show that (1) two interpolation methods perform well in
pressure at the GPS sites below 2000 m with RMS 1.79 mbar (LIM) and 3.83 mbar
(SIM), LIM is better than SIM. While the interpolated temperature values nearly
have the same accuracy with RMS 3.63 K (LIM) and 3.69 K (SIM). (2) The LIM
and the SIM exist the large pressure errors for the GPS site above 3000 m as
LHAZ. The interpolated pressure error reach 8 mbar, which contributes 3 mm
PWV error. While the accuracy is still better than the accuracy of PWV without
meteorological data, especially for LIM with the improvement from 4.36 to
3.29 mm. (3) The derived PWV accuracy with interpolation data shows obvious
positive correlation with the accuracy of the interpolated pressure data, while the
accuracy of PWV has no correlation with temperature data, which means the
accuracy of retrieving PWV is mainly effected by pressure. (4) The accuracy of the
PWV retrieved with the interpolated meteorological data has no obvious coupling
relation with altitude and latitude.

Keywords PPP � NCEP/NCAR reanalysis 1 data � Cubic hermite interpolation �
IGS stations
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1 Introduction

With the development of Precise Point Positioning (PPP) technology, the research
on Precipitable Water Vapor (PWV) based on PPP is widely carried on. PPP
technology has the advantage of no reference stations, no correlation between the
stations, no distance limit, single receiver position process and so on, existing
research shows that PPP derived Zenith Troposphere Delay (ZTD) has the same
accuracy of network resolution [1] ZTD estimation based on the static PPP tech-
nology is relatively mature at present, the accuracy of PWV based on PPP and IGU
product (International Unit/IGS fast forecast product) is 2–3 mm [2].

Meteorological data such as pressure and temperature of observation stations
are necessary when retrieving PWV based on PPP. While in the actual observa-
tion, stations sometimes are not equipped with meteorological instruments, which
cause the missing of meteorological data. Therefore, Meteorological data can only
be calculated through equations from sea level, therefore, the accuracy of PWV
will be effected. Research shows that the accuracy requirement for pressure has to
be in the range of 1–2 mm to achieve roughly 1.5–3 mm accuracy in Zenith
Hydrostatic Delay (ZHD) [3]. At present, many scholars at home and abroad put
forward using the NCEP (U.S. National Centers for Environmental Prediction)
reanalysis data to obtain meteorological data. NCEP data take varia-
tional data assimilation technology, fusing different kind of meteorological
observation data. When stations lack of observation meteorological data, accuracy
meteorological data can be obtained from NCEP reanalysis data. Schueler took
experiment based on NCEP data, the results verified the possibilities of estimating
the meteorological through weather models [3]; Wang obtained global PWV data
based on IGS troposphere product and NCEP interpolation meteorological data
[4]; Jade used 6 GPS stations of India, combined NCEP/CEAR data to inverse the
PWV of India area [5].

Basing NCEP reanalysis data to interpolate data in the vertical direction mainly
through empirical equations, but the changing of temperature and pressure in the
vertical direction do not entirely follow the empirical equation, which bring the
errors inevitably. In this paper, a method based on NCEP/NCAR hierarchical data is
proposed, cubic Hermite interpolation is used to conduct Layer Interpolation
Method (LIM). 14 global IGS stations are taken into consideration to carry the test,
comparing with the result of Surface Interpolation Method (SIM) [4, 6, 7] and
observation meteorological data. PPP retrieved PWV with observation data is taken
as true value and compare the true value with the results with two different inter-
polation data and without meteorological data to evaluate the accuracy of inter-
polation method.
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2 Meteorological Data Interpolation Method

2.1 Requirement of Meteorological Data
in the Retrieval of PWV

To retrieve PWV from PPP contain three main steps: estimation of troposphere
delay, atmospheric static delay estimation and conversion coefficient estimation [8].
In the paper, GPS ZHD is separated by models; GPS Zenith Wet Delay
(ZWD) component is set as parameter to be estimated; mapping functions model
use Nilell Mapping Function (NMF); taking into account the inhomogeneity of the
water vapor distribution, the atmospheric horizontal gradient correction parameters
are introduced [9].

SAAS model is used to estimate ZHD, troposphere weight average temperature
Tm is obtained by BEVIS equation during the transformation factor estimation [10].
Therefore surface pressure and temperature data are necessary during the calcula-
tion of ZHD and Tm.

2.2 Method of Meteorology Data Interpolation

2.2.1 Surface Interpolation Method (SIM)

NECP/NCAR reanalysis 1 data is an important part of the meteorological data
assimilation system, which is implemented by the U.S. National Weather Service in
1991 [6]. NCEP/NCAR can provide a resolution of 2.5° � 2.5° global grid analysis
of meteorological data (144 � 73), data ranges 90N-90S, 0E-357.5E, updated per
six hours. Based on near the surface (0.995 sigma layer) data, the main interpolation
steps are as follow:

1. Find the longitude and latitude data of the nearest four grid points around target
point S0, calculate the height of four grid points Si(i = 1, 2, 3, 4) at 0.995 sigma
layer:

H0:995i ¼ Hsi þRdT0:995i lnð1=0:995Þ=g ði ¼ 1; 2; 3; 4Þ ð1Þ

where H0:995i, T0:995i are the height and temperature of Si in 0.995 sigma layer
respectively, Hsi is the geodetic height of gird points Si, Rd is dry air gas constant.
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2. When interpolation in the vertical direction, first calculate the temperature Toi
and pressure Poi of four points Oi(i = 1, 2, 3, 4) with the same height as target
point S0, which is achieved through iteration. When difference between Hs and
H0:995i <20 m:

Toi ¼ T0:995i þ bðHs � H0:995iÞ ði ¼ 1; 2; 3; 4Þ ð2Þ

Tm ¼ ðT0:995i þ ToiÞ=2 ði ¼ 1; 2; 3; 4Þ ð3Þ

Hm ¼ ðHo � H0:995iÞ=Tm ði ¼ 1; 2; 3; 4Þ ð4Þ

Poi ¼ P0:995ie�g�HM=Rd ði ¼ 1; 2; 3; 4Þ ð5Þ

where b is the adiabatic lapse rate of temperature, b ¼ �5:930� 0:0359
ðT0:995i � 273:15Þ; Hm,Tm are intermediate variables. When the difference between
Hs and H0:995i is larger than 20 m, Hm become:

Mzi ¼
20 m;HS [Hoi

�20 m;HS\Hoi

(
ð6Þ

Ti ¼ Ts þ b � Mzi ð7Þ

Hm ¼
XHi

Hg

Mzi
ðTi þ Tiþ 1Þ=2 ð8Þ

3. Inverse Distance Weight (IDW) is used in the horizontal direction, the tem-
perature and pressure of GPS station are obtained at UTC 0, 6, 12 and 18 h
respectively.

4. When interpolation in the time domain, cubic spline interpolation is applied to
interpolate the temperature and pressure of the target time.

2.2.2 Layer Interpolation Method (LIM)

NECP/NCAR reanalysis 1 data provides 17 pressure layer data in each grid point,
which ranges from 1000 to 10 mbar. A new method based on pressure layer data is
proposed in the paper, the steps are as follow:

(1) Find the longitude and latitude data of the nearest four grid points around target
point S0, get temperature and height data of first six pressure layer respectively,
which are 1000, 925, 850, 700, 600 and 500 mbar.
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(2) Interpolate pressure data by cubic Hemite interpolation, the pressure Poi of
nearest four grid points Soi (i = 1, 2, 3, 4) at the same height as S0 are obtained.
Using cubic Hemite interpolation to interpolate temperature data and then
temperature Toi of corresponds to pressure Poi are calculated.

(3) Using IDW to interpolate pressure and temperature in the horizontal direction,
getting the pressure and temperature values of GPS station at standard time
(UTC 0, 6, 12, 18 h).

(4) Basing the pressure and temperature values at standard time of GPS station,
cubic spline interpolation is used to get the temperature and pressure at any
time.

3 PPP PWV Estimation and Analysis of the Results

3.1 Selected GPS Stations

To validate the accuracy of LIM, 14 IGS stations with decreasing elevation are
selected. The stations distribute uniformly with observation meteorological data
from Day of Year (DOY) 300 to 306 in 2014, among which MDO1and ULAB are
not provided with observation data, ZIMM lack of observation data at DOY 302
and 303, temperature data of ULAB is missing. Figure 1 give the distribution of all
selected sites and detail information of GPS stations are in Table 1.

Fig. 1 Distribution of GPS stations
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3.2 Accuracy Evaluation of Interpolated
Meteorological Data

Meteorological data from LIM and SIM are obtained respectively and measured
meteorological data are available in 14 GPS sites. Compare the interpolated
meteorological data with the measured data to evaluate the accuracy of two different
interpolation methods. The average bias and the standard deviation (STD) between
interpolated values and measured values of temperature and pressure for DOY
300–306 in 2014 are given in Figs. 2a and 3a. The RMS between interpolated and
measured are given in Figs. 2b and 3b.

From accuracy analysis figures (Figs. 2 and 3): (1) both LIM and SIM cannot
interpolate pressure of LHAZ from Qinghai-Tibet plateau accurately, while other
GPS sites perform well, the average difference RMS of LIM is 1.79 mbar and SIM is
3.83 mbar, the accuracy and reliability of LIM is better than LIM; (2) the accuracy of
interpolation temperature values are the same, among which, the results of LIM in
higher elevation are better and SIM is more suitable for lower elevation; (3) there is
no obvious coupling relation between the accuracy of interpolated meteorological
and the elevation.

3.3 Accuracy Evaluation of PPP PWV

With the aid of PPP software static module, using four different process strategies to
retrieve PWV of 12 IGS stations from observation data: (1) with measured

Table 1 GPS stations used in the analysis

Site
code

B(°) L(°) H(m) GPS observation time
(DOY)

Meteorological data
(DOY)

LHAZ 29.66 91.1 3622 300–306 300–306

GUAO 43.47 87.18 2049.2 300–306 300–306

MDO1 30.68 −104.01 2004.48 – 300–306

SUTM −32.38 20.81 1797.6 300–306 300–306

ULAB 47.67 107.05 1611.7 – Temperature data
missing

NURK −1.94 30.09 1485.3 300–306 300–306

UNSA −24.73 −65.41 1257.8 300–306 300–306

ZECK 43.79 41.57 1166.8 300–306 300–306

ZIMM 46.88 7.47 956.7 302–303 missing 300–306

CHPI −22.69 −44.99 617.42 300–306 300–306

CRAO 44.41 33.99 365.8 300–306 300–306

XMIS −10.45 105.69 261.58 300–306 300–306

CEDU −31.87 133.81 144.82 300–306 300–306

BAMF 48.84 −125.14 11.1 300–306 300–306
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meteorological data; (2) with meteorological data of LIM; (3) with meteorological
data of SIM; (4) without meteorological data. When lack of meteorological data,
PPP software calculates the meteorological data by equations from the sea level
standard meteorological data. Retrieved PWV of strategy 1 is act as true value,
compare the PWV from other process strategies with true value. Figure 4 (boxplot)
give the correlation coefficients between true value and the PWV retrieved from
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Fig. 3 Accuracy analysis of two interpolation methods in pressure at 14 sites: a average bias and
the standard deviation between interpolated values and measured values, the boxes are the mean
values of pressure and the black lines are STD which range around mean values; b RMS of
interpolated values and measured values
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other three strategies. The average bias and the standard deviation between true
values and the PWV of other three strategies for DOY 300–306 in 2014 are shown
in Fig. 5a. The RMS between true values and retrieved with different process
strategies are given in Fig. 5b. Figure 6 shows the accuracy improvement by two
different interpolation methods in 3D view (the differences between RMS of PWV
without meteorological data and RMS of PWV with two different interpolation
methods). Table 2 shows the RMS and STD between true values and the PWV
from other three processing strategies.
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The analysis table and figures show that (1) the average correlation coefficients
between the PWV retrieved without meteorological data and true value is 0.9537,
the average correlation coefficients of SIM and LIM are 0.9940 and 0.9956,
respectively. Results with interpolation meteorological data are better than the result
without meteorological data, which demonstrates the PWV time series with inter-
polation data are more similar with the true value time series, LIM has higher
coefficient. (2) The correction effect of two different interpolation methods are
obvious at low altitude area (height < 2000 m), the RMS between true values and
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Table 2 STD and RMS from different processing strategies (Unit mm)

Station code STD RMS

Without SIM LIM Without SIM LIM

LHAZ 0.61 0.40 0.44 4.36 3.47 3.29

GUAO 1.05 0.35 0.51 2.17 1.67 1.04

SUTM 0.55 0.44 0.41 2.81 0.42 1.29

NURK 0.51 0.41 0.48 1.78 1.52 0.34

UNSA 1.49 0.83 0.59 1.54 0.84 1.10

ZECK 1.80 0.23 0.32 2.79 0.85 0.40

ZIMM 0.69 0.23 0.15 5.37 0.59 1.59

CHPI 0.87 0.27 0.31 1.95 1.63 0.27

CRAO 1.27 0.32 0.33 3.52 1.05 0.32

XMIS 0.51 0.34 0.32 1.79 1.68 0.38

CEDU 1.88 0.49 0.27 2.09 1.60 0.51

BAMF 1.47 0.93 0.26 1.79 1.64 1.03

Average 1.06 0.44 0.37 2.66 1.41 0.96
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PWV with interpolated data are only 1.15 mm (SIM) and 0.68 mm (LIM),
respectively. While the accuracy of PWV without meteorological data is 2.51 mm,
LIM shows higher accuracy. (3) The accuracy of interpolation methods are gen-
erally at high altitude area (LHAZ) (RMS all >3 mm), while the accuracy of PWV
with interpolation data are still better than that without meteorological data with the
accuracy of 4.36 mm (without), 3.47 mm (SIM) and 3.29 mm (LIM). (4) The trend
of accuracy of retrieving PWV with interpolated data is in good agreement with
interpolated pressure accuracy, which means the pressure play a more important
role in the retrieval of PWV. (5) Retrieval accuracy of PPP PWV with interpolated
data has no obvious correlation with attitude and elevation.

4 Conclusions and Suggestions

Pressure and temperature data are necessary in the retrieval of PWV, while the
meteorological instruments are not equipped with in the actual observation,
therefore the accuracy of retrieved PWV will be effected definitely. In this paper, an
interpolation method based on pressure layer data is proposed, the results are
compared with the results interpolated from the surface data. The results show that:
(1) the accuracy of meteorological data from LIM of GPS station is better than that
from SIM obviously, especially at low altitude area, therefore improve the accuracy
of PWV; (2) the interpolation accuracy of temperature and pressure are unsatis-
factory at altitude over 3000 m (such as LHAZ), which effect the accuracy of the
retrieval of PWV. While the accuracy from SIM and LIM are still better than the
PWV without meteorological data, especially for LIM with the improvement from
4.36 to 3.29 mm; (3) the trend of the accuracy of retrieved PPP PWV with inter-
polated meteorological data is in good agreement with the trend of the accuracy of
interpolated pressure, which demonstrates pressure is the main effect factor of the
retrieval of PPP PWV; (4) the accuracy of retrieved PPP PWV with interpolated
data shows no obvious correlation with the height and latitude.

Though the results of this test are inspiring, there are still some problems need to
be solved. The accuracy of LHAZ is poor, which need more observation data. The
source of reference data is single, other data such as weather balloons need to be
added in the future if they are available, which can make the result more objective
and comprehensive.
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Determining the Reasonable Time
Resolution of the Precise Satellite Clock
Bias Products

Zhiping Liu, Dantong Zhu, Qianxin Wang and Jian Wang

Abstract The GPS precise satellite clock bias produced by IGS analysis centers is
widely used; the time resolution is 5 s, 30 s, 5 min, and 15 min, respectively.
However, the determination of the reasonable time resolution is lacking in theo-
retical and experimental research. On one hand, high time resolution can improve
the data accuracy and reliability of post-processing applications. On the other hand,
it could lead to a large quantity of data. Thus, both the accuracy and data quantity
should be comprehensively considered. Firstly, this paper analyzed the variation of
the precise satellite clock bias in detail using the epoch-differenced method and
interval fitting method. Secondly, the periodicity of the 5-s GPS precise satellite
clock bias was analyzed using spectrum analysis. Non-negative matrix factorization
was then employed to extract the intrinsic feature dimension and determine the time
resolution of the precise GPS satellite clock bias. Finally, it was suggested that the
best time resolution is one minute. The results can also be used as reference for the
BDS precise satellite clock bias.

Keywords GPS precise satellite clock bias � Time resolution � Epoch-differenced
method � Interval fitting method � Spectrum analysis � Non-negative matrix
factorization

1 Introduction

GPS satellite clock bias is one of the main sources of error for GPS high-precision
navigation and positioning, timing, and other related applications [1–3]. At present,
The available sampling intervals of existing GPS precise clock bias products
(PCBPs) produced by the International GNSS Service (IGS) and other data analysis
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centers (such as CODE and JPL) are 5 s, 30 s, 5, and 15 min [4–6]. Clock bias time
series products are complex curves because of the high frequency and diverse types
of satellite clocks and the complex external environment and inherent physical
characteristics [7]. To obtain the satellite clock bias synchronized with the obser-
vations sampling rate for post-processing applications, users have to carry out
interpolations or fitting using various methods, such as the fractal algorithm [7],
Chebyshev algorithm [8], or binomial regression algorithm [9].

The time resolution of the PCBPs affects the fitting accuracy of the clock
bias [7]. During dynamic precise point positioning (PPP), the PCBPs with higher
time resolutions provide better positioning accuracies and convergence rates
[10, 11]. The higher the time resolution, the more reliable applied results are.
However, the storage space of the data products has to be increased, which reduces
the response rates during data processing, and vice versa [12]. Therefore, the rea-
sonable time resolution of PCBPs should be selected after balancing the tradeoffs
between error characteristics, accuracies, and data requirements.

In view of the aforementioned issues, the PCBP time resolution was the focus of
this study, with the aim to determine the reasonable time resolution that complies
with various requirements. First, the epoch-differenced and interval fitting methods
were used to analyze the respective probability statistical characteristics of the
epoch-differenced clock bias and the fitting residual errors for different time reso-
lutions. Next, the PCBP periodicity was examined with the Lomb–Scargle (L–S)
spectrum analysis method [13]. The time resolutions of the PCBPs were then
studied based on feature extraction [14] and data compression [15] approaches of
non-negative matrix factorization (NMF). Finally, the reasonable time resolution for
PCBPs was arrived at through comprehensive studies using 5 s GPS PCBPs.

2 Analytical Method for Precise Clock Bias Time Series

2.1 Interval Fitting

Prior to interval fitting, first-order epoch differentiation was applied to PCBPs with
different time resolutions. The key time resolution at which the error characteristics
suddenly change can be generally determined using the histogram statistics of the
epoch-differenced clock bias. For the in-depth analysis of the key time resolution,
the interval fitting errors for the PCBPs with different key time resolutions were
analyzed. This eventually led to the identification of the reasonable time resolution.

A clock-bias fitting model must be established to extract the interval fitting errors
for PCBPs. Based on the inherent physical characteristics of satellite atomic clocks,
the clock bias models frequently used are the second-order polynomial and
first-order linear models. The specific equation is expressed as follows:
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y tið Þ ¼
Xk
j¼0

aj ti � t0ð Þ j þD ð1Þ

where y tið Þ indicates the fitted clock bias at time ti; t0 is the reference epoch of the
satellite clock bias; parameters a0; a1; a2 of the model represent the deviation, drift,
and drift rate at time t0, respectively; D is the fitting error; k ¼ 2 is the second-order
polynomial model; and k ¼ 1 is the linear fitting model.

To analyze the probability statistical characteristics of the clock bias with dif-
ferent time resolutions, The interval fitting method was used to calculate the fitting
errors for different time resolutions. The node length of fitting interval was set as m,
where m ¼ kþ 2. The clock bias time series was divided into equal intervals with
the same number of nodes, then Eq. (1) was used for the interval fitting of the clock
bias with different time resolutions. The parameters f the fitting model were then
used to derive the 5-s sampling rate clock bias time series. The differences between
this fitting result and that publicly released for 5-s PCBPs were then used to
calculate the fitting errors.

2.2 Lomb–Scargle Spectrum Analysis

The precise satellite clock bias contains a linear trend term, which has to be
removed prior to spectrum analysis of the precise clock bias. After elimination of
the linear trend term, the precise clock bias time series was set as x nð Þ and its
normalized power spectrum function P xð Þ is: [13]

P xð Þ ¼ 1
Nr2

X xð Þj j2

¼ 1
Nr2

XN�1

n¼0

x nð Þe�jxn

�����
�����
2 ð2Þ

where x ¼ 2pf ; X xð Þ is the spectrum function of x nð Þ; r2 is the variance of x nð Þ;
and N is the number of signal samples.

Equation (2) was used to decompose the clock bias time series x nð Þ into a series
of harmonic components in the time domain, leading to the frequency structure of
the clock bias time series. However, it must be noted that the aforementioned power
spectrum analysis method is implemented by the fast Fourier transformation (FFT),
which requires that x nð Þ is a uniform time series.

In reality, the clock bias time series is usually non-uniform due to missing data
or non-uniformly sampling data. If the FFT method would still be used in this
situation, false frequencies would likely be produced, resulting in unreliable
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spectrum estimates. To effectively eliminate the false frequencies arising from
missing data or non-uniformly sampling data, the L–S spectrum analysis method
was used in this study because it is valid for non-uniform time series. The equation
used to calculate PX fð Þ, the normalized power spectrum of the L–S method, can be
written as follows: [16]

PX fð Þ ¼ 1
2r2

P
Dxt cos 2pf t � sð Þ½ �2P
cos2 2pf t � sð Þ þ

( P
Dxt sin 2pf t � sð Þ½ �2P
sin2 2pf t � sð Þ

)
ð3Þ

where Dxt ¼ xt � �x and xt;�x; r2 refer to the de-trended clock bias, the raw clock
bias, mean value, and variance, respectively, and f ; s are the frequency and phase.

2.3 Non-negative Matrix Factorization Algorithm

Non-negative Matrix Factorization (NMF) is a matrix factorization algorithm for
multivariate analysis where a matrix with reduced-rank is factorized into two
matrices with the property that all three matrices have no negative elements. The

basic principle is as follows: For a random non-negative matrix A 2 R m�nf g
þ , two

matrices W 2 R m�rf g
þ and H 2 R r�nf g

þ are identified. Given that all elements of both
matrices are non-negative, A � WH has to be satisfied as far as possible.

If the noise matrix is assumed to be E 2 R m�nf g
þ , then the mathematical model of

the NMF algorithm can be expressed as: [14]

E ¼ A�WH ð4Þ

Because the NMF algorithm is the reasonable approximation of the matrix A,
which is singular matrix with reduced-rank, the algorithm must be iterated under the
constraint of a specific objective function to constantly approach the to-be- fac-
torized matrix A. Presently, the most widely used objective function is the
Euclidean distance, which assumes that the noises comply with a normal
distribution:

J W;Hð Þ ¼ 1
2

X
i;j

Aij � WHð Þij
h i2

ð5Þ

In accordance with the principle of the gradient descent method, the learning rate
matrices were set as kW ; kH . This means that the iterative equations of the base
matrix W and coefficient matrix H can be expressed as follows:
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W ik ¼ W ik þ kW
@J W;Hð Þ
@W ik

Hkj ¼ Hkj þ kH
@J W;Hð Þ

@Hkj

8>><
>>: ð6Þ

kWð Þik¼
W ik

WHHT
� �

ik

kHð Þkj¼
Hkj

WTWH
� �

kj

8>>><
>>>:

ð7Þ

3 Determining the Time Resolution of the Precise
Clock Bias

3.1 Probability Statistics for the Epoch-Differenced
Clock Bias

The PCBPs provided by the IGS analysis centers have a nominal accuracy with
0.1 ns and a highest time resolution of 5 s. Users can download these products
based on user’s corresponding application requirements. In this section, a first-order
epoch-differenced clock bias time series was performed for different time resolu-
tions. This helped to establish the relationship between the differential value of the
clock bias and the nominal accuracy, thereby facilitating the study of the probability
statistical characteristics for epoch-differenced clock bias time series with different
time resolutions.

The experimental data were all-day PCBPs (5-s time resolution) from 31 GPS
satellites released by the CODE analysis center. The data were accumulated in
DOY 80 of year 2016 (Vernal Equinox Day). The clock bias time series are
resampling with the time resolutions of 30 s, 1, 3, 5, and 10 min, and epoch
differentiation was applied to these data. Next, the probabilities of the first-order
differential values of the clock bias (absolute values) were calculated. The statistical
results are shown in Fig. 1.

It can be seen from Fig. 1 that, regardless of time intervals, the epoch-
differenced clock bias consistently exhibited the phenomenon of “small concen-
trations but large dispersions.” However, the distribution range of the absolute
values for the epoch-differenced clock bias gradually expanded with increasing time
intervals, which demonstrated the clock bias features of different types of satellites.
This was caused by the decrease in the temporal correlation within the clock bias
time series as the time interval increased, leading to greater variations in the clock
bias between adjacent epochs.

The distribution of epoch differences was similar when the time interval was less
than 1 min. Most of the epoch-differenced clock bias values were also smaller than
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the nominal accuracy of PCBPs with the same resolution. The distribution of the
epoch-differenced clock bias had greater differences when the time intervals were
larger. In other words, greater accuracies were achieved when low-order polyno-
mial fitting models were used for PCBPs with time resolutions of 1 min or less. In
contrast, more complex methods such as high-order Chebyshev polynomials are
required for PCBPs with longer time intervals to satisfy accuracy requirements.

3.2 Analyzing the Interval Fitting Errors of the Clock Bias

The interval fitting method explained in Sect. 2.1 was used to compare the fitting
errors of the precise satellite clock bias for different time resolutions. The data used
for the experiment were same to that stated in Sect. 3.1. The specific experimental
schemes were as follows: a second-order polynomial model with an interval length
of four nodes (Scheme A) and a linear model with an interval length of three nodes
(Scheme B) were selected as the fitting models. Fitting was performed using the
satellite precise clock bias with the time resolutions of 5 s, 1, 3, 5, and 10 min. The
fitting models were then used to reconstruct the clock bias data with 5-s time
resolution. The released PCBPs at 5-s resolution were then used as the standard
values to compute the interval fitting errors (IFEs) for two schemes. The results are
shown in Table 1.

Fig. 1 The probability histogram of the epoch-differenced PCBPs
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Table 1 shows that large differences existed in the distribution of fitting errors
for different time resolutions in Scheme A. At 1 min or less, the time interval had a
smaller impact on the distribution of fitting errors, with most of the errors being
smaller than the 0.1-ns nominal accuracy of the PCBPs. However, the distribution
range of the fitting errors expanded with increasing time intervals; when the latter
was greater than 1 min, approximately 20–30% of the fitting errors exceeded
0.1 ns. This is due to the significant temporal correlation within the precise clock
bias time series when the time interval was small. Consequently, the models had
better fitting accuracies and the fitting errors were distributed in a smaller range. On
the other hand, the temporal correlations of the clock bias data weakened as the
time interval increased, leading to worse fitting accuracies and the gradual
expansion in the distribution range of the fitting errors.

It was further noted that the fitting error distributions in Schemes A and B were
quite similar, with a maximum difference in the interval distribution between the
two of only 0.7%. This suggests that both fitting models achieved the same degree
of accuracy for the corresponding fitting intervals. In addition, the turning point of
the time resolution for the fitting errors was determined to be the 1-min time
interval. At or below this time interval, the majority of the fitting errors were
smaller than the nominal accuracy of 0.1 ns. However, the distribution of the fitting
errors became more widespread and the ratio of errors smaller than 0.1 ns declined
sharply once the time interval exceeded 1 min. These results indirectly showed the
PCBPs with different time resolutions have different requirements on selecting a
fitting method with reasonable complexities.

Table 1 Results of the interval fitting errors

IFEs <0.1 ns 0.1–0.2 0.2–0.3 0.3–0.4 >0.4 ns

Time intervals

Scheme
A

5 s 100 0 0 0 0

30 s 99.68 0.32 0 0 0

1 min 96.04 3.78 0.17 0.01 0

3 min 80.99 15.36 3.04 0.52 0.10

5 min 75.03 18.20 5.33 1.14 0.29

10 min 69.48 19.68 7.57 2.38 0.89

Scheme
B

5 s 100 0 0 0 0

30 s 99.45 0.55 0.01 0 0

1 min 95.33 4.40 0.24 0.02 0

3 min 80.38 15.76 3.19 0.57 0.10

5 min 74.76 18.46 5.33 1.17 0.29

10 min 69.41 19.89 7.55 2.35 0.80
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3.3 Spectrum Analysis of the Clock Bias

The 5-s time resolution data from 31 all-day GPS satellites accumulated in DOY 80
of year 2016 (Vernal Equinox Day) and released by the CODE analysis center were
used to test the periodicity of the PCBPs. The products have a significant linear
trend term, which was eliminated before the residual terms were used for L–S
spectrum analysis.

Data processing was carried out as follows: (i) the clock bias data were linearly
fitted to obtain vif g, which is the sequence of the residual clock bias errors after the
linear trend had been eliminated; and (ii) the L–S method was used to carry out
spectrum analysis of the residual clock bias vif g to determine the amplitude cor-
responding to each frequency and analyze the periodic characteristics of the PCBPs.

For brevity, only the clock bias results for the typical satellites PRN1, PRN2,
and PRN23 were shown. The clock bias data before and after the trend elimination
are shown in Figs. 2, 3 and 4, while the results of the spectrum analysis are shown
in Figs. 5, 6 and 7.

Figures 2a–4a show a notable linear trend of the clock bias time series for each
of the three satellites PRN1, 2, and 23. This indicates the rationality of using
polynomial models for the clock bias fitting. The L–S spectrum analysis neglecting
the trend term can lead to false peaks, thereby affecting the accurate identification of
periodic characteristics. Figures 2b–4b show the time series of residual clock bias
contains notable long-period terms and complex short-period terms after removal of
the trend term from the clock bias time series.

Fig. 2 Original and residual clock bias of PRN1
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The spectrum analysis results for the residual clock bias are shown in Figs. 5, 6
and 7. The long periods at approximately 8 h similarly existed for PRN1, 2, and 23.
Besides, most of the energy was concentrated in the low-frequency band (0.01 Hz

Fig. 3 Original and residual clock bias of PRN2

Fig. 4 Original and residual clock bias of PRN23
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and below). In contrast, the characteristics of the short periods were very complex.
The typical time intervals for the short period of the three satellites were 250, 150,
and 100 s, respectively. Based on the Nyquist sampling theorem [13], the theo-
retical time interval of the PCBPs should be approximately 50 s to retain complete
information from the clock bias time series. Thus, the time interval with 60 s was
recommended as reasonable time resolution for GPS PCBPs.
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Fig. 5 Spectrum analysis for the residual clock bias of PRN1
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Fig. 6 Spectrum analysis for the residual clock bias of PRN2
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Fig. 7 Spectrum analysis for the residual clock bias of PRN23
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3.4 Non-negative Matrix Factorization of the Clock Bias

Under normal circumstances, it is assumed that the spatial feature (feature
dimension r) is known when using the NMF method for feature extraction, and
reduced-rank factorization with a feature dimension has to be carried out under the
cut-off accuracy condition. Because the spatial feature of the satellite clock bias is
uncertain, the feature dimensions were set in advance for this study. The NMF
iterative convergence errors with the different feature dimensions for PCBPs of
different time resolutions were compared. This way, the reasonable time resolution
for the satellite clock bias could be determined.

The analysis in the previous section showed that the long period of the satellite
clock bias time series was approximately 8 h. Hence, in this section, only PCBPs
(5-s time resolution, 31 GPS satellites) of UTC 0–8 h accumulated in DOY 80 of
year 2016 were selected for NMF algorithm. The specific data processing flow was
as follows: (i) the sparsification of the time series for the clock bias with 5-s time
resolution led to clock bias time series products with time resolutions of 10, 30 s,
1, 3, 5, 10 and 15 min; (ii) the feature dimensions selected were 5, 10, 15, 20, 25,
and 30, respectively. The iteration stop condition includes the iterative convergence
error and threshold of the error reduction rate were 0.12 ns and 1 � 10−7,
respectively. To ensure that the results have statistical significance, each feature
dimension was calculated 50 times using NMF algorithm and (iii) the median
values of the iterative convergence errors for each feature dimension were calcu-
lated for the aforementioned data. The statistical results are shown in Fig. 8.

Figure 8 shows that the NMF iterative convergence errors with different feature
dimensions for different time resolutions differed substantially. Overall, the dif-
ferences in the convergence errors were smaller when the time intervals were larger.
There were even similarities at the individual level. The iterative convergence errors
of the different feature dimensions became significantly different with increasing
time resolutions, represented by the initial bifurcation of the iterative convergence
error curves in Fig. 8.

Fig. 8 The NMF results of multi-time resolution clock bias
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This is due to the temporal features of the PCBPs, which were relatively low
complexity when the time resolution was low. This means that fewer feature
dimensions were needed to completely reflect their distribution. In the figure, this is
shown by fewer differences between the convergence error curves of the feature
dimensions. There were even cases of overlap. However, the temporal features
became more complicated when the resolution increased and higher feature
dimensions were needed for the proper expression of those characteristics. If the
presetting number of feature dimensions was insufficient, the iterative convergence
error increased. This explains the continuous bifurcations of the convergence error
curves of the different feature dimensions when the resolution increased.

The analysis indicated that the mean error curves of the feature dimensions could
not be properly differentiated when the time interval was greater than 1 min. This
implies greater losses in the temporal features of the GPS PCBPs. On the other
hand, the convergence error curves could be completely differentiated when the
time interval was within 1 min and the temporal features of the GPS PCBPs were
better retained. From the perspective of NMF iterative convergence errors, the GPS
PCBPs with a time interval of 1 min retain the temporal features better. Thus, it is
suggested that the IGS analysis centers should release GPS PCBPs with the time
interval of 1 min.

4 Conclusions

(i) The impact of PCBPs time resolutions for high-precision post-processing
applications on (a) the reliability of the results and (b) the response speed of
data processing was pointed out and followed by further analysis related to the
temporal features of PCBPs. These analyses were based on epoch-differenced,
interval fitting, L–S spectrum analysis, and NMF algorithms.

(ii) The data of this study included the original 5-s single-day GPS PCBPs
released by the CODE analysis center and resampled products with time
resolutions of 30 s, 1, 3, 5, and 10 min. Based on the probabilistic statistics of
the epoch-differenced clock bias, analysis of interval fitting errors, spectrum
analysis of the clock bias, and NMF results, the 1-min interval was determined
to be the reasonable time interval. At this time resolution, it is possible to
achieve a good balance between the amount of clock bias data and retaining
the temporal features of the GPS PCBPs.
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Pseudolite Cellular Network in Urban
and Its High Precision Positioning
Technology

Xingli Gan, Baoguo yu, Zhang Heng, Zhu Ruihui and Li Yaning

Abstract GNSS in urban was Easy to cause signal shielding effect, it is difficult to
provide seamless positioning service, Firstly, the positioning cellular networks
based on pseudolites was Proposed in the paper, the system composition, working
principle and compatible signal was introduced, the innovation is put forward that
the closed loop time synchronization technology based on the pseudolites
navigation signal transmission network, and the digital time synchronizer was
developed. The experimental tests was showed that time synchronization accuracy
between pseudolites were better than 2 ns; Secondly, three network topology of
pseudolite was put forward, such as star, ring and cellular structure. According to
the principle of service area was biggest, quantity of pseudolites was less, GDOP
and HDOP was least, it was proved that a kind of center-distribution cellular
networks was optimal by the simulation analysis. Finally, The positioning perfor-
mance testbed of Ye San Po for pseudolite cellular networks was build, it was
showed that the pseudorange positioning accuracy was better than 5 m, carrier
phase positioning accuracy was better than 20 cm, then the pseudolite cellular
network could satisfy the high-precision positioning requirement of the urban.
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1 Introduction

GNSS in urban was Easy to cause signal shielding effect, it is difficult to provide
seamless positioning service, pseudolites become a hot research topic in the field of
satellite navigation [1–8], such as LocataLite pseudolites in Australia, high preci-
sion positioning pseudolites of Space system company in Finland and Anchalee
Puengnim in German etc. Ministry of Science and Technology of China carried out
“indoor hybrid intelligent positioning and indoor GIS”, BeiDou pseudolites posi-
tioning network was an important part of and important research direction.

Firstly, the components and synchronization technology of pseudolites networks
was introduced in this paper; secondly, the network topology structure of pseu-
dolites was designed according to the service area and GDOP/HDOP; Finally, the
carrier phase difference algorithm of pseudolites positioning system was put for-
ward, it was proved that carrier phase positioning accuracy was better than 20 cm,
then the pseudolites cellular network could satisfy the high-precision positioning
requirement of the urban.

2 GNSS Pseudolites Positioning Network in Urban

2.1 Composition of Pseudolites Positioning Network

The composition of Pseudolites positioning network was cellular network, as
shown in Fig. 1a, the signal of pseudolites was transmit between sub cellular,
achieve time synchronization of cellular network based on the closed-loop pro-
cessing technology. Each sub cellular was including pseudolites, the positioning
server and receiver, as shown in Fig. 1b.

Fig. 1 The composition of pseudolites positioning network
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2.2 Compatible Signal of Pseudolites Network

In order to make the GNSS receiver or chips, can receive signal of pseudolite signal
parameters as shown in Table 1, it can be seen that the center of the pseudolites
signal frequency, code length and code rate, rate of information, same as the big
dipper and GPS polarization modes, but pseudolites spread spectrum code using
GNSS navigation control system interface file of PRN code extension code,
pseudolite modulation method adopts “pulse + BPSK” method [9–13], so as to
solve the problem of near-far effect. Pseudolites pulse plan was recommended by
RTCM SC-104 committee, it was defined as pulse durationis 1/11 of code cycle.

3 Time Synchronization Based on Signal Propagation

Pseudolites to form network provide positioning services in urban space, primary
problem is solving the problem of time synchronization. Figure 2 was the
closed-loop time synchronization of pseudolites based on signal propagation, the

Table 1 Signal parameters between pseudolites and Beidou/GPS

GPS Beidou Pseudolites

GPS L1 Beidou B1

Frequency MHz 1575.42 1561.098 1575.42 1561.098

Spread spectrum code 1–32 1–32 33–37 33–37

Code rate 1.023 MHz 1.023 MHz 1.023 MHz 1.023 MHz

Code length 1 ms 1 ms 1 ms 1 ms

Data rate 50 bps 50 bps 50 bps 50 bps

Modulation method BPSK BPSK Pulse +BPSK Pulse +BPSK

Polarization mode RHCP RHCP RHCP RHCP

Fig. 2 Closed-loop time synchronization of pseudolites
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measurement equation from receiver to master pseudolites was established as fol-
low [14]:

qmr ¼ Pm
r þ c� ðdtr � dtmÞ ð1Þ

The measurement equation from receiver to child pseudolites:

qcr ¼ Pc
r þ c� ðdtr � dtcÞ ð2Þ

Because the coordinates of receiving antenna and transmitting antenna was
known, the clock difference M between pseudolites was get through the formula (1)
minus formula (2).

M ¼ c� ðdtc � dtmÞ ¼ ðqcr � qmr Þþ ðPc
r � Pm

r Þ ð3Þ

The digital time synchronizer of Pseudolites would calculate the clock differ-
ence, and generate the time synchronization control word to the signal transmitter.
When the time synchronization precision between Pseudolites was less than two
seconds, it means that the networking was successful.

4 The Optimal Network Topology and Geometry Factor

4.1 Network Topology of Pseudolites

The network topology structure of Pseudolites was shown in Fig. 3, Network types
including the star, ring and cellular, which according to the signal emission direction.
Among them, the cellular network was the combination of star and ring network.

Fig. 3 The topology of pseudolites cellular networks
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4.2 Geometric Precision Dilution of Optimal
Network Topology

The principles of optimal pseudolites network: service area was biggest, pseudolites
nodes were least and geometrical factors was minimum [15], then positioning error
equation was:

DX ¼ ðHTHÞ�1HTe ð4Þ

The covariance of positioning error equation was:

covðDXÞ ¼ d2ðHTHÞ�1 ¼
g11 g12 g13 g14
g21 g22 g23 g24
g31 g32 g33 g34
g41 g42 g43 g44

2
664

3
775 ð5Þ

Geometric precision dilution (GDOP) was:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðg11 þ g22 þ g33 þ g44Þ

p
ð6Þ

Horizontal precision dilution (HDOP) was:

HDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðg11 þ g22Þ

p
ð7Þ

The geometric relations between Pseudolites was shown in Fig. 4, considering
the launch of power limitation, Pseudolites was located in the four vertices and
center of the square area.

The GDOP and HDOP of pseudolites cellular networks (surrounding) was
shown in Fig. 5. It can be seen that GDOP and HDOP of four pseudolites was very
big in Fig. 5a, then pseudolites couldn’t provide positioning service; When quantity
is greater than four, With the increase of pseudolite number from Fig. 5b–e, GDOP
and HDOP was decreased. When the number of pseudolites reached eight in
Fig. 5e, the HDOP was minimum and the positioning area was biggest, its HDOP
was less than two.

When one pseudolite was located in the center of the service area, the result of
GDOP and HDOP as shown in Fig. 6, under the condition of same number
pseudolites, the largest of GDOP was 40 in Fig. 6a, the largest of GDOP was 120 in
Fig. 5c, the area in Fig. 6a (HDOP was less than (2) was greater than that
in Fig. 5c. Therefore, the cellular network was optimized for urban, which was one
in the center and five in the surrounding.
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4.3 High Precision Positioning of Pseudolite
Cellular Networks

The carrier phase measurement equation from pseudolites to monitoring receiver
[16] was

k/r ¼ Pr þ Iþ cðdtr � dtiÞþNr þ er ð8Þ

The carrier phase measurement equation of user receiver was:

k/u ¼ Pu þ Iþ cðdtu � dtiÞþNu þ eu ð9Þ

where, /r and /u was the carrier phase measurements from receiver to pseudolite,
Pr andPu was the distance from receiver to pseudolite, dtr and dtu was bias of
receiver clock, dti was bias of pseudolite clock, Nr and Nu was ambiguity, k was
wavelength of carrier, I was troposphere delay, er and eu was Carrier phase
measurement error.

the single difference measurement equation between Eqs. (8) and (9) was:

kD/ru ¼ DPru þ cðdtruÞþNru þ eru ð10Þ

Fig. 4 The geometric relationships of pseudolite networks
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c GDOP and HDOP of pseudolites from 1 to 6 

a GDOP and HDOP of pseudolites from 1 to 4

b GDOP and HDOP of pseudolites from 1 to 5 

Fig. 5 GDOP and HDOP of pseudolites cellular networks
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We could use the satellite navigation positioning method of carrier phase
difference, then calculate the precise coordinates of receiver.

5 Positioning Accuracy Testing of Pseudolite
Cellular Network

5.1 Positioning Accuracy Testbed of Pseudolites

The positioning precision testbed of Ye San Po for pseudolite cellular networks was
build, such as Fig. 7, seven pseudolites were in the top of the hill, one was located
in the center of the service area, the coordinate of transmitting antenna and
receiving antenna was calibration in advance.

d GDOP and HDOP of pseudolites from 1 to 7 

e GDOP and HDOP of pseudolites from 1 to 8 

Fig. 5 (continued)
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5.2 Positioning Result of Pseudolites Cellular Networks

The positioning result for pseudolite pseudorange positioning was shown in Fig. 8,
pseudolites receiver and trimble RTK receiver were placed in a test car. Through

a GDOP and HDOP of pseudolites from 0 to 5 

b GDOP and HDOP of pseudolites from 0 to 6 

c GDOP and HDOP of pseudolites from 0 to 7 

Fig. 6 GDOP and HDOP of pseudolites cellular networks (one in center)
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the long time test, X axis and Y axis positioning error at about 2 m, and the level
positioning error was less than 5 m.

The positioning result for pseudolite carrier phase differential positioning was
shown in Fig. 9, and fifteen static test points were selected. Comparing each test
point positioning results with the prior precise measurement results, it could be seen
that pseudolite RTK positioning accuracy was better than 20 cm.
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Fig. 8 Pseudorange accuracy testing of pseudolites cellular networks

Fig. 7 The positioning testbed of pseudolites cellular networks
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6 Conclusion

As the construction of National PNT System and Beidou Navigation System, GNSS
pseudolites networks become an important supplement for the satellite navigation
system, especially in urban location service applications. The pseudolites posi-
tioning system for urban, navigation signal, time synchronization, the optimization
of network topology and high precision positioning Methods were studied. Finally,
The positioning performance testbed of Ye San Po for pseudolite cellular networks
was build, it was showed that the pseudorange positioning accuracy was better than
5 m, carrier phase positioning accuracy was better than 20 cm, then the pseudolite
cellular network could satisfy the high-precision positioning requirement of the
urban.

Fig. 9 RTK accuracy of pseudolite cellular networks
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Performance Analysis for AP Selection
Strategy

Xianghong Hua, Wei Zhang, Kegen Yu, Weining Qiu,
Shoujian Zhang and Xin Chang

Abstract In recent years, received signal strength (RSS) based WiFi fingerprinting
positioning technology has gradually become a research hotspot due to its ease of
deployment and low cost implementation. However, the positioning accuracy of
WiFi fingerprinting positioning based on RSS is affected by many factors. The
quality of observed RSS is different among APs due to the complex and time
varying indoor environment. Thus the selection of subset of optimal APs has a great
influence on the RSS based WiFi fingerprinting positioning. This paper introduces
three main AP selection algorithms: joint information gain (JIG) maximization
based, mutual information (MI) minimization based and MaxMean (MM) based AP
selection strategy, respectively. And the advantages and disadvantages of three
different AP selection algorithms are compared and analyzed in this paper. At the
same time, the influence of the number of subset of optimal APs and the number of
RSS observations at the target point is comprehensively analyzed. Through the
experiments, we found that: (1) for all the three algorithms, the positioning results
tend to be stable when the number of real time RSS observations at the target point
is more than 50; (2) with the given number of real time RSS observation at the
target point, the position estimation accuracy change slowly with the increase of
number of AP subset when the number of AP subset is more than 5; (3) given that
the number of real-time RSS observations at the target point is 50 and the number
of subset of optimal APs is 5, the position estimation accuracy of the AP selection
strategy based on MI minimization is similar to the AP selection strategy based on
MM, and both of them are better than the AP selection strategy based on the JIG
maximization.

Keywords WiFi fingerprinting positioning � AP selection � Joint information
gain � Mutual information � MaxMean
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1 Introduction

In recent years, Location Based Service (LBS) application in indoor environment is
developing rapidly, which relates to people’s work, study and life, such as
employee tracking, self-service shopping, person positioning in emergency etc
[1, 2]. Nowadays, the low cost, high precision indoor positioning solution becomes
the key factor in the further development of LBS applications. Due to the wide-
spread deployment of AP and universal popularity of smart mobile devices, RSS
based WiFi fingerprinting positioning technology has gradually become a research
hotspot for its ease of deployment and low cost characteristics [3, 4]. Due to the
complexity of the indoor environment, the fading of signal which transmitted by AP
is not only a function of distance, but also be affected by the multipath effect and
Non Line of Sight (NLOS) [5, 6]. At the same time, the mutual interference
between the APs may also distorted the RSS observations. Thus, in order to
improve the accuracy of RSS based WiFi fingerprinting positioning algorithms, the
subset of APs with better observation quality need to be selected for positioning
estimation. AP selection is not only able to remove some APs which have poor data
quality, but also reduce the signal space dimension and the computation load.
Generally, there are two phases for RSS based WiFi fingerprinting positioning
algorithm: the offline phase, fingerprinting database establishment on this phase;
and online target positioning and tracking phase [7]. The JIG maximization based
AP selection strategy was implemented at the offline phase, while the MI mini-
mization based AP selection strategy and MM based AP selection strategy are
implemented at the online phase. In order to figure out the influence of AP selection
strategy on the WiFi fingerprinting positioning based on RSS, the basic principles
of three main AP selection strategies are introduced in this paper, and the advan-
tages and disadvantages of these selection strategies are also compared. Meanwhile,
the performance of the three different AP selection strategies is evaluated using
experimental results. In addition, both the lower bounds of the number of RSS
observations during real-time sampling and the number of the subset of optimal
APs are determined based on experimental results.

2 AP Selection Strategies

The purpose of the AP selection strategy is to select a certain number of APs from
all available APs, which is usually called the subset of optimal APs. Only
the selected subset of optimal APs is used to estimate target position, while other
APs are excluded. Details of the three mentioned selection strategies are provided
below.
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2.1 AP Selection Based on the JIG Maximization

The JIG maximization based AP selection strategy, which measures the discrimi-
nant ability of subset of APs, selects the subset of APs with max JIG maximization
as the subset of optimal APs. For RSS based WiFi fingerprinting positioning, the
JIG of subset with N APs is calculated as following [8]:

JIGðAP1;AP2; . . .;APNÞ ¼ HðLÞ � HðLjAP1;AP2; . . .;APNÞ ð1Þ

Here, JIGðAP1;AP2; . . .;APNÞ is the JIG of the N APs, HðLÞ stands for the
information entropy of calibration point, HðLjAP1;AP2; . . .;APNÞ is the conditional
entropy of the calibration point with information from N APs known, which can be
calculated by a priori conditional probability.

2.2 AP Selection Based on the MI Minimization

The mutual interference between the APs is considered with the MI minimization
based AP selection strategy, which uses MI as a measure of the correlation between
the APs. The greater the MI is, the more redundant information is included in the
selected subset of AP, and the smaller the MI is, the smaller the correlation between
the selected APs exists and the stronger collective discrimination ability is
obtainable. Han et al. [9] describes the detailed process of AP selection based on MI
minimization.

2.3 AP Selection Based on the MM

RSS observation sequence associated with an AP typically fluctuates over time due
to the dynamic indoor environment. The signal from an AP may be lost when the
signal observation quality is too poor. AP selection strategy based on MMmakes use
of the fact that: the stronger the RSS of an AP is, the better the observation quality of
the AP is, which means the signal is less affected by the dynamic changes of the
environment, and better location estimation results can be obtained with these APs.

2.4 Performance Evaluation Index

The maximum error (MAXE), average distance error (ADE), root mean square
(RMS), standard deviation (STD) and cumulative distribution function (CDF) are
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leveraged for evaluation of positioning performance of WiFi fingerprinting posi-
tioning based on RSS. Let (x; y) stand for the real coordinates of target point and
(x̂; ŷ) be the estimated target point coordinates. Then the positional error (Euclidean
distance between x; y and x; y) can be calculated as:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� x̂Þ2 þðy� ŷÞ2
q

ð2Þ

The ADE and RMS error are simply calculated as:

ADE¼ 1
n

X

n

i¼1

di; RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

X

n

i¼1

d2i

s

ð3Þ

Here, n is the total number of target points.

3 Experiments and Analysis

To evaluate the influence of the number of RSS observations, the number of subset
of optimal APs, and the AP selection strategy on the performance of the RSS based
WiFi fingerprinting positioning three experiments were conducted in an office
building. The weighted k-nearest neighbor (WKNN) algorithm is used for target
position estimation. In the experiments, a millet smart phone is used for receiving
AP signals and all APs deployed in the building are treated as valid signal trans-
mitters. There are totally 6 calibration points and 18 target points in the positioning
area, which are respectively represented by solid triangles and circles as shown in
Fig. 1. The horizontal and vertical distance between two adjacent calibration points
are four meters, while the horizontal and vertical distance between two adjacent
target points are one meter. Here 180 epochs were observed at each calibration
point. Since the scanning rate of WiFi signal used is one second, the scanning
period of each calibration point is three minutes.

3.1 Analysis on Number of RSS Observations

The average of a sequence of consecutive RSS observations is used by the WKNN
algorithm to reduce the influence of RSS fluctuation on position determination.
Before analyzing the influence of AP different selection strategies on the position
estimation, we first consider the influence of the insufficient number of RSS
observations. In the experiments, the observation time ranges from 10 to 150s and
increases by 10s each time. Three AP selection strategies are separately used to
select the subset of optimal APs, and the number of subset of APs has a range of
4–8. Thus there are totally 15 � 3 � 5 = 225 tests. Figures 2, 3 and 4 shows the
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scatter diagram of ADE and RMS of position estimation using the three AP
selection strategies, respectively. The horizontal axis represents the number of RSS
observations at the target point. Each scatter point in ADE scatter diagram repre-
sents the average distance error of the 18 target points of the corresponding

Fig. 1 Schematic diagram of calibration points and target points in the positioning area

Fig. 2 Scatter diagram of ADE and RMS error of position estimation with JIG maximization
based AP selection strategy
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experiment, while scatter point in RMS scatter diagram represents the root mean
square of the 18 target points of the corresponding experiment.

As shown in Figs. 2 and 3, both ADE and RMS error vary significantly when the
number of RSS observations is less than 50. As the number of observations is
greater than 50, the variation in both of them is very marginal.

Similar observations can be seen in Fig. 4. Both ADE and RMS error also
change greatly when the number of RSS observations is less than 50. However, the
ADE and RMS error still vary considerably when the number of the RSS obser-
vations goes from 50 to 70. As the number of observations increases from 70, they
basically remain the same.

Overall, both ADE and RMS are insensitive to the variation in the number of
APs when the number of APs is greater than a threshold for all the three AP
selection strategies. And to reduce computational complexity without positioning

Fig. 3 Scatter diagram of ADE and RMS error of position estimation with MM minimization
based AP selection strategy

Fig. 4 Scatter diagram of ADE and RMS error of position estimation with MI based AP selection
strategy
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accuracy loss, the number of RSS observations should be set to be slightly greater
than the threshold, 50 for JIG maximization based and MM based strategies, and 70
for the MI minimization based strategy.

3.2 Analysis on Number of Subset of Optimal APs

In order to analyze the influence of number of APs on the positional accuracy of
WiFi fingerprinting positioning, the number of RSS observations is fixed at 50
according to the above analysis.

Table 1 shows the positional accuracy in terms of four different indexes, and the
online device-dependent execution time caused by online AP selection. With JIG
based AP selection strategy, the MAXE, ADE and RMS have a larger change when
the number of subset of APs increases from 4 to 5. The same phenomenon appears
again while the number of subset of APs increases from 6 to 7. However, for both
MI based and MM based AP selection strategies, the MAXE, ADE and RMS have
no significant change while the number of subset of APs ranges from 5 to 8, namely
that the positioning performance is stable. The number of subset of APs has little
effect on the STD through all of the three AP selection strategies. At the same time,
in the MI minimization based AP selection strategy, the execution time increases
with the increase of the number of subset of APs. In summary, the number of subset
of APs should not be less than 5 to ensure the positional accuracy and positional
reliability. It is reasonable to set the number of subset of APs to 5 when taking into
account the online execution time.

Table 1 Statistical results when the number of RSS observations is 50

AP selection
strategy

Number of
APs

MAXE
(m)

ADE
(m)

RMS
(m)

STD
(m)

Time
(ms)

JIG 4 3.90 2.49 2.61 0.81 –

5 3.59 2.17 2.27 0.71 –

6 3.57 2.11 2.27 0.85 –

7 4.36 2.13 2.36 1.05 –

8 3.28 1.96 2.11 0.82 –

MI 4 3.99 1.74 1.99 1.00 23.24

5 3.44 1.78 1.99 0.90 26.85

6 3.07 1.74 1.92 0.84 31.63

7 3.11 1.74 1.91 0.81 34.19

8 3.18 1.75 1.91 0.79 36.69

MM 4 2.97 1.93 2.05 0.69 1.50

5 2.90 1.84 1.98 0.74 1.56

6 2.91 1.81 1.94 0.73 1.44

7 2.87 1.84 1.97 0.75 1.33

8 2.89 1.83 1.96 0.75 1.71
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3.3 Effect of Difference AP Selection Strategies

From what have been discussed above, the number of RSS observations is fixed at
50 and the number of subset of APs is fixed at 5 when evaluating the influence of
different AP selection strategies on the positional accuracy and positional reliability
of WiFi fingerprinting positioning algorithm.

Table 2 shows the positional accuracy of WiFi fingerprinting positioning of the
three different AP selection strategies. Also shown is the online execution time of
the three strategies. It is clearly seen that the positional accuracy of both the MI
minimization based and the MM based AP selection strategies is significantly better
than that of the JIG based AP selection strategy. Furthermore, the MM based AP
selection strategy is slightly better than the MI based on AP selection strategy by
comparing the MAXE and the error STD. However, the online execution time of
MM based selection strategy is significantly less than that of the MI minimization
based AP selection strategy.

Figure 5 shows the CDF of the three AP selection strategies. The CDF curve of
the MM based strategy is similar to that of the MI based strategy. However, the
CDF curve of the JIG based strategy is significantly lower than the other two
strategies, which means a lower positional accuracy. In a word, the MM based AP
selection strategy is the best among the three AP selection strategies.

Table 2 Statistical results when the number of RSS observations is 50 and the number of subset
of APs is 5

AP selection strategy MAXE (m) ADE (m) RMS (m) STD (m) Time (ms)

JIG 3.59 2.17 2.27 0.71

MI 3.44 1.78 1.99 0.90 26.85

MM 2.90 1.84 1.98 0.74 1.56

Fig. 5 CDF curves of different AP selection strategies
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4 Conclusions

In this paper, several factors affecting the performance of RSS based WiFi fin-
gerprinting positioning are discussed, including the number of RSS observations,
the number of subset of APs and the AP selection strategies. In order to ensure a
consistent positioning accuracy of a positioning algorithm such as the WKNN
algorithm, the number of RSS observations at target point should be no less than 50
and the number of subset of APs should not be less than 5. These empirical values
are applied to all of the three AP selection strategies. By using experimental results
and comparing the effects of three different AP selection strategies on positional
performance of WiFi fingerprinting positioning, we found that the AP selection
strategy based on MM is the best among the three AP selection strategies.
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Definition of Conversion and Allocation
Model for GNSS Index Basing Navigation
Performances

Mengli Wang, Jinping Chen, Yang Yang, Yuan Hong and Junyi Xu

Abstract Performance index assignment and demonstration is an important
accordance for satellite navigation system, and it is necessary to direct and restrict
each system’s scheme design and project implement. Integrity and continuity are
key service performance indexes, and if they are satisfied with user’s requirement
depending on the design of SIS fault and monitoring performance. Taking user’s
integrity and continuity performances as designing accordance, the conversion and
distribution relationships among SIS fault times, mean fault probability, fault
misdetection probability, fault alarming probability and hazardous probability are
defined. Then calculation and analyzation are implemented aiming at Beidou
system and its constellation characters. In the calculation, requirements of user’s
integrity and continuity adopt the ICAO standard. Beidou system monitoring per-
formance index under different SIS fault level is analyzed. The research conclusions
provide demonstration and design foundation if reliability index for Beidou global
system.

Keywords Signal in space � Integrity monitoring � Fault times � Hazardous
probability � Misdetection probability

1 Introduction

In general, GNSS navigation performances are evaluated by accuracy, integrity,
continuity and usability, which are called “four properties”. Precision refers to any
point of the user position, speed and time deviation between the measurements and
the true values. The main factors affecting the accuracy including constellation
geometry, determination accuracy of satellite orbit and clock bias, atmospheric
propagation delay correction error and receiver measurement error. Integrity is
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established on the basis of precision. It is defined as the timely warning ability when
the user’s navigation and positioning services to provide more than the permitted
limits, and can’t be competent for the requirements of the navigation task. The
evaluation index of integrity includes warning time, risk probability and location
error protection level. Continuity refers to the probability of performance within the
stipulated time required to accomplish the function in the given conditions, conti-
nuity is based on the accuracy and integrity, so there are three kinds of continuity:
the accuracy of the continuity, integrity and continuity of service. Usability refers to
the time percentage of the system can provide available navigation service for users,
and it is based on the accuracy, integrity and continuity. According to different user
needs level, there are three kinds of availability, the accuracy of the availability,
integrity and continuous availability. From the concept of time and space; avail-
ability can be divided into availability for a position at a certain time (instantaneous
availability), availability for the same position in different time (single point
availability) and availability for the entire service area in different time (service
availability).

The accuracy, integrity, continuity and availability as the basic indicators of
system performances, can meet the needs of users to sign depends on the geo-
metrical distribution, user equivalent range error, spatial signal fault and perfor-
mance monitoring design. This paper analyzes the conversion and distribution
relationship between system indexes and navigation services indexes. According to
the requirement of accuracy, integrity, continuity and availability in different flight
phases specified by the international civil aviation organization, the design
requirements of the system are analyzed. The research conclusions provide basis for
the evaluation of the top level indicators of the GNSS system and the design of the
subsystem.

2 Conversion and Distribution Model of Navigation
Performances Index

The decomposition relationship of GNSS navigation performance index is shown in
Fig. 1. The performance of spatial signal integrity monitoring is characterized by
missing alarm rate and false alarm rate. The missing alarm rate is the probability
that the system is not detected when the space signal is in fault, and the false alarm
rate is the probability that the space signals are in good condition and the system is
detected as a failure. The correct detection and fault occurs when no fault false
alarm signal will cause the space out of service, and resulting in the observation
geometry of poor user service interruption, which is continuous risk. Fault occurs
without correct detection and signal space without fault, a comprehensive intro-
duction of positioning signal space of random error and can’t correctly detected
abnormal, is integrity risk.
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2.1 Conversion Model of Positioning Accuracy Index

Positioning accuracy PE is resting with observation geometrical value DOP, user
equivalent range error UERE and probability level Pr. Furthermore, it can be
decomposed into horizontal and vertical positioning accuracy, which are labeled as
HPE and VPE respectively. As follows:

PE ¼ jðPrÞ � rUERE � PDOP;HPE ¼ jðPrÞ � rUERE � HDOP;
VPE ¼ jðPrÞ � rUERE � VDOP

Therein, jðPrÞ is the corresponding fractile quantile.
Therefore, positioning accuracy index can be converted into constellation

geometry and UERE index. When constellation distribution is determined, user
positioning accuracy requirement can be converted as demand of UERE. As
follows:

rUERE ¼ PE=½PDOP � jðPrÞ� ð1Þ

Fig. 1 Decomposition relationship of navigation performance index
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2.2 Conversion Model of Integrity Index

Integrity index includes alarming time, risk probability and positioning error pro-
tection level. Suppose that there is a fault signal (named as H1 hypothesis), there
will be integrity risk when the fault is missed detection; Suppose that there is no
fault signal (named as H0 hypothesis), there may be integrity risk caused by
multi-signals’ random errors. Therefore, the conversion model of integrity risk and
signal fault detection performances is as following:

H1:
Pn

i¼1
PMD � PF;SIS �PIR H1j

H0:
Pm

j¼1
Pffmd � ð1� PF;SISÞ�PIR H0j

8
>><

>>:

In the formula, PF,SIS is mean fault rate of one satellite signal; PMD is missing
detection rate in H1 hypothesis; Pffmd is missing detection rate in H0 hypothesis; i is
satellite serial number, n is satellite number participating in positioning; j is serial
number of independent sample, m is independent sample number in the course of
navigation time.

Integrity risk requirement is PIR ¼ PIR H1j þPIR H0j . So, calculation methods of
missing detection rate for H1 hypothesis and H0 hypothesis are as followings [1]:

PMD ¼ PIR H1j =ðn � PF;SISÞ ð2Þ

Pffmd ¼ PIR H0j =½m � ð1� PF;SISÞ� ð3Þ

PMD and Pffmd are missing detection rate, which can be used for the calculation of
jðPrÞ, and then for positioning error protection level [2, 3]. Without fault
hypothesis, there are:

HPLH0 ¼ jðPH;ffmdÞ � HDOPmax � rUERE
VPLH0 ¼ jðPV ;ffmdÞ � VDOPmax � rUERE

�

ð4Þ

With fault hypothesis, there are:

HPLH1 ¼ jðPH;MDÞ � HDOPmax � rUERE
VPLH1 ¼ jðPV ;MDÞ � VDOPmax � rUERE

�

ð5Þ

Taking the minimum value between conditions of with and without fault as the
positioning error protection level. That is:
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HPL ¼ min HPLH0;HPLH1f g
VPL ¼ min VPLH0;VPLH1f g

�

ð6Þ

In the formula, jðPH;ffmdÞ and jðPV ;ffmdÞ are fractile quantiles which are respectively
corresponding with the Pffmd of horizontal and vertical direction. jðPH;MDÞ and
jðPV ;MDÞ are fractile quantiles which are respectively corresponding with the PMD

of horizontal and vertical direction. Calculation of fractile quantile is determined by
definition of positioning error probability distribution function. In general, hori-
zontal and vertical positioning errors are assumed as normal distribution, and
three-dimensional positioning error is assumed as root distribution.

Therefore, integrity risk probability can be converted into constraint require-
ments about signal fault probability PF;SIS, fault detection performance PMD and
Pffmd , and positioning error protection level. Furthermore, converted into design
index requirements of ground system and satellite system.

2.3 Conversion Model of Continuity Index

The main continuity index is continuity risk probability. Supposing any signal is
fault (H1 hypothesis), if the fault is detected correctly, there will be continuity risk;
Supposing no signal is fault (H0 hypothesis), if the fault is detected mistakenly,
there will be continuity risk. Therefore, the probability conversion model between
continuity risk and signal detection performance is as following [4]:

H1 :
Pn

i¼1
ð1� PMDÞ � PF;SIS �PCRjH1

H0:
Pm

j¼1
PFA � ð1� PF;SISÞ�PCRjH0

8
>><

>>:

In the formula, PFA is missing alarm rate of hypothetical inspect; i is satellite serial
number, n is satellite number participating in positioning; j is serial number of
independent sample, m is independent sample number in the course of navigation
time.

Continuity risk requirement is PCR ¼ PCR H1j þPCR H0j . So, calculation methods
of missing detection rate for H0 hypothesis is as followings:

PFA ¼ PCRjH0=½m � ð1� PF;SISÞ� ð7Þ

Therefore, fault alarm probability PFA without fault can be converted into constraint
requirements about system fault monitoring ability.
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2.4 Conversion Model of Usability Index

From the view of user demands, available positioning accuracy requires that
position error protection level is less than the alarm limiting value. That is:

HPL\HAL
VPL\VAL

�

ð8Þ

On the other hand, from the view of system design, service usability can be con-
verted into signal usability, and the signal usability determined by mean time of
fault recovery MTTR and mean time of fault interval MTBF.

Pav ¼ MTBF
MTBFþMTTR

ð9Þ

There into, Pav is system usability index, MTBF is determined by signal fault rate
PF;SIS, and MTBF = satellite working time/total fault times.

Therefore, combining with formulas (4)–(9), user usability demands can be
converted into system design requirements about UERE and mean fault recovery
time.

3 Calculation Example Analysis of Navigation
Performance Index Conversion

According to above conversion model calculation methods of GNSS navigation
performance index, one example is offered here. In the example, the GNSS con-
stellation is constituted of 24 MEO satellites, 3 IGSO satellites and 3 GEO satel-
lites, and the 24 MEO satellites are distributed as Walker (24/8/3). With the
constellation, the mean visible satellite numbers are 14, that is, the satellite number
participating positioning is n = 14. DOP value of the constellation is shown in
Table 1, and the cut-off angle is 10°.

Index requirements of GNSS navigation performances are according to the
ICAO’s regulations, which includes different flight phases [3]. Shown as Table 2.

Table 1 Analysis result of the constellation DOP value

DOP PDOP HDOP VDOP

Maximum value 4.1 2.5 3.2

Minimum value 2.1 1.0 1.8

Mean value 3.2 2.0 2.5
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(1) Analysis of index UERE according to accuracy requirements

According to ICAO define of positioning accuracy requirements for different flight
phases, the UERE analysis results for different flight phases are shown in Table 3.
The analysis is basing on formula (1). Positioning errors obey normal distribution,
and jðPrÞ ¼ 1:96 on condition of 95% confidence probability. All DOPs value are
mean.

It can be seen that different flight phases require different UERE value given
constellation configuration. For positioning accuracy of class I precision approach,
UERE value should less than 4.1 m. For positioning accuracy of class II precision
approach, UERE value should less than 1.6 m. For positioning accuracy of CAT I,
UERE value should less than 0.8 m. Basing on the analysis, the UERE index can be
converted and distributed further, such as ephemeris error, satellite clock error,
ionophoric correction error, user observation error, etc.

Table 2 GNSS navigation performance requirements defined by ICAO

Flight
phases

Accuracy (95%) Integrity Continuity
risk
probability

Horizontal Vertical Alarming limit value Alarming
time

Integrity
risk
probability

Horizontal Vertical

Ocean
area

3.7 km N/A 7.4 km N/A 5 min 1� 10�7/h 10�4*10�8/h

Mainland 3.7 km N/A 3.7 km N/A 5 min 1� 10�7/h 10�4*10�8/h

Terminal
area

0.74 km N/A 1.85 km N/A 15 s 1� 10�7/h 10�4*10�8/h

NPA 220 m N/A 556 m N/A 10 s 1� 10�7/h 10�4*10�8/h

APV I 16 m 20 m 40 m 50 m 10 s 2� 10�7/P 8� 10�6/15 s

APV II 16 m 8 m 40 m 20 m 6 s 2� 10�7/P 8� 10�6/15 s

CAT I 16 m 6–4 m 40 m 15–10 m 6 s 2� 10�7/P 8� 10�6/15 s

Table 3 UERE analysis results of different flight phases calculated according to accuracy
requirements

Flight phases Accuracy (95%) rUERE (m)

Horizontal Vertical Horizontal Vertical Minimum value

Ocean area 3.7 km N/A 943.9 – 943.9

Mainland 3.7 km N/A 943.9 – 943.9

Terminal area 0.74 km N/A 188.8 – 188.8

NPA 220 m N/A 56.1 – 56.1

APV I 16 m 20 m 4.1 4.1 4.1

APV II 16 m 8 m 4.1 1.6 1.6

CAT I 16 m 6–4 m 4.1 1.2–0.8 0.8
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(2) Analysis of fault detecting performances

According to ICAO define of integrity and continuity risk requirements for different
flight phases, analysis results of missing detection probability and fault alarm
probability are shown in Table 4. The analysis is basing on formulas (2), (3) and
(7), and the signal fault probability value is different. In one-hour navigation phase,
independent sample number m is 1, that is, m = 1 when navigation time is 15 s,
150 s or 1 h. Risk probability distribution under H0 and H1 hypothesis is as fol-
lows: the risk probability is 1% when there is no fault signal; when there is fault
signals, the risk probability is PF,SIS = 1.0 � 10−4/h or PF,SIS = 1.0 � 10−3/h [5].

It can be seen that different signal fault condition needs different system mon-
itoring ability. In the design of system index, the fault probability and fault mon-
itoring performances should be overall considered according to system realization
ability. On this basis, single signal fault probability can be distributed to
sub-systems and task processing units further. Fault missing detection probability
and fault alarming probability can be distributed to task processing units of integrity
monitoring.

(3) Analysis of positioning error protection level

Analysis results of positioning error protection level for different flight phases is
shown in Table 5. The analysis includes no fault and different fault probability
conditions according to formulas (4)–(6). In the analysis, UERE = 0.8 m, the
calculation conditions and fault detection performances of different signal fault
probability are mentioned above.

It can be seen that position error protection levels are different under different
signal faults. The probability of signal fault is lower, the requirement of position
error protection level is higher. In application, if there is no signal fault, the position
protection level can be calculated by fault missing detection quantile basing on no
fault condition; if there are signal faults, the position protection level can be cal-
culated by fault missing detection quantile basing on fault conditions.

Table 4 Fault detection performance analysis results for different flight phases

Flight
phases

PF,SIS = 1.0 � 10−4/h PF,SIS = 1.0 � 10−3/h

PMD Pffmd PFA PMD Pffmd PFA

Ocean area 6.9 � 10−5 1.0 � 10−9 1.0 � 10−6 6.9 � 10−6 1.0 � 10−9 8.0 � 10−8

Mainland 6.9 � 10−5 1.0 � 10−9 1.0 � 10−6 6.9 � 10−6 1.0 � 10−9 8.0 � 10−8

Terminal
area

6.9 � 10−5 1.0 � 10−9 1.0 � 10−6 6.9 � 10−6 1.0 � 10−9 8.0 � 10−8

NPA 6.9 � 10−5 1.0 � 10−9 1.0 � 10−6 6.9 � 10−6 1.0 � 10−9 8.0 � 10−8

APV I 3.3 � 10−3 2.0 � 10−9 1.0 � 10−6 3.3 � 10−4 2.0 � 10−9 8.0 � 10−8

APV II 3.3 � 10−3 2.0 � 10−9 1.0 � 10−6 3.3 � 10−4 2.0 � 10−9 8.0 � 10−8

CAT I 3.3 � 10−3 2.0 � 10−9 1.0 � 10−6 3.3 � 10−4 2.0 � 10−9 8.0 � 10−8
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(4) Analysis of index UERE according to usability requirements

UERE analysis results for different flight phases with different alarming limit value
are shown in Table 6. Integrity alarming limit value requirements of different flight
phases agree with ICAO define. According to formulas (4), (5) and (8), all DOP
values are the maximum values. Missing detection probability quantile value of
different fault conditions according to Table 5, and PF,SIS = 1.0 � 10−4/h.

Table 5 Positioning error protection level analysis results for different flight phases

Flight phases Ocean
area

Mainland Terminal
area

NPA APV I APV II CAT I

No-fault
hypothesis

jðPH;ffmdÞ 6.1 6.1 6.1 6.1 6.0 6.0 6.0

jðPV ;ffmdÞ – – – – 6.0 6.0 6.0

HPLH0 12.2 12.2 12.2 12.2 12.0 12.0 12.0

VPLH0 – – – – 15.4 15.4 15.4

PF,SIS =
1.0 � 10−4/h

jðPH;MDÞ 3.8 3.8 3.8 3.8 2.9 2.9 2.9

jðPV ;MDÞ – – – – 2.9 2.9 2.9

HPLH1 7.6 7.6 7.6 7.6 5.9 5.9 5.9

VPLH1 – – – – 7.5 7.5 7.5

PF,SIS =
1.0 � 10−3/h

jðPH;MDÞ 4.5 4.5 4.5 4.5 3.6 3.6 3.6

jðPV ;MDÞ – – – – 3.6 3.6 3.6

HPLH1 9.0 9.0 9.0 9.0 7.2 7.2 7.2

VPLH1 – – – – 9.2 9.2 9.2

Minimum value HPL 7.6 7.6 7.6 7.6 5.9 5.9 5.9

VPL – – – – 7.5 7.5 7.5

Table 6 UERE analysis results of different flight phases calculated according to usability
requirements

Flight phases Alarming limit value rUERE (m)

Horizontal Vertical Horizontal Vertical Minimum value

Ocean area 7.4 km N/A 779.0 – 779.0

Mainland 3.7 km N/A 389.4 – 389.4

Terminal area 1.85 km N/A 194.8 – 194.8

NPA 556 m N/A 58.6 – 58.6

APV I 40 m 50 m 5.6 5.4 5.4

APV II 40 m 20 m 5.6 2.2 2.2

CAT I 40 m 15–10 m 2.8 1.6–1.0 1.0
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To satisfy both UERE requirements of accuracy and usability in different flight
phases, UERE value should be determined comprehensively by Tables 3 and 6.
Taking the minimum value, so UERE = 0.8.

4 Conclusion and Application

System index distribution and demonstration is an important accordance, for it will
guide and constraint each systems design and engineering implementation. Integrity
and continuity are key system service indexes. And if they can satisfy users’
requirements is determined by the index design of signal fault and detection.
Establishing in users’ requirements of integrity and continuity, this paper define the
conversion and distribution relationship between system indexes and integrity and
continuity risk probabilities. Therein, system indexes include signal fault times,
mean fault probability, fault missing detection probability and fault alarming
probability. Aiming at BDS constellation characteristics and according to ICAO
definition on users’ integrity and continuity requirements, signal integrity detection
requirements with different signal fault are analyzed. The study can provide design
basis for BDS index demonstration, especially for reliability indexes.

In the design of system index, indexes of signal fault probability and signal
integrity monitoring are complement and constraint each other. They should be
designed Synthetically according to the realization ability of each link. According
to the signal fault level of BD regional system, if signal fault rate is 3 times every
year, then single signal fault probability is 1.1 � 10−5/h. Adapted to that, to satisfy
the risk requirements of different flight phases, signal fault missing detection
probability should be 6.2 � 10−4, and fault alarming probability should be
1.0 � 10−6. Where, the receiver autonomous integrity monitoring means isn’t
considered. Index of signal fault probability is designed and implemented by
multiple links, including monitoring and receiving of initial data, navigation
parameters calculation, navigation messages uplink, satellite data receiving and
processing, satellite clock, down-link signal modulation and launch, system basic
integrity monitoring. Index of signal integrity monitoring is designed and imple-
mented by ground system.
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Analysis of GPS for Monitoring Rain
and Snow Weather

Xiaowei Hou, Shuangcheng Zhang, Zhengxun He, Qin Zang,
Tianhe Wan and Xiaojuan Zhang

Abstract With the continuous improvement of the theory of the Ground-based
GPS Meteorology and GPS-MR technology, and increases of the global GPS
tracking station. Making the Ground-based GPS as a new kind of sensor in space
weather monitoring plays an increasingly important role. This paper describes the
basic principle of remote sensing water vapor using Ground-based GPS and the
GPS-MR technology, then analyze the feasibility and validity of the experimental
data. GPS observation data and meteorological files in P360 station of
California PBO network in 2013 are used to obtain PWV by GAMIT and GPS-MR
snow depths. Then compare it with the measurements and precipitation by
SNOTEL station. By comparing the experimental data showing the strong corre-
lation between PWV and precipitation, and the correlation between GPS-MR snow
depths and measured snow depth is 0.97, RMSE is 0.12 m. The experimental
results show that the Ground-based GPS not only can be used for monitoring the
precipitation, continuous real-time, high time resolution, but also for continuous,
real-time, high-resolution snow depth monitoring around the station in winter.
Which further expanding the application of GPS in weather monitoring and
forecasting.

Keywords GPS � Precipitable water vapor (PWV) � GPS-MR (multipath reflec-
tometry) � Snow depth � Weather monitoring
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1 Introduction

Water vapor can affect weather changes in many ways, affecting the balance of
radiation, energy transport, cloud formation and precipitation, is one of the most
important gas components in the atmosphere, but also it has a strong directive
significance for small-scale disaster weather. Therefore monitoring of atmospheric
water vapor content and its change timely and accurately is important. However, the
time and space resolution of water vapor detection methods such as radiosonde,
microwave radiometer or satellite remote sensing can’t meet the requirements [1].
With the development of GPS and Ground-based GPS/MET, it provides a new way
for water vapor information inversion because of its high precision, high temporal
resolution, all-weather, real-time continuous and simple maintenance. Bevis of the
United States proposed this principle that use of measurement GPS receiver
inversion of water vapor theory [2]. On this basis, domestic scholars have also
carried out relevant research, Li et al. [3] through the GPS remote sensing water
vapor in Chengdu experiment proved the accuracy of GPS Precipitable Water
Vapor (GPS/PWV) can reach 1–2 mm. And further uses GPS Slant Water Vapor
(GPS/SWV) and its horizontal gradient information to reflect the three-dimensional
structure of atmospheric refractive index distribution. Song et al. [4] show that the
technology can be obtained in different directions of the water vapor changes in
space information by analyzing the Shanghai GPS monitoring network data. CAO
et al. [5–7] have greatly promoted the development of the GPS/MET to the
application in the spatial algorithm study of water vapor distribution. At present, the
research of GPS/MET mainly concentrates on the three-dimensional and
four-dimensional inversion of water vapor and the combination with other disci-
plines. Fan et al. [8] took the Bohai Sea as the research area to research the marine
PWV information and three-dimensional water vapor chromatography. Wang et al.
[9] analysis the relation between atmospheric water vapor and PM2.5 during the
Beijing haze, and found that the two have a good consistency.

Snow is one of the most important components in the hydrological system,
which impacts the water cycle and atmospheric circulation. Current measurement
techniques, such as manual, echo-based snow depth measurement and radiation
measurement, are mainly based on ground measurement, have greatly limited the
progress of this field due to their high cost, low temporal or spatial resolution. Since
1997, GPS Reflectometry (GPS-R) research using signal-to-noise information with
multipath effects has been carried out jointly by the NASA Langley Research
Center and the University of Colorado. GPS-R technology take advantage of GPS
data obtained by receiving reflected signals and direct signals inversion of surface
parameters is used for snow depth monitoring, but due to that need to use a special
antenna device, limiting its wide range of applications [10, 11]. Larson et al. [12,
13] first innovatively proposed a GPS Multipath Reflectometry (GPS-MR) tech-
nique based on Signal-to-Noise Ratio (SNR), which is a method using an ordinary
measurement GPS receiver can achieve snow depth monitoring. Domestic research
started relatively late in this area. Dai et al. [14] described the GPS-MR theory and
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its flow in detail, then gave the relationship between multipath and signal-to-noise
ratio and proved the effectiveness of the technology in 2015. Jin et al. [15] used the
US Panel Boundary Observations Program (PBO) observations show that L2P SNR
data can be used to retrieve snow depth in 2016 make the theory of GPS-MR
technology more complete. The above-mentioned scholars have made a preliminary
study on the theory and application of GPS-MR theory. At present, with GPS,
GLONASS modernization, BDS and Galileo and other global navigation systems
developing rapidly, GNSS will greatly promote the GNSS-MR technology con-
tinues to improve, GNSS-MR technology is expected to be a powerful complement
for the meteorological department in snow depth monitoring.

At present, there are few researches on the application of measurement GPS
receiver in snow weather monitoring, this paper will combine with GPS/MET and
GPS-MR technology to carry out rain and snow monitoring research. And the
experimental data were used for validation analysis. With a view to provide a
reference for the extensive development of GNSS for rain and snow weather
monitoring.

2 Theory System of GPS for Rain and Snow
Weather Monitoring

2.1 Principle of GPS/PWV Detection

Ground-based GPS Meteorology is an emerging interdisciplinary, the deep research
on it has had the important influence on the space geodetic technology, atmospheric
space structure, weather forecasting, climate change monitoring and other related
fields. So its research and application are being carried out rapidly on a global scale.
In recent years, China in the field of GPS/MET has also carried out extensive
research work, and further promote it to provide public services. GPS/PWV
detection technology is more mature, in order to save space, this article will not
repeat its estimation method. Figure 1 shows the basic flow with GAMIT software
[16, 17].

1. Calculation of Zenith Total Delay (ZTD) using GPS observations;
2. The Zenith Hydrostatic Delay (ZHD) is calculated by empirical model, and the

Zenith Wet Delay (ZWD) is separated.
3. PWV values were calculated according to the transformation relationship

between ZWD and PWV.
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2.2 Principle of GPS-MR Technology

The satellite signals (reflected waves) reflected by the terrestrial environment enter
the receiver antenna and interfere with the direct signal (direct waves) coming
directly from the satellite, causing the observed value to deviate from the true value
that called Multipath Error (MP), MP will reduce the accuracy of positioning and
baseline resolution. MP effects still exists when the satellite elevation angle is low
to 5–20° even if it is suppressed by the choke antenna, GPS measurements using
signal-to-noise ratio (SNR) to represents the ratio of signal strength to noise
intensity, SNR will increase with the elevation of the satellite height due to
multi-path changes, from the SNR value can be see the impact of MP intuitively
[12]. Reference to Larson’s s GPS-MR theory based on SNR [13]:

SNR1Pd þPr þ
ffiffiffiffiffiffiffiffiffiffi

PdPr
p

cos u ð1Þ

In Eq. (1), Pd is the direct signal energy, Pr is the reflected signal energy, and u
is the angle between the direct signal and the reflected signal. In order to obtain the
information MP changes caused by SNR, the MP needs to be separated from the
received SNR observations. Because Pd and Pr in the numerical difference is large,
the reflected signal energy can be through the formula method:

Fig. 1 Flow graph of using GPS to inverse PWV
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SNRðVolts=voltsÞ ¼ 10
SNRðdb�HzÞ

20 ð2Þ

In order to remove the direct trend, a low-order polynomial is used to fit the SNR
measurements. The residual sequence amplitude of the MP reflected signal after
removal of the direct signal trend term can be expressed as:

dSNR ¼ A cosð4pHkH�1 sinEþ/Þ ð3Þ

In the formula (3), A is the amplitude, H is the reflection height, k is the GPS
carrier wavelength, E is the satellite elevation angle and / is the phase. The fre-
quency can be obtained by Lomb-Scargle Spectral analysis. If the record t ¼ sinE,
f ¼ 2H

k [18]. The vertical reflection distance can obtained by f ¼ 2H=k, and then the
snow depth is obtained by the difference between the height of the station and the
vertical distance of reflection Hsnow ¼ HStation � H. Thus, the snow depth is mea-
sured by GPS-MR technology.

Based on the above principle of GPS-MR for snow depth detecting technology,
the processes can be summarized as shown in Fig. 2 [14].

Fig. 2 Flow graph of GPS-MR for snow depth
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3 Analysis of Examples

3.1 Data Source

In order to verify the feasibility and effectiveness of the GPS tracking station in the
rain and snow weather monitoring, this paper use the P360 station of PBO to carry
on the experimental analysis. P360 station is located in the United States Montana
Island Park area, with an average altitude of 1857.861 m, around the site is empty,
the maximum snowfall in winter up to 1.63 m, rainfall up to 38.2 mm in summer.
P360 station was established in 2005, the receiver has been used
TRIMBLE NETRS, antenna is used TRIMBLE29659.00 (Radome is SCIT).
Figure 3 is the environment around the P360 station.

This paper collects the GPS data from the P360 station in 2013 for the exper-
imental analysis. In order to obtain long time series and high precision GPS/PWV,
five IGS stations that SASK, BREW, NIST, GOLD, PIE1 around the P360 station
were measured based on GAMIT software. ZTD was estimated at 2 h intervals.
Then combined it with meteorological observation data of P360 station to extract
the PWV value. The measured snow depth (SNOTEL snow depth) around P360 is
provided by the Natural Resources Defense Service (NRCS) of the US Department
of Agriculture. Actual rainfall is collected by the site’s Vaisala WXT520 sensor and
the data acquisition unit for days.

3.2 Sample Results

In order to verify the effectiveness of ground-based GPS for rain and snow weather
monitoring, this paper obtain the GPS/PWV and GPS-MR snow depth at P360 in
2013 and compares it with the measured precipitation and SNOTEL snow depth.

(a) (b)Summer Winter

Fig. 3 Environment around the P360 station
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Due to snowfall in winter, the PWV in winter is lower than rainy season, so it can’t
clearly show the fluctuation value of winter PWV in one year scale. Therefore, in
order to analysis of GPS-MR snow depth, PWV, SNOTEL snow depth more
intuitive. So the relationship between them in Figs. 4 and 5 are given respectively.
Figure 4 just shows a comparison of PWV and rainfall.

In Fig. 4, the horizontal axis represents the doy, the red broken line represents
the GPS/PWV, and the blue represents the actual rainfall. It shows that there is a
good correlation between the rainfall and the PWV in rainy season from doy 100 to
doy 280, and the continuous increase or decrease of the PWV indicate the start or
the end of the precipitation.

Figure 5 shows the comparison of GPS-MR snow depth, SNOTEL snow depth,
and PWV from doy 001 to doy 070 in 2013. The horizontal axis represents the doy,
the vertical axis represents the snow depth and the PWV. The red line represents the
GPS PWV, the blue line represents the SNOTEL snow depth, and the cross mark
represents the GPS-MR snow depth. From the Fig. 5 the following conclusion can
be obtained:

1. The correlation coefficient between GPS-MR snow depth and SNOTEL snow
depth is 0.97 and the root mean square error (RMSE) is 0.12 m. It is proved that
GPS-MR based on SNR can be used in snow depth detection

2. The variation of PWV is related to the change of snow depth. When the PWV
reaches its peak value and then speed descends, it corresponds to the snowfall.
Such as PWV from 8 down to 2 mm from doy 110 to doy 140, snow depth from
0.6 to 0.8 m. It is concluded that the condensation of water vapor content to the
surface reduce its PWV content, so the change of PWV can predict snowfall in
winter.

Fig. 4 Comparison of PWV and precipitation at P360
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Combining with the analysis of Figs. 4 and 5 can be seen based on GPS/MET
and GPS-MR can achieve high precision real-time rain and snow weather moni-
toring by GPS tracking station.

4 Conclusion

As the GPS-MR technology appears, making the measurement of GPS receiver can
be used as a complement means of monitoring snow depth. In this paper, compared
with the PWV, rainfall and GPS-MR snow depth at the P360 station of PBO
network in 2013. Firstly, the GPS-MR snow depth is compared with the SNOTEL
snow depth, the RMSE is 0.12 m, and the correlation coefficient is 0.97. Secondly,
the comparison of the GPS/PWV and GPS-MR snow depth shows that the GPS
tracking station can achieve long-term effective snow and rain weather monitoring.
In the rainy season, precipitation is predicted by GPS/MET, and snow depth is
forecasted by GPS-MR technique while predicting snowfall corresponding to PWV
changes in the winter. The combination of the two techniques make GPS tracking
station in rain and snow weather monitoring has a high application and practical
value.

Fig. 5 Comparison of PWV and GPS-MR and SNOTEL snow depth recorder at P360
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Evolutionary Particle Filter for Indoor
Navigation and Location

Jian Chen, Gang Ou, Ao Peng, Lingyu Chen, Lingxiang Zheng
and Jianghong Shi

Abstract Indoor positioning technology can provide accurate location services for
pedestrians. MEMS inertial sensors are inexpensive and small in size. Therefore,
inertial navigation and positioning become popular research direction. The inertial
sensor, which contains 3-axis accelerometer and 3-axis gyroscope, collects the
acceleration and angular velocity information. The relative position of the pedes-
trian is calculated by integrating the acceleration and the angular velocity. The
extended Kalman filter estimates attitude, angular velocity, position, velocity and
acceleration system state errors. The system state error is updated when the foot
touches the ground. Directional drift is the main problem of inertial navigation.
Correcting heading by adding auxiliary basic information is one of the more
common methods, such as GPS, geomagnetism, and Wi-Fi, but the additional basic
information adds to the extra cost. We propose a novel algorithm based on the fact
that pedestrians cannot cross the wall during walking. After the extended Kalman
filter, the step size and the azimuth change are used as the observed state to
establish the walking motion model. Considering the map information, the particle
filter estimates the pedestrian position. For the particle impoverishment problem,
the mutation operation of the genetic algorithm is used. A healthy male participates
in the experiment. The results show an absolute error of 1.6 m.
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Keywords Inertial navigation � Particle filter � Mapping information � Inertial
sensors

1 Introduction

Due to the complex indoor environment, the satellite signal into the room has
become quite weak, which leads to satellite signal positioning accuracy is relatively
poor. However, pedestrians spend most of their time indoors, so indoor pedestrian
positioning has attracted the attention of many academics and experts [1]. For large
shopping malls, personal indoor navigation and positioning technology can provide
accurate location services.

MEMS inertial sensors are small, inexpensive and suitable for integration into
other consumer products. In the inertial navigation system, accelerometers and
gyroscopes collect pedestrian accelerations and angular velocities. The relative
position of pedestrian can be obtained by integrating the acceleration and angular
velocity. The extended Kalman filter estimates the attitude, angular velocity,
position, velocity and acceleration state errors. When the foot touches the ground,
the system state errors are updated. Directional drift is an unavoidable problem in
inertial positioning system. In order to reduce the directional drift, we present the
use of map information to eliminate the directional error. The main contribution of
this paper is that particle filter estimates the pedestrian location after the extended
Kalman Filter is performed. In order to solve the particle impoverishment problem,
mutation operation is adopted to improve the particle diversity. The main idea is
that the particles are detected before they are resampled. If the particles lie outside
the wall, the weights are set to zero. If the particles are in the wall, the weights are
not changed. For the particles outside the wall, mutation operation is used. After
mutation operation, the particles are back to the wall. In addition, the particle
weights are updated.

In [2], Johann Borenstein developed a self-heuristic drift elimination algorithm
for personal tracking systems. When the path of pedestrian walking is rectangular,
the directions of pedestrian are divided into four main directions. The self-heuristic
drift elimination algorithm forces pedestrians to approach the nearest main direc-
tions. In addition, dual low-pass filters and step-size resonators further improve the
accuracy of inertial navigation systems. The non-main direction will deteriorate the
navigation accuracy. The literature [3, 4] proposed improved self-heuristic elimi-
nation algorithm. Wi-Fi and inertial navigation systems have a strong highly
complementary features, hybrid algorithm is proposed [5]. Hybrid algorithm is
classified into two steps. In the first step, the initial direction and the initial position
are obtained. In the second step, maximum likelihood algorithm calculates the
rotation matrix. In [6], a reliable-enhanced particle filter is used to process the
mobile magnetic field and inertial sensor data. A self-heuristic particle algorithm
and a dynamic step-size algorithm are used to improve the positioning accuracy and
improve the robustness of the basic particle filter. Based on the map matching
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information and the inertial sensor data, the particle filter estimates the step size and
the direction change [7]. If the particle crosses the wall, the weight is set to zero.
The remaining particles are used to estimate the pedestrian position. The main
problem of the algorithm is that the inertial sensor drifts are more and more over
time. By several iterations, the particles in the wall will be fewer and fewer. Few
particles will be very difficult to approximate the posterior distribution. In some
extreme cases, it will lead to algorithm failure.

2 Extended Kalman Filter

The extended Kalman filter (EKF) is an effective estimation method [8, 9]. EKF can
be used to estimate the nonlinear inertial navigation system. When the foot of a
pedestrian touches the ground, the speed should be zero. The 15-element state error
vector can be defined as:

dxk ¼ duk; dx
b
k ; drk; dvk; da

b
k

� �T ð1Þ

where dxb
k and dabk represent angular velocity and acceleration errors in the body

coordinate system, respectively. duk,drk and dvk represent the errors in attitude,
position, and velocity, respectively. The subscript k represents the sampling time.
For the inertial navigation system, the state transition model and the observation
model are:

dxk ¼ Fk�1dxk�1 þxk�1 ð2Þ

zk ¼ Hdxk þ nk ð3Þ

where xk and nk are state transition noise and observation noise, respectively. The
transition state vector F is:

Fk�1 ¼

I3�3 �DT � Rb2t O3�3 O3�3 O3�3
O3�3 I3�3 O3�3 O3�3 O3�3
O3�3 O3�3 I3�3 DT � I3�3 O3�3

DT � Sðf tÞ O3�3 O3�3 I3�3 �DT � Rb2t

O3�3 O3�3 O3�3 O3�3 I3�3

2
66664

3
77775 ð4Þ

The observation vector H is defined as

Hc ¼
0 0 0
0 0 0
0 0 1

2
4

3
5 ð5Þ
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H ¼ ½Hc;O3�3;O3�3; I3�3;O3�3� ð6Þ

Kalman filter update process includes state update and measurement update.
When a pedestrian is walking, the state update is carried out. When the foot touches
the ground, the measurement update starts to work. The process of extended
Kalman filtering is shown in Fig. 1.

3 Particle Filter

Particle filter (PF) provides a relatively novel technique for estimating some highly
nonlinear systems. Particle filter plays a very important role in many fields [10],
such as target tracking, robot navigation, process monitoring. The particle filter
system is defined as:

xk ¼ f ðxk�1Þþxk ð7Þ

yk ¼ hðxkÞþ tk k ¼ 1; 2. . . ð8Þ

It is difficult to solve the analytic solution of the posterior distribution. Instead of
solving the analytical solution, the approximate solution is well developed. Many
particles approximate analytical solution. In order to resample the particles from
posterior distribution, a resampling technique is proposed. The importance distri-
bution is defined as:

qðx0:kjy1:kÞ ¼ qðx0:k�1jy1:k�1Þqðxkjx0:k�1; y1:kÞ ð9Þ

The recursive importance weight for each particle is given by:

xi
k ¼

pðx0:kjy1:kÞ
qðx0:kjy1:kÞ

/ xi
k�1

pðykjxikÞpðxikjxik�1Þ
qðxikjxi0:k�1; y1:kÞ

ð10Þ
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Fig. 1 The extended Kalman filter framework
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where xi
k represents the importance weight. ~xi

k is the normalized weight. Thus, the
posterior distribution is approximated by particles as:

pðx0:kjy1:kÞ �
XN
i¼1

~xi
kdðx0:k � xi0:kÞ ð11Þ

4 A Direction Error Elimination Algorithm
Based on Map Information

Assume that the step-size noise and direction-varying noise satisfactory a Gaussian
distribution with zero mean [11]. Combined with the map information, we use
particle filter to estimate the pedestrian location. State transition equations and
measurement equations can be written as:

xk
yk
wk

2
4

3
5 ¼

xk�1

yk�1

wk�1

2
4

3
5þ

lk 0 0
0 lk 0
0 0 dwk

2
4

3
5 coswk�1

sinwk�1
1

2
4

3
5 ð12Þ

l̂k
dŵk

� �
¼ lk

dwk

� �
þ vlk

vwk

� �
ð13Þ

where xk; ykð Þ represents the pedestrian position. wk represents the pedestrian

direction. lk¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxk � xk�1Þ2 þðyk � yk�1Þ2

q
and l̂k represent the actual step size and

the estimated step size, respectively. dwk ¼ wk � wk�1 and dŵk are the direction
change and the estimated direction change, respectively. vlk and vwk represent the
step-size noise and the direction-changing noise, respectively.

In the resampling process, the particles that cross the wall are invalid. Their
weights should be set to zero. If the invalid particles are too much, it will seriously
affect the particle distribution. To mitigate the particle impoverishment problem,
genetic algorithm with global search ability is integrated into particle filter, namely
evolutionary particle filter (EPF). Before the particles are resampled, we can detect
the validity of the particle. If the particle is in the wall, the mutation operation of the
genetic algorithm does not work. If the particle lies outside the wall, the genetic
operator begins to work. The mutation operator can be written as:

lik ¼ lik þ b1 ð14Þ

dwi
k ¼ dwi

k þ b2 ð15Þ

where b1 and b2 are random values in the mutation operation.
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The main idea of mutation operation is to generate new particles. The new
particles meet the requirements of map matching. In addition, the weight of the new
particles is updated. After the mutation operator is performed, the particles have the
opportunity to participate in the resampling process.

Before the mutation operation is performed, the weight of the particle filter is
obtained by standard particle filter. After the mutation operation is performed,
particles outside the wall will be updated. The update technique is as follows

wi
k ¼

1
k � 1

Xk�1

n¼1

wi
n ð16Þ

The proposed algorithm is as follows:

1. Particle filter initialization
2. Calculate the weight of the particle
3. detect whether the particles outside the wall, if the particles are in the wall, the

weight is not updated
4. If the particles are outside the wall, the mutation operation begins to modify the

step size and the direction change
5. Update the particle weights using Eq. (16)
6. Resampling.

5 Experimental Results

Acceleration and angular velocity data are collected using an inertial sensor with
3-axis accelerometer and 3-axis gyroscope. The parameters of the inertial sensor are
shown in Table 1. Inertial sensors are tied to the 29-year-old male’s right ankle. To
verify effectiveness of the evolutionary algorithm, pedestrians took part in walking
experiments. Based on the map information, the calculated position cannot cross the
wall. If the particle crosses the wall, the mutation operation is triggered.

Table 1 Performance of
inertial sensors in IMU

Accelerometer Gyroscope

Axes 3 3

Full scale range ±2 m/s2 ±250 o/s

Cross-axis sensitivity ±2% ±2%

Nonlinearity ±0.5% ±0.1%

Max output data rate 500 Hz 8000 Hz

Total RMS noise 8 mg-rms 0.1 °/s-rms
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5.1 Particle Weight Experiment

To illustrate that the mutation operation can increase the weight of the zero-weight
particles, we select the fortieth step and the eightieth step as an example. The
fortieth and eightieth particle weights are depicted in Figs. 2 and 3. In Fig. 2a, there
are 2 particles with zero weight before mutation operation is performed. There are 0
particles with zero weight in Fig. 2b. In Fig. 3a, there are 46 particles with zero
weight before mutation operation is performed. There is 1 particle with zero weight
in Fig. 3b. The mutation operation increases the weight of zero-weight particles. As
can be seen from the figures, there are a large number of particles with zero weight
before the mutation operation. The zero-weight particles greatly reduced through
the mutation operation.

5.2 Walking Experiment

To comprehensively evaluate effectiveness of the proposed algorithm, auxiliary
particle filter (APF) [12] is presented for comparison. The particle impoverishment
problem often occurs in the resampling process. In the particle weight experiment,
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the diversity of the particle is enriched by mutation operation. All particles have the
opportunity to participate in resampling.

The results of the walking experiment are depicted in Fig. 4. In Fig. 4a, b, since
EKF and PF do not use map information, the direction is prone to drift, which will
lead to the misleading positioning error. In Fig. 4c, the auxiliary particle filter
reduces the weight of particles outside the wall. The chance of the particles outside
the wall is reduced to participate in resampling, so that the positioning accuracy is
improved. Compared with APF, we let the weight of the particle outside the wall be
zero and regenerate the new particle by mutation operation in Fig. 4d. In Fig. 4d,
the position error of EPF is 1.6 m.
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6 Conclusion

This paper presents a personal navigation system that integrates map information.
PF is designed to estimate the pedestrian location. Considering the particle
impoverishment problem, this paper proposes an evolutionary particle algorithm.
The mutation operation of the genetic algorithm is used to modify the particles. The
new particles are generated. In addition, the weights are updated. The proposed
algorithm can effectively improve the positioning accuracy.
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An Indoor Three Dimensional Positioning
Algorithm Based on Attitude Identification
and Visible Light Propagation Model

Qu Wang, Haiyong Luo, Xile Gao, Jie Wei and Fang Zhao

Abstract With the continuous development of green lighting technology, the
visible light based indoor localization has attracted much attention. The visible light
based indoor positioning technology leverages the light propagation model to
achieve target location. Compared with the radio localization technology, the vis-
ible light based indoor positioning can achieve higher localization accuracy with no
electromagnetic interference. In this paper, an indoor three dimensional positioning
algorithm based on attitude identification and visible light propagation model is
proposed. This algorithm can accurately identify smartphone’s attitude by inte-
grated sensor of smartphone, distinguish different LED beacons by FFT algorithm,
construct a position cost function base on visible light radiative decay model,
applying a nonlinear optimizing method to acquire the optimal estimation of final
location. Extensive experimental results demonstrate that the algorithm can effec-
tively avoid the negative effects on smartphone’s attitude angle dynamically
change, has better locating accuracy and robustness, obtain a sub-meter level
positioning accuracy.
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1 Introduction

The critical demand for accurate localization for both indoor and outdoor is
increasing day by day, such as asset and personnel tracking, anti-terrorism action,
emergency rescue, exploration missions, etc. User can find out the target quickly by
indoor positioning. Accurate positioning can help rescuers to find out the people
quickly who need to be rescued in emergency circumstances. For the outdoor case,
Global Positioning System (GPS) is well established, and has been widely used.
Because the GPS needs a Line of Side (LOS) connection with the satellite to
determine the position of a person or object. The GPS accuracy drops when it is
used indoors, because of the signals from GPS satellites are blocked by walls or tall
buildings [1, 2]. At the same time, GPS is associated with a host of higher power
consumption, slow-response, and inefficiency problems.

For the indoor case, researcher proposed Many alternatives which be divided
into two typically types. The one type leverage pre-deployed additional positioning
infrastructure to realize precise positioning, such as radio frequency identification
(RFID) [3], Ultra Wideband (UWB) [4], ultrasonic sensors [5], Bluetooth [6] and
ZigBee [7]. The accuracy can be increased when the number of reference nodes
(with known position) is increased but this leads to an increased installation and
material cost, exclusively for positioning purposes. The ubiquitous of positioning
system is restrained by the problem of difficult deployment and high equipment
cost. The other type sample the signals fingerprint, then, to achieve user position by
comparing the on-line signals fingerprint with the pre-generated signals fingerprint
model, such as wireless local area networks (WLAN) [8] and magnetic [9, 10].
Wi-Fi-based communication systems suffer from multi-path propagation due to the
environment and the signals can be received in nearby rooms. Signals fingerprint
collection is time-consuming and labor-intensive, disk space is required for Signals
fingerprint. These properties specific make it very difficult to realize accurate
positioning. What’s worse, positioning technology based on RF cannot use in the
electromagnetic sensitive environment.

In recent years, lighting devices are undergoing a revolution transforming from
fluorescent lamps or tubes to light emitting diodes (LEDs) because of the energy
efficiency for the delivered light output, low costs and the long lifetime of the LED.
Visible Light has the double functions of the dominant illumination source and
indoor positioning. The Visible Light Positioning (VLP) systems can overcome
several known problems with radio frequency (RF) based indoor positioning sys-
tem. A receiver cannot receive signals from nearby rooms so the positioning
algorithm will only use information that was transmitted inside the room in which it
needs to calculate its position. Due to the local character of light, the Line of Sight
(LoS) component of the signal will be present in most cases and the multi-path
propagation, which becomes a problem in RF systems, will be negligible for VLC
[11]. Comparing with the mentioned positioning technology, the VLP has the
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advantage of good position accuracy, without the need of deploying additional
positioning infrastructure, low deployment cost, strong anti-interference capacity,
no electromagnetic interference, and no access authentication. Besides, the VLP
system have been designed for the RF or electromagnetic sensitive area like hos-
pital and air crafts, and the area without radio frequency signal coverage, such as
tunnel and underground mine. The local character of VLP is the main reason why
VLP is a good candidate for indoor positioning purposes.

The main contributions in this paper are that:

(1) This paper proposed an indoor high accuracy positioning algorithm with single
LED which merely rotating the mobile device by a small angle several times.
This method get localization by slightly changing the roll angle or pith angle
four times instead of the measurements of multiple LEDS at same time and
same position. To reduce the heading direction errors caused by the sur-
rounding steel building materials, electrical equipment or other sensor noises,
this paper leverage indoor paths and user’s treading track to calibrate the
heading direction. This method has desirable performance and stability in
LED-beacon sparse environment, such as corridor, also has advantages of low
costs.

(2) Achieving the cosine of incidence angle by the method of vector dot product,
and the positioning algorithm support a three-dimensional positioning under
various attitudes. Smartphone sense self-attitude by built-in accelerometer
sensor and magnetic sensor, and the smartphone’s normal vector is obtained.
Combine with the light vector is determined by the coordinate of the
sender-receiver (LED and smartphone), and point out from LED and into
smartphone, the cosine of incidence angle of smartphone is obtained by the
method of vector dot product between the smartphone’s normal vector and the
light vector. This method can effectively avoid the restriction of coplanar of
irradiation ray, incidence ray and normal ray in incidence angle by using
irradiation angle and smartphone attitude. So this positioning algorithm can
support a pervasive three-dimensional positioning.

The remainder of this paper is organized as follows. In Sect. 2, the related work
is introduced. The positioning algorithm is proposed in Sect. 3. The experimental
results and analysis are given in Sect. 4. The conclusion of this paper is made in
Sect. 5 finally.

2 Related Work

VLP system mostly use photodiodes at the receiver to detect the received signal
strength (RSS) or the time difference of arrival (TDOA) of the incoming optical
signals and then a position determination algorithm is developed to achieve the
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unknown location coordinates of the receiver [12–16]. The algorithms developed in
[12–14] are based on RSS measurements at the receiver. On the other hand, the
algorithms proposed in [15, 16], use the TDOA of the received signals. Comparing
with RSS-based VLP, the TDOA-based VLP can achieve better performance. The
TDOA-based VLP need for accurate transmitter synchronization and cost of
deployment will be a daunting task.

In [17], positioning approach based on attaching each LED with an identifica-
tion, namely the LED-identification (LED-ID) technology is proposed. In [18], an
improvement positioning method of LED-ID is proposed, which combines the
location code and the RSS. In [19], an angular diversity approach is proposed,
which provides location information without relying on signal intensity measure-
ments, time-of-flight data or complex imaging approaches. In [20], an image
approach is proposed, which solves unknown position by using the position
information of the reference LEDs and the geometric relationship of the images on
the image sensor.

Different from the aforementioned VLP methods, our proposed VLP method
introduces single LED location and attitude identification, which can effectively
avoid the negative effects on smartphone’s attitude angle dynamically change, has
better locating accuracy and robustness.

3 Three Dimensional Positioning Algorithm

The indoor three-dimensional positioning algorithm base on attitude identification
and visible light radiative decay model include the position model and attitude
identification. The position model is usually assumed to follow a Lambertian
radiation pattern [21]. Terminal’s position is obtained by at least three measure-
ments using three distinct orientations of the terminal. The terminal’s attitude is
obtained by using the accelerometer sensor, compass and indoor paths.

3.1 Symbol Description

To illustrate the positioning algorithm in this paper, we define the symbol in
Table 1.

3.2 Position Model

This paper establishes cost function of position algorithm by the widely used
Lambertian radiation pattern. The theoretical received optical power of
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jthði ¼ 1; . . .;KÞ measurement of the ith LED (i ¼ 1; . . .;N) is calculated as the (1),
base on the Lambertian radiation pattern.

Pij ¼ PT
i
ðmþ 1ÞA
2pd2i

cosmð/iÞTðwijÞgðwijÞ cosMðwijÞ ð1Þ

where Lambertian parameters mi ¼ � log 2=ðlogðcosð/i
1=2ÞÞÞ and M ¼

� log 2=ðlogðcosðw1=2ÞÞÞ is determined by the physical aspects of the LED and the
photodiode. A is the effective area of the photodiode at the receiver. The TðwijÞ and
gðwijÞ are the filter gain and concentrator gain, respectively. In this paper, we
assume that no filter or concentrator is used at the receiver (T(w) = g(w) = 1).

Under measurement noise conditions, the experimental value deviate from
theoretical value is found by measuring received optical power. In order to realize
indoor precise positioning, this paper establish a positioning model as (2)

ðx; y; zÞ ¼ min
ðx;y;zÞ2R3

XN
i¼1

XK
j¼1

½P_ij � PT
i
ðmþ 1ÞA
2pd2i

cosmð/iÞ cosMðwijÞ�2 ð2Þ

Table 1 Symbol description

No. Symbol Meaning

1 Ti ¼ ðxi; yi; ziÞ The coordinate of the ith LED ði ¼ 1; . . .;NÞ
2 R ¼ ðx; y; zÞ The coordinate of terminal

3 /i The irradiance angle of the ith LED
ði ¼ 1; . . .;NÞ

4 wij The jth ði ¼ 1; . . .;KÞ measurement of the
incidence angle of the ith LED ði ¼ 1; . . .;NÞ

5 ~nj ¼ ðaj; bj; cjÞ The normal vector of the measurement plane of
the jth ði ¼ 1; . . .;KÞ measurement, ~nij

�� �� ¼ 1

6 P̂ij The practical received optical power of jth ði ¼
1; . . .;KÞ measurement of the ith LED
ði ¼ 1; . . .;NÞ

7 Pij The theoretical received optical power of
jth ði ¼ 1; . . .;KÞ measurement of the ith LED
ði ¼ 1; . . .;NÞ

8
di ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xÞ2 þðyi � yÞ2 þðzi � zÞ2

q
The Euclidean distance from terminal to the ith
LED ði ¼ 1; . . .;NÞ

9 ~li ¼ ðxi � x; yi � y; zi � zÞ The vector point out from smartphone and into

the ith LED ði ¼ 1; . . .;NÞ, obvious ~li
���
��� ¼ di

10 PT
i The transmitting power of the ith LED

ði ¼ 1; . . .;NÞ
11 /i

1=2 The half irradiance angle of the ith LED
ði ¼ 1; . . .;NÞ

12 w1=2 The half incidence angle
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where

cosð/iÞ ¼ zi�z
di

cosðwijÞ ¼
~li�~nij

~lij j� ~nijj j ¼
ajðxi�xÞþ bjðyi�yÞþ cjðzj�zÞ

di

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xÞ2 þðyi � yÞ2 þðzi � zÞ2

q

8>>><
>>>:

The positioning model as (2) shown become an optimal problem of nonlinear
function which only contain an unknown variable R ¼ ðx; y; zÞ, Many alternative
nonlinear optimization algorithms have been proposed for solving the unknown
position estimation. In this paper, the DFP quasi-Newton method [22] is applied to
solve R ¼ ðx; y; zÞ. DFP has a higher efficiency computing capability and the time
complexity is Oðn2Þ, due to a matrix without second partial derivatives are used to
instead of the inverse matrix of the Hessian matrix in quasi-Newton method.

The cosine of incidence angle of smartphone is obtained by the method of vector
dot product between the smartphone’s normal vector and the light vector which
point out from the Receiver R to Transmitter (LED). This method can effectively
avoid the restriction of coplanar of irradiation ray, incidence ray and normal ray in
solving incidence angle with geometric relations by using irradiation angle and
smartphone attitude.

Where N = 1, the localization model in Eq. (2) becomes a single-point posi-
tioning problem. In simulation experiment, the positioning performance will be
analyzed with different number of LED beacons and measurements which repre-
sents different LEDS assemblages in various indoor positioning scenarios.
Extensive experiments demonstrate that this positioning model can fit various
indoor scenarios and different beacon deployment scheme.

3.3 Achieving the Normal Vector of Photosurface
of Receiver

The received power given by Eq. (1) depends on not only the distance, but also the
irradiance and incidence angles.

The irradiance angle ; is determined by the receiver’s position. If we fix the
receiver’s position and only change the receiver’s attitude, the received power P is
determined only by the incident angle w. The receiver’s attitude (azimuth h, pith /
and roll w) can be obtained by the built-in accelerometer sensor, and eventually, the
incidence and irradiance angles is obtained also.

According to the definition of the attitude angle, the receiver frame is obtained
by three times rotation of the East-North-Up reference frame that rotation round z, y
and x-axis for w, h and /. For convenience, we use multiple coordinate frames to
describe the process of rotation, including the “inertial frame,” the “vehicle-1
frame,” the “vehicle-2 frame,” and the “body frame.” The inertial frame axes are
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Earth-fixed, and the body frame axes are aligned with the sensor. The vehicle-1 and
vehicle-2 are intermediary frames used for convenience when illustrating the
sequence of operations that take us from the inertial frame to the body frame of the
sensor.

The yaw angular represents rotation about the inertial-frame z-axis by an angle
w. The yaw rotation produces a new coordinate frame where the z-axis is aligned
with the inertial frame and the x and y axes are rotated by the yaw angle w. We call
this new coordinate frame the vehicle-1 frame. The rotation matrix for moving from
the Inertial frame to the vehicle-1 frame is given by

Rv1
I wð Þ ¼

cos wð Þ sin wð Þ 0
� sin wð Þ cos wð Þ 0

0 0 1

0
@

1
A ð3Þ

Pitch represents rotation about the vehicle-1 y-axis by an angle h. The rotation
matrix for moving from the vehicle-1 frame to the vehicle-2 frame is given by

Rv2
v1 hð Þ ¼

cos hð Þ 0 � sin hð Þ
0 1 0

sin hð Þ 0 cos hð Þ

0
@

1
A ð4Þ

Roll represents rotation about the vehicle-2 x-axis by an angle /. The rotation
matrix for moving from the vehicle-2 frame to the body frame is given by

RB
v2 /ð Þ ¼

1 0 0
0 cos /ð Þ sin /ð Þ
0 � sin /ð Þ cos /ð Þ

0
@

1
A ð5Þ

The complete rotation matrix for moving from the inertial frame to the body
frame is given by

RB
I /; h;wð Þ ¼ RB

v2 /ð ÞRv2
v1 hð ÞRv1

I wð Þ ð6Þ

The rotation matrix for moving the opposite direction from the body frame to the
inertial frame—is given by

RI
B /; h;wð Þ ¼ Rv1

I �wð ÞRv2
v1 �hð ÞRB

v2 �/ð Þ ð7Þ

In the body frame, the normal vector of smartphone plane NB ¼ ð001ÞT , and the
normal vector of smartphone plane in the inertial frame is given by

~nI ¼ RI
B /; h;wð Þ~nB ¼

s /ð Þs wð Þþ c /ð Þc wð ÞsðhÞ
c /ð Þs wð Þs hð Þ � c wð ÞsðhÞ

c /ð ÞcðhÞ

0
@

1
A ð8Þ
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3.4 Distinguishing Different LED Lamp by FFT

In localization with multiple LEDs scenario, in order to differentiate each LED
which is driven by specific blinking frequency, VLP system requires a suitable
multiple access technology to distinguish the signals of the different LEDs, such as
frequency division multiple access (FDMA). Avoiding the ocular discomfort
caused by low frequency, blinking frequency of LED lamp is designed more than
120 Hz.

In multi-LEDs area, the received power is the superposition of all the LEDs in
the Line of Sight (LoS) area. The received power cannot be directly applied to
calculate the position estimate of receiver, and a LED distinguish mechanism base
on Fast Fourier Transform (FFT) is used to extract the RSSI of each LED from the
superposition of all the LEDs.

The RSSI of each LED with specific blinking frequency is obtained from
multi-frequency composite signal by performing a Fast Fourier Transform (FFT), as
shown in (9).

XðkÞ ¼
XN0�1

n¼0

xðnÞe�j2p
N0kn ð9Þ

where xðnÞðn ¼ 0; . . .;N 0 � 1Þ multi-frequency composite received power sampled
by the terminal, N 0 is the number of sample.

The amplitude of FFT coefficient XðkÞ divided by N 0=2 Corresponding with the
RSSI of k � 1ð Þ � fs=N 0(sample rate fs is double times more than the maximum
blinking frequency f of LED, according to the Nyquist theorem).

In order to avoid the flickering and distinguish signal of LED from ambient light
such as sunlight and fluorescent light, the minimum blinking frequency more than
200 Hz.

The time domain and frequency domain signal of three LEDs with different
frequency (420, 2000 and 4000 Hz) is shown in Fig. 1, it is easy to distinguish each
LED by performing FFT.

4 Simulation Experiment and Performance Analysis

4.1 Simulation Environment

The proposed algorithm in this paper is evaluated by simulation method. The
environment is a room whose size is 5 m � 5 m � 3 m. Four LED lamps with
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different flicker frequencies were deployed in (0,0,3), (0,5,3), (5,0,3) and (5,5,3).
The simulation area is evenly divided into 0.5 m * 0.5 m mesh, in order to get 121
test points. 100 experiments will be done at each test point. The positioning per-
formance is calculated by the results of the experiments.

The Matlab 8.4 tool and a laptop (Windows 8.1, Intel core i5 CPU, 6 GBytes
memory) are used in the simulation.

All the simulation data is produced with the Lambertian radiation model. And
different SNR will be used to get reasonable noise. During the meantime, three
Euler angle will also be changed because of the existence of noise which is defined
as normal distribution noise, and the variance is different.

As a comparison, the algorithm in [23] is also implemented.

0 1 2 3 4
Sample number 104

-4

-2

0

2

4

R
SS

104(a)

(b)

Fig. 1 The time domain and
frequency domain signal of
three LEDs with different
frequency. a The time domain
signal of three LEDs with
different frequency. b The
signal amplitude of three
LEDs in frequency domain
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4.2 Location Performance

4.2.1 Positioning Performance Under Multiple LED Single
Observation

The main work of this part is analysis the performance under the condition that the
LED is deployed densely. We assume that all of the test points can receive the
emitting light from three or more LEDs. There is no necessary for users to rotate the
terminal. And the performance is showed in Fig. 2.

As we can see in this Fig. 2, with the increasing number of LED lights, the
positioning accuracy increases. When the number of LED is 4, the average posi-
tioning error is 0.64 m. On the other hand, the SNR also influences the performance
greatly. The smaller the SNR, the greater the error. When SNR is greater than 25,
the positioning error tends to be stable.

The positioning error is also different because of the position of the terminal. As
is showed in Fig. 3, the positioning error of margin area is greater than the central
area. This is because the terminal can receive much more emitting light from LEDs
in small incidence angles. This is similar to the impact of satellite positioning
GDOP.

4.2.2 Positioning Performance Under Single LED Condition

As we all know, the deployment density of LEDs is relatively low in the corridor. In
order to increase the positioning accuracy, we can use artificial participation way.
Under the condition that the terminal position and heading angle (same as the path
aisle direction) remain unchanged, slightly change the roll angle and pitch angle of
the terminal, so as to obtain a plurality of observations.

Fig. 2 Localization error under multiple LED single observation
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The Figs. 4 and 5 shows the positioning performance under the condition of
single LED, and with the participation of users. It is obvious that the positioning
error is increased when compare with the multiple LEDs. But it can still meet the
requirements of indoor positioning. In addition, with the increase of rotation times,
the positioning performance is improved. However, due to the accuracy of angles
measured, further increase of the number of rotation, positioning performance
improvement is not obvious (Figs. 5, 6 and 7).

4.2.3 Positioning Performance Under Multiple LEDs and Multiple
Rotation

This part evaluates the positioning performance of multiple LEDs and multiple
rotation.

Fig. 3 Localization error under multiple LED and different position

Fig. 4 Localization error under single LED with different rotation times
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Fig. 5 Localization error under single LED and different position

Fig. 6 Localization error under multiple LED with different rotation times

Fig. 7 Localization error of different position under multiple LED and rotation
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In our experiments, we define the position error as the Euclidean distances
between the estimated position and the actual position. Figure 6 shows the
cumulative distribution function (CDF) of localization errors in multiple LEDs and
multiple rotation. The medium error is about 0.6 m.

As is showed in Fig. 7, we find that the positioning error of margin area is
greater than the central area (the area surrounded by lamps).

4.2.4 Complexity

Table 2 lists the total computational time of the above algorithms be performed
1210 times (121 point and 10 times each point), the mean time of once positioning
is less than 10 ms. The positioning algorithm is very high efficiency.

5 Conclusion

In this paper, by constructing a pervasive loss function, an indoor three dimensional
positioning algorithm based on attitude identification and visible light propagation
mode is proposed. It not only supports localization with multiple LEDs, but also
supports localization with one single LED, which is fit for the sparse LED envi-
ronments. By obtaining the cosine of incidence angle with the vector dot product of
the terminal normal and the vector from the target to the LED beacon, this local-
ization algorithm does not require the coplanar of the irradiation ray, incidence ray
and normal ray, which is more pervasive in the three dimensional localization.
Extensive simulation results demonstrate that the proposed algorithm can achieve
sub-meter level positioning accuracy.

In the future, we will evaluate the algorithm in the real physical environments.
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Table 2 Operation time LED number Operation time/s

1 LED 9.61

2 LED 10.16

3 LED 12.41

4 LED 12.15
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An Indoor Positioning and Navigation
Technique Based on Wi-Fi Fingerprint
and Environment Information

Boxiong Han and Long Zhao

Abstract With the development of urbanization in recent years, the conditions for
building the smart city gradually mature, the increase in large airports, shopping
centers and office buildings makes indoor positioning and navigation services more
important. The satellite signal in indoor environment is too weak to locate, while
notebook computers, mobile phones and other intelligent terminals greatly increase,
and Wi-Fi signals become more dense and extensive, which provide the material
foundation for the development of indoor positioning technology. In order to solve
the indoor positioning problem, we propose an indoor positioning and navigation
technique based on Wi-Fi fingerprint and environment information. The user’s
intelligent terminal can detect the signal strength of each wireless access point and
obtain the received signal strength indication (RSSI), then the specific location of
the device can be calculated according to the indoor radio pass loss model and
Wi-Fi signal strength fingerprint database composed by each node. The combina-
tion of k nearest neighbor (k-NN) algorithm and particle filter (PF) algorithm helps
to improve the positioning accuracy and robust stability in the paper, and the
combination of the Dijkstra algorithm and Wi-Fi fingerprint database based on
reference nodes provides the optimal navigation route by calculating the shortest
path from the start position to destination. Simulation experiment was carried out on
the 4th floor of new main building of Beihang University, from which we obtain the
location map and the navigation route map from the starting point to destination.
The experiment result shows the efficiency and reliability of the algorithm.
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1 Introduction

Global Positioning System is widely used in the outdoor environment because of its
high accuracy, wide coverage and convenience. However high buildings in the city
make the satellite signal not strong enough to carry on in indoor environment.
Meanwhile Wi-Fi equipment become very common in modern buildings, so it is
necessary to develop the indoor positioning and navigation system based on Wi-Fi
signals [1].

Nowadays positioning can be divided into two types: (1) Triangulation tech-
nique, the principle of triangulation technique is to measure the distance between
the user and access points (APs) and get the user position according to geometric
properties of triangles [2] including time of arrival (TOA) technique, time differ-
ence of arrival (TDOA) technique and angulation of arrival (AOA) technique [3–5].
(2) Fingerprint technique, the principle of the fingerprint technique is data match-
ing, it can reduce the effects of environmental noise [6, 7], so it is commonly used
in Bluetooth technique, radio frequency identification (RFID) technique, ZigBee
and Wi-Fi technique [8–12]. In this paper, we focus on the fingerprint technique
[13]. There are two phases in fingerprint technique, offline phase and online phase
[14]. In offline phase, we collect Wi-Fi signal data from access points (APs) and
build the fingerprint database [15, 16]; in online phase, we receive Wi-Fi signals
online and get RSSI then use approximate matching algorithm to get the location
information [17, 18]. There are many kinds of matching algorithms, such as k
nearest neighbor (k-NN) algorithm, support vector machine (SVM) algorithm and
artificial neural network (ANN) algorithm, k-means algorithm, however, these
algorithms have poor positioning accuracy or low computational efficiency [19]. An
indoor positioning algorithm based on PF and k-NN algorithm is proposed to
improve the positioning accuracy and stability in this paper.

Indoor navigation service is equally important as indoor positioning. Airports,
shopping centers, office buildings and other large building groups are increasing, in
which there are many different areas, therefore, only knowing where the location is
not enough, we also need to know the route to reach the destination, so indoor
navigation should base on the structure of the building or environmental infor-
mation [20]. In this paper, the Dijkstra algorithm is used to calculate the shortest
route to a destination in a building. The Dijkstra algorithm solves the shortest path
problem in a directed graph, which is used in computer networks to find the fastest
way to communicate, as for indoor navigation it can be used to find the optimal path
based on the building structure and fingerprint reference nodes [21].

This paper consists of four sections: Sect. 1 Introduction of indoor positioning
and navigation technology; Sect. 2 The radio propagation model, the fingerprint
technique, k-NN, PF and the Dijkstra’s algorithm are described in detail; Sect. 3
Indoor positioning and navigation algorithms are demonstrated in the test venue on
4th floor of new main building, Beihang University; Sect. 4 Summary and
discussion.
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2 Methodology

2.1 Radio Path Loss Mode

When the radio signal is transmitted in the medium, the received signal strength
indication (RSSI) will be in logarithmic attenuation with the increase of the distance
from the receiving end [23]. According to the relationship between the distance and
the signal strength in the radio signal path loss model, the distance between the
receiver and the transmitter can be calculated, then the user’s location can be
estimated according to the principle of triangulation. The wireless signal path loss
model is shown in Eq. (1).

PLðdBÞ ¼ PLd0ðdBmÞ � 10clog10
d
d0

� �
� H ð1Þ

where PL(dB) is the power receiver measured in decibel, PLd0 (dBm) is the RSSI
value 1 m from APs, c is path loss exponent, d is the distance between transmitter
and receiver, d0 is the unit distance, H is the sum of the power loss caused by
environmental factors such as channel noise. c is determined by the environment,
people move and indoor arrangement effect the value of c, the path loss exponent in
different environments is shown in Table 1.

2.2 Fingerprint Technique

Wi-Fi fingerprint technique is a non-ranging method of positioning, it can reduce the
impact of ambient noise, fingerprint database works like a map that combines
location information and received signal strength. As shown in Fig. 1, the fingerprint
technology is divided into two phases, first is the offline phase, signal reference nodes
should be determined, then signal information of the Wi-Fi access point is collected at
each point, finally the location coordinates (x, y) of the reference nodes, RSSI and
service set identifier (SSID) of Wi-Fi routers make up the fingerprint database. The
second part is the online phase, user compare the online received signal with the
offline information from fingerprint database, then obtain the position by data
matching algorithm; at the same time, the reference nodes of the fingerprint database
also constitute the indoor route reference nodes used for indoor navigation service.

Table 1 Path loss exponent
[22]

Condition Path loss exponent

Downtown 3.7–6.5

Office 2–6

Free space 2

Outdoor 2.8
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2.3 K Nearest Neighbor Algorithm

K nearest neighbor algorithm is used to match the online measured data with the
information fingerprint database, then the position is classified to the best matching
point, with the conditions of minimum Euclidean distance to estimate the position
of the receiver. Euclidean distance is introduced as the reference quantity, the
position of the receiver is estimated in the condition of minimum Euclidean
distance.

di ¼ rfi � rsk k¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðrfi � rsÞ2
s

ð2Þ

In Eq. (2), di is the distance between the receiver and the reference nodes in the
fingerprint database, rfi is the RSSI of each reference nodes in the fingerprint
database, rs is the RSSI of the receiver. The particle filter algorithm in the next
section will explain how to improve the accuracy of the k-NN algorithm.

2.4 Particle Filter (PF)

Particle filter is based on Monte Carlo method and Bayesian framework, the basic
idea of particle filter is to generate particles and calculate the weight of each
particle, which should find important particles through resampling technology and

Fig. 1 Fingerprint technique
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finally return the generated particles back [24]. Particle filter algorithm combined
with k-NN algorithm can reduce the positioning error, the algorithm is shown in
Fig. 2.

2.4.1 System Model

The principle of particle filter is to find a set of random samples spread in the state
space to approximate the probability density function, then replace the integral
operation of the sample mean, finally obtain the distribution of the state minimum
variance. In this paper, we propose an indoor positioning system model based on
dead reckoning model and particle filter.

As shown in Eqs. (3) and (4), xk refers to the state vector, xk = [Px Py vx vy]
T, Px

and Py are position of the user, vx and vy are velocity, Q is system noise, k is the
time step and DT is the sample time.

Pxkþ 1

Pykþ 1

vxkþ 1

vykþ 1

2
664

3
775 ¼

1 0 DT 0
0 1 0 DT
0 0 1 0
0 0 0 1

2
664

3
775

Pxk
Pyk
vxk
vyk

2
664

3
775þQ ð3Þ

Q ¼
DT2=2 0 0 0

0 DT2=2 0 0
0 0 DT 0
0 0 0 DT

2
664

3
775 ð4Þ

Initilization

Importance Sampling

Weight Update

Normalization

Resampling

Repeat

Fig. 2 PF algorithm
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2.4.2 Measurement Update

For measurement update, we choose likelihood function to find the weight (Pw)
between position of k-NN and each PF. zkr refers to the position from k-NN, zkp
refers to the position from PF, and r is variance of measurement, as shown in
Eq. (5).

Pw ¼ 1ffiffiffiffiffiffiffiffi
2pr

p exp � ðzkr � zkpÞ2
2r2

 !
ð5Þ

Next step is to normalize the importance weight of particle and use resampling
technique to find the importance sample from Pwk, then generate next state xk+1 in
PF equation, finally calculate the mean value of the particles to estimate the position
of the receiver. Black circle points and yellow circles in Fig. 3 represent the particle
distribution represent weight from likelihood function. For instance, the number 7
has the maximum weight at time k, around which algorithm will generate next
particle at time k + 1. It shows that the weight of the particles determines the next
state, which decides the position of the receiver.

2.5 Dijkstra Algorithm

Dijkstra algorithm is a popular algorithm in computer network, which is used to
find the shortest path to improve communication efficiency [25]. The algorithm has
high computational efficiency so the time occupied is short, and the principle is
quite simple. As shown in Fig. 4a, according to Dijkstra algorithm, after

Fig. 3 Resampling technique
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determining the starting point and ending point, we extend from the starting point as
the center and approach to the end node through each node in the path, the distance
between connected nodes should be recorded and compared in order to get the
shortest total distance and then make an optimum path planning.

According to Dijkstra algorithm and the indoor positioning algorithm, we build
the link matrix based on the reference nodes from fingerprint database. As shown in
Fig. 4b, if two reference nodes are connected directly, enter the right distance
between them in the link matrix; if they are not directly connected, fill in the matrix
at the corresponding space with ∞.

After establishing the link matrix, we need to define the start point (user’s
position) and the end point (destination), then calculate the distance to find the
shortest path by using the link matrix.

As shown in Fig. 5, indoor positioning and navigation system proposed in this
paper is divided into two steps, the first step is the indoor positioning based on
fingerprint database, users get RSSI from indoor Wi-Fi APs and estimate the
position by using k-NN algorithm based on fingerprint database. In this paper, we
propose a positioning algorithm based on the combination of particle filter and
k-NN algorithm to reduce the effect of ambient noise and improve the accuracy of
positioning. The second step is indoor navigation based on the information of
reference nodes in fingerprint database, Dijkstra algorithm is used in the paper to
find the shortest distance between two points, which helps to make an optimum
path planning from location to destination.

3 Experiment and Analysis

In order to verify the effectiveness and accuracy of the indoor positioning and
navigation algorithm, we set up an experimental field on the 4th floor of the new
main building in Beihang University and carry out the experiment. As shown in
Fig. 6, there are 18 classrooms, 4 elevators, 2 emergency exits, 1 toilet, and some
electrical facilities in the experimental field. First of all is to set the map and axis,

1
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3

5

6

3

1

1

1

1
2

1
3

A. Fingerprint nodes B. Link matrix

Fig. 4 Reference nodes and link matrix
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according to the experiment, we use the outside boundary of the 4th floor of new
main building E to form a square, x and y axis is set as shown in Fig. 6, the unit
distance is 1 m. There are 18 Wi-Fi access points (APs) in the classroom providing
signals for the experiment, red dots in Fig. 6 indicate their position. Secondly,
Eq. (1) which indicates the path loss model is used to generate RSSI of each
AP. Considering the signal noise from personnel and wall floor in the experimental
environment, we add a standard Gaussian white noise N (0, 3) in H of path loss
model. Last is to establish the fingerprint database, blue dots indicate the reference
notes as shown in Fig. 6 which are set evenly in the corridor with a distance of 2 m
according to the principle of uniform distribution and setting special points. At the
same time, there are two corridors which are 2 m wide, where the reference nodes
are in the middle line, so the distance between the inflection point and adjacent
point is 1 m. There are 73 reference nodes in total. The position coordinates of each
node together with RSSI of each AP at the node form the fingerprint database.

In indoor navigation experiments, we assume that the user starts from the door of
room E403 (Δ as shown in Fig. 6) and goes to water dispenser 1 (① as shown in
Fig. 6) next to F407 or water dispenser 2 (② as shown in Fig. 6) next to F411, the

User received  RSSI

K-Nearest-Neighbour

System
Model

Measurement
Update

Particle Filter (PF)

Estimate User Position

Fingerprint
Database

Noise

Navigation

Dijkstra Algorithm

Route

Destination

Positioning

Fingerprint nodes

Route

Fig. 5 Indoor positioning and navigation system
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shortest path is given by Dijkstra algorithm based on fingerprint reference nodes.
Two reference nodes together with atan2 function are used to calculate the direction
angle, angle result of atan2 varies in the area [−p, p]. For example we get angle 90°
first, so 0° is right hand and 180° is left hand next. In order to make the result more
accurate, we use the average of 10 experimental data as the shortest path time.

As shown in Fig. 6, we use Dijkstra algorithm to determine the path, finally we
get the way through different corridors to the two water dispensers at different place.
It is shorter to reach water dispenser 1 through the red line while it is shorter to
reach water dispenser 2 through the purple line. This result is consistent with the
actual walking route and the shortest path principle which illustrates the effec-
tiveness and correctness of Dijkstra algorithm based on fingerprint reference nodes
for indoor route planning. Table 2 shows the direction, distance, reference nodes
and calculation time of each route.

In positioning path, we add Gaussian white noise N(0, 3) in Eq. (1) in accor-
dance with the experimental environment, which is the same used in reference
nodes of fingerprint database. According to the Dijkstra algorithm, the experiment
is carried out in the red line as shown in Fig. 7, comparing the algorithm accuracy
and robust stability of the k nearest neighbor algorithm, particle filter and unscented
Kalman filter. Especially k nearest neighbor algorithm use three nodes for

E402 E403 E404E401

F409

D434

D436

D435

E406

E405

D437

F408 F407

F410

F412F411

D435
-1

E407

y

0 x

Fig. 6 Experimental field and the navigation route

An Indoor Positioning and Navigation Technique … 389



reference, particle filter and unscented Kalman filter algorithm are compared for
their similar principle. The route to water dispenser 1 is chosen to test the accuracy
and robustness of k-NN (Red line), PF (Blue line) and UKF (Green line), the result
is shown in Fig. 8.

In experimental field, we need to use trial and error method to determine the
initial data. According to Eq. (3), the initial conditions of particle filter is N = 30,
variance of measurement r = 1.5. The initial condition of the unscented Kalman
filter is set as matrix Q = diag{1, 1, 1,1} � 101 and R = diag{l, 1, 1, 1} � 102.
Figure 8 and Table 3 show the relative error between real route and the route
calculated by each algorithm and show the time they spend to calculate, the relative
error of PF algorithm is less than k nearest neighbor algorithm and unscented
Kalman filtering algorithm, while the average error of each algorithm is still quite
close which is around 1.6 m, but the maximum error value from PF algorithm and
UKF algorithm is 1.5 m less than k-NN algorithm.

4 Summary and Discussion

In this paper, the theoretical analysis and algorithm research were carried out on the
positioning and navigation technique in the indoor environment. The experimental
field was built on the 4th floor of the new main building of Beihang University. In
terms of positioning technique, the combination of k-nearest neighbor algorithm
and particle filter algorithm can improve the positioning accuracy and track
smoothness. For the navigation technique, the Dijkstra algorithm based on Wi-Fi
fingerprint node can give us the best route in indoor environment. The experimental
result shows that the shortest path from the starting point to the destination can be
achieved by the Dijkstra algorithm, which is proved to be effective and practical by
comparing the two different routes from E403 (the starting point) to two different
water dispensers (destinations). For the positioning technique, the two better
algorithms, k-nearest neighbor and particle filter, are combined to a certain weight
by comparing the error and computational efficiency of k-nearest neighbor, particle
filter and unscented Kalman filter algorithm. The experimental results show that the
particle filter algorithm is better in error and computation time than unscented

Table 2 Route data Route Red Purple

Route planning △ E403
← 10 m
# 25 m
! 10 m
○ dispenser 1

△ E403
! 13 m
# 25 m
← 5 m
○ dispenser 2

Total distance (m) 45 43

Reference nodes 24 24

Calculation time 0.1215 0.1257
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Kalman filter algorithm though they are similar in principle, therefore we use the k
nearest neighbor algorithm combined with the particle filter algorithm.

Then we will carry out further research work. As for positioning algorithm, we
would analyze deeply on the weight between k-NN and PF to improve the posi-
tioning accuracy; as for indoor navigation, we would set a certain standard to
remove the useless nodes which can further improve the efficiency of Dijkstra
algorithm, and the computation time would reduce a lot.
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Identification of LBS Deception for Smart
Phone Based on the Speed Consistency

Da-peng Li, Ting Liu, Wei-na Hao, Bing Liu,
Ling-chuan Zeng and Yan-kun Li

Abstract Although the LBS applications benefit the public, there are lawless users
trying to make profit from LBS deception. A deception identification method for
smart phone based on the speed consistency of sensors is presented in this paper. To
mitigate the different characteristic of GNSS and MEMS sensors for speed mea-
surement, which would bring much difficult to the direct comparison, the velocity
peak interval probability distribution of smart phone sensors is used as the feature.
Two-sample kolmogorov-smirnov test is applied for the statistical decision of LBS
deception. Experimental results show that the proposed method can identify LBS
deception correctly.

Keywords LBS � Deception � Smart phone � K-S test

1 Introduction

APPs supported by the LBS (location-based services) technique, such as travel,
shopping, accommodation, has brought much convenience for consumers and
penetrated into the lives of the people. However, LBS making the tremendous
contribution for the national economic development at the same time, also bred
many negative issues. Refer to two news events below to illustrate the current main
problems of the LBS.

According to media reports [1], in the ride-hailing field, a taxi driver in Beijing
gained coupons through false transportation, and took illegal profit about 30,000
CNY after several months. Similarly, in the takeaway field, a takeaway delivery
platform staff made up a lot fake courier deliveries and gain the subsidies by
positioning cheating [2].
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Therefore, the behavior of unlawfully obtaining profits from LBS deception is a
widespread problem. Unfortunately, the platform of LBS is still a lack of effective
means to accurately determine the deception behavior.

2 The State-of-Art, Countermeasures and Challenges
of LBS Deception of Smart Phone

2.1 The State-of-Art and the Countermeasures
of LBS Deception

There are a lot of researches on LBS security, but mainly focus on the high quality
user experience and the privacy information security [3, 4], and seldom on the
anti-deception method for LBS. At the same time, GNSS as the main positioning
means of LBS applications, is the main target of LBS deception. Therefore, we
focus on the anti-spoof research status in the GNSS field.

Considering the service of GNSS positioning, there are two kinds of different
threats: one is the suppression jamming; the other is the confusion jamming, usually
called deception jamming. Suppression jamming is the biggest threat to satellite
navigation signal, which could make the receiver cannot capture and track the
satellite navigation signal correctly. Due to the limited coverage of the interference,
found by the monitor departments of the state easily, and no economic benefits to
pursuit, therefore the suppression jamming for the LBS deception is rare.

Relatively speaking, the possibility of deception jamming is much more likely to
threat the LBS applications. Deception jamming can cheat by changing the time
delay of signal received by the target receiver, which results in the position and
clock error. But the technical difficulty and costs of implementation of this kind of
jamming are too high for the situation of few users.

In summary, the suppression and deception interference of GNSS is not a new
topic, scholars have carried out a widespread research, but due to the technical
difficulty and cost considerations, there is no deception interference of navigation
signal level for civilian smart phone users.

2.2 Challenges

The anti-deception technology has been developed for more than 20 years in the
field of navigation, a variety of GNSS protection measures have been proposed in
literatures. It is summarized as: the absolute power monitoring, signal power
monitoring, Doppler detection, L1 and L2 cross-correlation detection, residual
signal analysis [5, 6], ephemeris data verification, dual receiver code
cross-correlation detection [7], receiver automatic integrity monitoring (RAIM) [8]
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and inertial measurement unit (IMU) consistency checking, arrival time and angle
detection [8, 9], message encryption [10, 11]. Unfortunately, these methods are
almost impossible to run on the smart phone. This is because:

(1) The security of smartphone operating system is poor
Android system is completely open source, lawless users tamper with the GPS
position information using the Android system leaks. What is more, some
people develop the Android system simulator running on the PC platform and
could virtualize the output of the built-in navigation positioning module of the
smart phone directly;

(2) The navigation sensor of smart phone is hard to modify
The program of smartphone navigation module has been fixed, it is difficult to
change the positioning algorithm. Some of the original navigation measure-
ments, such as correlation peaks, Doppler, pseudorange, carrier phase, etc.,
cannot be obtained. It makes a large number of anti-deception algorithms failed
which is based on the original navigation measurement;

(3) The sensor accuracy of smart phone is low
Because of the cost, compared with the special equipment such as navigation
receiver, the navigation sensor accuracy on the smart phone is low. It usually
has no high gain antenna, high sensitivity components, and professional
calibration;

(4) The smartphone resource is limited
Considering the computation cost, power consumption and other issues, many
complex algorithms couldn’t perform on the smart phone platform. Some
methods of signal detection and spectrum analysis are difficult to run in real
time. Additionally, the storage and network resources of smart phone are
limited, it is hard for users to endure the consuming of a lot of storage space and
the net flow of Internet;

Thus, it is a challenging new task to realize the anti-deception of LBS on the
smart phone in the face of the constraints above.

3 LBS Deception Identification Based on the Velocity
Peak Interval Distribution and the K-S Test

Based on the above analysis, the identification of anti-deception for smart phone
should fully use the internal smart phone sensor resources, such as MEMS, com-
munication module, barometer, etc. In order to identify the behaviors of modifi-
cation or falsification of the GPS output by some lawless users, a LBS deception
recognition method for smart phone based on the speed consistency is proposed in
this paper. Specifically, the speeds obtained from GPS and MEMS in the smart
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phone are compared. If they are consistent, then there is no LBS deception, and vice
versa. Unfortunately, the sensors of GPS and MEMS have different velocity sen-
sitivity and temporal characteristics. Additionally affected by the asynchronization
of the Android system processes, it is hard to compare the consistency directly.

Assuming the Y axis of the MEMS sensor in the smart phone is consistent with
the direction of the vehicle, and the corresponding speed output is AccPhoneMEMS; y,

AccPhoneMEMS; yðtÞ ¼ AccTrueðtÞþAccBiasPhoneMEMS; y ð1Þ

where the AccTrue is the true vehicle acceleration, AccBiasPhoneMEMS; y is the constant bias
of the Y axis accelerator of the MEMS. After integration, the speed of the Y axis of
the MEMS is estimated,

VPhone
MEMS; yðtÞ ¼

Z t

0

AccTrueðsÞdsþAccBiasPhoneMEMS; y � t ð2Þ

Similarly, assuming the output position of GPS in the ECEF coordinate system
is xðtÞ; yðtÞ; zðtÞ½ �, and the speed estimated by GPS for time t is

VPhone
GPS ðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðtÞ � xðt � DtÞð Þ2 þ yðtÞ � yðt � DtÞð Þ2 þ zðtÞ � zðt � DtÞð Þ2

q

Dt
ð3Þ

where the Dt is the time interval of GPS output sampling.
Usually, the VPhone

MEMS; yðtÞ and VPhone
GPS ðtÞ have different sample rates and sensitiv-

ities to the speed, moreover, there exists the accumulation error in the VPhone
MEMS; yðtÞ,

therefore, they couldn’t be compared directly. Enlightened by the vicinity of the
velocity peaks outputted from the VPhone

MEMS; yðtÞ and VPhone
GPS ðtÞ when there is no

deception, we regard the velocity peak interval as a random variable which follows
some distribution. Then, the problem is turned into the test that if the velocity peak
intervals outputted from the MEMS and GPS follow the same distribution.

The K-S test is named after the two Soviet mathematician Kolmogorov and
Smirnov, which is based on the cumulative distribution function and test that if an
empirical distribution follows some theory distribution or whether two empirical
distributions have significant differences. Especially, two-sample K-S test becomes
one of the most useful non-parametric test due to its sensitivity to the differences of
position and shape parameters in the two-sample empirical distribution function.

Assuming VPeakIntervalPhoneMEMS; y and VPeakIntervalPhoneGPS are two samples of the
independent population from two independent sensors.
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Define the hypotheses,

• H0: There is no significant difference between the two distributions of the
independent samples;

• H1: There is significant difference between the two distributions of the inde-
pendent samples.

where [h, p, ks2stat] = kstest2(VPeakIntervalPhoneMEMS; y, VPeakInterval
Phone
GPS ), H = 1

indicates that K-S test rejects the null hypothesis in favor of the alternative
hypothesis at the a significance level, p is the p-value of the hypothesis test, ks2stat
is the value of the test statistic.

4 Experimental Verification

Using 2 sets of experimental data to verify the algorithm. The vehicle and smart
phone for experiment are the ordinary taxi and HUAWEI smart phone. The phone
is placed horizontally in the taxi. The coordinate system is shown in Fig. 1a, where
the direction of Y axis and the vehicle are the same. The experiment time is around
16 clock in 2016.08.24 and 2016.09.05, as shown in Fig. 1b, c. Where the starting
point and end point of the path in Fig. 1b is the same as that of Fig. 1c, but the
driving path and the time of recording are different.

(a) (b) (c)

Fig. 1 Experiment illustration, a smartphone local coordinate system, b data 2016.08.24 16:05,
c data 2016.09.05 15:45
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4.1 Identification Without LBS Deception

Firstly, we verify the algorithm in the situation of no LBS deception. The speed
estimated from GPS is obtained by the differential GPS position data of Fig. 1b and
the DC component is removed. The speed estimated from accelerator of MEMS is
obtained by the accumulated data of MEMS accelerometer of Y axis and the DC
component is removed too. The speed curves estimated, and the corresponding
peaks are as follows (Fig. 2).

As can be seen, the trends of the estimated speeds obtained by the GPS output
positions and the MEMS accelerometer are roughly the same. However, there is a
linear superposition trend in the speed estimated from accelerator data due to the
accelerator cumulative error. In addition, there is a certain time delay caused by the
Android system between the outputs of the GPS and the acceleration sensors, which
makes it impossible to directly compare these two kinds of sensor outputs in the
same physical quantity (speed). We will use the K-S test to identify the deception
behavior, which is based on the statistics theory.

The probability distributions of the velocity peak intervals are obtained as fol-
lows (Fig. 3).

Fig. 2 The comparison of the speeds estimated from different sensors without LBS deception
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Define the hypotheses,

H0: the distributions of velocity peak intervals obtained by the GPS and MEMS are
the same;
H1: the distributions of velocity peak intervals obtained by the GPS and MEMS are
not the same.

Finally, with the significance level alpha = 0.05, the two sample K-S test is used
and the results are follows: h = 1, p = 0.0287, ks2stat = 0.3349. This shows that
the hypothesis H0 can be accepted, that is, the distribution of velocity peak intervals
obtained by GPS is the same as that obtained by the MEMS. It further shows that
only a small probability of LBS deception exists.

4.2 Identification with LBS Deception

Usually, the lawless user directly makes the fake navigation path, however, this
kind of deception is very easy to identify because the output of MEMS sensor of
smart phone isn’t consistent with that of GPS obviously. Here to increase the
difficulty, we simulate the situation of the growth of navigation path maliciously by
the lawless user for illegal economic profits. For example, instead of the real path
data in Fig. 1c, the longer path in Fig. 1b is used. And they have the same starting
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Fig. 3 The comparison of the distributions of velocity peak interval estimated from different
sensors without LBS deception
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and end points. The speed estimated from GPS is obtained by the differential GPS
position data of Fig. 1b and the DC component is removed. The speed estimated
from accelerator of MEMS is obtained by the accumulated data of MEMS
accelerometer of Y axis and the DC component is removed too. The speed curves
estimated, and the corresponding peaks are as follows (Fig. 4).

The probability distributions of the velocity peak intervals are obtained as fol-
lows (Fig. 5).

Define the hypotheses of H0 and H1 as above. Finally, with the significance
level alpha = 0.05, the results obtained by the two sample K-S test are follows:
h = 0, p = 0.4112, ks2stat = 0.2039. Furthermore, the null hypothesis could be
rejected, which shows the distribution of velocity peak intervals obtained by GPS
and MEMS does not follow the same distribution. There is a large probability of
LBS deception existed.

Fig. 4 The comparison of the speeds estimated from different sensors with LBS deception
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5 Conclusion

Although many anti-jamming methods of navigation have been proposed by many
scholars, the research hotspots are basically around the navigation receiver or other
special equipments, and seldom consideration is given to the case of smart phone
where the resources are limited. It makes the identification of LBS deception for
smart phone become a promising and few people involved research direction. In
this paper, under the constraints of the smart phone, the identification of LBS
deception is achieved based on the speed information consistency of the sensors
and the K-S test. It would help the healthy development of the LBS industry. In the
future, more sensors will be considered to improve the security and reliability of
LBS on smart phone.
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iBeacon/WiFi Signal Characteristics
Analysis for Indoor Positioning Using
Mobile Phone

Ling Yang, Bofeng Li, Haojun Li and Yunzhong Shen

Abstract Mobile phone equipped with WiFi, Bluetooth, MEMS-IMU, and other
sensors is a perfect platform to provide location based service for personal users.
For positioning using wireless signals, the fingerprints of received signal strength
(RSS) measurements from access points (APs) are typically used, which are called
fingerprinting methods. The main characteristic of the fingerprint positioning
technologies is to calculate the similarities between the observed RSS and the
known RSS fingerprints. Compared with WiFi, the iBeacon APs are with lower
cost, smaller size, and more flexible location, so it is much more suitable and
economic for applications where enough WiFi APs are not available. In this paper,
the RSS noise characteristics of iBeacon and WiFi signals are compared. The
fingerprinting positioning performance by using iBeacon and WiFi RSS measure-
ments are further presented and evaluated.

Keywords WiFi � iBeacon � Received signal strength � Fingerprint

1 Introduction

Accurate localization enables the system to provide location-based services, opti-
mize network deployment, and improve the system’s energy efficiency. Because of
their locality, ubiquity, and low cost of deployment, radio frequency (RF)-based
positioning techniques, typically based on WiFi, iBeacon, UWB, as well as the
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mobile communication infrastructure, naturally arise as a set of methods of choice.
With these wireless signals, indoor localization is done utilizing many different
properties. Some techniques are based on such information as TOA (the time of
arrival), TDOA (the time difference of arrival), and DOA (the direction of arrival).
To mitigate the effects of the receiver’s clock offset, multi-path and so on, multiple
round-trip-time (RTT) is usually measured instead of TOA [6, 7]. While, there still
exist some open problems in terms of large positioning latencies and the lack of
scalability [4, 10]. Furthermore, the accurate coordinate of every access point
(AP) must be provided in advance.

Compared with TOA, TDOA, DOA, the received signal strength (RSS) from the
transmitter can be measured much easily. Therefore, several localization method-
ologies based on RSS measurements have been proposed and mainly classified into
two groups of methods, trilateration and fingerprinting methods. In the trilateration
approach a signal propagation model is used to convert the RSS to a distance
measurement from AP to user device [1, 14]. With more than three APs, the mobile
user’s position can be determined in a manner similar to the traditional trilateration
surveying method. While the accuracy of the distance estimated by direct RSS
measurements severely decay in indoor environments, where signal are easily
blocked by human bodies, walls or furniture, and so as to deteriorate the final
positioning accuracy and stability [1]. The so-called fingerprinting method can
achieve location with a few meters’ accuracy in a typical building. Unlike the
trilateration method, a fingerprint makes little use of the physical properties of the
signals (e.g., various propagation models of such wireless signals). Instead it relies
on the fundamental assumption that the RSS fingerprints vary continuously with
location.

A fingerprint map associates each reference point (RP) to a characterization of
the RSS of each AP visible at that location. Therefore it requires laborious human
involvement in the training phase to build so-called fingerprint maps for each
AP. In positioning phase, the RSS from visible APs are matched to the fingerprints
to estimate the location. Typical matching algorithms include deterministic [5, 8]
and probabilistic methods [12, 15]. Deterministic algorithms use a similarity metric
to differentiate the online signal measurements and the fingerprint data. The target is
located at the closest fingerprint location in signal space. Euclidean distance [5], or
cosine similarity [8] have been implemented for signal comparison. Probabilistic
algorithms are based on statistical inference between RSS measured during posi-
tioning phase and stored fingerprint. These algorithms find the target’s location with
the maximum likelihood by some probabilistic model reflecting the spatial RSS
distribution [3, 18].

Although additional costs to the service provider are minimal based on existing
network infrastructure (e.g. WiFi, mobile communication network), the iBeacon
transmitter benefits from its low cost, portability, as well as easy maintainability,
and can better fit for localization in specific environments where WiFi APs are not
available or hard to set up such as underground parking, mine, subways and similar
venues. In this paper, we mainly compare the performance of fingerprinting
methods by using WiFi and iBeacon signals due to their different noise
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characteristics. The paper is organized as follows. Firstly, the fundamental principle
of fingerprinting positioning methods are introduced. Then the RSS noise charac-
teristics of iBeacon and WiFi signals are analysed and compared. Next the fin-
gerprinting positioning performance by using iBeacon and WiFi RSS
measurements are presented and evaluated. Finally, the conclusion of the study are
given.

2 Fingerprint-Based Positioning Principle

Fingerprint-based positioning methods utilize the attenuation property of the radio
wave signal to estimate location of a mobile device. One common approach
employs surveying of signal strength information in a particular area. This infor-
mation forms a database describing the signal strength fingerprint of that area. The
database is later used to determine the location of a mobile device by a particular
pattern matching algorithm.

2.1 Propagation Model

The typical propagation model follows the distance power law [12, 19]:

RSS ¼ A� 10 � n � log10 dð Þþ e ð1Þ

where RSS is the received signal strength in dB at a distance, d, from the transmitter;
A is a constant depending on several factors: average fast and slow fading, trans-
mitter gain, receiver gain, and the transmitter power. In practice, its value is usually
known beforehand; n is the path loss exponent that depends highly on the specific
channel environment presented between the transmitter and the mobile receiver.
Usually, n can be assumed constant in an environment for a certain period of time
[11]. e is the shadow noise modeled as a Gaussian random variable with zero mean
and, while standard deviation, rRSS depends on the characteristics of a specific
multipath environment [16].

Expression (1) has been widely used to describe RSS values as a function of the
distance between the transmitter and the receiver. Based on this formula, there are
typically two classes of methods for location. One is to obtain the distance esti-
mation from RSS values and then determine the receiver’s location by trilateration
method. The positioning accuracy of these methods mainly rely on determining the
accurate value of A and n. The other class is the fingerprinting methods which rely
on a fingerprint map with a table of signal strength receive at selected location
(RPs) from the APs in the area of interest [3]. For fingerprinting methods, the
variation of the RSS measurements is the crucial issue to limit the positioning
accuracy. Usually, the RSS variance is explained as a result of multiplication of

iBeacon/WiFi Signal Characteristics Analysis … 407



large number of random attenuation factors in the radio channel [9]. The next
section will analyze the RSS noise variation for WiFi and iBeacon signals.

2.2 Probabilistic Method for Positioning

In this work, we take use of the probabilistic models for the location estimation. For
any given location li we can obtain a distribution p oj=li

� �
, where oj indicates the

RSS value from the jth transmitter at the location li. By application of the Bayes
rule, the so-called posterior distribution of the location can be obtained [15]:

p li=oj
� � ¼ p oj=li

� �
p lið Þ

p oj
� � ¼ p oj=li

� �
p lið ÞP

lk2L pðoj=lkÞpðlkÞ
ð2Þ

where p l�ð Þ is the prior probability of being at location l�, and the summation goes
over the set of possible location values, denoted by L. The prior distribution of p l�ð Þ
principally should incorporate background information such as personal user pro-
files or implement tracking. It is proved that the assumption of p l�ð Þ is only critical
for environments where the number of APs deployed is limited and the hetero-
geneity of the environment is high [18]. A reasonable assumption by most of the
current WLAN location determination systems is that all locations are
equi-probable. In this case, p l�ð Þ ¼ 1=n and n is the number of the grid points in the
fingerprint database. p oj=li

� �
is the likelihood function that means the probability of

a certain RSS from the jth transmitter at the location li.
As can be seen from (2), the key issue in the probabilistic approach for posi-

tioning is to estimate the probability distributions of the measured signals oj at
different location li. It is usually estimated by a Gaussian distribution [2]:

p oj=li
� � ¼ 1ffiffiffiffiffiffi

2p
p

ri;j
e
� oj�li;jð Þ2

2r2
i;j i ¼ 1; . . .; n; j ¼ 1; . . .;m ð3Þ

where i is the indicator for each RP and j is the indicator for each AP. Each
Gaussian distribution has a mean value l and a standard deviation r, which are
calculated using sample data during the training and positioning phases.

Specifically, given a target RSS vector o ¼ o1; . . .; omð Þ and m APs, the esti-
mated location is the one which obtains the maximum value of the posterior
probability [13]:

l� ¼ argmax
L

p l=oð Þ ð4Þ

where p l=oð Þ is the probability of the target at location l given signals o. It can be
further transformed into this form:
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argmax
L

p l=oð Þ ¼ argmax
L

Ym
j¼1

p oj=l
� �" #

ð5Þ

where p oj=l
� �

can be approximated by some parametric distributions including
Gaussian distribution as (3).

3 RSS Noise Characteristics of iBeacon and WiFi Signals

Although the RSS measurement varies noticeably with the distance between the
transmitter and the receiver, location accuracy using the RSS measurement still
highly depends on the noisy characteristics of the signal. In this section, the noise
characteristics of the RSS measurements from iBeacon and WiFi transmitters are
analyzed.

Both iBeacon and WiFi signal strengths were performed. The iBeacon devices
are low cost and power conserved, with longest service distance around 30 m.
A battery of 1000 mAh can provide service for 66 days with a frequency of 10 Hz
and for nearly 600 days with a frequency of 1 Hz (http://www.aprbrother.com/).
The WiFi transmitters used were initially installed at each office, and may from
different manufacturers. For experiments in this paper, data from six iBeacon APs
and six WiFi APs were collected with a frequency of 10 Hz by a Huawei Rongyao
8 smartphone for positioning.

3.1 Sampling Rate

Firstly, the effects of reducing the sampling time Ns were analyzed with the APs
mounted at the same distance to the mobile receiver. To reducing the influence of
shadow fading, the data was firstly collected under stable environment at office
Room 513 of College of Surveying and Geo-informatics, Tongji University. The
sampling time Ns = 10 s, 20 s, 30 s and 40 s are tested. The cumulative distribution
function (CDF) for two iBeacon APs are shown in Fig. 1. Signals from other four
iBeacon APs show similar characteristics and therefore not presented here. It shows
that the CDFs of the RSS are coincident when the sampling time spans increase
from 10 to 40 s. While the variation amplitudes of the RSS may be larger than
20 dB, although they do not increase during longer sampling periods.

The RSS CDFs from two WiFi APs are shown in Fig. 2. Compared with the
iBeacon signals RSS from the WiFi APs concentrate within a smaller interval.
Similarly, RSS distributions obtained by different sampling time periods do not
show significant differences. That means 10 s data would be enough to ensure the
stability.
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For further comparison, the RSS deviation intervals for iBeacon and WiFi APs
with 90% confidence level are shown in Table 1. It shows that the deviations for
iBeacon signals reach 10 dB although the environment keeps stable. Comparably
the fluctuations of WiFi signals are much gentle. To obtain a reliable evaluation,
RSS from six iBeacon APs and six WiFi APs are collected during six time periods,
and each period last for an hour with a sampling rate of 10 Hz. In general, the
stability of WiFi signals are 50% better than the iBeacon signals. In next subsection,
the positioning accuracy and reliability influenced by the data stability are analyzed
and assessed.

3.2 RSS Tendency and Deviation

For fingerprinting methods, a database with RSS properties at each AP should be
firstly built. The precision of the database largely depends on the divergences of the
signal strength at different RPS. To analyze the RSS deviation characteristics for
both WiFi and iBeacon signals at each RPs, the experiment were carried out at the
5th floor of the College of Surveying and Geo-informatics Building. Six iBeacon
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and six WiFi transmitters covering the office area were used. During the training
phase, 54 RPs with a grid size of 0.6 m were initially selected to form the fin-
gerprint database. The building layout and the location of APs and RPs are shown
in Fig. 3.

Figure 3 shows that the six iBeacon APs are uniformly distributed along the
corridor, while the location of the WiFi APs are previously determined by the users
at these offices. To analyze the RSS variations along with locations, the RSS values
and standard deviations (STD) from different APs at each RP are shown in Fig. 4
for iBeacon signals and are shown in Fig. 5 for WiFi signals. In each figure, the red
dot markers denote the mean value of RSS measured at the RP, the blue and green
line with circle markers denote the RSS deviation interval, and the black line
denotes the reciprocal of the distance from each RP to the AP.

In Fig. 4, RSS from 4 iBeacon APs are presented, with AP A950 and A930
mounted at the end of the corridor and AP 8388 and 837E mounted at the middle of
the corridor. We can see that the RSS is proportional to the reciprocal of the
distance between the AP and the RP. The AP 8388 was mounted above the RP 21,

Table 1 RSS deviation region with 90% confidence level (iBeacon APs: A930, 837E, A950,
8388; WiFi APs: R517, R513, R505, R506)

APs Sampling time

10 s 20 s 30 s 40 s

A930 (−66, −58) (−65, −58) (−5, −59) (−65, −58)

837E (−69, −60) (−68, −59) (−68, −59) (−67, −59)

A950 (−73, −64) (−73, −64) (−74, −64) (−73, −64)

8388 (−73, −63) (−73, −64) (−73, −63) (−73, −63)

R517 (−53, −49) (−53, −49) (−53, −48) (−53, −48)

R513 (−42, −39) (−42, −39) (−42, −39) (−42, −39)

R505 (−87, −71) (−87, −71) (−87, −72) (−87, −72)

R506 (−87, −74) (−87, −74) (−88, −75) (−88, −76)

Fig. 3 Experiment layout with WiFi and iBeacon APs and RPs
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as a result the RSS value is the largest around the nearest locations. However, it also
shows that the RSS mean and STD values between some of the two adjacent RPs
do not show significant divergences. That unavoidably introduces positioning
uncertainty among adjacent RPs, which actually indicates that denser RPs may not
work for higher positioning accuracy. Therefore, the proper density of the finger-
print database should rely on the specific characteristics of the signal from different
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types of APs. As shown in Fig. 4, it is concluded that a 0.6 m grid size seems to be
over denser for the iBeacon transmitters we used. To shorten the expression, the
similar results from AP 8388 and A8C9 are not given here.

Comparably, the RSS mean and STD values at each RPs from 4 WiFi APs are
shown in Fig. 5. Similar properties as the iBeacon signals are shown in the figure.
The closer the distance between the RP and the AP, the stronger the signal strength.
While, the RSS interval bounded by the STD values shows that the WiFi signals are
much more stable than the iBeacon signals, which means the signals divergences
from WiFi APs among adjacent RPs are much more significant, so as to provide
higher positioning accuracy. Also the RSS of WiFi signals are generally stronger
than the iBeacon signals. The highest RSS for WiFi signals reaches −30 dB when
the RP are closest to the AP, while for iBeacon signals the highest values are just
around −60 dB. Generally, the RSS lower than −92 dB is considered as invalid.
Therefore, the valid RSS region length of WiFi signals is double as that of iBeacon
signals.

To further compare the deviation of the iBeacon and WiFi signals, the RSS mean
and STD values at 4 RPs are listed in Table 2. The values with closest distance
between the RP and AP are marked by italic. We can see that for iBeacon signals
the distance not only influence the RSS measurements, but also influence the
fluctuation of the signals at different RPs. Generally, the user can receive stronger
signal if the distance to the AP is shorter, but the signal deviation is also enlarged,
which means the stability of the signals decays as the receiver goes closer to the
AP. For signals from AP A950, the RSS at the 10th RP is the highest while the STD
is also the largest. For AP 8388 the closest RP is the 20th, and the RSS deviation at
this point is also the largest. Similar conclusions can also be drawn from the data of
other iBeacon APs. However, for WiFi signals the distance’s impacts on the
RSS STD are much smaller and do not show obvious significance. Totally, the STD
value of RSS received at most WiFi RPs are around 2.

Table 2 RSS mean and STD values of iBeacon/WiFi signals at 4 RPs (mean, STD)

AP RP index

10th 20th 30th 40th

A950 (−84, 4.48) (−86, 3.24) (−91, 0) (−92, 0)

8388 (−88, 2.32) (−79, 2.60) (−80, 1.79) (−94, 0)

837E (−89, 0.50) (−83, 2.30) (−74, 1.91) (−87, 1.47)

A930 (−93, 0) (−89, 1.03) (−89, 0) (−82, 2.44)

R517 (−60 ,1) (−63, 1) (−75, 2) (−82, 1)

R513 (−46, 2.2) (−72, 1.9) (−80, 2.5) (−83, 3.4)

R505 (−68, 1.9) (−61, 2.1) (−46, 1.5) (−41, 1.2)

R506 (−85, 1) (−89, 1) (−76, 1.5) (−57, 3.5)
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4 Positioning Performance Evaluation

Above analysis may indicate that under the same condition the positioning per-
formance by using iBeacon signals would be worse than that of using WiFi signals.
In this section, the positioning accuracy and stability are compared and evaluated.
To estimate the positioning accuracy, 600 samples of iBeacon and WiFi RSS
measurements are collected at each RP respectively. The mean values of the
positioning errors at each AP are shown in Fig. 6, with dot line for the iBeacon and
solid line for the WiFi signals. The cumulative distribution function (CDF) of the
total position errors are shown in Fig. 7, also with dot line for the iBeacon and solid
line for the WiFi signals.

Figure 6 shows that the positioning errors by using WiFi are generally smaller
than the errors by using iBeacon APs. For iBeacon, the positioning errors are
generally varied with the distances between the RPs to the APs. The positioning
errors are usually larger at the points between two adjacent APs and reduce as the
receiver moving close to one AP. While the WiFi positioning shows better stability
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with comparable error magnitudes on each of the corridor RPs, except for slightly
larger errors at some points which are near the two sides. Figure 7 further shows
that 70% of the WiFi positioning errors are less than 2 m, while only 40% of the
iBeacon positioning errors are within this threshold. When the error threshold
enlarges to 5 m, the possibility for WiFi goes up to around 90% and the possibility
for iBeacon is less than 70%. Generally, with the same number of APs used, the
WiFi positioning accuracy and stability are better than the iBeacon we used here.

5 Conclusions

This paper presented the fingerprinting algorithms for indoor wireless positioning,
typically using WiFi and iBeacon signals. The RSS noise characteristics of the
iBeacon and WiFi signals are compared. Generally, the WiFi signals are much more
stable compare with the iBeacon signals. In terms of the signal variation at a
stationary point, the standard deviation of WiFi RSS shows little dependence on the
distance between the receiver and the transmitter. While for iBeacon signals, the
RSS standard deviation at the point closer to the transmitter is larger which further
increases the positioning uncertainty. The evaluation of the positioning accuracy of
iBeacon and WiFi are coincident with previous analysis. Generally, with the same
number of APs, the WiFi positioning accuracy is higher than that of the iBeacon.
The iBeacon devices used here are not specifically designed for positioning func-
tion and are without any beforehand calibration procedure. Further study will focus
on the calibration algorithms and the improved fingerprinting algorithms for the
iBeacon signals.
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Research on Signal Design Method
of Pseudolite “Near-Far Effect” Based
on TDMA Technique

Xu Liu

Abstract The Global Navigation Satellite System (GNSS) provides comprehen-
sive and instantaneous positioning information for human life and production,
causing huge changes in various industries and fields. However, in practical
application, it is obvious that the accuracy of GNSS cannot meet all industry
requirements. The integrity, reliability and continuity of GNSS are seriously
affected by the satellite distribution. In some special locales, such as basement,
indoors, open mines and tunnels, GNSS often cannot offer correct positioning
information; furthermore, it doesn’t function at all. The requirements of high
accuracy and good reliability promote the proposition and development of pseu-
dolite. There are many problems to be solved in pseudolite application, such as
multipath effect, time synchronization and near-far effect. In this paper, we study
how to solve the near-far effect. In short, the near-far effect is the large difference in
the received signal power caused by the difference in the distance between the
orbiting satellites, pseudolites and receivers. We choose TDMA technique to design
pseudolite pulse signal, after analysing the existing three methods TDMA, FDMA
and CDMA techniques’ advantages and disadvantages. A 10% duty cycle hopping
sequence pulse method is proposed by using RTCA and RTCM pulse mode for
reference. In MATLAB simulation environment, the pulsed signal acquisition
method based on the segmented FFT is used to achieve pulsed signal acquisition
simulation in the case of different SNR (signal to noise ratio) of pseudolites. And
then, the closed-loop delay based on the lead-lag half symbol and the three-order
phase-locked loop (PLL) assisted by second-order frequency-locked loop (FLL) are
used to achieve pulsed signal tracking simulation in the case of different SNR. The
simulation results show that the design of pseudolite pulsed signal can overcome
the near-far effect.
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1 Introduction

Nowadays, global positioning and navigation systems such as GPS, GLONASS and
Compass have played an increasingly important role in the measurement, geodesic
and navigation industries. However, the availability, integrity and accuracy of
GNSS are limited by the geometric layout of the satellite and the number of visible
satellites. In some extreme environments such as canyons, tunnels, indoors and
underground, the normal GNSS satellite positioning accuracy is very low, and may
not even function. This problem can be solved by the introduction of pseudolite [2].

Pseudolite was proposed in 70s of the last century, of which essence is the
ground signal transmitter. The application of pseudolite will enhance the avail-
ability, integrity, stability and measurement accuracy of the whole system.
However, there are many problems existing in the development of the pseudolite,
such as near-far effect, multipath effect and time synchronization. In this paper, we
will explore how to solve the near-far effect of pseudolite by signal design.

2 Overview of the Near-Far Effect

Figure 1 shows a schematic diagram of the near-far effect. The near area means the
signal strength of pseudolite is large enough to interfere with the GNSS signal
within a certain distance. The far area signifies the pseudolite signal is weak and
cannot be tracked. Therefore, the receiver’s normal operating area should be in the
middle of the near and far areas, which is able to receive both pseudolite signals and
satellite signals [7].

Pseudolites can be applied to assist GNSS, or be used for positioning alone. Here
are several commonly used methods to solve the near-far effect (taking GPS system
for example):

PL

Normal Area: Both 
pseudolite signal and 
satellite signal can be 

received.

Near Area :
Pseudolite signals 
interfere satellite 
signals.

Far Area : Pseudolite 
signals are too weak 
to be received.

Fig. 1 Diagram: Near-far effect of pseudolite
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(1) CDMA (Code Division Multiple Access) Technique

The C/A codes used in GPS signals are series of pseudo-random codes with good
orthogonality. Different orbiting satellites are modulated by different C/A codes,
and the orthogonality of codes can be used to separate signals. It is shown that the
maximum orthogonality of the codes can be separated by 25 dB, which cannot
meet the requirement of high dynamic range of pseudolites. Assuming a dynamic
range of 60 dB, a pseudo-random code of 25 MHz or more is required [7]. This is a
challenge for receiver compatibility, which will significantly increase the devel-
opment cost of the receiver and is not easily implemented in hardware.

(2) FDMA (Frequency Division Multiple Access) Technique

After the signal is modulated by C/A code, it becomes a spreading spectrum signal,
which occupies a large bandwidth. However, there are many frequency points
which do not emit energy and are distributed on both sides of the carrier. The
pseudolite can follow certain ways to emit signals in the higher and lower two zero
jump. Different jump mode stands for different pseudolite, in order to eliminate or
weaken near-far effect [2]. However, the GPS and the pseudolite signal enter the
receiver through different channels, and the resulting inter-channel delay needs fine
control, which will increase the cost of the receiver.

(3) TDMA (Time Division Multiple Access) Technique

TDMA technique is to divide the time into many time slots. These time slots do not
affect each other, transmitting different signals on each one. This technique requires
strict synchronization of time, otherwise it is likely to cause the signal confusion
due to receiver’s asynchronous signals [5].

The duty cycle is the ratio of the signal transmission time to the total trans-
mission time. The use of low-duty-cycle pulses can reduce the interference of
satellite signals. But the lower the duty cycle is, the greater the difficulty of the
receiver to acquire and track will be. So we should weigh these two factors to
choose the appropriate duty cycle [5]. Pseudolites use TDMA technique to transmit
pulse signals. Different pseudolites are launched at different times, which can
counteract the near-far effect, and the design cost gets very low.

Considering the cost and complexity of the development, the TDMA technique
is very attractive and feasible in the three techniques. Therefore, this paper intends
to use TDMA technique to design the pseudolite signal structure.

3 Signal Structure Design Based on TDMA

We need to consider the following parameters when TDMA technique is used to
design the pseudolite signals:
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(1) Spreading Code

The spreading code is the pseudo-random code used in the modulated signal. As in
the case of pseudo-random codes in orbiting satellites, the autocorrelation and
cross-correlation of the spreading codes are very important and need to be carefully
chosen [6]. We select spreading code in GPS pseudo-random code family when we
design GPS pseudolite.

(2) Pulse Duty Cycle

Pulse duty cycle is the most important parameter in pulse design.

(3) Pulse Position

If the position of the pulse in each cycle is the same, a new spectrum peak appears
on the spectrum, and the receiver may erroneously lock to this spectral peak.
Therefore, the location of the pulse needs to change randomly, which will reduce
the probability of different pseudolite pulses’ collision [1].

(4) Number of Pseudolites

In practical applications, there are many cases of simultaneous use of pseudo-lites.
At this point the increase of duty cycle will lead to the decrease of the received
power of orbiting satellite, and the pulses may also be a collision. The pulse duty
cycle and the number of pseudolites are mutually constrained, which should weigh
the consideration.

There are two kinds of pulse signal design schemes, RTCM [1] and RTCA [4].
Based on these two methods, this paper proposes a new pulse mode of 10% duty
cycle, assuming up to 10 pseudolites used at the same time.

The used spreading code is the C/A code of 10.23 MHz, and the basic format of
the pulse signal is the same as the orbit satellite signal. Each of the 10 base stations
in the sub-network according to the design of the time hopping sequence, transmits
signal in the corresponding time slot, which can ensure that each time slot only one
base station transmit pulse signal.

In order to facilitate the rapid synchronization of the receiver and save storage
space, ten time-hopping sequences can be obtained according to a 10 � 10 matrix,
as shown in Table 1. The base station A1 corresponds to the first column, that is, 3,
9, 8, 5, 7, 6, 4, 2, 1, 10, then the 3rd, 9th,…, and 4th columns are sequentially taken
out from the generation matrix and a length of 100 time-hopping sequence is
obtained. The hopping sequences of the remaining base stations can be obtained in
a same way.

When the pulse signal is transmitted, the pseudolites transmit signals according
to the time slot number corresponding to the time hopping sequence. For example,
in the first sub-frame, the base station A1 transmits a signal in the tenth slot, and the
base station A2 transmits a signal in the ninth slot; in the second sub-frame, A1
transmits a signal in the eighth slot, A2 transmits the signal in the 10th time slot…
And so on. The acquisition module of the receiver can be converted into a time slot
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number according to the captured code phase, and the synchronization of the time
hopping sequence is completed.

The rest of this paper will verify the feasibility of the signal designed above.

4 Simulation Analysis

4.1 Acquisition Method

The basic principle of signal acquisition is correlation. In this paper, the code phase
parallel search is considered to improve the efficiency. Figure 2 is a module of
segmented FFT pulse acquisition, where the segmented FFT acquisition method is
summarized as follows [8]:

(1) Cache the data, and supply zero according to the length of the set segment, (if
necessary), then perform FFT on each segment to get{Yk};

(2) Supply zero to the local pseudo-random code, perform FFT and take conjugate
to get C*;

(3) Calculate the result of {YkC
*} and perform IFFT. Determine the threshold VT

in advance. It is proved that the pulse signal exists in the segment if F−1

(YkC
*) � VT, and then the relative position of pulse is obtained according to

the position of the peak.

Table 1 Generating matrix
of time hopping sequence

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

3 7 10 1 6 2 9 5 4 8

9 3 8 2 5 4 10 1 6 7

8 10 3 6 2 5 7 4 1 9

5 6 2 3 8 9 1 7 10 4

7 8 9 5 4 1 3 6 2 10

6 4 1 7 10 3 5 8 9 2

4 2 5 8 9 7 6 10 3 1

2 1 6 10 3 8 4 9 7 5

1 5 4 9 7 10 2 3 8 6

10 9 7 4 1 6 8 2 5 3
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Fig. 2 Module: system result of standard experiment
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4.2 Tracking Method

The code phase and carrier frequency of the pseudolite signal obtained by the
acquisition will change due to external factors and need to be accurately determined
by tracking. Tracking these two parameters requires code tracking loop and carrier
tracking loop according to the principle of phase-locked loop (PLL). The code
tracking loop adopts DLL (lead-lag delay locked loop), and the carrier tracking loop
adopts third-order phase-locked loop assisted with second-order frequency-locked
loop (PLL3FLL2) [3].

4.3 Simulation Parameters

The pseudolite signal duty cycle is 10%, the center frequency is 45.42 MHz, the
code rate of C/A code is 10.23 MHz, and the sampling rate is 62 MHz. According
to the time sequence of A1 and A2 of the base station in Table 1, the length of the
signal segment is 10 ms.

4.4 Acquisition Simulation Examples

Simulation I: The signal-to-noise ratio (SNR) of a single pseudolite is −60 and
−90 dB, Doppler frequency shift is 0, and the simulation results of a 10 ms signal
are shown in Figs. 3 and 4. As can be seen from Fig. 4, a certain range of SNR
decreasing will not affect the pulse acquisition.

Simulation II: The SNR of a signal pseudolite is −60 dB, Doppler frequency
shift is 300–400 Hz and time-hopping sequence is set as the base station A2. The
Doppler frequency shift is assumed to be 0, followed by the simulation I to perform
acquisition and then do a local two-dimensional search in the vicinity and a certain
width of the acquired code phases, which can improve the efficiency, and the results
are shown in Fig. 5 and Table 2:

The actual Doppler frequency shift is 300–400 Hz, and the local search Doppler
frequency shift average is 300 Hz, which can be used for accurate tracking. In the
simulation, the step size is 250 Hz that can be reduced to improve the accuracy in
practice.

Simulation III: The SNR difference of two pseudolites is 60 dB. Figure 6 shows
the signals amplitude, Fig. 7 shows the result of acquisition of the No. 1 pseudolite
(Al sequence), Fig. 8 shows the result of acquisition of the No. 2 pseudo-satellite
(A2 sequence), and Fig. 9 shows the acquisition result of the A2 sequence using the
improved method.
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Fig. 3 a Single pseudolite pulse signal of SNR −60 dB. b Acquisition correlation results

Fig. 4 a Single pseudolite pulse signal of SNR −90 dB. b Acquisition correlation results
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In order to overcome the interference caused by strong signal for weak signal,
Fig. 9 sets the strong signal acquisitioned to zero in the corresponding time slot,
and then acquisition the next signal, when the correlation peaks separate and weak
signal is acquired successfully.

Fig. 5 Code phase searching result assuming zero doppler frequency

Table 2 Doppler frequency of pulses after local search (Unit: Hz)

Number 1 2 3 4 5 6 7 8 9 10

Frequency
offset

250 250 250 500 500 250 250 250 250 250

Fig. 6 Signals with 60 dB
power difference
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4.5 Tracking Simulation Examples

Fast and accurate acquisition is the key to tracking. Due to the limitation of space,
only the above-mentioned single pseudolite signal is tracked, and the method of

Fig. 7 PRN1 pseudolite signal acquisition result

Fig. 8 PRN2 pseudolite signal acquisition result
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tracking multiple pseudolite signals is similar. The simulation condition is the same
as simulation one. The results are shown in Figs. 10, 11, 12 and 13.

This paper adopts the following tracking strategy: when entering the tracking
stage, the carrier signal is tracked by PLL3FLL2 and then gradually stepped into the

Fig. 9 a Weak signal after eliminating strong signals. b Signal acquisition result

Fig. 10 Code phase acquisition result of single pseudolite signal (−60 dB)
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second-order PLL. Figures 12 and 13 show that this method can effectively
improve the tracking accuracy. The above simulations show that the pulse pseu-
dolite signal can be accurately tracked.

Fig. 11 Code phase acquisition result of single pseudolite signal (−90 dB)

Fig. 12 SNR = −60 dB, a Carrier tracking using FLL2PLL3. b Carrier tracking using both
FLL2PLL3 and PLL2
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5 Conclusion

Through theoretical analysis, this paper presents a pulse signal design method based
on TDMA, and analysis the signal acquisition and tracking performance. The
results show that the designed pulse signal structure can be acquired and tracked
effectively, which can be used to confront the near-far effect.
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Precision Analysis of CNAV Broadcast
Ephemeris and Its Impact on the User
Positioning

Ahao Wang, Junping Chen and Jiexian Wang

Abstract GPS broadcast ephemeris error is an important factor affecting the
real-time positioning accuracy. Since April 2014, the IGS provided two new
broadcast ephemeris products, namely LNAV (Legacy Navigation Message) and
CNAV (Civil Navigation Message). Compared with LNAV, CNAV was broad-
casted only on Block IIR-M and IIF satellites. This paper introduces the parameters
of satellite orbit calculation in CNAV, and algorithm of satellite orbits calculation is
introduced by using CNAV broadcast ephemeris. CNAV satellite orbits and clocks
of one year are calculated and evaluated by using the IGS precise products as
reference. Results show that mean and RMS of CNAV orbits error is less than 0.4
and 2 m for all three components, respectively; RMS of 3D orbits error is about
3 m. RMS of CNAV satellite clock error is about 1.5 ns. CNAV SISRE is around
0.6 m. User pseudo-range positioning using CNAV shows similar performance as
the LNAV.

Keywords CNAV broadcast ephemeris � LNAV broadcast ephemeris � Precise
ephemeris � 3D orbit errors � Clock bias � SISRE � User positioning
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1 Introduction

The GPS broadcast ephemeris is the basic of satellite navigation and positioning, its
orbit errors and clock bias will directly affect the final stand-alone positioning. At
present, the common ephemeris products have two kinds: one is the precise
ephemeris by the IGS (International GNSS Service), the other is GPS (Global
Positioning System) broadcast ephemeris, which is widely used in stand-alone
real-time positioning. Though its precision is lower than former, it has the char-
acteristics of real-time and easy to obtain. Several researches from 2002 to 2013
[1–4] have been conducted for the in-depth analysis of NAV (Navigation Message)
ephemeris precision. With the implementation of the L-AII (Legacy Accuracy
Improvement Initiative) program, the global station increases and the improvement
of dynamic model in orbit prediction. The current precision of NAV broadcast
ephemeris is less than 1.5 m, clock bias is about 8 ns, and its overall precision is
increasing year by year.

The need for more flexibility and higher precision of the transmitted data fos-
tered the development of a new CNAV (Civil Navigation Message) broadcast
ephemeris from 28 April 2014, its broadcast time at intervals of two hours from
01:30:00 to 23:30:00, each ephemeris group contains 32 parameters. An initial
CNAV test campaign was conducted from 15 to 29 June 2013, and [5] found RMS
of 3D orbit errors is 88 cm for a few hour data set of three satellites. Steigenberger
et al. [6] have conducted analysis of CNAV broadcast ephemeris precision from
2014 to 2015, its SISRE (signal-in-space range error) is about 0.6 m. This paper
will introduce an algorithm of satellite orbits calculation using CNAV broadcast
ephemeris, and CNAV satellite orbits and clocks of one year are calculated and
evaluated by using the IGS precise products as reference. Finally, the performance
of CNAV on user positioning is analyzed.

2 Analysis Strategy of CNAV Broadcast Ephemeris Error

2.1 CNAV Parameters

Daily CNAV + LNAV (Legacy Navigation Message) broadcast ephemeris are
recorded in RINEX 3 navigation format and provided at ftp://cddis.gsfc.nasa.gov/
gnss/data/campaign/mgex/daily/rinex3/20yy/cnav/brdxddd0.yyx, where ddd and yy
denotes the day of year and two-digit year respectively [6]. Each group of CNAV
broadcast ephemeris contains 32 parameters, satellite orbits and clocks are calcu-
lated using 20 parameters in Table 1.
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2.2 Algorithm of Satellite Orbits and Clocks Calculation

The algorithm of satellite orbits and clocks calculation using CNAV broadcast
ephemeris is described in the Ref. [5, 7]. Compared to LNAV, CNAV provides an
extended orbit parameterization including a change rate for the semi-major axis and
the mean motion as well as improved precision of the orbital elements. Different
from the previous studies, we do not consider the change rate of mean motion.
Detailed calculation procedure is shown in Table 2.

2.3 Evaluation Methods

IGS provide precise ephemeris at 15 min intervals,its orbit and clock precision is
less than 2.5 cm and 0.075 ns respectively [8] and thus can be regarded as refer-
ence, the precise ephemeris of IGS is under the ITRF framework, which provided
by IERS, while the CNAV uses the WGS-84 coordinate system. The deviation
between the two systems is about 1–2 cm [2], compared with CNAV broadcast
ephemeris error is much smaller and it can be neglected in comparison. Empirically
derived satellite antenna z-offsets given in the Ref. [9] are applied in the compar-
ison, as the IGS products refer to the center of mass of the satellites whereas the
CNAV broadcast ephemeris refer to the mean antenna phase center [9]. Detailed
satellite antenna offset correction algorithm in the Ref. [1]. The median of all
satellite clock bias as a time benchmark is used to access accuracy of clock errors.

The data sampling of orbits and clocks comparison is 15 min. Satellite orbit
errors, clock bias and SISRE are all calculated, the mean difference and RMS are
calculated as follows:

Table 1 CNAV broadcast ephemeris parameters

af0 clock bias (seconds) i0 i0 (radians)

af1 clock drift (sec/sec) x omega (radians)

af2 clock drift rate (sec/sec2) _X OMEGA DOT (radians/sec)ffiffiffi
A

p
sqrt(A) [sqrt(m)] iDot IDOT (radians/sec)

DA aDot (meters/sec) Crc Crc (meters)

Dn Delta n (radians/sec) Crs Crs (meters)

top Time of ephemeris prediction (secs of week) Cuc Cuc (radians)

M0 M0 (radians) Cus Cus (radians)

e e Eccentricity Cic Cic (radians)

X0 OMEGA0 (radians) Cis Cis (radians)
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Mean ¼
P

Vi

n
; RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiP
V2
i

n

r

where n is the total number of epoch, Vi is the CNAV broadcast ephemeris error,
i ¼ 1; 2; 3; . . .; n.

3 Analysis of CNAV Broadcast Ephemeris Error

All Block IIR-M and IIF satellites transmitting CNAV messages are specified in
Table 3. Where the total numbers keep increased from 11 to 19 satellites with the
modernization of the GPS system since 28 April 2014.

Table 2 Algorithm of satellite orbits and clock bias

Calculation formula Meaning

toe ¼ week in secðy;mon; d; h;min; secÞ Time of reference epoch (week in seconds)

tk ¼ t � toe Time difference

A ¼ ð ffiffiffi
A

p Þ2 þDA�tk Semi-major axis

n ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GM=A3

p þDn Mean angular velocity
GM is Earth’s gravitational constant

Mk ¼ M0 þ n � tk Mean anomaly

Ek ¼ Mk þ e � sin Ek Eccentric anomaly

cos vk ¼ cos Ek � e
1� e � cos Ek

sin vk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

p
� sin Ek

1� e � cos Ek

True anomaly

/k ¼ vk þx Latitude parameter

duk ¼ Cus sin ð2/kÞþCuc cos ð2/kÞ
drk ¼ Crs sin ð2/kÞþCrc cos ð2/kÞ
dik ¼ Cis sin ð2/kÞþCic cos ð2/kÞ

Perturbation correction

uk ¼ /k þ duk Corrected latitude parameter

rk ¼ Að1� e cosEkÞþ drk Corrected radius

ik ¼ i0 þ dik þ iDot � tk Corrected orbit inclination

Xk ¼ X0 þð _X� _XeÞtk � _Xetoe Corrected longitude of ascending node

x ¼ rk cos ðukÞ
y ¼ rk sin ðukÞ

Coordinates in the orbit plane

Xk ¼ x � cos ðXkÞ � y � cos ðikÞ � sin ðXkÞ
Yk ¼ x � sin ðXkÞþ y � cos ðikÞ � cos ðXkÞ
Zk ¼ yk � sin ðikÞ

Coordinates in the WGS-84

dts ¼ af 0 þ af 1 � tk þ af 2 � t2k Clock bias
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All CNAV broadcast ephemeris error is calculated from DOY(day of year) d001
to d310 in 2016, except for PRN 10 and PRN 32 satellites, which began to transmit
CNAV from DOY 126. Outliers in orbit errors and clock bias exceeding a limit of
15 m and 30 ns respectively have been rejected in the following analysis. And the
‘clean’ ephemeris errors to evaluate CNAV broadcast ephemeris precision.

3.1 Analysis Precision of Orbit Errors

Using PRN09 satellite as an example, the orbit error curve of the CNAV broadcast
ephemeris is present in Fig. 1, where X, Y and Z components are represent in red,
green and blue respectively; the horizontal and vertical axis represents epoch
numbers and errors (m) respectively. CNAV orbit error of the other 18 satellites
basically fits this error curve.

All 19 satellites orbit errors are calculated for the whole year, except for PRN10
and PRN32, including mean and RMS errors in X, Y and Z components. The
horizontal and vertical axis represents PRN and errors (m) respectively in Fig. 2.
Results show that all satellites orbit errors is less than 0.4 m, the minimum mean
orbit error is about 1 cm for the Z component of PRN09 and Y component of
PRN15. The maximum orbit error is −0.37 m, appears in the Z component of
PRN08. All RMSs of satellites orbit errors are less than 2 m. The minimum RMS
orbit error is 1.43 m for the Z component of PRN09.

3D orbit errors are calculated by considering its errors in X, Y and Z components

using the formula r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
x þV2

y þV2
z

q
. Mean and RMS of 3D orbit errors for all

Table 3 Satellite capable of
providing CNAV

CNAV start PRN

2014-04-28 01, 05, 07, 12, 15, 17, 24, 25, 27, 29, 31

2014-05-30 30

2014-07-30 06

2015-02-23 03, 09

2015-09-17 08, 26

2016-05-05 10, 32

Fig. 1 Orbit error curve of the CNAV broadcast ephemeris of satellite PRN09 in a year
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satellites are present in Fig. 3. Red and blue represents mean and RMS respectively;
the horizontal and vertical axis represents PRN and errors (m) respectively. In
Fig. 3 the maximum and minimum mean value is 2.39 m of PRN12 and 1.79 m of
PRN09, respectively. For the RMS statistics, the maximum and minimum RMS is
3.37 m of PRN12 and 2.57 m of PRN09.

3.2 Analysis Precision of Clock Bias

Satellites PRN06 and PRN17 are used as examples for the analysis of clock biases,
Fig. 4 presents the clock bias curve of the CNAV broadcast ephemeris, where the
horizontal and vertical axis represents epoch number and clock bias (ns) respectively.
In Fig. 4 we see that the clock bias variation of PRN17 is larger, between −10 to
15 ns, while PRN06 satellite clock bias variation is between −3 to 4 ns. Most other
satellites is similar to PRN06, the variation range of clock bias is less than 10 ns.

Fig. 2 Mean and RMS error of the CNAV broadcast ephemeris of 19 satellites in X, Y and Z
components
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Figure 5 shows the mean and RMS of clock bias for all satellites, where we see
that they are less than 0.6 and 2 ns respectively for most satellites. PRN08, PRN17,
PRN24, PRN29 and PRN31 satellite clock bias have poor accuracy; Largest RMS
is 4.3 ns of satellite PRN24.

3.3 SISRE Analysis

In order to calculate the CNAV SISRE, CNAV orbit errors in ECEF (Earth
Centered Earth Fixed) are transformed into orbit coordinate system, and clock
errors is converted to range by multiplying the speed of light. The detail algorithm
of SISRE calculation is described in the Ref. [9]. All 19 satellites SISRE and SISRE

Fig. 3 3D orbit error of the CNAV broadcast ephemeris of 19 satellites

PRN06（Block IIF） PRN17（Block IIR-M）

Fig. 4 Clock bias curve of the CNAV broadcast ephemeris of satellite PRN06 and PRN17 in a
year
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(orb) are calculated for the whole year and present in Fig. 6, Red and blue repre-
sents SISRE (orb) and SISRE respectively; the horizontal and vertical axis repre-
sents PRN and SISRE values (m) respectively. In Fig. 6 we see that all satellites
CNAV SISRE (orb) is about 0.4–0.5 m, while CNAV SISRE is between 0.5 and
1.4 m. The difference of CNAV SISRE for all satellites is mainly affected by the
accuracy of clock bias. PRN08, PRN17, PRN 24, PRN 29 and PRN 31 satellites
CNAV SISRE is about 0.8–1.4 m and significantly larger than other satellites. Most
satellites CNAV SISRE is around 0.6 m.

4 Performance of CNAV Broadcast Ephemeris
on User Positioning

PPP (precision point positioning) software developed by the Shanghai
Astronomical Observatory is modified to add solution module for CNAV broadcast
ephemeris. Specific corrections are as follows: dual frequency ionospheric-free,

Fig. 5 Mean and RMS clock
bias of the CNAV broadcast
ephemeris of 19 satellites

Fig. 6 SISRE and SISRE
(orb) of the CNAV broadcast
ephemeris of 19 satellites
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SAAS tropospheric model, relativity, earth rotation, antenna phase center and solid
tide. CNAV and LNAV broadcast ephemeris are used to calculate user
pseudo-range based positioning.

The data of the IGS station SHAO at shanghai with sampling of 30 s is used for
coordinate calculation using LNAV and CNAV broadcast ephemeris for DOY 288
in 2016. Figure 7 compares the two solutions. Red and blue represents LNAV and
CNAV respectively; the horizontal and vertical axis represents epoch numbers and
errors (m) respectively.

The coordinate error curve based on two broadcast ephemeris are similar. The
total number of CNAV results is less than LNAV, this is due to the fact that the
CNAV is available on 19 satellites and less than 4 satellites could be tracked for
some epoch. CNAV and LNAV uses 19 identical satellites to calculate user
pseudo-range based positioning. Mean and RMS of coordinate error in N, E and U
components is calculated in Table 4. CNAV shows similar performance as the
LNAV.

5 Conclusions

CNAV satellite orbits and clocks of one year are calculated and evaluated by using
the IGS precise products as reference, and the performance of CNAV on user
positioning is analyzed in this paper. We have found the following conclusion:

(1) Orbit errors for all three components using CNAV show similar performance as
the LNAV, its mean and RMS is less than 0.4 and 2 m respectively. For 3D
orbit errors, the mean and RMS is about 2.4 m and 3.5 m respectively.

Fig. 7 Coordinate error curve

Table 4 Mean and RMS of coordinate error

Component Mean_CNAV/m Mean_LNAV/m RMS_CNAV/m RMS_LNAV/m

N 0.00 0.02 1.71 1.68

E 0.29 0.31 1.39 1.35

U 0.33 0.59 3.68 3.60
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(2) Mean and RMS of clock bias of most CNAV satellites are about 0.6 and 1.5 ns
respectively. PRN08, PRN17, PRN24, PRN29 and PRN31 satellite clock bias
variation range is larger and less stable.

(3) CNAV SISRE (orb) for all satellites is about 0.4–0.5 m, and most satellites
CNAV SISRE is around 0.6 m.

(4) User kinematic pseudo-range positioning using CNAV shows similar perfor-
mance as the LNAV, but the solution fails in some epochs when less than 4
satellites could be simultaneously tracked.
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Research on Path Loss and Multipath
Propagation of Indoor Pseudolite Signal

Yaning Li, Baoguo Yu and Xingli Gan

Abstract The indoor positioning technology based on Beidou/GPS pseudolite can
improve the indoor signal coverage and geometric configuration. Due to the
mechanism of complex environment and navigation signal has not been solved, the
stability, reliability and high precision of indoor positioning can not be ensured.
Aiming at solving the problem like power attenuation and multipath fading in
navigation pseudolite indoor propagation, based on the previous research on indoor
communication model, detailed analysis of peculiarities of pseudolite signal and
indoor environment is made firstly. Simulation experiments of the pseudolite signal
propagation are performed by using ray-tracing method secondly, and then practice
tests are performed in real condition. The results show that the corrected
log-distance path loss model can accurately describe the path loss feature of
pseudolite signal, the carrier phase positioning method can reduce the ranging error
brought by multipath propagation.

Keywords Pseudolite � Path loss � Multipath propagation � Indoor positioning

1 The Introduction

The indoor environment is the place where people live and work, the public have
strong demand of positioning and guiding in parking lots, shopping malls, airports
and other places. Satellite navigation signal lost navigation service ability for
shading effects in indoor spaces, with the advantages of convenient layout and
compatible GNSS receiver hardware technology, Beidou navigation pseudolite can
realize GNSS users to use a mobile terminal positioning module to receive the
pseudolite signals indoors, then complete indoor navigation and location service.
But indoor electromagnetic signal propagation scene is more complex than outdoor
scene, which causes a lot of difficulties of indoor navigation signal measurement
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and positioning information extraction. The transmission mechanism of cognition
on indoor signal is the key problem to realize the indoor positioning.

Logarithmic path loss model, describes the relationship of signal propagation
attenuation degree in the process of changing with the propagation distance, and
predict the electromagnetic wave attenuation in the environment through statistical
attenuation factor of different scenarios; The attenuation factor model that Seidel
proposed is a model that describing the specific location within the building, the
model put different kinds of wall and floor between the penetration loss into con-
sideration, thus have better adaptability to the environment; After a summary of the
experience of our predecessors’ studies, IEEE802.15.3 puts forward the suggestion
of uwb indoor channel model, the model represents the quantity of each diameter to
signal envelope obey the lognormal distribution, determine the corresponding path
loss model and the channel impulse response.

In general, most studies of indoor signal transmission model focus on the ultra
broadband and communication signals, the pseudolite indoor positioning signal
transmission mechanism and the research of indoor locating multipath error is
relatively rare, based on the existing indoor signal transmission model, we can
combine the feature of pseudolite signal system and the application environment, to
analysis of pseudolite signal transmission attenuation and the multipath error sup-
pression method.

2 Analysis of Indoor Pseudolite Signal Propagation Effect

2.1 Indoor Pseudolite Signal Propagation Characteristics

The features of indoor signal can be summarized as:

(1) In order to ensure compatibility with the existing terminal receiver, pseudolite
using Beidou/GPS code sequences which are not used by the space satellite,
thus wavelength is about 10 cm, less than the general size of obstacles, so the
indoor pseudolite signal propagation forms mainly are direct wave and reflected
wave.

(2) Due to the constant layout of indoor furniture and ignore the mobile personnel,
we can think environment roughly constant, and generally not considered the
doppler effect caused by the relative motion of a transmitter and a receiver.

(3) Due to the limited interior space scale, the velocity of electromagnetic radiation
to the speed of light, led to the ray delay interval at receiver is very small, it is
difficult to tell one from another, it is more meaningful to research multipath ray
distribution.

Study on indoor electromagnetic wave propagation characteristics are calculated
by statistics or the method of indoor wireless transmission channel was simulated
and the simulation, so as to realize the indoor navigation signal propagation
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prediction. Pseudolite signals is a narrow-band signal, still follow the rules of large
scale path attenuation when travels in the indoor environment, and suitable for
general statistical model, but as a result of the difference of indoor environment
compared with outdoor environment, the transmission parameters need to be
revised, accurate description of indoor propagation environment factors is the key
to the accuracy of decision model.

2.2 Indoor Pseudolite Channel Modelling

Research shows that on the basis of free space attenuation formula, in outdoor and
indoor environment, the average received signal power is a logarithmic attenuation
with distance [6–8], without considering the cross-layer signal transmission, the log
distance path loss model is a common indoor large-scale channel model:

PdðdBÞ ¼ Pd0ðdBÞþ n� 10 logð d
d0
ÞþXrðdBÞ ð1Þ

In order to more accurately describe the specific features of indoor environment,
Xr will now have new meaning, it indicates that the concrete environment condi-
tion, has relationship with the spatial coordinates of the noise. Pseudolite indoor
path attenuation model is rewritten as follows:

PdðdBÞ ¼ Pd0ðdBÞþ n� 10 logð d
d0
ÞþXrðx; yÞ ð2Þ

According to the size and location of the specific obstacles, to determine the
scope and magnitude in order by precise calculation combined with environmental
statistics method to realize accurate description of the real scene.

3 Simulation Analysis of Indoor Pseudolite Signal
Propagation Effects

3.1 Pseudolite Signal Propagation Simulation
of the General Environment

Simulation modelling of the scene office space scale is medium (15 m * 7 m * 3 m),
barrier type and quantity is more, and pseudolite signal wavelength and the envi-
ronment in the model size close, individual small obstacles should not ignore most
of the diffracted wave’s contribution to the received signal, but on the whole direct
and reflection is still the main transmission phenomenon. Considering the height of
the human handheld receivers, four receiver is set to 1 m high. Compute each ray

Research on Path Loss and Multipath Propagation … 443



propagation path using the ray tracing method, then get all direct arrive, reflection
and transmission path, and every ray power size between pseudolite launch TX
antenna and receiver RX1–RX2 (Fig. 1).

Smooth dotted line in Fig. 2 as log distance path loss model simulation curve of
the attenuation factor n = 2.8, solid lines for office scenario simulation model of
pseudolite signal power with distance attenuation relation curve, it can be seen that
the traditional log distance path loss model is able to get a basic description and the
large scale general indoor environment signal path loss.

3.2 Pseudolite Signal Propagation Simulation
Barrier Environment

Due to receiverRX2,RX3 and ignore the distance between launchTXpath,wall block
caused the shadow covered, reaches the receiver generally experienced a transmission
of signal of the communication process, so the signal attenuation is very severe.

Fig. 1 General environmental signal propagation diagram

Fig. 2 Curve The general
environment of path loss and
transmission distance
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The traditional log distance path loss model can’t accurately describe the
pseudolite signals transmission process, need to join the correction term.

Xrðx; yÞ ¼ A � Nð5; rÞ ð3Þ

Figure 3 for obstacle environment model of pseudo satellite signal multipath
transmission diagram, shown in figure out the pseudolite signals launch position, by
the graph, you can see that with the increase of pseudolite signal propagation
distance, signal attenuation degree increase gradually, but in the partition of the
coordinates of the corresponding attenuation appeared a spurt, points out that with
the signal of the wall effect, as shown in Fig. 4.

4 Related Experiments and Analysis

4.1 Test on Pseudolite Signal Power Attenuation Model

4.1.1 General Environment Experiment

Test scenarios is shown in Fig. 5, office space size is about 5.5 m * 6 m * 3 m,
planar approximate square shape, simple furniture such as desks and chairs in
office, the ceiling is made of gypsum board, the ground is relatively smooth wooden

Fig. 3 Signal transmission schematic obstacle environment
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floor, the window is made of glass, indoor temperature constant, ignore people. In
order to simplify the test difficulty and compatible with mobile phone positioning
software, choose BD 3 star pseudo code as a pseudo satellite spread spectrum code,
handheld smartphone by testing personnel in the specific test area actual
measurement.

Fig. 4 Average path loss environment with propagation distance

Fig. 5 General office test environment
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The above experimental data from statistical smooth after receiving manic than
relationship along with the change of spatial coordinates, as shown in Fig. 6, we
can see the received signal power decreases with the increase of propagation
distance.

In order to quantitatively describe the pseudolite signal power changes with the
propagation distance, the relation between each test point data integration process
after get the average received signal carrier manic ratio relation with the change of
the propagation distance, as shown in Fig. 7.

In Fig. 7, theory curve for the attenuation factor in 2.7 log distance path loss
curve, it can be seen that basic test curve and theoretical curve matching, namely
traditional log distance path loss model can generally describe pseudolite signal
power attenuation law office scene.

Fig. 6 Office environment
pseudolite signals to arrive at
the power distribution

Fig. 7 Office scenario
pseudolite signal power
change
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4.1.2 Obstacle Environment Experiment

As shown in Fig. 8, test scenario space size of about 10 m � 5 m � 3 m, on both
sides of the aisle have two rows of bearing column, inside the hall office soft
compartment and obstacles such as green plant pot, the ceiling is made of gypsum
board, the ground is relatively smooth, indoor temperature constant, ignore people.
The scenario to the mixture of barrier-free environment with obstacles environment
scenarios, test environment as shown in Fig. 8.

Because of the limitation of test environment from 4.5 to 5.5 m in pseudo
satellite launch area barrier pillars, keep out area serious multipath effect, will cause
actual measurement and the deviation of traditional theoretical model.

Now obstacles in the environment path loss model is as follows:

PdðdBÞ ¼ Pd0ðdBÞþ 2:8� 10 logð d
d0
ÞþA � Nð5; ½4; 6�Þ ð4Þ

By measuring the two indoor hall scene: there are obvious obstacles (pillars),
and no obvious obstacles environment get mania of the received signal receiving
device, the experimental results as shown in Fig. 8.

Figure 9 in implementing line is logarithmic curve model from loss, curves of the
rest have six times the test data, it can be seen that under the condition of barrier-free,
removal of individual big deviation, logarithmic accessible distance loss model can
be a basic description signal of the scene in the spread of the large scale decline;
Under the condition of the disabled, revised log distance path loss model can more
accurately describe disabled and the large scale environment signal fading.

Fig. 8 Test results with/without obstacles environment
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4.2 Pseudo Satellite Signal Multipath Transmission Test

Pseudolite signal carrier phase multipath measurement for the whole week, the
existence of ambiguity, difficult to adopt the pseudorange multipath measurement.
Now adopts dual-frequency carrier phase multipath estimation method, the GPS L1
pseudolite to L2P carrier signal, so as to analyze multipath indoor carrier size. Is
obtained by IGMAS data processing of GPS pseudolite signals of multipath situ-
ation as shown in the figure below.

Select testing office for testing two kinds of scene, Fig. 10 is a obstacle less
general multipath environment test results, Fig. 11 is by the workbench, composed
of multipath reflection area such as cabinet and Windows office environment test
results. See general office environment by the picture of multipath RMS within
0.5 m in most of the time; Office environment of multipath RMS spend most of
their time more than 1 m, ranging error is bigger.

Can use half wavelength apart ground base station antenna array carrier phase
positioning technology, because of the same source, same path transmission and the

Fig. 10 Indoor pseudo
satellite pseudorange
positioning results

Fig. 9 Multipath office environment signal of the test results
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whole week of fuzzy degree of the same features, can be poor and whole week
ambiguity, clock and multipath error such as irrelevant carrier phase difference
measurement equation, achieving high accuracy indoor localization effect.

Through the pseudorange and carrier phase positioning results positioning
results show that the indoor area of carrier phase on pseudo satellite positioning
methods improve the positioning accuracy.

5 Conclusion

Through the analysis of classical communication indoor signal transmission model,
combined with the feature of the practical application environment, the research of
indoor field intensity distribution characteristics of the environment signal analysis
method, analyzes the existing indoor propagation models and contrast, on the basis
of the traditional log distance path loss model to join the correction term, by the
method of ray tracing simulation and based on the real environment of experiment
proved the availability of the model; In actual the signal of the multipath error
measurement, based on carrier phase positioning method is proved by the simu-
lation to enhance the feasibility of indoor positioning accuracy, support the
establishment and application of pseudolite indoor positioning system.
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The GNSS/Inertial Navigation Based
Private Car Incentive Travel Information
Platform

Zhao Wang, Jianping Xing, Qianli Yang, Shengli Wang
and Zedong Wang

Abstract In this paper, a method is proposed to build a real-time massive vehicle
big data collection platform, and develops BD GNSS sub-meter navigation and 4G
communication systems for private cars. Through the analysis of real-time sparse
distributed urban transportation network data, the road space-time congestion levels
are graded and Chromaticity graph are modeled. A new type of urban traffic cars
incentive mechanism is proposed to retrieve and process the private car traffic rule
and statistic. The case studies were carried out in typical areas of Jinan City,
including the information platform prototype design, time-space road jamming rule
design and model construction, BD high-precision sub-meter road test and data
comparison analysis.

Keywords Information terminal � Congestion classification � Private cars incen-
tive mechanism

1 Project Background

With the rapid development of society, the urban traffic problems become
increasingly serious. At present, most large and medium-sized cities in our country
faces increased traffic congestion, road congestion, accidents and other traffic
problems. These problems affect the life of urban residents, and restrict the
development of cities and the economy. The surge in the number of private cars has
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contributed to the growing urban transport problems. With economic growth,
China’s vehicle ownership will further increase, urban traffic contradiction between
demand and supply infrastructure will become more prominent.

Bus priority has become promising national development strategy, and public
transport subsidies was identified as the main economic means in the bus priority
policy. Since then, the size of public transport subsidies began to gradually expand
by many cities, which laid a solid foundation for urban public transport
development.

Although recent years, Chinese government issued a considerable amount of
public transport subsidies, but it is still difficult to effectively mitigate traffic con-
gestion. Given today’s rapid development of market economy, introducing the
incentive mechanism is promising to solve the traffic congestion problem. The
so-called incentive mechanism refers to not to travel in high congested area or
choosing a green travel mode, such as public transportation by giving cash reward,
parking subsidy, bus CARDS based on on-demand use of public resources, such as
vehicle insurance fees [1].

Public transport priority policies plus providing incentive mechanism, to
encourage people to take public transport is potential to help to solve the traffic
congestion, problems and promote the sustainable development of urban traffic.

2 Project Design

The system consists of two parts: a collection platform that can obtain real-time
mass vehicle data accurately in both time and space, which is comprised of two
parts, data center and management platform; The other one is Amish level based on
BD navigation lanes and 4G communication coordinated universal application of
information terminal installed on private cars. Due to the existence of more high
buildings, tunnels and overpass signal occlusion, the BD GNSS system compatible
with the inertial navigation will greatly enhance the usability and accuracy which is
more appropriate for urban area [2].

As shown in Fig. 1, firstly, the management platform pre-set the congested
areas, which are compared with the real-time GNSS collected car position data
during the rush hour and congested areas. When the car terminal detected the
vehicles entered the congestion zone in the rush hours, the car terminal reports the
information via 4G network to the data center and management platform. The event
verification module receives the car terminal reported vehicle GNSS space and time
information, and then further verifies the real-time location of the vehicle to
determine if the vehicle enters a congested area during a rush hour.

The management platform will calculate the reward amount and feed back to the
car terminal, and store the information in the data center, by considering the fre-
quency of the vehicles entering the congested areas, trip starting area and residential
area during a fixed cycle.
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3 Project System Architecture

As shown in Fig. 2, the system architecture is divided into three parts:
Car terminal installed on the vehicle, which include GNSS module, 4G com-

munication module, LED module, encryption module, MCU module and storage
module.

Fig. 1 Project design
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Fig. 2 System architecture diagram
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Data center for storing all data traffic vehicles discriminant device information
which is compatible with BD GNSS special spatio-temporal information, including
GNSS spatio-temporal data, owner information, traffic data, personal data, and
electronic map data [3].

Management platform comprises a peak time setting module, Heavy traffic area
setting module, an Events to determine module, a personal reward management
module and a System update management module [4].

3.1 Car Terminal

In the car terminal, GNSS module is used for acquisition of vehicle real-time GNSS
information in time and space. The 4G communication module is used for wireless
network communication. GNSS time and space information and vehicle information
of the car terminal are uploaded to the data center using this module, and receive
information management platform of the notice. The LED module is used for car
terminal input and output. The Encryption module is used for translate GNSS
information of vehicle and vehicle owner information, ensuring the security of the
information. The MCU module is used for interaction and procession between dif-
ferent modules inside a car terminal. The storagemodule is used to store the electronic
map data and system information which needs in the normal operation of car terminal.

3.2 Data Center

The data center is a distributed database which adopts the technology of big data.
Different kinds of data information is stored in accordance with different levels of
granularity respectively. It also provides a wealth of data analysis and demon-
stration, to ensure the security of the data and business system access.

3.3 Management Platform

In the management platform, Peak time setting module is used to specify a period
for rush hour of the city.

Heavy traffic setting module is used in the electronic map, according to the
corresponding geographic information data and logic, set road strip and close
regional block to make virtual boundary, which is defined by heavy traffic area.
Outside the virtual boundary is defined as the traffic section. This module can also
remove, add or modify heavy traffic area.
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Events to determine module receives the report of car terminal and determines
whether the vehicles move into heavy traffic area in rush hours, by combining with
information of license plate number and vehicle owners of residential address.

Personal reward management module collects the time, place and frequency data
of vehicles moving into heavy traffic in rush hour traffic in a certain period. This
module is used to influence individual’s travel behaviour. It can modify people’s
reward accordingly and sent to the data center and the car terminal.

System update management module is responsible for the system settings,
including changing rush hour and congestion zone, sending car terminal change,
and updating the data in the car terminal.

4 System Working Process

As shown in Fig. 3, the system set rush hour time period to 07:00–9:30, 17:30–
19:30, and scheduled five heavy traffic area. When the user open the car terminal,
he/she must agree with BD GNSS spatio-temporal information city special dis-
criminant system domain transportation vehicles, especially the agreement relating
to personal information. After that he/she can login system by use vehicle license
plate and car owner’s identification information. This process is mainly through the
car terminal touch screen information input and output.

After start up, the car terminal download the rush hour period, traffic congestion,
and system information such as notice. When the vehicle cruising along the jour-
ney, the GNSS module receives real-time positioning signal BD system, and
combines it with the inertial navigation generated the space-time location infor-
mation. The car terminal compares the information data with the system setting
information such as peak period and crowded area to determine whether the vehicle
enters the traffic crowded area in the peak period.

When the car terminal initially determines that the car enters the traffic con-
gestion area at the peak time, the car terminal uploads the encrypted vehicle GNSS
data and the entering congestion area status information to the data center, and the
event determination module further confirms the car terminal. When further con-
firmation is completed, it is possible to combine the picture and video information
into the traffic congestion area from the non-traffic congestion area, and upload the
information to the data center at the same time.

The events determination module in the management platform compares the
GNSS time-space data, the traffic jam data and the owner’s residence address
information uploaded by the corresponding car terminal with the virtual boundary
and the peak time period of the established traffic congestion area. If it is found that
the GNSS spatio-temporal data is in the peak period and located in the geographical
area of the congested area, and the owner’s residential address is not in the traffic
congestion zone, it is judged that the vehicle enters the traffic crowded area during
the peak period. After the events determination module verifies that the vehicle
enters the traffic congestion area during the peak period, the system will issue a
system notification of “vehicle enters crowded area” to the car terminal.
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Fig. 3 System work flow chart
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In a reward decision cycle, the personal reward management module will pool
the event decision module on the vehicle behavior of the decision results and the
individual reward information values are changed accordingly. For example, if the
personal credit determination period is set to one week, the personal reward
management module increases reward information value of the vehicle owner who
does not enter the city area in the peak period and increases the balance X yuan in
the individual bus card. Personal reward management module for the peak period
into the city of vehicles, according to the vehicle in the crowded area of the total
length of time and the frequency of entering the city to reduce the corresponding
N-yuan operation, the specific rules shown in Table 1. In the personal reward
information value changes, as well as changes in individual bus card balance, the
system will send a notification message to the vehicle terminal to the owners.

5 System Experimental Data Analysis

In the field of transportation, road traffic index is widely used to comprehensively
evaluate the overall evaluation of road traffic quality. The road traffic index is
calculated based on such indexes as motor speed and road saturation. The bigger the
index is, the better the traffic quality. The evaluation criteria for different ranges of
indices are shown in Table 2:

5.1 Traffic Comprehensive Index Model

The Traffic comprehensive index model:

Table 1 Punishment rule table

2H 4H 6H 8H More than 10H

1 1 2 4 6 8

2 2 4 6 8 10

3 3 6 8 10 12

4 4 8 10 12 12

More than 5 5 10 12 12 12

Total me

Penalty value (Yuan)Frequency
(Times per week)
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Ttotal ¼
PN

i¼1 xiTi
PN

i¼1 xi
ð1Þ

Ttotal Traffic comprehensive index;
Ti Trunk road, expressway traffic index;
xi Comprehensive index weighting factor;
N The total number of main road and fast track;

For the main road, fast track, road comprehensive index model [5]:

Troad ¼
xt 1�sV

Vf

� �
þ xklK

Kj
þ xqcQ

Qm
þ xdjD

Dm
þ xagA

Am

ðxt þxk þxq þxd þxaÞ K\Km

xt 1�sV
Vf

� �
þ xklK

Kj
þxqq‘

�c2Q2

Q2m þ xdjD
Dm

þ xagA
Am

ðxt þxk þxq þxd þxaÞ K �Km

8
>>>><

>>>>:

ð2Þ

Troad Road composite index;
Vf Road speed;
V Average road speed;
Kj Worst - case traffic density;
Km Maximum road traffic density;
K Road traffic flow density;
Qm Maximum road traffic;
Q Road traffic flow;
Dm Maximum road delay time;
D Road traffic delay time;
A Number of road accidents;
Am Maximum number of road accidents of the same type;
s Meteorological factors, environmental factors, traffic order,

policy factors for the speed of the regulatory factors;

Table 2 Traffic in different scope of index and evaluation standard

Index range Level Traffic conditions described

more than 80 Excellent Traffic flow stability, the speed of normal traffic
load level is reasonable

80–70 Well Traffic is stability, the speed is normal, the traffic
load level is relatively reasonable

70–60 Ordinary Traffic in unstable state, the speed of the car began
to abnormal, traffic load is high

60–45 Worse Traffic often appear unstable state, the speed
deviation from normal big, traffic load is too big

less than 45 Bad Traffic is extremely stable, large speed deviation
from normal, traffic jams
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l Meteorological factors, environmental factors, traffic order,
policy factors for the traffic density of the regulatory factors;

c Meteorological factors, environmental factors, traffic order,
policy factors such as traffic flow control factor;

j Meteorological factors, environmental factors, traffic order,
policy factors such as the delay factor for traffic control;

g Meteorological factors, environmental factors, traffic order,
policy factors such as traffic control factors for the accident;

q Traffic flow influence constant factor;
xv;xk;xq;xd;xa Factor weighting factor.

The average vehicle speed, traffic density, traffic flow and traffic delay time are
the factors that determine the relative comprehensive index of the road. The
influence is generally considered as a linear relationship. The average speed, traffic
density, and traffic flow have the following relationship:

Q ¼ VK ðð3ÞÞ

After the traffic density exceeds the maximum traffic density Km, the exponential
decay mode has an influence on the traffic index. It is shown that the exponential
calculation should be based on the maximum value of the traffic flow density
according to different formulas. In the model, the role of traffic accidents and other
factors can be represented by a modified constant term, which over a period of time
is an empirical constant.

The relevant variables and parameters of the above formula are:
The average road speed, the worst traffic density, the road traffic density, the

road traffic flow, the road traffic delay time, the road accident black spot rate and the
correlation constant factor need to be obtained through statistical analysis of the
historical data. Regulatory factors also need to take into account a variety of factors
under the premise of the historical data for statistical analysis model access.

The urban traffic comprehensive index is regarded as the relative number and can
be processed by normalization. The range can be set in the range of easy to under-
stand, such as 0–1, 1–10, 1–100, 1–1000, In this paper, the value range is 1–100.

5.2 Construction of Experimental Environment

After the system has been built, the data of the day traffic of Jinan section of the city
center are selected as the template of the simulation verification data, and the data of
the support data of the driver of the private car are obtained. The data are tabulated
after finishing the questionnaire. The reference value is used to simulate the
influence of the reference value to the road traffic comprehensive index (Table 3).

In the simulation process, some of the reference values in Eq. 2 are fixed, as
shown in Table 4. Other values are real-time based on traffic conditions at the time,
and the changes can be estimated as shown in Table 5.
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The reference traffic index curve can be derived according to the data changes in
the table and road section data template using Eq. 2, as shown in Fig. 4. The blue
dotted line is the original template curve. And the solid lines of other colors indicate
the traffic index curves for incentive drivers with different proportions. It can be
seen that the two composite traffic index becomes much significantly better as the
ratio of incentive platform for private car drivers increases, specially for morning
and evening traffic peaks.

The conclusions here are only for a section of the road. Future work will extend
to the entire transport system. Congestion road transfer, and other issues related to
determining the border areas are also interesting directions for further investigation.

Table 3 Survey data statistics

Period of time Whether private car driver support incentive schemes

Support No support No matter

8:00–9:00 67 12 15

11:00–12:00 45 7 11

14:00–15:00 35 4 8

17:00–18:00 86 14 15

20:00–21:00 43 6 7

Statistics (%) 275 (73.3%) 43 (11.5%) 56 (15.2%)

Table 4 Constant parameter table

Vf 50 km/h Kj 330/km

Km 300/km Qm 1500/h

Dm 30 min Am 10

s 0.5 l 0.7

c 0.4 j 0.6

g 0.1 xv 45

xk 58 xq 63

xd 42 xa 23

Table 5 Parameters estimation table

Proportion of private car drivers 10% 20% 30% 40% 50%

V 5%" 7%"d 10%" 14%" 18%"
K 3%# 4%# 6%# 8%# 11%#
Q 2%" 3%" 4%" 6%" 7%"
D 4 min# 7 min# 11 min# 14 min# 17 min#
A 1.5# 2.3# 2.9# 4.1# 6.4#
q 4.5 4.7 4.9 5.3 6.5
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6 Conclusion

In this paper, a traffic incentive platform is proposed based on the BD GNSS and
inertial navigation combination positioning system. It aims to unify private vehicle
and public transport control to promote private car owners to use public transport
during congested hours, increase the utilization of public transport, and ultimately
mitigate traffic congestion problem in urban area, which is deem to be a win-win
project planning.

The establishment of the platform has an outstanding social and economic
benefits, such as it can provide private car owners with real-time traffic information
to help them to plan their trips wisely which can help to form a good travel
environment and improve residents’ quality of life.
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Research on the Next Generation
of Emergency Positioning Signal Design
and Ground Stations Receive Processing
Based on GNSS

Henglin Chu, Tianqiao Zhang, Jiemin Shen, Hongbing Wang
and Jingyuan Li

Abstract As typical representative of the emergency research and rescue signal in
the field of Life Safety and Emergency Service, both the 2nd generation
COSPAS-SARSAT beacon and the BeiDou System (BDS) locating report (or
named RDSS) signal have been practiced for more than 20 years. These two sys-
tems with emergency positioning signals played significant social value and eco-
nomic benefits, but also gradually exposed some issues, such as the high-power
consumption for user terminal, low reliability and so on. The performance
improvement plans of the two emergency service systems have been put on the
agenda respectively, including the signal structure and the system architecture.
Based on the next generation of satellite-based emergency positioning and reporting
system, this paper presented the design of a highly reliable and low-power user
signal/distress beacon system, as well as ground station processing methods. Firstly,
the characteristics of the system frame and signal structure for the existing two
kinds of emergency positioning system are introduced. Then, further discussions on
the key element and corresponding scheme of the next generation emergency
location signal, among the aspects of spreading sequence, channel encoding, frame
structure, message arrangement, are expanded. At the same time, in order to min-
imize the power consumption of the user terminal and make full use of the uplink
multi-coverage of the satellite-based positioning report system, a ground station
diversity receiving user emergency positioning signal/distress beacon processing
method is proposed. The ultimate purpose of this research is to improve the terminal
power consumption, single detection probability and other key indicators of the
next generation of emergency search and rescue application, to 2 W consumption,
which is 5 W of the current user terminal supported by the two systems.

H. Chu � T. Zhang (&) � J. Shen � H. Wang � J. Li
Beijing Satellite Navigation Center, Beijing 100094, China
e-mail: gary_85@163.com

© Springer Nature Singapore Pte Ltd. 2017
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017
Proceedings: Volume I, Lecture Notes in Electrical Engineering 437,
DOI 10.1007/978-981-10-4588-2_40

465



Keywords Satellite-based search and rescue � Emergency location � Location
report signal � Distress beacon � Diversity reception

1 Introduction

In recent years, global aviation safety accidents take place frequently and attract
worldwide attention. Meanwhile, the aviation safety rescue capability is being
explored. The development of the global satellite search and rescue system
(SARSAT) has attracted much interest. Since COSPAS-SARSAT establishment, it
has experienced two generations of signal system and three stages of development.
At present, COSPAS-SARSAT has achieved high integration with GNSS, and with
the rapid development of Galileo and other systems, the new generation system
MEOSAR has begun to take shape [1], and more than 72 MEO navigation satellites
is expected to carry MEOSAR repeater after 2025.

Chinese BeiDou Navigation Satellite System (BDS) is expected to have global
full-service capability by 2020. It would also, like GPS, GLONLASS and Galileo,
be equipped with the international common MEOSAR repeater, to become an
important component of the global integrated SARSAT service framework. On the
other hand, the RDSS service of BDS is also very suitable for emergency rescue
applications with its special location reporting and communication ability. Through
the literature [2] some information can be known that, BDS RDSS signal system
has certain advantages in concurrent capacity, real-time, anti-jamming performance
compared to MEOSAR, and could become a satellite search and rescue means with
superior performance for further promotion of the application in the future.

For the user beacon, also called the inbound signal, whether the
International COSPAS second-generation satellite search and rescue beacon or the
Chinese BDS’s Location Reporting Service (RDSS), the existing signal structure
has been applied more than 20 years. The two emergency positioning services
gradually exposed that the power consumption is too large, low reliability and other
issues, while they played significant social value and economic benefits. Therefore,
COSPAS and RDSS service performance improvement plan including signal sys-
tem and system architecture have been put on the agenda. In this paper, the design
of a high-reliability, low-power user inbound signal/beacon system and ground
station processing scheme for a new generation of satellite-based emergency
location and reporting system is presented [3]. Then, the key elements and corre-
sponding schemes of the new emergency locating signal are discussed, such as
frame structure, message arrangement, channel coding and so on. At the same time,
in order to reduce the user terminal power consumption, improve uplink demod-
ulation performance, and make full use of the uplink multi-coverage of the
satellite-based positioning system, this paper proposes a data combination pro-
cessing scheme for the ground station, and gives the performance analysis results.
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2 Main Features and Optimal Design of Emergency
Location Signals

At present, the number of satellites with MEOSAR repeater of the GNSS satellite
navigation system is gradually increasing [4–6], and the system architecture is
gradually improved. Through the detailed analysis of the international MEOSAR
system and RDSS inbound service, we can see that there are a lot of common points
in signal structure and system characteristics:

(1) Inbound return links are transparently forwarded on the satellite;
(2) Inbound return link is multiple coverage for the user;
(3) Inbound signal is a periodic short burst signal;
(4) Inbound signal frame structure can be divided into pilot segment, identity

segment, message segment or sync segment, common segment, data segment
three-segment frame structure;

(5) Inbound user power level is 5–10 W.

The procedure of signal processing and system framework of RDSS and
MEOSAR emergency location reporting are shown in Fig. 1.

BDS RDSS inbound and MEOSAR emergency positioning beacons are periodic
short burst signals, and the frame structure is similar as summarized and shown in
Fig. 2.

In which, the pilot segment of MEOSAR beacon and the synchronization seg-
ment of RDSS inbound signal are all used to capture the inbound signal in the
ground receiving system. The main information content of the identity segment of
MEOSAR beacon segment or the common segment of the RDSS inbound signal
includes the user ID, message structure type or the message length identifier.

SV01

SV02

MCC

User

SV03

LUT

Fig. 1 MEOSAR/RDSS emergency location reporting system model
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The message segment of the MEOSAR beacon and the data segment of the RDSS
inbound signal carry the different message with specified format. During the actual
use in the past 20 years, the two different inbound signals exposed two main
problems: The first one is that the total terminal power is too large, and the second
is that the inbound demodulation success rate was significantly affected when the
user terminal is in shadow or poor attitude. To resolve the above problems, a new
generation beacon optimal design ideas are presented as follows:

(1) Improving the spread spectrum performance by using a larger spreading ratio;
(2) Reducing the capture threshold by increasing the pilot/sync segment;
(3) Reducing the demodulation threshold of the common segment by reducing the

data rate, simplify the field content, independent channel coding, and also
adopting the better channel coding scheme in the message segment to improve
the demodulation threshold;

(4) Allocating each segment information rate according to the constraint criterion
that the sync segment capture threshold � common segment demodulation
threshold, and the common segment demodulation threshold is better than the
data segment about 2 dB (Fig. 3).

Based on the above optimal design idea for the signal system, the analysis of
MEOSAR beacon signal were conducted without changing the central frequency,
data segment rate of 400 bps, satellite receiving G/T value and so on. The analysis
results (as shown in Table 1) show that the level of user terminal can be reduced

Identity Message Segment

Common Data SegmentRDSS Inbound
Signal

Pilot

Sync.

MEOSAR 
Beacon

Fig. 2 MEOSAR/RDSS inbound frame structure

Common Data SegmentNew Emergency
Location Signal longer Sync.

(1) reducing the data rate
(2) simplify the field content
(3) independent channel coding

Adopt demodu.

larger spreading ratio

Identity Message Segment

Common Data SegmentRDSS Inbound
Signal

Pilot

Sync.

MEOSAR 
Beacon

Fig. 3 Main optimization path for next generation emergency location signals
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from the existing 5–2 W, and the demodulation performance of data segment can
also be improved according to the segment processing solution as mentioned in the
next section.

3 Ground Receiving Combine Processing
Scheme and Performance Evaluation

The main premise of the new algorithm is that the emergency locating system such
as MEOSAR or RDSS inbound has a very prominent feature: the inbound uplink
has overlapping coverage of 2–4 or even more, and there are at least two approa-
ches for the inbound signal power arriving at the ground station. The uplink
multi-coverage feature of this system is mainly for the completion of positioning
calculation [7–9], but on the point of communication, the large number of redun-
dant information is a waste of channel resources. Meanwhile, a new generation of
emergency positioning signal design will be dedicated to enhance the performance
of common segment demodulation, and provide better condition for the joint data
demodulation and receiving with different arrival times, different arrival location of.

The combine processing framework for a new generation of emergency posi-
tioning signal data segment is proposed as shown in Fig. 4.

Data segment combine processing is to complete the user inbound signal through
different satellites, different beams in a certain time window to receive the identity
of the pair, the data segment of the diversity and joint decoding work. The main
processing flow is as follows:

Table 1 Performance comparison of the new and old emergency positioning signals

Inbound uplink Existing MEOSAR
Beacon

New emergency
positioning signals

Center frequency (MHz) 406

Sat. distance (km) 26,000

User transmit power (W) 5 2

Uplink trans. loss (dB) −172.91 −172.91

Arrival power(dBW) −165.92 −169.90

Sat. G/T(dB/K) −17.7 −17.7

Total C/N0 (dBHz) 44.47 40.49

Common segment demodulation
threshold (dBHz)

35.62 (400 bps,
coded)

30.51 (200 bps, coded)

Common segment demodulation
margin (dB)

8.85 9.98

Data segment demodulation threshold
(dBHz)

35.62 (400 bps,
coded)

32.52 (400 bps, coded)

Data segment demodulation margin
(dB)

8.85 7.97

Research on the Next Generation of Emergency Positioning … 469



(1) The combine processing unit filters out all inbound messages of the same user
by matching the user identification numbers within the set receiving time
window;

(2) If the combine processing unit receives a CRC check correct indication in the
receiving time window, it does not need to carry out the joint decoding pro-
cessing, and sends the correct CRC check message to the information pro-
cessing reporting channel;

(3) If CRC checksum for all inbound message of the same user are not correct,
then it need to carry out the multiple joint decoding processing. Finally, the
joint decoding unit sends the diversity processed inbound message to the
information processing reporting channel.

For inbound data segment combine processing, in theory, when there are no
pseudo-code and carrier frequency phase tracking errors, 2-way inbound signals
with the same carrier-to-noise ratio are combined to achieve about 3 dB diversity
gain.

In practice, when there is pseudo-code and carrier frequency phase tracking
error, the diversity gain of the inbound signal depends on the tracking accuracy of
single signal and the demodulation loss of single-channel signal. The main factors
include pseudo-code phase error, carrier phase error. Next, we conduct the analysis
of the two-channel diversity receiver gain problem based on the maximum-ratio
combining algorithm, and focus on the diversity reception performance under
pseudo-phase phase mismatch and carrier phase mismatch.

Assuming that the first signal carrier phase mismatch is u1, the second signal
carrier phase mismatch is u2, and no other error factors, then the diversity gain is as
follow:

Rec. Link Rec. Link

Sig. Pro. 
Unit

Sig. Pro. 
Unit

Rec. Link

Sig. Pro. 
Unit

Demodulation
Pre-processing

Demodulation
Pre-processing

Data Segment multi-
channel joint decoding

Demodulation
Pre-processing

CRC-correct inbound message

CRC-error inbound message

Information processing 
reporting channel

User

SV01 SV02 SV03

Fig. 4 Data segment synthesis solution
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G0 ¼ 10 log 10ððcosðu1Þþ cosðu2ÞÞ2
2

Þ ð1Þ

When the carrier-to-noise ratio is greater than 30 dBHz, the carrier phase
tracking accuracy is less than 0.4, the corresponding demodulation loss is 0.8 dB,
and the diversity gain is 2.2 dB.

For multi-channel simultaneous data segment combine processing, the diversity
gain increases as the number of processing uplinks increases, and the increasing
trend is shown in Fig. 5.

In summary, based on the existing international MEOSAR or RDSS service, the
new generation of satellite-based emergency positioning signal system is optimized
and the data segment fusion processing algorithm can be adopted. When there are
two similar inbound arrival levels, the data segment is made to have a diversity gain
of about 2.2 dB. Return to Table 1 data, with comparing the old and new emer-
gency positioning report system, it can be seen that the new system of emergency
positioning signals in the terminal power consumption has been about 3.9 dB
decline, the system segment and data segment demodulation margin has been about
1.1 dB increase, the overall performance is very obvious.

4 Conclusion

In this paper, based on the analysis of the similar points between the international
satellite search and rescue system MEOSAR and BDS RDSS inbound service, a
new generation of emergency positioning inbound/beacon signal design is pre-
sented in terms of reducing the power consumption of the user terminal. At the
same time, a data segment combine processing scheme in the ground system is
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proposed to further improve the demodulation performance. On the whole, the new
system inbound signal and fusion algorithm proposed in this paper can reduce the
power consumption of emergency terminal to 2 W from the existing 5 W level, and
improve the inbound demodulation margin by 1.1 dB. The overall system perfor-
mance is improved by 5 dB. The results of this paper can provide reference for the
optimization and upgrading of the next generation RDSS service and MEOSAR
technology framework.
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Obstacle Avoidance Path Planning
of Rotor UAV

Xiaodong Zhang, Xiangyang Hao, Guopeng Sun and Yali Xu

Abstract With the increasingly wide application of UAV in military, civil and
other fields, autonomous navigation and obstacle avoidance of UAV has become a
hot issue of study, and path planning is one of core technologies to realize it. Based
on traditional path planning method cannot juggle global optimal and real-time
obstacle avoidance effectively, this paper proposes a new path planning method
fusing the global and the local,it uses genetic algorithm in global and artificial
potential field method in local, then gets an optimal path to reach the destination
safely. Through simulation experiment, this method has good real-time and relia-
bility, meeting the requirements of autonomous navigation and obstacle avoidance.

Keywords Rotor UAV � Path planning � Artificial potential field � Genetic
algorithm � Optimal path

1 Introduction

As UAV is finding wider and wider application in the field of military and civilian,
UAV autonomous navigation and obstacle avoidance technology has become a hot
research topic, and path planning in flight is one of the core technology of realizing
autonomous navigation and obstacle avoidance.

According to the target range of UAV path planning, which can be divided into
global path planning and local path planning [1]. From the state of the planning
environment it is divided into static path planning and dynamic path planning [3].
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Common four UAV path planning methods are template matching method, artificial
potential field method respectively, map building method and artificial intelligence
method [4]. The principle of template matching method is simple and matching
effect is good, but it can’t find a matching path without enough template library [5];
The principle of artificial potential field method is simple and easy to control, but it
often has local minimum points and the difficulty is the design of the gravitational
field and the repulsive force field in a dynamic environment [6]; Map building
method is straightforward and obstacle avoidance effect is good, but excessive
amount of data leads to its bad real-time [7]; Artificial intelligence method improves
the intelligence features of UAV and makes up for the shortcomings of other
methods, but it can’t complete the task alone in unknown environments [8]. In
existing known methods, global planning method has a good effect on the known
environment, but poor real-time performance in unknown environment; Local
planning method can timely deal with random encounter obstacles, but the path
planning is difficult to achieve the best in the whole environment, the traditional
method of path planning is difficult to meet the needs of UAV autonomous navi-
gation and autonomous obstacle avoidance.

Aiming at the problems of traditional path planning method, this paper proposes
a path planning method fusing global path planning method and local path planning
method. The idea is as follows: global path planning is carried out by genetic
algorithm, and the sub-target node sequence arriving at the target point is generated.
At the same time, local path planning is carried out by artificial potential field
method to generate the smooth path between sub-targets. The advantage of this
method is that it can generate global optimal path by using known information, deal
with random obstacle in time and has better security and reliability.

2 Related Research

2.1 The Principle of Artificial Potential Field Method

Artificial potential field method is a virtual force field method proposed by Khatib.
The basic idea is regarding the movement of UAV in the real environment as the
movement of UAV in virtual force field. The target point attracts UAV and the
obstacle exclude UAV, and vector sum of the two is the resultant force of UAV in
the potential field, so as to control the direction of movement of UAV.

In order to facilitate the calculation, artificial potential field model is constructed
and the obstacle is abstracted as circular model. As shown in Fig. 1d is the distance
from UAV to the midpoint of obstacle, r2 is the dangerous distance that UAV will
be dangerous when d < r2, r3 is safe distance that UAV will be safe when d > r3.
To ensure safety, UAV can’t enter the area of radius r2, so the following radius r2
circle for the obstacle area, r2 < d < r3 ring for the repulsion field area. UAV under
the influence of gravity Fatt is always subject to the target point in any area. UAV, is
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affected by the repulsive Frep in the obstruction area, repulsion can be seen as
infinite in the obstruction area repulsion, so the UAV will not enter the obstacle
area.

Artificial potential field method is simple and convenient for real-time control,
and it is widely used in local path planning. According to its principle, we can see
that the gravitational field has larger range of action, which can acts on any dis-
tance; the range of the repulsive force field is smaller, and when the distance from
the UAV to the obstacle exceeds a certain range, it is not affected by the repulsive
force field. Therefore, the artificial potential field method is suitable to solve the
obstacle avoidance problem in the local space, but it lacks global information, easy
to fall into the local minimum. In the actual path planning, it is prone to shock in
front of obstacles, swings in the narrow channel, can’t reach the target and so on.
The local minimum is that UAV is subject to the gravitation as well as the repulsion
in the artificial potential field. When there are many obstacles, UAV will be subject
to multiple forces, which will be zero in a certain area or a point, at this time UAV
will produce shock or stagnation. The more likely the obstacle is, the more likely it
will be to generate local minimum points.

2.2 The Principle of Genetic Algorithm

Genetic algorithm (GA) is a kind of stochastic search method which is proposed by
Professor J. Holland of the United States learning from evolution law of biology.
The method is characterized by direct operation on the target, automatic acquisition
of the search space, adaptive adjustment of the search direction, with good paral-
lelism and global optimization capabilities, and is suitable for solving complex
multi-objective problems, applied in multi-obstacle path planning. The basic
operation steps of genetic algorithm are as follows:

Fig. 1 Model of the artificial potential field method
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1. Initialization: randomly generate the initial population;
2. Individual evaluation: assess individual fitness in the population;
3. Select the operation: select the operator on the population, according to the

individual selection of chromosome fitness;
4. Crossover operations: the crossover operator on the population, resulting in a

new sub-individual;
5. Mutation operation: the mutation operator on the population, the group of

individual strings in the gene value changes;
6. Termination of judgment: if the termination conditions are met, then stop the

calculation, otherwise return to the second step.

The key technology of genetic algorithm in path planning is chromosome
coding. In a multi-obstacle environment, each individual code can represent a
combination of multiple patterns without generating redundant dates. Genetic
algorithm requires individual coding to operate with genetic operators easily and
improve search efficiency. In this paper, redundant binary coding is used. Assuming
that the number of obstructions is N, the number of chromosomes is n = log2N + 1,
and the representable state is 2n > N, and 2n – N redundant states are represented
by vacant bits.

3 Modeling of Path Planning

3.1 Obstacle Avoidance Path Planning Model for Single
Obstacle

The problem of obstacle avoidance path planning for UAV can be considered as the
best path from the starting point to the target point under the resultant forces of
gravitation and repulsion. UAV direction always point to the direction of its force,
namely the direction of the resultant forces of repulsion and gravity. Resultant
forces only change the direction of the speed, but don’t change the size of the speed.
The obstacle avoidance path approach is described as follows:

1. Establish potential field model. According to the known information to deter-
mine the starting point coordinates Ps(xs, ys), UAV flight speed v, the target
point coordinates Pe(xe, ye), the location of obstacles D and the force field range.

2. Path planning that does not cross the obstacle area. If the connection does not
pass through the obstacle and repulsion field area from the starting point to the
target point, then the connection is the optimal path, as shown in Fig. 2.

3. Path Planning Through Obstacle Repulsion Field. If the connection from the
starting point to the target point passes through the repulsive force field but does
not pass through the obstacle, then UAV only receives the gravitational force
out of the repulsive force field, the repulsive force and the gravitational force in
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the repulsive force field and finally reach the target point, as shown in Fig. 3.
The direction of velocity in motion is always the same as the resultant force.

4. Path planning through obstructions. When the starting point to the target point
of the connection through the obstacle, then the starting point to the target point
of the first intersection of obstacles for the two tangents. In the repulsion field,
the direction of gravitation is changed to the direction of two tangent lines
respectively. After leaving the repulsive force field, the gravitational direction
points to the target point again. UAV is subject to gravitational force out of the
repulsive force field, gravitational and repulsive force in the repulsion field, and
ultimately reach the target point, selecting the shorter as the optimal path, as
shown in Fig. 4.

3.2 Obstacle Avoidance Path Planning Model
with Multiple Obstacles

UAV flying in complex environments may encounter multiple obstacles. Solving
the optimal obstacle avoidance path in a multi-obstacle environment is namely

Fig. 2 The path not through
obstacles

Fig. 3 The path through
repulsive force field

Fig. 4 The path through
obstacles
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solving the shortest directional curve of avoiding the obstacles effectively that UAV
flies from the starting point to the target point in the artificial potential field.

As shown in Fig. 5, there are five obstacles between the starting point and the
target point. These obstacles were genetically coded and the number of known
obstacles was N = 5, then the number of chromosomes n is log25 + 1 rounded, so
n = 3, then 23 − 5 = 3 redundant spaces. The code table is shown in Table 1.

The optimal path in Fig. 5 can be described as (D1, D5, blank, blank), and the
corresponding chromosome is encoded as (000, 100, 101, 110). An optimal path
can be encoded by a variety of chromosomes, which reflects the advantages of
redundant binary chromosome coding can expand the search space, converging to
the optimal solution quickly. After path order determined by the reciprocal of the
selected path length as the fitness function, the whole path planning is transformed
into the path planning of single obstacle. The obstacle avoidance path planning of
single obstacle is shown in Sect. 3.1.

3.3 Real-Time Obstacle Avoidance Path Planning Model

Assuming that the UAV is flying in unknown environment, only the target and
some obstructions are located. When a new obstacle is encountered, the path can
only be planned in real time after the obstacle is found. The detection distance of
UAV to the obstacle is R, and if a new obstacle is detected to enter UAV detection
area, UAV can safely reached the target point by re-path planning. The steps of
real-time obstacle avoidance path planning are as follows:

Fig. 5 The path through multi-obstacles

Table 1 Coding table for GA

Coding 000 001 010 011 100 101 110 111

Status D1 D2 D3 D4 D5 B B B
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First, the coordinates Ps, Pe, the flight velocity v, and the initial obstacle course
D, the obstacle radius r2, the repulsive field radius r3, and the UAV detection
distance R is input to the start point and the target point.

Second, path planning according to the obstacle information in the method of
Sect. 3.2, then fly forward following the current planning path.

Third, detect whether a new obstacle in the radius R within the flight process. If
an obstacle is detected, the current position and the existing obstacle position are
compared and the obstacle sequence is updated, and then the process returns to the
second step. If no obstruction is detected, skip to the next step.

Fourth, if the UAV to fly to the target point, the algorithm ends.

4 Simulation

4.1 Simulation of Obstacle Avoidance Path Planning
for Single Obstacle

UAV flight parameters is the starting point coordinates (60, 50) m, the target
coordinates (540, −50) m, the flight speed of 2 m/s. Respectively, in the coordi-
nates (130, −30), (140, −8), (140, 0) set radius of 10 m, repulsion radius of 20 m
obstacles. Using the algorithm of Sect. 3.1, the simulation results show that the
obstacle avoidance paths are shown in Figs. 6, 7 and 8 respectively.

In Fig. 6, connection from the starting point to the target point does not pass
through the obstacle area, so the connection is the optimal path. In Fig. 7, the
connection from the starting point to the midpoint passes through the repulsive
field, but does not pass obstacle, the optimal path is obtained under the effect of the
potential field. In Fig. 8, there are two routes, and a shorter route is selected as the
optimal route.

Fig. 6 Path of obstacle
avoidance with the obstacle’s
center at (130, −30) m
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4.2 Multi Obstacle Avoidance Path Planning Simulation

UAV flight parameters remain unchanged, setting up multiple obstacles in the flight
area, obstacle parameters in Table 2, the obstacles for chromosome coding in
Table 3. After the genetic algorithm and artificial potential field method, the
obstacle avoidance path can be obtained as shown in Fig. 9.

In Fig. 9 there are four obstacles, three of which will affect UAV flight, one is
not on the flight path. So the path planning only needs to avoid three obstacles.

Fig. 7 Path of obstacle
avoidance with the obstacle’s
center at (140, −8) m

Fig. 8 Path of obstacle
avoidance with the obstacle’s
center at (140, 0) m

Table 2 Lists of obstacle

Obstacle no. D1 D2 D3 D4

Center coordinates/m (70, 20) (105, −15) (175, 0) (230, –25)

Obstacle radius/m 10 7.5 15 10

Repulsion radius/m 20 17.5 25 20
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4.3 Real-Time Obstacle Avoidance Path Planning
and Simulation

UAV flight parameters remain unchanged, the detection range is 50 m, the flight
path has a known obstacle and a number of unknown obstacles, then simulation
experiments according to the algorithm of Sect. 3.3. UAV starting at t = 0, the
simulation step is 0.1 s, the UAV flight path in the follow-up is shown in Figs. 10,
11 and 12.

At t = 0 s, the path planning based on the existing obstacle information is shown
in Fig. 10. The first new obstacle was found when fly to t = 5.2 s, and the path was

Table 3 Coding table of GA

Coding 000 001 010 011 100 101 110 111

Status D1 D2 D3 D4 B B B B

Fig. 9 Path of obstacle
avoidance for multiple
obstacles

Fig. 10 Path of obstacle
avoidance when t = 0 s
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re-planned as shown in Fig. 11. After a new path to t = 77.6 s, the second new
obstacle was found and the path was re-planned. As shown in Fig. 12, the UAV
continued to fly on the new path until it reached the target.

5 Conclusion

This paper provides a path planning method fusing the global and the local, genetic
algorithms for global planning, artificial potential field method for local planning,
and get an optimal path arriving at the target point safely. The method not only can
grasp the global optimal path, but also quickly deal with the sudden encounter of
new obstacles. The path obtained by this method only has a small gap with the
shortest path, but keeps the UAV and obstacle at a certain distance and improves
the safety of the flight. Simulation results show that the proposed method can

Fig. 11 Path of obstacle
avoidance when t = 5.2 s

Fig. 12 Path of obstacle
avoidance when t = 77.6 s
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effectively avoid the obstacle in real time, and obtain a safe and reliable optimal
route with short travel time, which can fulfill the requirements of UAV autonomous
navigation and obstacle avoidance.
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Orbit Analysis for Tiangong-2 Space Lab
Under Different Perturbation Forces

Lina He, Wenli Wang and Zhilu Wu

Abstract Tiangong-2 is a space laboratory of China, which carries out various the
Earth observations and space experiments. Controlling of the Tiangong-2 and
completing these experiments rely on high precision orbit information. Hence,
study on perturbed motion, which can be switched to analyze perturbation forces is
the basis and core tasks. Firstly, in order to analyze the influence to the orbit by the
perturb forces, initial orbit state is obtained by two line elements. Furthermore,
several integral orbits are achieved under different perturb forces using numerical
integration method, including the Earth potential perturbation, tides, three body
perturbation, atmospheric drag perturbation, the solar radiation pressure and the
Earth albedo. The experimental result shows that the atmospheric drag perturbation
is one of the key factors to constraint the orbit accuracy and much more complex,
due to the fact that Tiangong-2 is a low Earth orbit spacecraft. Moreover, atmo-
spheric drag perturbation is discussed in details for comparing different upper
atmosphere density models. And its orbit affect level is concluded, which is benefit
for precise orbit determination.
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1 Introduction

Thanks to the low orbit altitude, the LEO (Low Earth Orbit) spacecraft play a key
role in kinds of scientific tasks, for example, high resolution observation, com-
munications, target detection. The most famous low orbit spacecraft includes
Shenzhou spaceship, Iridium star communication system, gravity satellites, space
stations and so on. The latest launched space lab Tiangong-2, which carries out
multi Earth observation and space experiments, realized high difficulty tasks like
docked by Shenzhou-11 and experimental repairing on board. The design, control
and operation of LEO rely on the deeply recognition for its orbit. The compre-
hensive of LEO motion is the basis for precise orbit determination and orbit
keeping. However, in the space environment, LEO suffers from complex pertur-
bations, especially atmospheric drag, which is the main factor to restrict the
accuracy of the orbit prediction. At present, the atmosphere density models are
empirical models with a limited accuracy [1]. Hence, the study on how these
perturbations impact the LEO orbit including the earth non-spherical gravity and
atmospheric drag is an important work.

Tiangong-2 space lab is the experimental target in this paper. Firstly, different
perturbations are considered for obtaining three-day prediction orbits, using two
body orbit combined with one kind of perturbation force, to analyze the influence of
each perturbation force to Tiangong-2 orbit. The results show that as for the
Tiangong-2, the largest impacts are from the earth non-spherical gravity and the
atmospheric drag. Different degree and order of EGM96 gravity models are studied
to investigate the sensitive of the gravity model. Using high precision orbit inte-
gration method to obtain several three-day orbits, in which different atmospheric
density models with varying solar activity parameters are chosen to compare the
orbit results. The rest of the paper is organized as follows, perturbation and impact
on orbit are discussed in Sect. 2. In Sect. 3, the sensitive of the Earth non-spherical
gravity model is analyzed and three types of atmospheric density models are
investigated in Sect. 4. Finally, the conclusions are drawn in Sect. 5.

2 Perturbation Force Analysis for Tiangong-2

Supposing the Earth is a sphere with its mass distributed equally, a central gravi-
tational field is formed. In this situation, only two bodies are required to be con-
sidered when neglecting other forces, one is the spacecraft, and the other is the
Earth. However, the earth is not an ideal sphere, the motion of spacecraft is very
complex since various perturbations. To solve the motion differential equation of
spacecraft, analysis method and numerical method are common used. Analysis
method can hardly meet high accuracy requirements. While as long as suitable step
and order are given, numerical method can obtain solution with any high accuracy.
In the high precision orbit integration, perturbation forces are considered including

486 L. He et al.



the Earth non-spherical gravity potential, tides perturbation, three-body gravitation,
the solar radiation pressure, atmospheric drag perturbation and the Earth albedo.
These perturbations can be expressed as acceleration form, some of which are
related to the parameters of spacecraft, for example, flat plate area, the mass,
radiation area and so on.

Taking Tiangong-2 as an example, the orbit integration progress is explained. First
of all, Tiangong-2 instant position and velocity are calculated in true equator mean
equinox frame using Two Line Elements as the orbit initial conditions [2, 3]. The
results are then transmitted to J2000 inertial coordinate frame, which are shown in
Table 1. After that, the orbit initial conditions are input to Runge-Kutta-Fehiberg
(RKF) integrator to obtain prediction orbit [4]. Then a reference orbit is calculated by
two-body case. Each perturbation orbit is calculated under the condition of a
two-body orbit combined with one kind of perturbation. The influence of perturbation
is obtained by perturbation orbit comparing with two-body orbit. These perturbation
forces are including the Earth non-spherical gravity potential with degree and order as
2 � 0, 12 � 12, 20 � 20, 70 � 70, three-body gravitation considering the sun and
the moon, the ocean tide, the solid tide, the solar radiation pressure, the Earth albedo
and the atmospheric drag. The three-dimension (3D) position difference between
prediction orbit and two-body orbit are presented in Fig. 1.

Table 1 The initial condition of Tiangong-2

Spacecraft Initial epoch X (km) Y (km) Z (km)

Tiangong-2 2016275.0 4918.92 766.59 −4584.39

VX (km/s) VY (km/s) VZ (km/s)

−1.4984 7.5145 −0.3579
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Figure 1 shows the position difference between ten prediction orbits and the
two-body orbit. The X axis denotes three-day arc of orbit, unit is minutes. The Y
axis denotes the magnitude of position difference, using logarithmic coordinates
with meter as its unit. It can be seen from Fig. 1, perturbation appears certain
periodic characteristic. The period is accordance with cycle of operation, and the
amplitude is different for each perturbation. In the perturbation, the largest one is
the Earth non-spherical gravity potential, which reaches 106 m when predicting a
three-day orbit. The second large perturbation is atmospheric drag, which is cal-
culated by Jacchia Roberts density model. The atmospheric drag is the main key
perturbation for low orbit spacecraft. Besides, the three-body perturbation from the
sun and the moon is small because the orbit altitude is low.

3 The Sensitive of the Earth Non-spherical Gravity

For the purpose to investigate the sensitive of gravity model, orbits using EGM96
model with different degree and order are predicted. The complete EGM96 model is
with degree and order as 70 � 70, which is considered to achieve reference orbit.
The compared orbits contain five square ones, of which degree and order value are
the same, and five non-square ones, of which the degree is 70 and the order is
different. The comparison is shown in Fig. 2.

Results show that when using the Earth non-spherical gravity model with square
degree and order, the orbit accuracies have no relationship with degree and order.
Namely, when the degree and order is larger, the orbit is not always better. In this
example, the largest difference of orbit with reference orbit is 16 � 16, the smallest
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Fig. 2 The position difference between prediction orbit with reference orbit using different degree
and order of the earth non-spherical gravity model
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one is 18 � 18. As for non-square, when degree is 70 and the order is 22, 20, 18
and 16, respectively, the orbit accuracy is decreased in sequence.

Furthermore, the two predicted orbits with 16 � 16 and 18 � 18, one of which
causing the largest position difference, the other is the smallest, are compared in
radial, in-track, cross-track components, respectively, displayed in Figs. 3, 4, 5 and 6.

Due to the fact that in-track difference is much larger than radial and cross-track,
the results are shown in different figures respectively. It can be seen from Figs. 3, 4,
5 and 6, the error mainly appears in the in-track component, which leads to the large
error in 3D position difference. In the radial and cross-track component, the position
difference almost at the same magnitude, while the in-track error of 18 � 18 is
obviously less than that of 16 � 16. Hence, different degree and order impact much
on the in-track component of orbit.

4 Atmospheric Drag Influence on Tiangong-2

Atmospheric drag is the second large perturbation force, next to the Earth
non-spherical gravity for low orbit spacecraft. It is also a very complex one.
Currently, the following acceleration is used for atmospheric drag [5],

€ratm�drag ¼ � 1
2
CD

A
m
qm2r em ð1Þ

where A=m is the ratio of flat plate area to the mass of spacecraft; CD is the damping
coefficient, which is used to describe the damping relationship between atmosphere
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Fig. 3 In-track orbit comparison by 16 � 16 with 70 � 70 as reference, the unit is kilometer
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and the surface materials of spacecraft; q is the atmospheric density. m2r em denotes
the velocity vector of the mass center of spacecraft to atmosphere, its direction is
matched with drag accelerate.

In the Eq. (1), the atmospheric density q is calculated by experiential density
models. There are two kinds of the experiential density models, static model and
time-varying model. The common used static model is Harris-Priester model, and
the time-varying model contains CIRA series, Jacchia series and MSIS series.
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Fig. 4 Radial and cross-track components of orbit compared by 16 � 16 with 70 � 70 as
reference, the unit is meter
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Jacchia combines space position and environment factor, is the earliest three
dimension density model. When modeling the atmosphere density, the solar active
and geomagnetism are applied to solve exosphere temperature. Then, standard
density is derived and modified with time considering the variance of density. In the
process of density modeling, multi space environment parameters are involved,
especially the solar activity and geomagnetism [6–9]. The solar activity is described
by F10.7 cm solar flux.

In order to analyze different atmosphere model, high precise orbit prediction
method is applied to propagate three-day orbit arc. The reference epoch is
2016284.0 with 10 s as integration step. The perturbation force are considered
including the Earth non-spherical gravity, the solar radiation pressure, the
three-body perturbation, tides, the Earth albedo and one kind of atmospheric drag.
The orbit using Jacchia Roberts model is the reference one, the orbit difference of
other models are displayed in Fig. 7. The Y axis denotes the position difference
using logarithmic coordinate with meter as its unit, while X axis stands for the orbit
prediction time, unit is minute.

It can be seen from Fig. 7, Jacchia 1960 occurs the largest position difference
with reference model, the second one is 1976 Standard model and Harris-Priester
model. The possible reason is these three models consider no solar activity and
geomagnetism parameters. MSISE series models represent difference at the
beginning 12 h. With the increasing of prediction time, the models are approaching
to each other. CIRA1972 and Jacchia 1971 shows a decrease and then increase
process. When predicting 12 h, the CIRA1972 is most close to Jacchia Roberts,
while when predicting for 24 h, the Jacchia Roberts gets close to Jacchia 1971.
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Because that the atmospheric density model is strongly correlate with solar
radiation flux F10.7 cm and geomagnetism, the experiment use different F10.7 cm
and geomagnetism parameters as input for Jacchia Roberts model. The details for
input parameters are shown in Table 2.

The solar radiation flux F10.7 cm and geomagnetism data are provide by
NOAA. The reference epoch of Tiangong-2 is 2016284.0, and the parameters value
are shown in Tables 3 and 4.

0 1440 2880 4320 5760
100

101

102

103

104

105

106

D
iff

er
en

ce
 [m

]

Time [min]

1976 Standard
Harris-Priester
Jacchia 1971
Jacchia 1970
Jacchia 1960
MSISE 2000
MSISE 1990
MSISE 1986
CIRA 1972

Fig. 7 Orbit position different between atmospheric density models

Table 2 The solar activity parameters

No. Name Description

1 3-h 3-h kp, daily F10.7 cm

2 3-h interpolate 3-h interpolation kp, daily F10.7 cm

3 3-h cubic spline 3-h cubic spline kp, daily F10.7 cm

4 Daily Daily average kp, daily F10.7 cm

5 Last 81 day Last 81 days average F10.7 cm

Table 3 3-hour solar activity Kp value

Epoch Hour

00–03 h 03–06 h 06–09 h 09–12 h 12–15 h 15–18 h 18–21 h 21–24 h

2016284 33 27 23 10 10 27 30 7

2016285 0 0 7 10 3 0 3 7

2016286 7 3 7 3 3 10 17 30

2016287 23 30 43 47 47 63 63 50
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The daily F10.7 cm result is represented in green curve, which cause the largest
position error of orbit, and the second large one is last 81 days F10.7 cm. As for
three-hour geomagnetism, there are three methods for solution, including point
data, interpolation for a smooth curve and cubic spline. Consequently, the cubic
spline orbit and the point data are almost the same, which are less than the inter-
polation one (Fig. 8).

5 Conclusions

In this paper, Two Line Elements are employed to obtain Tiangong-2 initial con-
ditions and its integration orbits are achieved for analysis based on the force
models. To analyze orbit perturbation, “two body orbit combined with one kind of
perturbation force” method is applied. The experimental results show that the lar-
gest two impacts are the Earth non-spherical gravity and the atmospheric drag.

Table 4 The solar activity F10.7 cm value

Epoch Type

Daily F10.7 cm Last 81 days

2016284 101.6 87.7

2016285 98.8 87.8

2016286 97.2 87.9

2016287 94.8 88.0
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Fig. 8 The position error caused by different solar activity conditions

Orbit Analysis for Tiangong-2 Space Lab … 493



Then, according to the different order of the Earth non-spherical gravity model, the
truncation of model order on the orbit is analyzed. Furthermore, atmospheric drag is
analyzed for comparing nine different atmospheric density models with reference
model. For Jacchia Roberts model, the values of solar activity parameters are
discussed in details. Overall, the atmospheric density model is very complex and
one of the key factors in perturbation forces. In spite of this work is an analysis for
Tiangong-2, it also has some reference on other spacecraft.
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Research on Topological Map Building
Based on Crowdsourcing Data

Xinzheng Lan, Ying Xu, Dongyan Wei and Hong Yuan

Abstract Topological map is the basis of navigation and can be used for posi-
tioning. At present, the acquisition of map mainly relies on manual or machine
measurement, which is costly. And for indoor situation, re-measurements are
needed when the topology of the building changes. Aiming at the above problems
and fully considering the widely use of smart mobile phone terminals and appli-
cations, this paper proposes a method for establishing topological map based on
crowdsourcing data. Through conducting similarity analysis and matching of
magnetic field intensity and WLAN/Bluetooth signal in crowdsourcing data, this
method establishes connections between crowdsourcing data, and then construct a
topological map with the main features of road segments. Experimental analysis
shows that the method proposed can realize the self-generation of topology of
general buildings by using data collected by ordinary users.

Keywords Crowdsourcing data � Topological map � Road section matching

1 Introduction

Indoor topological map describes the indoor road network information, including
the length and direction of paths and the connection between paths. It can be used to
assist some indoor localization methods, such as Pedestrian Dead Reckoning
(PDR), to improve their accuracy [1, 2]. At present, there are two main types of
methods of building indoor topological maps, including accurate building methods
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using floor plans or actual measurements, and SLAM (Simultaneous Localization
And Mapping) methods applied to mobile robots. The former requires accurate
floor plans or measurements in advance, which is not easy to obtain, and when the
building’s topology changes, re-measurement and rebuilding is needed [3]. The
latter uses a camera or a laser radar to obtain the robot’s ambient information, and
generates topological maps based on Kalman filtering, particle filtering or other
methods, combined with the movement information of the robot itself. This method
is costly and has a strong dependence on the accuracy of movement information [4].

Due to the ferromagnetic nature of buildings’ steel structure, there are abundant
and long-term stable geomagnetic anomalies indoors, resulting in the specific
magnetic field intensity in different locations [5, 6]. At the same time, in order to
meet people’s demand for wireless network connection and communication,
wireless local area network (WLAN) and low-power Bluetooth (Bluetooth Low
Energy, BLE) nodes are generally equipped in shopping malls, office buildings and
other buildings. In different locations of these buildings, the accessible nodes and
their signal strength is different. And from another perspective, the accessible nodes
and their signal strength is similar in the same location.

Nowadays, the smart phone terminal has become widely popular. They are
generally equipped with a WLAN module, a low-power Bluetooth communication
module, a magnetometer and inertial sensors including an accelerometer, a gyro-
scope and a orientation sensor. These modules and sensors enable them to sense the
ambient WLAN/BLE signals and magnetic field intensity, and to obtain the
acceleration, angular velocity and azimuth relative to the north, which can be used
to derive the motion state of pedestrians. In addition, the background running ability
of smart phones makes the data of information above can be uploaded continuously
in the background without affecting the user’s normal operation on the phone.

Through the upload of applications running on user’s smart phone, we can get
signal strength data and inertial sensor data form different users, known as
crowdsourcing data [7]. By analyzing the similarity of various types of signal
strength in crowdsourcing data and taking into account the walking trajectories of
pedestrians obtained from the inertial sensor data, we can correlate the signal
strength information with the indoor paths so that an indoor topological map can be
established accordingly. To this end, this paper designs a novel topological map
structure, which is composed of “road segments” and “intersections”, proposes a
WLAN/BLE-aided road segment matching algorithm based on the feature points of
magnetic field intensity sequence, and presents a topological map building system
which adopts the above structure and matching algorithm to match and splice road
segments, and to generate the indoor topological map that is conformed to the real
scene provided exact coordinates of a certain road segment.

The paper is organized as follows. Section 2 outlines the architecture of the
topological map building system and defines the novel topological map structure it
adopts. Section 3 presents the algorithms used in the system in detail. Experiment
and results are presented in Sects. 4 and 5 concludes this paper.
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2 Topological Map Building System Design

2.1 Topological Map Structure

In order to realize the splicing and updating of the topological map, this paper
define a topological map (denoted by M) as one that contains several “road seg-
ments” (denoted by R) and “intersections” (denoted by C), i.e.,

M ¼ R1; R2; . . .;Rkf gþfC1;C2;C3; . . .;Clg

where k and l are the number of road segments and intersections in M, respectively.
The “road segment” in this paper refers to a path with no turning, combined with

some properties of it, i.e.,

R ¼ flength; ori; posm1;mag1; posm2;mag2 . . . posmm;magm;

posn1;wlan1; ble1; posn2;wlan2; ble2 . . . posnn;wlann; bleng

where “length” and ori are the length and the azimuth relative to the north of R
respectively, and posmi and magi mean that the magnetic field intensity at the
location which is on R and is posmi far from the starting point is magi. Similarly,
posnj and wlanj/blej mean that there is a WLAN/BLE record at the location posnj.
Each WLAN/BLE record contains the hardware address and signal strength of the
WLAN/BLE nodes whose signal can be received. As shown in (Fig. 1), there is a
road segment whose length is 20 m. And there are 7 WLAN/BLE records and a
magnetic sequence forming by a large number of magnetic field intensity data
collected on this road segment.

Fig. 1 An example of “road segment”
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“Intersection” is used to record the connection relation between two road seg-
ments if they are connected, i.e.,

C ¼ fRp;Rq; type; angleg

where Rp and Rq are the two road segments C connects, “angle” is the needed
rotation angle when rotating Rp to the same the orientation of Rq, whose range is (–
180°, 180°), with positive value indicating counter clockwise rotation and negative
indicating clockwise rotation, and “type” is one of four intersection types, namely
type 1–4, indicating that C connects R0

p starting point and Rq starting point, R0
p

starting point and R0
qs end point, R0

p end point and Rq starting point, R0
p end point

and Rq end point, respectively, as shown in (Fig. 2). It should be noted that the
“intersection” in this article describes the connection between only two road seg-
ments, and if there are three or more road segments connected at the same point, we
use multiple intersections to record it.

Trough definitions of the topological map M above, the set of R provides the
length and orientation of each road segments, and the set of C provides relative
position between road segments. So when the coordinates of a road segment in M is
determined, the coordinates of all other road segments can be calculated.

2.2 Architecture of Topological Map Building System

The topological map building system we present takes road segments data, which is
collected by pedestrians’ phone when walking in indoors, as input, and outputs the
topological map of the indoor scene and the fingerprint on the paths of this topo-
logical map, where the fingerprint contains the magnetic field intensity and the
received signal strength (RSS) of WLAN/BLE. As shown in Fig. 3, the system
consists of three components: A. data selection and partition, B. road segment
matching and splicing and C. coordinate generation. Component A is responsible
for removing the invalid data from the crowdsourcing data received, partitioning
paths to road segments and sending road segments data to B. Component B matches
road segments sent by A, finds out the overlapping parts, and splices these road
segments together according to these overlapping parts, forming a preliminary

Fig. 2 Types of intersection
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topological map. Given real coordinates of a road segment in the preliminary
topological map, component C then calculate the coordinates of all other road
segments and intersections, forming a topological map conforming to the real
scene.

A. Data Selection and Partition

As mentioned in Sect. 2.1, the topological map of this paper takes the non-turning
straight-line road segments as the basic units, but the crowdsourcing data may
contain data of various kinds of walking trajectories. Therefore, this component
extracts available data of straight-line road segments from collected data. In order to
determine whether the walk is straight, it is needed to identify the attitude of the
phone relative to the user.

Based on the analysis above, component A consists of two parts. The first part is
to identify the phone’s attitude and ensure that there is not significant change in the
attitude of the phone relative to the user in the data collection process. Related
research has been carried out in literature [8–10], concluding that the attitude of the
mobile phone can be detected by analyzing the angular velocity data of gyroscope
and the azimuth data of orientation sensor. The second part is to detect turning
points, thereby partition the data to several road segments data according to the
detection results. Research and experiment found that when the pedestrian walk
straight and the attitude of the mobile phone changes little, the angular velocity
reading given by the gyroscope mounted on the mobile phone fluctuates in the
vicinity of zero and the absolute amplitude is relatively small. And when the
pedestrian turns, the absolute amplitude of angular velocity will significantly
increase and fall, corresponding to the start and end of the turn. In addition, the
angular velocity value is positive when the turn is counterclockwise and negative if
the turn is clockwise. Furthermore, the accuracy of gyroscopes currently equipped
on smart phones is high in a short period of time, enabling them to be used to
calculate the turning angle [11].

Fig. 3 Architecture of topological map building system
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B. Road Segment Matching and Splicing

The magnetic field intensity sequence and the RSS of WLAN/BLE collected are
similar when walking along the same road segment, which is manifested in two
aspects. Firstly, the magnetic field intensity on a road segment is quite stable over a
long period of time, and when pedestrians walk along the same road segment, the
profiles formed by the magnetic field intensity sequence follow a similar pattern.
Secondly, When the building is equipped with WLAN/BLE nodes, the detected
nodes are similar in the same region although the received signal strength of the
same nodes at different time may vary over a wide range at about 20 dBm due to
the change of the indoor environment and the impact of multipath effect [12].
Therefore, it is possible to determine whether the pedestrian is in a particular region
based on whether or not certain nodes’ signals are received. According to the above
principle, this paper proposes a WLAN/BLE-aided road segment matching algo-
rithm based on the feature points of magnetic field intensity sequence to match the
same road segments, through results of which the segments splicing and topological
map building can be performed.

C. Coordinate Generation

In the process of splicing in component B, the length of road segments are derived
from step detection and step length estimation utilizing the acceleration data given
by the accelerometer mounted on phones. There have been many studies on step
detection and step length estimation giving several available algorithms such as step
detection algorithms based on peak detection, based on FFT, based on zero-
crossing detection and step length estimation algorithms based on linear model and
based on nonlinear model [13–15]. In this paper, we adopt the step detection
algorithm based on peak detection [13] to count steps and adopt a fixed step length
of 60 cm. However, there are errors inevitably when counting steps and estimating
step length, resulting in the inaccurate estimated length of road segments. So in
component B all road segments in the topological map are scaled to the same level
according to matching results. Therefore, when given real coordinates of a road
segment, component C can calculate the coordinates of all other road segments and
intersections according to the scaling relation and connection between road
segments.

3 Topological Map Building Algorithm

3.1 Path Data Partition Algorithm

Considering the characteristic of the angular velocity whose value increases and
falls significantly when turning, we present a path data partition algorithm to par-
tition a “path data” into several “road segments data” based on turning detection,
where the “path data” means the inertial sensor data, magnetic field intensity data,
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and RSS data of WLAN/BLE collected when walking on a path that may contain
turns, and the “road segments data” means that of road segments as defined in
Sect. 2.1.

As shown in Fig. 4, the algorithm first performs a moving averaging over the
angular velocity data, and then searches out local maximum and local minimum
points (which are turning points, namely “intersections” defined in Sect. 2.1) of it
that exceed a certain threshold, which is 30°/s in this paper. Next, these turning
points are used as partition points to “split out” several road segments. Finally, the
turning angles between road segments are calculated by integrating the angular
velocity, taking the first zero-crossing point before and after the turning point as the
starting point and end point of the integration, respectively.

3.2 Road Segment Matching Algorithm

In this section, we study how to identify the overlapping part (if there is) of two
road segments, namely, to match road segments.

Figure 5 shows three magnetic field intensity sequences collected on a road
segment at different time. The horizontal axis is the distance to the road segment’s
starting point, and the vertical axis is the total magnetic field intensity. As shown in
the figure, there are many variation characteristics in magnetic sequences of indoor
road segments. Note that the three estimated lengths are different caused by esti-
mation errors.

The magnetic sequence matching algorithms based on correlation analysis are
the main matching algorithms of indoor localization based on magnetic field,
including the cross correlation algorithm (COR), the correlation coefficient algo-
rithm (CC), the product correlation algorithm (PROD), the normalized product
correlation algorithm (NPROD) that emphasize the similarity, the absolute differ-
ence algorithm (AD), the mean absolute difference algorithm (MAD), the square
difference algorithm (SD), the mean square difference algorithm (MSD) that
emphasize the difference and the matching algorithm based on Hausdorff distance
[16–18]. In algorithms mentioned above, the accuracy of the CC algorithm is very
high. COR and PROD are poor in stability and accuracy. MAD, MSD and other
algorithms that emphasize the difference may encounter difficulties when deter-
mining the threshold due to the different sensitivity of different magnetic field
sensors. Note that these algorithms require the alignment of the two magnetic
sequence to be matched. For example, for the there sequences that are different in
length in (Fig. 5), if we directly calculate their correlation coefficient without stretch
or shrink, then the correlation coefficients between sequence 1 and 2, 1 and 3, 2 and
3 are 0.9680, 0.7212 and 0.6914, respectively. But if we scale them to the same
length, the results are 0.9753, 0.9779, 0.9843, indicating high similarity.
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Fig. 4 Flow chart of the path data partition algorithm
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To solve the above problems, we propose a WLAN/BLE-aided road segment
matching algorithm based on the feature points of magnetic field intensity sequence.
For the two road segments R1 and R2 to be matched, whose magnetic field intensity
sequence are mag1 and mag2 and whose orientations are ori1 and ori2, respectively,
the matching algorithm is described as follows.

1. Pre-judgment and Pretreatment.

If the difference between ori1 and ori2 is greater than 45°, then R1 and R2 are
considered to be different road segments. Otherwise perform the local least squares
linear fitting [19] on mag1 and mag2 to smooth them.

2. Feature Point Extraction

Extract peak points and trough points of mag1 and mag2 as feature points, which is
denoted by FPi(i = 1, 2,… k). The feature points for each sequence should meet the
requirements that the peaks and the troughs appear alternately, and

jmag ðFP1Þ �magð1Þj[ thMagDiff
jmag ðFPkÞ �magðlenÞj[ thMagDiff
mag ðFPiÞ �magðFPi�1Þj j[ thMagDiff ; i ¼ 2; 3; . . .; k

8<
:

where mag(⋅) is the magnetic field intensity of this point, |⋅| means to take the
absolute value, len is the length of the sequence, and thMagDiff is the minimum
difference between adjacent peak and trough, which is set to 1uT in this paper.
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Fig. 5 Magnetic field intensity sequences collected on the same road segment at different time
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The feature points extracted from mag1 and mag2 are denoted by FPi
1 (i = 1, 2, …

k1) and FPi
2 (i = 1, 2, … k2), respectively.

3. Calculating the Scaling Ratio

Take two feature points FPi
1 and FPj

1 (i < j) from FP1, and take two feature
points FPp

2 and FPq
2 (p < q) from FP2, then calculate the scaling ratio with

ratio ¼ disðFP2
qÞ � disðFP2

pÞ
disðFP1

j Þ � disðFP1
i Þ

where dis(⋅) represents the distance from starting point. If FPi
1 and FPp

2 are the same
point in space and so do FPj

1 and FPq
2, then the calculated result is the correct scaling

ratio of R1 and R2. The distance estimation error mainly comes from the step length
estimation error, and the step length of pedestrians generally ranges from 0.4 to
0.8 m, so the reasonable range of the calculated ratio is [0.5, 2]. Therefore, if the
ratio is out of this range, then repeat this step using other feature points. And when
the ratio is in the range, go to the next step.

4. Feature Point Alignment Judgment

Scale mag2 with the ratio of step 3, taking FPi
1 and FPp

2 as alignment points
(namely taking FPp

2 as the scaling center), and the scaled mag2 (denoted by mag02) is
obtained. Calculate the number of aligned feature points (denoted by g) between
mag1 and mag02, where the judgment basis of alignment is

ðdisðFP1
xÞ � disðFP1

i ÞÞ � ðdisðFP2
yÞ � disðFP2

pÞÞ\thMaxDis

And when

g
minðk1; k2Þ [ thMinAlign

it is believed that the scaling ratio and the alignment points are correct, then the
algorithm goes to the next step, otherwise back to the step 3. The threshold
thMaxDis and thMinAlign are set to be 1 and 0.8 m, respectively in this paper.

5. Calculating the Correlation Coefficient

Calculate the correlation coefficient between mag1 and mag02 which is scaled in
step 4.

cc ¼
Pn

m¼1 ðmag1m � mag1Þðmag02m � mag02ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
m¼1 ðmag1m � mag1Þ2 �

Pn
m¼1 ðmag02m � mag02Þ2

q

Repeat steps 3–5, taking all possible combination of feature points in step 3, and
obtain the maximum correlation coefficient (denoted by ccMax) derived from all
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these repetition. If ccMax is larger than a specific threshold (denoted by thCC,
which is set to be 0.9 in this paper), go to the next step, otherwise the conclusion
that R1 and R2 are not matched is given.

6. Assist of WLAN/BLE

After scaling the road segment R2 according to the final scaling ratio and scaling
center given by step 5, we can extract the overlapping part (denoted by OP) of R1

and R2. At the starting point of OP, the number of the same WLAN/BLE nodes
detected by both R1 and R2 is Ns1, and that of all nodes detected by R1 or R2 is Na1.
Ns2 and Na2 are defined similarly except that the point is the end point of OP. When
these four numbers satisfy

Ns1=Na1 [ thAPr

Ns2=Na2 [ thAPr

(

where thAPr is 0.8 is this paper, it is believed that OP is indeed an overlapping part
of R1 and R2, so the conclusion that R1 and R2 are matched is given.

3.3 Splicing, Updating and Coordinate Generation

The splicing and updating architecture of the topological map is shown in Fig. 6.
For the path data that are continuously acquired, if there are overlapping segments
between the incoming path data and the existing topological map, then the

Fig. 6 Splicing and updating architecture of the topological map
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overlapping segments are used to cover the existing one, and the other segments,
which is new to this map, will be spliced into the map.

The splicing and updating of topological map is achieved by adding new
intersections and altering existing intersections. As shown in Fig. 7, the topological
map M before splicing can be represented as M = {R1, R2} + {C1}, where
C1 = {R1, R2, 3, 90°}. And when the new road segment R3 is matched with the
existing road segment R2, R2 is covered by R3, C1 is altered correspondingly and
the new intersection C2 is added to M, forming a new topological map which is
represented as M = {R1, R3, R4} + {C1, C2}, where C1 = {R1, R3, 3, 90°} and
C2 = {R3, R4, 3, 90°}. Noted that the length of new road segments should be scaled
according to the ratio given by matching results before being spliced into the
existing map.

To fix the actual coordinates in the real world of the topological map, coordi-
nates generation process based on breadth-first-search is performed, taking the road
segment whose coordinates is fixed as the searching starting-point.

4 Tests and Analysis

The test was conducted at the underground garage of Academy of Opto-Electronics,
Chinese Academy of Sciences. The size of this garage is around
60.43 � 100.68 m2 and there are a number of WLAN and BLE nodes equipped in
this area. The test were performed with Xiaomi Note smart phone. Data was col-
lected along 5 paths with different walking speed, which consists of 18 road seg-
ments, as shown in Fig. 8. The inertial sensor data and the magnetic field intensity
data are collected at a frequency of about 20 Hz, and the RSS of WLAN/BLE is
collected at a frequency of 0.25 Hz.

4.1 Road Segment Partition Results

The results of turning detection and road segment partition are shown in Fig. 9 and
Table 1. The partition algorithm based on turning detection detected all the turning

Fig. 7 An example of splicing and updating
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Fig. 8 Experimental site and walking paths
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Fig. 9 a Turning detection results. b Partition results
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points and correctly partitioned these 5 polyline paths into 18 road segments, and
obtained the connection relation between them represented by “intersections” as
shown in Table 1. For right-angled turns in the paths, the error of calculated turning
angle was within 10°. This error is caused by the insufficient precision of gyroscope
and also the slight shaking of the phone and the change of attitude relative to human
body.

4.2 Road Segment Matching Results

A total of C18
2 = 53 matches was performed on all the 18 road segments, the match

results of the matching algorithm without assistance of WLAN/BLE are show in
Table 2. Note that “r” means that the two road segments’ orientations are opposite,
and the matching result is obtained by inverting one of the road segments before
matching.

According to the facts, the results emphasised in bold in Table 2, namely “2–7”,
“7–16” and “12–14”, are wrong, and all the other results are correct. In all 153
matches performed, there should be 21 pairs of matched road segments, and our
matching algorithm recognized 16 of them, getting the recognition rate of 76.19%.
And 145 of the 153 matching results given by our matching algorithm are correct,
resulting in the correct rate of 94.77%. In 132 pairs of road segments that do not
match, 3 wrong matching results are given, so the false recognition rate is 2.27%.

When the matching algorithm is aided by WLAN/BLE, all the mismatch results
in Table 2 are filtered out, and the other matching results are consistent with
Table 2, making the correct rate increased to 96.73% and the false recognition rate
down to 0.

The algorithm also gives the ratio between the estimation of the same length
estimated by the two matched road segments and the distance between starting
points and end points of the two matched road segments. And the average estimated
error of staring points and end points is 0.6745 m.

Table 1 Intersections generated by the partition algorithm

Road
segment 1

Road
segment 2

Turning
angle

Road
segment 1

Road
segment 2

Turning
angle

R1 R2 89.20° R10 R11 83.03°

R3 R4 −79.85° R12 R13 −100.73°

R5 R6 −91.13° R13 R14 86.85°

R6 R7 83.05° R15 R16 −95.97°

R7 R8 −97.69° R17 R18 −94.23°

R9 R10 −106.51°
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4.3 Topological Map Generation Result

Splice the road segments utilizing the generation method as presented in Sect. 3.3
according to the matching results in Sect. 4.2, the topological map is obtained. And
after given the start and end coordinates of the road segment R1 as (0, 0) and (0,
−81.66), respectively, coordinates of all the other road segments and intersections
are fixed, forming the topological map and the 3D-Magnetic field intensity fin-
gerprint map as show in Fig. 10. Note that all the turning angles are incorporated
into one of the nearest multiple of 90°, which is closest to the original turning
angles.

As we can see in Fig. 10, the topological map generated by the building system
proposed contains ten intersections, which are marked by red circles. In order to
evaluate the accuracy and determine whether the generated map is conformed with
the experimental site, we calculate the maximum distance error and the average
distance error of these intersections. The distance error is calculated with

Table 2 Road sections matching results without assistance of WLAN/BLE

Road
segment 1

Road
segment 2

Scaling
ratio

Distance between
starting points (m)

Distance between end
points (m)

1 17/r 0.9478 0.7085 0.5153

2 7 0.8021 4.5615 14.0646
2 11 0.9716 14.0012 0.6048

2 14 1.0335 26.9888 1.0586

2 16/r 0.9332 0.3542 0.8236

3 12 0.9395 0.1860 12.8973

3 18 0.9607 0.2365 0.4139

4 8 1.0123 22.5991 0.1948

4 15 0.9736 0.3247 0.9092

5 9 0.9691 0.2316 0.0571

5 18 0.9183 0.0565 26.3327

6 10 1.0008 0.000000 47.3880

7 16/r 1.1863 6.4530 17.1079
8 15 0.9620 22.1016 0.7683

11 14 1.0420 13.5709 0.3767

11 16/r 0.9725 14.9465 1.1205

12 14 0.5947 10.1167 10.6757
12 18 1.0237 0.5040 14.2377

14 16/r 0.9526 28.1975 1.4460
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di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xrÞ2 þðyi � yrÞ2

q
; i ¼ 1; 2; . . .n

where n = 10, (xi, yi) is the generated coordinates and (xr, yr) is the real coordinates.
The result is that the maximum distance error is 3.1284 m and the average distance
error is 1.4175 m, illustrating that the generated topological map is basically con-
formed with the real scene.
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Fig. 10 a The topological
map generated. b 3D
magnetic field intensity map
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5 Conclusions

In order to solve the problem that the topological map is not easy to obtain and
update, this paper studies the topological map building method based on crowd-
sourcing data. A novel topological map building system and its splicing and
updating architecture are designed based on and a new topological map structure,
which is composed of road segments and intersections. The system takes data
collected by pedestrians’ smart mobile phones as input and gradually forms a
topological map utilizing the path data partition algorithm based on turning
detection and the WLAN/BLE-aided road segment matching algorithm based on
the feature points of magnetic field intensity sequence we proposed. Experiments
were conducted and the partition and matching results illustrated the good perfor-
mance of above two algorithms. A topological map was generated and its accuracy
was evaluated using the maximum distance error and the average distance error of
intersections. The result shows that the generated topological map is basically
conformed with the experimental site, illustrating the effectiveness of the topo-
logical map building method we proposed.
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Part III
Test and Assessment Technology



High Precision Broadband Direct-Spread
Signal Delay Control Based on Phase
Controlled Waveform Hermite
Interpolation

Xin Zhang, Ziqing Ye and Fenghua Mei

Abstract When generating simulation satellite navigation signal, the delay of the
broadband direct-spread satellite navigation signal needs to be controlled with high
precision. A widely used signal delay control method was changing the phase of the
NCO which drives the signal generation. But the signal delay variation that less
than a NCO system clock cycle can’t be observed at every part of the signal at real
time, when it control by the NCO method. The delay less than a NCO system clock
cycle can only be observed by matching correlation. Therefore, this delay control
can only be defined as an “average” delay control method, and it can’t be calibrated
by using simple time domain measurement method, which is wildly used for cal-
ibrating the delay control of the VFD (Variable Fraction Delay) filter method that
consumes a large amount of hardware resources. A high precision delay control
method for broadband direct-spread signal based on NCO phase controlled wave-
form Hermite interpolation is proposed, which achieves the same time domain
measurement performance with the VFD filter method at the precision of 10 ps
level, but consumes much more less hardware resources. At last, the testing results
verify the validity of the theoretical method.

Keywords Simulator � Phase control � Hermite interpolation � Broadband
direct-spread signal � Delay control

1 Introduction

As a high-precision test device, the high dynamic satellite navigation signal sim-
ulator plays a vital role in the testing of various receivers used by the military and
civilian [1], and the high precision broadband direct-spread signal delay control
technology is the critical for generating the dynamic delay of broadband navigation
signal [2, 3]. Since the receiver pseudorange measurement accuracy usually reaches
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the order of nanosecond, the delay control accuracy of broadband navigation signal
generated by the high dynamic satellite navigation signal simulator needs to reach
sub-nanosecond. For achieving this high control accuracy of the broadband signal,
there are mainly two technology methods: NCO method and VFD Filter method.

The NCO method comes from Direct Digital Frequency Synthesis (DDFS)
technology [4], and the delay of the broadband direct-spread signal is controlled by
adjusting the phase of baseband signal generating clock, which is generated by the
NCO. The theoretical analysis shows that the NCO method can achieve sufficient
delay control accuracy while the NCO operating clock rate and the baseband baud
rate are co-prime [5]. But NCO method has its disadvantages, mainly including the
spurs introduced by the method [6], and the delay less than a NCO system clock
cycle can’t be observed in time domain measurement [7]. Especially the time
domain observation problem, which makes the simulator using the NCO method
can’t calibrate bias delay in sub-nanosecond in time domain measurement [8].

In order to overcome the disadvantages of the NCO method, high precision
delay control satellite navigation signal simulator based on VFD filter method was
proposed by Yang Jun [9]. The principle of this delay control method is intuitive,
and the delay results observed in both time domain measurement and correlation
domain measurement are consistent. However, due to the variation and high pre-
cision of satellite navigation signal delay, the resource consumption of the VFD
filter method is drastically increased relative to the NCO method. Although
researches about how to simplify the implement structure and reduce the resource
consumption has been done [10, 11], but the relative NCO method is still a big gap.

For conquering the problems of the two traditional method mentioned in this
paper, the mathematic principle of controlling broadband signal delay directly by
NCO phase is deduced, and then the definition of the finite state of the base-band
signal waveform is introduced. Then, high precision broadband direct-spread signal
delay control based on phase controlled waveform Hermite interpolation was
proposed, and the implement structure and resource consumption are analyzed. At
last, the validation and high precision of the proposed method was verified by the
measurement data.

2 Principle of Controlling Broadband Signal Delay
Directly by NCO Phase

For high precision delay control of broadband satellite navigation signal, ideal VFD
filter can be equivalent to the digital realization process as shown in the upper half
part of Fig. 1.

In the “Baseband signal Waveform generation” part, Fs is the system clock of
VFD filter, and the clock cycle is Ts. M0 is the times of the design delay control
resolution relative to Ts, and it sets the “sampling” rate of the baseband signal in the
filter to Ts/M0. Then, the filtered signal waveform data is obtained at required
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bandwidth. In the “Delay Control” part, the signal waveform is delayed by an
integral multiple of Ts/M0, and output after M0 times down sampling. By changing
the value of m in the “Delay Control” part, the delay of the output signal varies
according to the resolution Ts/M0.

The digital process shown in the upper half part of Fig. 1 is difficult to be
realized directly, it can only be equivalently realized by various of VFD filter
algorithm [9]. However, if the VFD filtering algorithm is not used, and the ideal
VFD filtering process is reassembled and function switched, the principle of using
the NCO phase to control the broadband signal delay can be obtained, as shown in
the lower part of Fig. 1.

Set fc as the baseband signal symbol rate, which is also the overflow frequency
of the phase accumulator; Tc = 1/fc as the corresponding symbol duration; P as the
phase accumulation modulo value; Nt as the phase accumulator truncation bit num,
which determined the bit num input to the “Phase-Waveform Conversion” block.

So, if they satisfy

Ds ¼ Ts
M0

¼ 2Nt

P
Tc ð1Þ

The delay Ds that corresponding to the least significant digital bit of truncated
accumulator output, which input to phase-waveform conversion block, is equal to
Ts/M0. So, as the NCO phase accumulator value changes 2Nt, the output baseband
signal delay adjusts of Ts/M0. Furthermore, considering fc = 1/Tc and Eq. (1),
we have

M0

M0Fs Fs

Baseband
Signal

Generation

Baseband Signal Waveform Generation Delay Control

Truncated Phase

Phase-Waveform
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M0Fs
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Fig. 1 Principle diagram of controlling signal delay by NCO phase
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fc ¼ 1
Tc

¼ M02Nt

P
1
Ts

¼ FW
P

fs ð2Þ

It can be seen that when the frequency control word FW = M02
Nt, the

“Phase-Waveform Conversion” block outputs a signal sample point separated by
M0 points from the previous output, which is equivalent to the M0 times down
sampling function of the VFD filter process.

Based on the above analysis, the basic mathematical principles of using NCO
phase control for broadband signal delay are presented. When it needs to change the
signal delay for mTs/M0, simply change the phase value of the NCO phase accu-
mulator. And it is obvious that the delay control performance is equivalent to the
VFD filter method.

3 Definition of the Finite State of the Baseband Signal
Waveform

The principle of the above description actually contains the hypothesis: “Phase
Waveform Conversion” block saves all the possible baseband signal waveform, and
it can output waveform sampling point according to the variation of the input phase.
However, due to the baseband signal is not periodic, how to make this hypothesis
be tenable is the key to the realization of the above principle.

Taking BPSK navigation signal as an example, ignoring writing the sampling
clock cycle Ts/M0, the band-limited signal generated by baseband signal waveform
generation part can be expressed as

sðnÞ ¼ DðnÞCðnÞ � hIðnÞ ð3Þ

where hI(n) is the impact response of baseband signal low-pass filter, D(n) is
navigation message or secondary code, C(n) is pseudo random code. D(n) and
C(n) only have two levels, +1 and −1. After the ideal baseband signal sampling
sequence passing through hI(n), the signal waveform is not only non-periodic, but
also no longer be a few discrete finite ideally value.

Although the filtered baseband signal is non-periodic and has complexity
waveform changes, if hI(n) is a NM0 order FIR digital filter, the filter nth output
signal sampling points only correlates to the current input and previously NM0

signal sampling points input. Due to the structure and characteristics of the FIR
filter, the impact of each sampling point on the current output sampling point is
determined by the value of the filter coefficients. This makes the baseband signal
waveform can be defined in finite states, so that the phase waveform conversion
block can generate any desired sampling point according to the small amount of
necessary input.
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The symbol duration of BPSK satellite navigation baseband signal is pseudo
random code bit width Tc, and there are R baseband signal sampling points in
symbol duration. When the ideal baseband signal is filtered by hI(n), only previous
NM0 sampling points needs to be used for the current sampling point output of this
code chip. For the ideal baseband signal, waveform of the whole chip is completely
known, so the R sample points of the whole chip after passing through hI(n) can
also be considered to be determined. Therefore, if previous q ideal baseband signal
chip before the current chip can be known, and qTc satisfies qTc � NM0Ts/M0, the
every point output of current chip, when passing through hI(n), comes from the
q ideal baseband signal chip values and the current ideal baseband signal chip
value. Moreover, the output value is selected from several finite waveform state.
The number of state of an ideal BPSK baseband signal waveform of each chip is 2,
respectively +1 and −1, and the +1 and −1 baseband signal waveform symmetry.
Then, there are 2q waveform states for every filter output baseband signal chip.

Taking the BeiDou2 B3I signal as an example, the B3I pseudo random code rate
is 10.23 MHz, the bandwidth of filter hI(n) is 20.46 MHz, and the system clock
fs = 100 MHz. If the delay resolution Ds = 0.1 ns, the phase accumulator modulus
P = 5� 1011, then the truncated digit Nt calculated according to the Eq. (1) is
non-integer value.

In order to make the Nt an integer, and the final delay resolution can satisfy the
design requirements, an integer Nt can be set to make the designed delay resolution
DsD � Ds. Select Nt = 24, then DsD � 3:3 ps, and the order of hI(n) is
NM0 = 25,093. It is easy to know that q = 1 can satisfy the design requirements, and
the corresponding filtered BPSK baseband signal waveform has 2 states, as shown
in Fig. 2.

All the baseband signal waveforms, which is output from low-pass filter hI(n),
can be completely and accurately obtained by combining the 2 waveform states, as
shown in Fig. 3.
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Fig. 2 Two waveform states of BPSK signal
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4 The Implementation of Delay Control Phase Controlled
Hermite Waveform Interpolation

4.1 The Implementation Structure

According to the principle of the proposed mathematic principle and definition of
the finite state of the baseband signal waveform, the NCO phase control high
precision delay implementation structure is designed, as shown in Fig. 4.

As it shows in Fig. 4, NCO is not only output the clock which drives the
baseband signal generation, but also output the truncated accumulator phase, which
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input to waveform output control module for generating signal waveform. The
sampling point of the last one or more ideal baseband signal chips are latched in the
waveform output control module when the input NCO clock valid, then uses them
and the new input ideal baseband signal to generate the waveform state indication
and waveform polarity indication signal. Signal waveform is generated using
arbitrary waveform interpolation method at the waveform state indication, and
finally output under the control of waveform polarity.

It is easy to know that the arbitrary waveform interpolation part consumes the
most resource, and is the most important part in waveform output control module.
A widely used arbitrary waveform interpolation methods at present is piecewise
Chebyshev polynomial method [12], but it is difficult to eliminate the integral error
when solving the interpolation coefficients, resulting in difficult to improve the
accuracy of the waveform fitting. This report proposes an arbitrary waveform
interpolation method based on piecewise third order Hermite interpolation, and the
corresponding calculation equation for waveform interpolation can be expressed as

ffkðsÞ � PH;k sð Þ ¼ ak0 þ ak1sþ ak2s
2 þ ak3s

3 ð4Þ

where

ak0 ¼ f tið Þ
ak1 ¼ f ð1Þ tið Þ

ak2 ¼ 3f ti; tiþ 1½ � 	 2f ð1Þ tið Þ 	 f ð1Þ tiþ 1ð Þ
tiþ 1 	 ti

ak3 ¼ f ð1Þ tið Þ 	 2f ti; tiþ 1½ � þ f ð1Þ tiþ 1ð Þ
tiþ 1 	 tið Þ2

ð5Þ

Furthermore, in order to efficiently implement the Hermite interpolation gener-
ation method, Eq. (4) can be rewritten as

ffkðsÞ � PH;k sð Þ ¼ ak0 þ s ak1 þ s ak2 þ sak3ð Þð Þ ð6Þ

By Using Eq (6), the piecewise waveform interpolation structure can be illus-
trated as Fig. 5.

Obviously, there are only 3 MACs (Multiplier and Accumulator) need to be used
when implementing waveform interpolation part, as well as a coefficient ROM. The
storage capacity of coefficient ROM is determined by the number of interpolating
piecewise segment. For facilitate the implementation, the number of piecewise are
usually set to 2 m.
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4.2 Analyze of Hardware Resource Consumption

Taking B3I signal and the previous given design conditions for example, the
simulation signal delay control error at different m can be simulated. The simulation
results show that the delay measurement error of matching correlation method are
always less than 10 ps when m � 5. Let m = 5, the coefficient ROM only needs to
store 2 � 32 � 4 interpolation coefficients, and the whole implement structure
consumes just 3 MACs, While using Farrow structure VFD filter in [9] to achieve
0.1 ns delay resolution needs to consume at least 35 MACs.

The comparing results of hardware resource consumption between VFD filter
method and the proposed method, when generates 12 channels simulation signal at
the same time, is in Table 1.

Therefore, to achieve the same delay resolution by using the proposed method in
this report, in addition to a small increase in combinational logic and memory
resources consumption, the MAC resource consumption is reduced by about 91.4%.

5 Testing Results

The proposed method is applied to the design of satellite navigation signal simu-
lator for generating the B3I signal. The design parameters are the same with the
simulation parameters mentioned before. Figure 6 shows the observation result of
high-speed digital oscilloscope after signal delay change of 1 ns.

ROM

Truncated Accumulator Phase

Waveform 
State

0ka1ka2ka3ka

Waveform 
Data

Phase
Divide

Fig. 5 The waveform interpolation structure

Table 1 Hardware resource
consumption compares

Design method MAC RAM

Farrow structure VFD filter 420 0

Method proposed 36 210 � 3
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Taking the simulator output 1PPS pulse signal as the oscilloscope trigger signal,
delay variation of B3I RF signal can be observed by the delay variation of RF signal
envelope minimum point relative to the rising edge of the 1PPS pulse. It is obvious
that the signal delay controlled by the improved method can make the delay change
less than 10 ns observed real time in time domain measurement. Furthermore,
testing the delay precision using RF signal envelope measurement method men-
tioned in [8]. Set 0.1 ns be the delay control resolution, delay range is 0.1–1 ns, the
testing results are shown in Fig. 7. Obviously, the delay control error is always less
than 20 ps, which is a very high delay control precision.

6 Conclusions

In order to overcome the defects of the traditional high precision broadband
direct-spread signal method, the NCO phase control waveform Hermite interpola-
tion method is proposed in this report, which has the same delay control

(a)Before 1ns delay (b)After 1ns delay

Fig. 6 1 ns delay observed by the oscilloscope
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performance as VFD method. But the proposed method is significantly better than
the VFD filter method in resource consumption. When implementing the method
using FPGA, only a small storage and combinational logic resource consumption
increases compared with VFD filter method, and the hardware MAC consumption
was reduced by 91.4%, which can effectively reduce the hardware cost of satellite
navigation signal simulator.
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Performance Combined with Quasi-Zenith
Satellite System in Japan Area

Xuying Ma, Xiaping Ma, Chengpan Tang and Xingyu Wang

Abstract The Quasi-Zenith Satellite System is developed by SPRAC of Japan. It is
a regional satellite navigation and augmentation system. In this contribution, we
evaluated and analyzed the accuracy, availability and reliability of GPS aided with
QZSS in Japan area from aspects of constellation structure and positioning per-
formance based on measured data. The results show that: at different cut-off angle,
the constellation structures of GPS aided with QZSS are better than that of
GPS-only; meanwhile the positioning performance of GPS aided with QZSS is also
better than that of GPS-only; furthermore, this advantage is more obvious under a
high cut-off elevation angle condition. Japan is a country of dense buildings in the
city and numerous mountains in the wild. The good performance of GPS aided with
QZSS at higher cut-off angle overcomes the limitation of this observation envi-
ronment. The mode of GPS aided with QZSS would improve the positioning
accuracy, availability and reliability of satellite navigation systems dramatically in
Japan area.
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1 Introduction

Satellite navigation and positioning technology has been developed rapidly in the
past decades along with the progress of society and the development of technology.
GPS, as the most advanced and mature GNSS system, has been widely used in
control network layout, deformation monitoring, project surveying and other fields.
In recent years, positioning technology based on Multi-GNSS systems will provide
users with location services of higher accuracy and reliability with the maturity of
GLONASS, BeiDou, Galileo and QZSS.

Quasi-Zenith Satellite System (QZSS) is developed by SPRAC of Japan. It is a
regional satellite navigation and augmentation system. QZSS has high compatibility
and interoperability with GPS and Galileo. QZSS cannot provide positioning and
navigation services alone in the current stage due to few number of QZS satellites;
however it can improve the accuracy and reliability of positioning in the Asia-Pacific
region significantly when we use both GPS and QZSS systems [1]. Liao et al. [2]
introduced orbit characteristics and navigation signal design of QZSS and also
analysed its service area, availability and service performance.Nie et al. [3] carried out
evaluation and analysis of SNR, multipath and IFB for QZSS based on the measured
data of IGS stations. Li et al. [4] carried out simulation analysis on the augmentation of
accuracy, integrity and availability of QZSS to GPS in Japan and eastern China area.

In this contribution, we evaluated and analyzed the accuracy, availability and reli-
ability ofGPSaidedwithQZSS in Japan area fromaspects of constellation structure and
positioning performance based on measured data. The results show that: at different
cut-off angle, the constellation structures ofGPS aidedwithQZSS are better than that of
GPS-only; meanwhile the positioning performance of GPS aided with QZSS is also
better than that of GPS-only; furthermore, this advantage is more obvious under a high
cut-off elevation angle condition. Japan is a country of dense buildings in the city and
numerous mountains in the wild. The good performance of GPS aided with QZSS at
higher cut-off angle overcomes the limitation of this observation environment. The
mode of GPS aided with QZSS would improve the positioning accuracy, availability
and reliability of satellite navigation systems dramatically in Japan area.

2 The Overview of Quasi-Zenith Satellite System

QZSS is a new generation multi-task regional satellite navigation and augmentation
system developed by SPRAC of Japan. Quasi-Zenith Satellite (QZS) provides users
with not only location service through broadcasting traditional navigation signals
but also improvement information for GPS and GLONASS systems through aug-
mentation signals. This special function is similar to the current augmentation
service provided by Satellite-Based Augmentation System (SBAS) [5]. In the fol-
lowing section of this paper, we mainly focused on the improvement of location
service provided by traditional navigation signals of QZSS.
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Since QZSS is initially designed as a regional navigation system, it is deliberately
planned to meet the navigation demand of users in Japan area at the beginning of this
project. Japan is a country of dense buildings in the city and numerous mountains in
thewild, so the navigation signals are easily affected by obstacles when users carry out
navigation and surveying. However, the influence of these obstacles will be greatly
reduced if the navigation satellites can fly over Japan with high elevation [6].
Therefore, QZSS adopt a unique orbit design to meet this condition. According to the
project plan, the navigation constellation of QZSS consists of three Inclined
Geosynchronous Satellite Orbit (IGSO) satellites after the constellations are fully
deployed. The three IGSO satellites will be deployed in three different large elliptical
orbits; the semi-major axis is 42,164 km; the eccentricity is 0.099; the inclination is
45° and the difference of ascending nodeX between each satellite is 120°. This special
orbit design guarantees that users in Japan area can receive signals from at least one
QZSS satellite at any time. At present, Japan launched only oneQuasi-Zenith satellite.
Its PRN and code name are 193 and Michibiki respectively [7].

Figure 1 is the Footprints (left) and Skyplot of station chof (right) for QZSS J01
satellite. The ground track ofQZSS J01 satellite looks like an asymmetric number ‘8’, and
this special orbit can prolong the fly time of navigation satellite over Japan area. We can
learn from theSkyplot of station chof (right) that J01 satelliteflies over Japan areawith the
elevation above 75° all the time. This will greatly improve the availability of QZSS.

In order to ensure high compatibility and interoperability with GPS in spatial and
temporal reference, QZSS uses Japan Satellite Navigation Geodetic System
(JGS) and Quasi-Zenith Satellite System Time (QZSST) as its coordinate system
and time system respectively. The coordinate difference between JGS and WGS-84
of GPS is only 2 cm, users can ignore the tiny difference in ordinary navigation and
pseudo-range positioning applications. The one second span of QZSS is the same as
International Atomic Time TAI. QZSST is behind of TAI by 19 s, which is the
same with GPST. In the aspect of interface with GPST, the satellite borne atomic
clock of QZSS is controlled by GPST, which is the same with the satellite borne
atomic clock of GPS [8].

 180° W  150° W  120° W   90° W   60° W   30° W    0°   30° E   60° E   90° E  120° E  150° E  180° E 

75° S 

60° S 

45° S 

30° S 

15° S 

  0°

15° N 

30° N 

45° N 

60° N 

75° N 

Fig. 1 Footprints (left) and Skyplot of station chof (right) for QZSS J01 satellite
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3 The Improvement of GPS Aided with QZSS
in the Aspect of Constellation Structure

We calculated the PDOP distribution of GPS-only and GPS/QZSS mode at different
cut-off angle in Japan area to assess the improvement of constellation structure of
GPS aided with QZSS by using GPS and QZSS broadcast ephemeris of April 9,
2016 (doy100) from MGEX (ftp://cddis.gsfc.nasa.gov).

Figure 2 is the comparison of PDOP distribution calculated by broadcast
ephemeris between GPS-only and GPS/QZSS mode at different cut-off angle in
Japan area. PDOP means position dilution of precision, which is a measure of X, Y,
Z position geometry. Generally speaking, a better constellation structure it is, the
smaller PDOP value it is. The left and right column show the PDOP distribution of
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Fig. 2 The comparison of PDOP distribution calculated by broadcast ephemeris between
GPS-only and GPS/QZSS mode at different cut-off angle in Japan area
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GPS-only and GPS/QZSS mode at different cut-off angle in Japan area respectively.
The cut-off angles are set 10°, 20°, 30° and 40° respectively from the top to bottom
rows to simulate the different severity of signal block from obstacles. Note that we
do not show the results of cut-off angle above 40° since results of both modes above
40° are so poor. Through the contrast and statistical analysis, it can be found that
the PDOP values of GPS/QZSS mode at any cut-off angle in Japan area are gen-
erally smaller than that of GPS-only mode. It means that the GPS/QZSS mode can
get a better constellation structure than GPS-only mode. Take the case of 10° cut-off
angle as an example, the PDOP values of GPS-only mode in Japan area are around
1.85, while the PDOP values of GPS/QZSS mode in Japan area are about 1.75–
1.80. Although there is only one QZS satellite J01 currently, the general PDOP
values of GPS/QZSS mode decrease 2.70–5.41% compared with GPS-only mode.
The GPS aided with QZSS improves the performance in the aspect of constellation
structure greatly.

4 The Improvement of GPS Aided with QZSS
in the Aspect of Positioning Performance

We assessed the improvement of positioning performance of GPS aided with QZSS
by using measured data from MGEX (ftp://cddis.gsfc.nasa.gov). Currently, many
MGEX stations can receive QZSS observation data. We selected stations of chof
and mizu in Japan area to assess the positioning accuracy, availability and reliability
of GPS aided with QZSS.

We carried out 24 h SPP solutions of chof and mizu in GPS-only and GPS/QZSS
mode at different cut-off angle by using GPS and QZSS observation data of April 9,
2016 (doy100). The sampling interval of observation data is 30 s, the cut-off angles
are set 10°, 20°, 30°, 40°, 50° and 60° respectively to simulate the different severity
of signal block from obstacles. Figure 3 shows the positioning results of chof
station, the red and blue dots represent GPS-only and GPS/QZSS model results
respectively. Note that we only depicted the results of chof station since the space
was limited and did not show results above 40° since both modes were so poor. The
overall positioning results of chof and mizu are shown in Tables 1 and 2.

Take the results of station chof as an example: at 10° cut-off angle, the RMS of
the coordinate biases time series in N, E and U direction of GPS-only mode are
1.40, 1.03 and 2.76 m respectively; the success rate of positioning is 100%, the
RMS of the coordinate biases time series in N, E and U direction of GPS/QZSS
mode are 1.26,1.01 and 2.51 m respectively; the success rate of positioning is
100%; the positioning accuracy in N, E and U direction and success rate of
GPS/QZSS mode increase 10.00, 1.94, 9.06 and 0.00% respectively compared with
GPS-only mode. At 20° cut-off angle, the positioning accuracy in N, E and
U direction and success rate of GPS/QZSS mode increase 7.95, 4.00, 6.92 and
0.00% respectively compared with GPS-only mode. At 30° cut-off angle, the
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positioning accuracy in N, E and U direction and success rate of GPS/QZSS mode
increase 6.67, 9.95, 15.16 and 1.99% respectively compared with GPS-only mode.
At 40° cut-off angle, the positioning accuracy in N, E and U direction and success
rate of GPS/QZSS mode increase 24.00, 7.58, 10.83 and 24.96% respectively
compared with GPS-only mode. At 50° cut-off angle, the positioning accuracy in N,
E and U direction and success rate of GPS/QZSS mode increase 8.92, 16.62, 28.51
and 175.06% respectively compared with GPS-only mode. At 60° cut-off angle, the
GPS-only mode has been completely unable to provide location service, while the
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Fig. 3 SPP results comparison between mode of GPS-only and GPS/QZSS of station chof (cut-off
angle set: top left 10°, top right 20°, bottom left 30°, bottom right 40°)

Table 1 Statistics of SPP solutions for chof station

SPP-mode Direction 10° 20° 30° 40° 50°

GPS N_RMS (m) 1.40 1.76 2.85 5.25 4.15

E_RMS (m) 1.03 1.25 2.01 3.56 3. 85

U_RMS (m) 2.76 4.19 8.51 15.15 30.24

Success rate 100% 99.82% 93.65% 55.40% 7.82%

GPS + QZSS N_RMS (m) 1.26 1.62 2.66 3.99 3.78

E_RMS (m) 1.01 1.20 1.81 3.29 3. 21

U_RMS (m) 2.51 3.90 7.22 13.51 21.62

Success rate 100% 99.82% 95.51% 69.23% 21.51%
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GPS/QZSS mode can still be able to provide location service of limited time and
poor accuracy. Note that we do not show the SPP positioning statistical data at 60°
cut-off angle in tables since the results are so poor. The results of station mizu are
very similar to that of station chof. The mode of GPS aided with QZSS can improve
the positioning accuracy, availability and reliability compared with GPS-only
mode. Furthermore, this advantage is more obvious under a high cut-off elevation
angle condition.

In summary, although GPS/QZSS mode has only one more satellite than
GPS-only mode, the one more QZS J01 satellite makes great contribution to the
improvement of the whole system due to its special orbit design. Japan is a country
of dense buildings in the city and numerous mountains in the wild. The good
performance of GPS aided with QZSS at higher cut-off angle overcomes the lim-
itation of this observation environment. It can be expected that QZSS will play an
important role in improving the positioning accuracy, availability and reliability of
navigation system in Japan area after all three QZS are fully deployed.

5 Conclusion

QZSS is a new generation multi-task regional navigation and augmentation system
developed by Japan. In this contribution, we evaluated and analyzed the accuracy,
availability and reliability of GPS aided with QZSS in Japan area from aspects of
constellation structure and positioning performance based on measured data.
Currently we make some initial conclusions as follow:

1. The special constellation design of QZSS is highly targeted at users in Japan
area, it can prolong the fly time of navigation satellite over Japan area and
meanwhile the satellite flies over Japan with very high elevation;

2. The GPS aided with QZSS improves the performance in the aspect of con-
stellation structure greatly compared with that of GPS-only mode;

Table 2 Statistics of SPP solutions for mizu station

SPP-mode Direction 10° 20° 30° 40° 50°

GPS N_RMS (m) 2.12 2.64 4.53 5.65 4.69

E_RMS (m) 1.48 1.46 2.04 3.21 2.57

U_RMS (m) 3.65 5.05 10.18 16.82 35.66

Success rate 100% 100% 94.86% 53.09% 8.29%

GPS + QZSS N_RMS (m) 1.95 2.56 4.37 5.11 3.94

E_RMS (m) 1.46 1.44 1.92 3.62 3.59

U_RMS (m) 3.54 5.02 9.33 15.65 26.40

Success rate 100% 100% 96.18% 64.17% 22.15%
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3. The mode of GPS aided with QZSS can improve the positioning accuracy,
availability and reliability compared with GPS-only mode. Furthermore, this
advantage is more obvious under a high cut-off elevation angle condition;

4. Japan is a country of dense buildings in the city and numerous mountains in the
wild. The good performance of GPS aided with QZSS at higher cut-off angle
will overcome the limitation of this observation environment and play an
important role in improving the positioning accuracy, availability and reliability
of navigation system in Japan area.
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Study on Test Consistency Which Based
on the Record and Playback Instrument

Tian Wang, Wenbin Yang, Ming Peng, Shufeng Zhang,
Qiang Chen and Weitao Wang

Abstract Navigation terminal testing technology has been getting more and more
attention with the rapid development of satellite navigation industry. Traditional
laboratory simulation test and actual signal test have advantages and disadvantages.
Thus record and playback test has been created. It can effectively complete the
actual use test of satellite navigation terminal through acquisition and storage of
actual satellite navigation signal and playback under laboratory environment. This
paper describes the acquisition, playback and calibration system in detail which
based on the record and playback instrument. In the paper, u-blox multimode
receiver is chosen as the reference receiver. It takes the capacious scene as an
example and analyzes the positioning accuracy and speed accuracy from the angle
of terminal test results. It makes a preliminary study on the consistency of playback
test through assessing repeatability and stability of the record and playback system.

Keywords Record and playback � Repeatability � Stability

1 Introduction

The use of navigation terminal is growing expanding with the development of
satellite navigation systems and constantly deepening on production and life
applications. There are various types of navigation terminals. Its functions and uses
vary. It is very important to test and verify its function and performance. So
navigation terminal test technology is one of the core technologies of satellite

T. Wang (&) � W. Yang � M. Peng � S. Zhang � Q. Chen � W. Wang
Beijing Orient Institute for Measurement & Test, Beijing 100086, China
e-mail: wangtian514@yeah.net

© Springer Nature Singapore Pte Ltd. 2017
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2017
Proceedings: Volume I, Lecture Notes in Electrical Engineering 437,
DOI 10.1007/978-981-10-4588-2_46

533



navigation application. It is a necessary means to develop the high-performance
navigation terminal with independent intellectual property rights. It can effectively
promote the navigation terminal standardization development with huge, long-term
economic and social benefits [1].

The navigation terminal test can be divided into the indoor simulation test and
the actual signal test according to the test implementation. The advantage of the
indoor simulation test is that all kinds of error effects, signal levels and other factors
can be accurately quantified. It can achieve a quantitative assessment of the terminal
under test. But the indoor simulation test signal and the actual conditions of use are
quite different. The indoor test results cannot fully reflect the actual use of results
[2]. The actual signal test is to use the terminal to be tested to receive the actual
satellite signal, and then evaluate its performance. The actual signal test has no
model approximation and the test results are the actual performance of the receiving
terminal. The actual signal results are closely related to the constellation state,
ionosphere, multipath, receiver ambient environment and the atmospheric signal
propagation environment of the test scene, so the test repeatability is poor and the
test cost is high.

So the navigation signal record and playback test technology is produced. It can
effectively complete the actual use of satellite navigation terminal performance
testing through the record and storage of the actual satellite navigation signals, and
in the laboratory environment for playback. It can not only avoid the actual field test
satellite signal’s uncertainty, and can also reduce the time and cost of field testing. It
can solve the satellite navigation terminal indoor simulation environment and the
real environment of the test inconsistency to a certain extent. The playback test
process inevitably leads to test bias due to hardware mismatch and signal distortion
because the electrical characteristics of the navigation signal are affected by the
signal acquisition and playback device parameters. So verification of its consistency
is required to ensure engineering availability. In this paper, the consistency of the
playback test of the navigation signal record and playback instrument is studied
preliminarily through data record and playback testing based on a subject.

2 Record, Playback and Calibration System

Navigation signal record is made by the record and playback instrument. During the
acquisition, the navigation receiver is used to receive the position and velocity
information at the same time, record and save, and then select the specific scene
data after the acquisition to get the positioning result. Then in the laboratory, the
same scene data is play backed. It verifies the consistency with the actual posi-
tioning information through using the navigation receiver to perform the playback
test and to obtain the positioning result. In this paper, u-blox receiver is selected
which is used as the transmission of record and playback signals and its positioning
results are used to characterize the consistency of the playback.
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2.1 Record and Playback Instrument

Navigation signal record and playback instrument is consist of signal record unit,
storage control unit and the signal playback unit. The composition diagram is
shown in Fig. 1.

(1) signal record unit

The signal record unit includes a broadband antenna, a radio frequency input module
and a high-speed data acquisition module. It is used for receiving the GNSS satellite
navigation signal to complete the RF signal preprocessing, down-converting and
realize high-speed real-time sampling of the intermediate frequency signal, and
sending the sampling result to the storage control unit for storage.

(2) storage control unit

The storage control unit is composed of a high-speed large-capacity disk array, a
data flow management and control module and a user interface module. Data flow
management and control module is used for capturing playback mode management,
frequency selection, record/playback time and playback signal power strength
control. The user interface module completes the human-machine interaction of the
user.

(3) signal playback unit

The signal playback unit comprises a playback signal synthesizing module and a
radio frequency output module. It is used for synthesizing the collected and stored

Disk array

Data flow 
management and 
control module

High-speed data 
acquisition module

Playback signal 
synthesizing

module

RF output module

RF input module

User interface 
module

Signal record unit

Signal playback unit

Storage control unit

Broadband antenna

Fig. 1 Composition diagram of record and playback instrument
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data into an intermediate frequency signal, converting the data to the navigation test
signal required for the test and completing the power attenuation control of the
output signal.

2.2 Dynamic Scene Calibration System

During the record of the navigation signal, it is necessary to acquire the accurate
position, velocity and time information at the same time. This information is used as
the baseline information in subsequent playback tests and is an important perfor-
mance evaluation parameter. Data calibration is the basis for obtaining test metrics.
The calibrated reference data should be more accurate than the measured data.
Ideally, it should be an order of magnitude higher and triple relationship minimum.

We select NovAtel’s GNSS/INS integrated navigation system SPAN/LCI as the
dynamic scene calibration system. It includes the DL-V3 base station receiver, the
SPAN-SE mobile station receiver, the IMU-LCI tactical inertial measurement unit
and the Inertial Explorer (IE) post-processing software. The DL-V3 base station
receiver generates a differential correction amount required for the post-RTK dif-
ferential processing to the SPAN-SE receiver as a mobile station whose coordinates
of the erect point are precisely known. The measurement data of the IMU-LCI
tactical inertial measurement unit can be sent to the SPAN-SE mobile station
receiver in real time. The receiver can provide the information of the position,
velocity and attitude of the carrier through the deep coupling solution processing.
The SPAN-SE mobile station receiver receives the difference correction amount
provided by the base station receiver, eliminates most of the errors such as the
ionospheric delay, and obtains more accurate position information with respect to
the base station. The calibration system is shown in Fig. 2.

In the calibration system, the mobile station receiver, the reference u-blox
receiver and the record and playback instrument simultaneously receive the actual
satellite navigation signals and then play back in the laboratory. The actual
acquisition schematic is shown in Fig. 3.

In the experiment, GPS L1 and BD B1 frequency navigation signals are col-
lected and stored in real time, then the playback test is carried out in the laboratory
environment.

3 Research on Consistency of Playback Test

After the satellite navigation signal is collected and replayed, the playback result of
the tested receiver needs to be verified. The system composed of the receiver to be
measured and the recorder is used as the object of study. The repeatability and
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stability of the system are analyzed from the perspective of the position of the
measured receiver.

3.1 Repeatability

Reproducibility refers to the ability to repeat the same measurement over a short
period of time under the same measurement conditions (including the same
observer, at the same location, using the same measurement procedure), which
provides the ability to display similar values. Reproducibility is a measure of the
effect of random effects on the measurement results. The repeatability test is a
measure of the degree of agreement between the measurement results [3].

In the specific implementation, we select a specific static or dynamic scene and
play back six times continuously in a short time under the same laboratory
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Fig. 2 Composition diagram of record and calibration system
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conditions and the playback environment with the same test method. The calcu-
lation formula is as follows.

SrðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 ðxri � �xrÞ2
n� 1

s
ð1Þ

where xri represents the difference between the playback signal test result and the
actual signal test result; xri ¼ xi � x0; xi represents the playback signal test result; x0
represents the actual signal test result; n represents the repeat playback times.

We select a dynamic open scene which surrounded by high-rise buildings and
other buildings, wide field of vision, satellite signals can be direct. We select half an
hour of data, continuous play back six times respectively and record each playback
test data. The test results are as follows.

(1) the actual signal test results

In the dynamic open scene, the actual test results of the u-blox receiver are shown
in Table 1.
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(2) the playback signal test results

The results of six playback tests and repeatability analysis are shown in Tables 2
and 3 (Fig. 4).

The comparison between the actual signal test and the one-time playback signal
test accuracy error is shown in Fig. 5.

Horizontal accuracy:
Repeatability SrðxÞ ¼ 0:0077 m

Table 2 Playback test results

Results Test items

Playback
numbers

Horizontal
accuracy (m)

Vertical
accuracy (m)

Velocity
accuracy (m/s)

1 1.7803 6.2779 0.0987

2 1.7896 6.2721 0.0985

3 1.7832 6.2687 0.0986

4 1.7978 6.2658 0.0981

5 1.7991 6.2715 0.0978

6 1.7942 6.2693 0.0986

Average �x ¼
Pn

i¼1
xi

n
1.7907 6.2709 0.0984

Actual test result x0 2.1504 6.2081 0.0976

Table 1 Actual test results of open scene signal

Receiver Position accuracy (m) Velocity accuracy (m/s)

Level Vertical

u-blox 2.1504 6.2081 0.0976

Table 3 Analytic results of repeatability

Difference Test items

Playback
numbers

Horizontal
accuracy (m)

Vertical
accuracy (m)

Velocity
accuracy (m/s)

1 0.3701 0.0698 0.0011

2 0.3608 0.064 0.0009

3 0.3672 0.0606 0.001

4 0.3526 0.0577 0.0005

5 0.3513 0.0634 0.0002

6 0.3562 0.0612 0.001

Average �xr ¼
Pn

i¼1
xri

n
0.3597 0.0628 0.0008

Standard deviation

SrðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1
ðxri��xrÞ2
n�1

r 0.0077 0.0041 0.0004
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Result error �x� x0 ¼ 1:7907� 2:1504ð Þm ¼ �0:3597m
Vertical accuracy:
Repeatability SrðxÞ ¼ 0:0041m
Result error �x� x0 ¼ 6:2709� 6:2081ð Þm ¼ 0:0628m
Velocity accuracy:
Repeatability SrðxÞ ¼ 0:0004m=s
Result error �x� x0 ¼ 0:0984� 0:0976ð Þm=s ¼ 0:0008m=s

The main factors affecting the receiver’s positioning accuracy are the number of
visible satellites and the signal carrier-to-noise ratio. In the dynamic open scene, the
number of available satellites and the carrier-to-noise ratio of the receiver in a
playback signal and an actual signal test are analyzed, as shown in Figs. 6 and 7.

In the dynamic open scene due to the movement of the carrier and environmental
changes, the multipath effect is unavoidable that the satellite navigation signal
through the reflection or refraction of other objects to reach the receiver antenna. It
has an impact on the pseudo-range and carrier phase with great chance. In addition,
there is also signal diffraction that the linear distance between the satellite and the
receiver antenna is obstructed by the obstacle to produce diffraction, and the
diffraction signal arrives at the receiver antenna which also affects the code and
phase measurement. It can be seen from Fig. 5. Vertical position error and velocity
error curve coincidence is high, the actual and playback error results in a very small

Fig. 4 Composition diagram of playback test results
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Fig. 5 Error contrast of position and velocity

Fig. 6 Composition diagram of available satellite number and DOP
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range. It can also been confirmed from the results of repeatability analysis. While
the horizontal position error, in four different time periods there is a big shock. It
may be due to the measured receiver itself caused by instability.

It can be seen from Figs. 6 and 7, the actual signal and the playback signal can
be the same number of satellites, playback signal CNR of the actual signal to reduce
the CNR of about 1–2 dB. Playback basically true reproduces the actual scene
which is also confirmed from the test results analysis.

3.2 Stability

Stability refers to the degree of agreement between the measured results which are
measured over the same measurement period (including the same observer, at the
same location, using the same measurement procedure) over a defined period of time.
Stability reflects the ability of the system characteristics to be constant over time.

In the specific implementation, we select a particular static or dynamic scene.
Data are collected at different time intervals (1–2 days apart) (at least six times in
the same scenario). Then we play back under the same laboratory conditions and
the playback environment with the same test method. The calculation formula is as
follows.

Fig. 7 Composition diagram of available satellite CNR
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SmðxÞ ¼ xm � x0 ð2Þ

where xm represents the playback test results average; x0 represents the actual signal
test result average.

In the open scene, we collect data six times at different time. The test results are
shown in Tables 4 and 5.

Horizontal accuracy:
Stability SmðxÞ ¼ �xm � �x0 ¼ 2:06767� 3:77088ð Þm ¼ �1:70321m
Vertical accuracy:
Stability SmðxÞ ¼ �xm � �x0 ¼ 3:70788� 4:4055ð Þm ¼ �0:69762m
Velocity accuracy:
Stability SmðxÞ ¼ �xm � �x0 ¼ 0:16313� 0:2072ð Þm=s ¼ �0:0441m=s

In the stability analysis, the selected data is collected at different time intervals.
As the constellation of different satellites in the navigation orbit by their respective
movements at different times, the numbers of satellites at the same location are
different and the spatial geometry of the layout is also different. It has a greater

Table 4 Actual test results of open scene signal

Results Test items

Test
numbers

Horizontal
accuracy (m)

Vertical
accuracy (m)

Velocity
accuracy (m/s)

1 5.1715 5.9743 0.2554

2 3.909 5.5451 0.3401

3 4.9746 5.6607 0.2684

4 2.6474 3.091 0.1506

5 2.4838 2.9337 0.1393

6 3.439 3.2282 0.0894

Average �x0 ¼
Pn

i¼1
xi

n
3.77088 4.4055 0.2072

Table 5 Record test results of open scene signal

Results Test items

Test
numbers

Horizontal
accuracy (m)

Vertical
accuracy (m)

Velocity
accuracy (m/s)

1 2.0432 3.2242 0.1191

2 2.0292 4.4042 0.3084

3 2.9331 4.1775 0.1967

4 2.2771 2.157 0.133

5 2.1043 2.6694 0.1335

6 1.0191 5.615 0.0881

Average �x0 ¼
Pn

i¼1
xi

n
2.06767 3.70788 0.16313
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impact on the positioning performance. In addition, the weather conditions at dif-
ferent times are quite different; space environment error characteristics (including
the ionosphere, the troposphere, etc.) are also different. These will have an impact
on positioning. It can be seen from Fig. 8, the positioning accuracy is different at
different time.

It can be seen from the above analysis of repeatability and stability that the
playback signal test and the actual signal test results in the horizontal and vertical
precision error is better than 0.5 m, the speed accuracy of the error is better than
0.1 m/s whether in a long or short time. The playback test results agree well with
each other and the performance of the system is constant over time. Most of the
selected time period the playback test and actual test results are within a very small
error. It realizes the fidelity playback basically with the playback signal ensuring the
actual constellation space configuration.

4 Summary

In this paper, It carried out the playback test based on the navigation signal record
and playback instrument. The repeatability and stability of the playback system are
analyzed from the perspective of the terminal receiver’s test results. It uses the

Fig. 8 Composition contrast diagram of test results
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concept of repeatability and stability in measurement. It only analyzes the open
scene and can be transplanted to the diversity of other typical scenarios.

Through the preliminary verification and analysis, the record and playback
technology is used to collect the navigation signals under certain typical scenes, and
then it can be repeatedly played back under the laboratory conditions. It effectively
reproduces the typical real scenes and realizes the high-fidelity playback.

5 Prospect

The depth and breadth of satellite navigation applications are greatly expanded with
the Beidou satellite deployment gradually completed. The actual performance of the
navigation terminal is closely related to the application scenario environment. At
present, there are some problems in real signal testing, such as few samples,
incomplete coverage and so on. Also there is still a lack of coverage of a wide range
of navigation signal test data. It can be accumulated massive typical scene navi-
gation data to facilitate the terminal test by using the navigation signal record and
playback technology.

The construction of the standard public test data sets and sharing platform is the
development trend of the current test field based on the typical scene data. It
provides complete and efficient test conditions for navigation terminals in different
industries by providing a unified standard scenario test data set to all developers
worldwide. The navigation digital intermediate frequency signal is re-formed
through the signal playback device to test the RF analog signal based on the test
sharing platform. It will inevitably bring about signal distortion due to the mismatch
of equipment, introduced during sample playback dual noise and other factors. So
it’s necessary to carry out playback of consistency verification to ensure the
playback test and the real test results’ consistent. It’s the key of typical signal
database data that can be applied to terminal test evaluation and popularization.
Also it guarantees the accuracy of the test results. The proposed method in this
paper can be used for this verification.
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Multipath Effect Analysis of Beidou
Satellite Pseudorange and Its Correction

Shengchao Wang, Xiaolin Jia, Guofeng Ji, Qingsong Ai,
Meiqian Guan and Teng Peng

Abstract In this paper, we study the pseudorange multipath effect of Beidou
satellite and analyze the correlation between multipath error and elevation angle of
Beidou satellite. The method of quadratic polynomial fitting and wavelet transform
are used to modify the pseudorange multipath. Experiments show that: Quadratic
polynomial fitting method to correct the pseudorange multipath error, MP1, MP2
sequence standard deviation of a single satellite maximum reduction of 43.6 and
41.2%; Wavelet transform method to correct the pseudorange multipath error, MP1,
MP2 sequence standard deviation of a single satellite maximum reduction of 57.3
and 57.9%.

Keywords Beidou navigation system � Multipath effect � Polynomial fitting �
Wavelet transform

1 Introduction

China is building the Beidou navigation satellite system, since December 27, 2012,
began to provide the Asia-Pacific region navigation, positioning and timing ser-
vices. It currently consists of five geosynchronous orbit (GEO) satellites, five
geosynchronous orbit (IGSO) satellites and five medium earth orbit
(MEO) satellites [1, 2]. Beidou system broadcasts three frequencies of each satel-
lite, including B1, B2 and B3 and three signal frequencies were 1561.098, 1207.140
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and 1268.520 MHz [3–6]. Multipath effect is an important source of error that
affects GNSS applications. It is easy to be affected by the surrounding environment
and can not be eliminated by differential modeling. In recent years, Beidou satellite
multipath effect has been a hot research at home and abroad. In 2013, Nadarajah
et al. first discovered the systematic deviation of the Beidou satellite, and made an
in-depth study for it [7]. A recent study found that the Beidou MEO satellite and
IGSO satellite, there is such a systematic error, but for the GPS, GLONASS and
Galileo satellite does not exist [8]. Wang pointed out that the length of the orbital
period of the GEO satellite and the length of the solar day are close, the systematic
trend of GEO satellite multipath shows periodic repeats in units of days [9]. Wu
et al. found that there are significant multipath effects in the pseudo range mea-
surements of GEO and IGSO satellites and the method of using CNMC (Code
Noise and Multipath Correction) to improve the pseudorange positioning accuracy
is proposed [10]. Liu et al. [11] detailed comparative the study of GPS and Beidou
satellite multipath effect. Zhao et al. [12] carried out a detailed study on the
pseudorange multipath effect of the Beidou satellite and demonstrated that the
systematic deviation of the Beidou satellite is independent of the station by using
the single station difference, inter-satellite single difference and double difference
analysis.

This paper analyzes the relationship between multipath effect of Beidou satellite
pseudorange and elevation angle and signal to noise ratio, and the correlation
between multipath error of MEO satellite and IGSO satellite and elevation angle is
analyzed. The quadratic polynomial fitting method is adopted to correct the pseu-
dorange multipath error of Beidou satellite. Since the quadratic polynomial fitting
method can only correct the multipath error of MEO satellite and IGSO satellite, we
use the wavelet transform method to correct the multipath errors of the three kinds
of orbit satellites in the Beidou, so as to provide a better reference for Beidou
satellite system.

2 Multipath Effect Analysis

Using the linear combination of carrier phase observations and pseudorange
observations, the pseudorange multipath error can be derived as:

MP1 ¼ P1 � f 21 þ f 22
f 21 � f 22

k1u1 þ
2f 22

f 21 � f 22
k2u2 þNP1 ð1Þ

MP2 ¼ P2 � 2f 21
f 21 � f 22

k1u1 þ
f 21 þ f 22
f 21 � f 22

k2u2 þNP2 ð2Þ

where MP1 and MP2 are multipath combination observations, P1 and P2 are pseu-
dorange observations respectively, u1 and u2 are the carrier phase observations,
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k1 and k2 are the wavelengths of the corresponding frequency of the carrier
observation, f1 and f2 are the frequencies of the carrier phase observations, NP1 and
NP2 are the sum of the constant part of the multipath effect and the carrier phase
ambiguity parameter and the hardware delay. This combination eliminates the
tropospheric delay,first order ionospheric delay term, the receiver clock and satellite
clocks, and the distance term between the station and the satellite. In theory, the
multipath error in the carrier phase observation does not exceed one-quarter of the
carrier wavelength, much less than the multipath error in pseudo range measure-
ment [13, 14]. At the same time, the carrier phase noise is far less than the noise of
the pseudorange, so the impact of the carrier phase observations in the multipath
effect can be ignored. NP1 and NP2 are a constant in the absence of cycle slips, NP1
and NP2 can be obtained by taking the mean value in a continuous arc segment, and
then subtracted from the original combination to obtain the multipath effect error
[15, 16].

2.1 The Relationship Between Multipath Effect
and Signal to Noise Ratio

The signal to noise ratio of the observed satellites is the ratio of the signal power to
the noise power, which can be used to evaluate the quality of the ranging signals
and indirectly to reflect the accuracy of the carrier observations [2]. Figure 1 shows
the relationship between the pseudorange multipath error and signal to noise ratio of
GEO (C04), IGSO (C07) and MEO (C12) satellites with JFNG station sampling
rate of 30 s on the 169th day in 2016. As can be seen from the figure, IGSO satellite
with the signal to noise ratio decreases, multipath error range and the degree of
variation becomes larger. With the increase of signal to noise ratio, the variation
range and dispersion degree of the multipath error become smaller. And the mul-
tipath error fluctuation range is maximized when the signal to noise ratio is mini-
mum. As for the MEO satellite of Beidou navigation system, the pseudorange
multipath error presents a “V” shape, and as the signal to noise ratio increases, the
pseudorange multipath error becomes smaller. As the signal to noise ratio
decreases, the pseudorange multipath error becomes larger. For the GEO satellite,

Fig. 1 The relationship between multipath error and signal to noise ratio
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the signal to noise ratio exhibits a small change and the pseudorange multipath error
exhibits a small fluctuation. Based on the analysis of other stations, it is found that
the GEO satellite, IGSO satellite and MEO satellite pseudorange multipath error
and signal to noise ratio show the above characteristics.

2.2 Relationship Between Multipath Error
and Elevation Angle

In order to analyze the multipath error of Beidou satellite, the relationship between
the multipath error and elevation angle of Beidou satellite is analyzed by using the
above data. It can be seen from Fig. 2 that the multipath errors of MEO and IGSO
satellites show certain correlation with the elevation angle: With the increase of
elevation angle, the variation range and dispersion degree of pseudorange multipath
error are obviously decreased, among which MEO satellite is the most obvious,
followed by the IGSO satellite, and in low elevation angle, the multipath error of
MEO satellite and IGSO satellite is larger. While the GEO satellites are located in a
geostationary orbit with only a slow change in elevation [17]. As can be seen from
the figure, GEO satellite multipath error with the change of the elevation angle,
showing a certain cyclical changes.

2.3 Correlation Analysis of Multipath Error
and Elevation Angle

Considering the relationship between the multipath error and elevation angle of
Beidou MEO satellite and IGSO satellite, the Pearson correlation coefficient is used.
For the validity of the data analysis results, we selected the four stations of BRUX,
CUT0, FTNA, JFNG, 169 days to 186 days in 2016, the sampling interval is 30 s,
for the same satellite to take its mean, as shown in Fig. 3. Among them, C13
satellite in October 2014 to stop the signal transmission. It can be seen from the
figure that the multipath errors of the Beidou MEO satellite and the IGSO satellite

Fig. 2 The relationship between multipath error and elevation angle
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are negatively correlated with the elevation angle. Meanwhile, the correlation
coefficient of MEO satellite multipath error with the elevation angle is larger than
IGSO satellite. However, the correlation coefficient of GEO satellite multipath error
with elevation angle has positive and negative values, and the correlation does not
have a certain law. In general, the relative strength of the variables is determined by
the values shown in Table 1 [18].

It is found that the average of the correlation coefficients of the multipath error
with the elevation angle for all MEO satellites B1 and B2 at the four stations are
−0.42 and −0.45 respectively. The mean values of the correlation coefficients of the
multipath error with the elevation angle for IGSO satellites B1 and B2 at the four
stations are −0.26 and −0.29, respectively. According to the criterion of Table 1,
we can see that the multipath error of MEO satellite is highly correlated with the
elevation angle, and the IGSO satellite has weak correlation.

3 Polynomial Fitting Method to Correct Multipath Error

3.1 Model Building

In view of the relationship between the multipath error and elevation angle of the
Beidou MEO satellite and IGSO satellite, Wanninger proposed a piecewise linear

Fig. 3 Correlations of multipath errors with elevation angle

Table 1 Judgment criteria
for correlation strength

Correlation coefficient (absolute
value)

Relative intensity

0.8–1.0 Highly correlated

0.6–0.8 Strong correlation

0.4–0.6 Moderate
correlation

0.2–0.4 Weak correlation

Coefficient range: −1 to 1 (A negative value indicates a negative
correlation and a positive value indicates a positive correlation)
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interpolation method to correct pseudorange multipath errors. However, from the
above analysis, we can see that the multipath error of Beidou satellite is not
completely consistent with the elevation angle, so this paper uses quadratic poly-
nomial fitting to correct the multipath error. The experimental data are from the
254th to the 284th days in 2016, 14 MGEX stations, sampling interval of 30 s, the
station distribution shown in Fig. 4.

The quadratic polynomial coefficients are obtained by quadratic polynomial
fitting of the corresponding multipath errors with the elevation angle of each
satellite, and the quadratic polynomial coefficients of the MEO satellite and IGSO
satellite are obtained by the mean values of the coefficients of the same satellite,
The quadratic polynomial equation is given in Table 2. Figure 5 shows the trend of
the MEO satellite and IGSO satellite multipath error correction values derived from
the above 14 stations.

3.2 Experiment and Analysis

We use the data for 172 days in 2016, JFNG station, the sampling interval is 30 s.
Figure 6 shows the comparison of the multipath errors of MEO (C11) and IGSO
(C15) satellites before and after the model correction. As can be seen from the
figure, the MEO satellite multipath error “V” trend term has been largely eliminated

Fig. 4 Distribution of stations

Table 2 Quadratic polynomial equations

Frequency Quadratic polynomial equation

MEO B1 Y ¼ �0:0002473361X2 þ 0:0070839932X þ 0:1583717072

B2 Y ¼ �0:0001464664X2 þ 0:0028278185X þ 0:1413055391

IGSO B1 Y ¼ �0:0000365170X2 � 0:0029295726X þ 0:2007500572

B2 Y ¼ �0:0000785455X2 þ 0:0020413261X þ 0:0896812078
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after model correction. The multipath error of the IGSO satellite has also been
greatly improved.

The standard deviations of the multipath errors of MPI and MP2 sequences of
the Beidou MEO (C11) and IGSO (C15) satellites before and after the quadratic
polynomial model correction are shown in Fig. 7, respectively. It can be seen from
the figure that the standard deviation of the MP1 and MP2 sequences of the MEO
(C11) satellites are reduced by 38.6 and 41.2%, while the IGSO (C15) satellites are
reduced by 10.9 and 22.5%, respectively. From the analysis results, it can be seen
that the quadratic polynomial correction model has a good correction effect on
Beidou satellite multipath error sequence.

Fig. 5 Correction values of multipath error

Fig. 6 Error correction of multipath by the quadratic polynomials
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4 Wavelet Transform to Correct Multipath Error

The quadratic polynomial model can be used to correct the multipath errors of the
Beidou MEO satellite and the IGSO satellite. However, the Beidou GEO satellite
can not establish the model for effective correction. Therefore, this paper chooses
the wavelet transform method to carry on the correct analysis to the multipath error
of the three kinds of orbit satellites.

4.1 Fundamentals

The wavelet transform is the development of Fourier transform, it is a mathematical
analysis method developed in recent years, which is has been widely used in the
signal extraction and noise reduction [19]. The main steps of wavelet transform for
noise reduction are as follows:

(1) Wavelet decomposition: under certain base wavelet and decomposition level,
the wavelet decomposition of the signal with noise is carried out, and the
corresponding wavelet decomposition coefficient is obtained.

(2) Threshold processing: there are 2 kinds of threshold processing methods for the
wavelet coefficients of the high frequency part.
The first is the hard threshold: the wavelet coefficients whose absolute value is
less than the given threshold is set to 0, while the absolute value of the wavelet
coefficient is greater than the threshold value remain unchanged:

xk ¼ x; xj j � k;
0; xj j\k:

�
ð3Þ

The second is the soft threshold: the wavelet coefficient whose absolute value is
smaller than a given threshold is set to 0 and a wavelet coefficient whose

Fig. 7 Standard deviation of multipath error sequence
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absolute value is greater than the threshold value is subtracted from the
threshold value:

xk ¼ sign xð Þð xj j � kÞ; xj j � k;
0; xj jk:

�
ð4Þ

where x is the wavelet coefficient, xk is the wavelet coefficients after the action
threshold, and k is the threshold value.

(3) Wavelet reconstruction: the reconstructed wavelet coefficients after the
threshold processing are used to get the denoised signal.

4.2 Experiment and Analysis

The multipath error of Beidou satellite includes random error and systematic error,
in which the systematic deviation can be eliminated by the above process. In this
experiment, the observation data of SEYG station at 254 days in 2016 are adopted,
and the interval is 30 s. Using sym5 wavelet basis function, the decomposition
layer is 2 layers. In the threshold processing, the hard threshold method is superior
in the sense of mean square error, but the hard threshold function has a breakpoint
at the threshold, the estimated signal will produce additional oscillations and will
not have the same smoothness as the original signal so that the results are relatively
rough. The soft threshold method does not generate the oscillation, the result is
smoother. So we choose the soft threshold method.

Figure 8 shows the multipath error of the C03 satellite after wavelet decom-
position, where s is the original signal sequence, a2 is the low frequency part of the

Fig. 8 Decompose multipath errors by wavelet transform
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second layer, d1 and d2 are the high frequency components after wavelet decom-
position. Only the low frequency part of each layer for further decomposition, and
high frequency part is not considered [20]. Since the wavelet transform is a linear
transformation, the original signal after wavelet decomposition can be expressed as
s = a2 + d2 + d1.

The multipath error sequence of Beidou GEO satellite (C03), IGSO satellite
(C09) and MEO satellite (C14) before and after wavelet transform is shown in
Fig. 9. It can be seen that the multipath error is eliminated by the wavelet transform
for Beidou satellite GEO satellite, IGSO satellite and MEO satellite, and the
residual sequence of the noise is less than 0.5 m. Figure 10 shows the standard
deviation of the MP1 and MP2 sequence of the three satellites before and after
correction by wavelet transform. From the figure, it can be seen that after the
wavelet transform processing, the MP1 sequence, the GEO satellite is reduced by
24.6%, the IGSO satellite is reduced by 25.3%, and the MEO satellite is reduced by
54.1%. The MP2 sequences, GEO satellites decreased by 32.7%, IGSO satellites
decreased by 30.0%, MEO satellites decreased by 56.6%.

In order to carry out the comparative analysis of the above two methods, this
paper uses the data of five stations 169th days in 2016, respectively, using the above
two methods for Beidou MEO satellite and IGSO satellite pseudorange multipath
error correction analysis, calculated standard deviation before and after correction
of MP1 and MP2 sequence. Finally, the average deviation of the standard deviation
before and after correction was analyzed, the statistical results shown in Fig. 11. It
should be noted that B, C, F, J and S represent the BRUX station, the CUT0 station,
the FTNA station, the JFNG station and the SEYG station respectively used in this
experiment, and M represents Beidou MEO satellite, I represents the Beidou IGSO
satellite. From the five station statistics, it is found that quadratic polynomial fitting

Fig. 9 Wavelet transform to correct multipath error
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method to correct pseudorange multipath error, MP1 sequence standard deviation of
a single satellite maximum reduction of 43.6%; MP2 sequence standard deviation
of a single satellite maximum reduction of 41.2%. Correction of pseudorange
multipath errors using wavelet transform the maximum reduction standard devia-
tion of MP1 sequence is 57.3% for single satellite and 57.9% for single satellite
with MP2 sequence standard deviation. According to Fig. 11, it is clear that the
effect of multipath error correction by wavelet transform is better than that of
quadratic polynomial fitting to correct multipath error.

5 Conclusion

This paper analyzes the relationship between multipath effect of Beidou satellite
pseudorange and elevation angle and signal to noise ratio. Based on the correlation
analysis between Beidou’s elevation and multipath errors, the quadratic polynomial

Fig. 10 Standard deviation of multipath error sequence

Fig. 11 Comparison of the quadratic polynomial fitting and wavelet transform
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fitting method is adopted to correct the multipath error for Beidou MEO satellite
and IGSO satellite. In view of the quadratic polynomial fitting method can not
effectively correct the Beidou GEO satellite, this paper uses wavelet transform to
correct the Beidou three orbital satellite pseudorange multipath errors. The fol-
lowing conclusions can be drawn from the analysis:

(1) With the decrease of signal to noise ratio, the range and dispersion of the
pseudorange multipath error of the Beidou IGSO satellite and MEO satellite
become larger. With the increase of signal to noise ratio, the variation range and
dispersion degree of the pseudorange multipath error become smaller. For the
GEO satellite, the signal to noise ratio shows a slight change, and the pseu-
dorange multipath error is also a small fluctuations.

(2) For the Beidou IGSO satellite and MEO satellite, with the increase of elevation
angle, the pseudorange multipath error range and degree of dispersion were
obviously decreased, the MEO satellite is the most obvious, followed by the
IGSO satellite, and in low elevation angle, MEO satellite and IGSO satellite
pseudorange multipath error range is larger. With the change of elevation angle,
the multipath error of GEO satellite pseudorange shows a certain periodic
variation.

(3) The correlation analysis shows that the multipath error of the Beidou MEO
satellite is moderately correlated with the elevation angle, while the IGSO
satellite is weakly correlated.

(4) Experiments show that polynomial fitting method and wavelet transform
method have a good correction effect on Beidou satellite pseudorange multipath
error sequence, in which wavelet transform method is more effective than
Polynomial fitting method for Beidou satellite pseudorange multipath error. But
the wavelet transform method can not forecast and correct multipath error, and
polynomial fitting method can be.
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Abstract Regarding the ionospheric harmonic coefficients as the object to
research, choosing the Box-Jenkins’s method to order the auto-regressive moving
average(ARMA) model to carry out ionospheric spherical harmonic coefficients
modeling and medium/long-term (15 days or longer) forecasting [1, 2]. Because the
ionospheric activity is affected by solar radiation, geomagnetic field and so on, it
has a great relationship with the latitude. Therefore, this paper statistics forecast
results of different zones of latitudes, also independently statistics the forecast
results of region in China, and fully verifies the feasibility and validity of the model.
The results shows the forecasting accuracy in the northern hemisphere is slightly
better than that in the southern hemisphere; the forecasting precision is stable in the
next 30 days, and 90% of root mean square (RMS) of forecasting results can reach
6 TECU; in the high latitudes, 90% of RMS of forecasting results can reach 3.5
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1 Introduction

Ionospheric activity will be affected by the solar radiation, geomagnetic field and
other effects, so it brings great error to the satellite navigation applications.
When GNSS signals through the ionosphere, the signal strength, frequency,
polarization, phase and delay will be affected, these effects on satellite positioning,
navigation, speed, timing and other applications will make effect [3]. The distance
error caused by the ionosphere will be up to 15 m in the general day, up to 3 m at
night, is currently the largest satellite navigation and positioning error. Therefore,
the research on the forecasting work of ionospheric information is critical to GNSS
navigation applications and the monitoring of the entire space environment.

At present, the forecasting methods of ionospheric information mainly include
two categories, one is the traditional forecasting model based on mathematical
methods and long-term observation data. Including the traditional empirical model
and non-empirical model, the typical empirical model, Such as Klobuchar model,
IRI model and so on; the non-empirical model, such as triangular series, polyno-
mial, spherical harmonic function model and so on. The other one is the modern
forecasting models, such as Ionospheric Computerized Tomography model, neural
network model, grid model, time series model. The neural network model is used to
predict the ionospheric information from 1 to 24 h in [4]. The ARMA model is used
to predict the final ionospheric grid points of Center for Orbit Determination in
Europe (CODE) with the resolution of 2.5 � 5 in [5, 6]. The ARMA model was
used to predict the ionospheric information in the Antarctic area in [7]. The ARMA
model is used to predict the ionospheric information and the characteristics of the
forecasting result of the model was analyzed in [8]. The Auto-regressive
(AR) model was used to modeling and the short-term ionospheric information
forecast was carried out in [9]. The regional ionospheric modeling and the grid
point prediction were carried out in [10]. The traditional forecast model is mainly
used for short-term forecast of ionospheric information (usually within three days).
At present, the ionospheric spherical harmonic modeling method was used to deal
with the final ionospheric information adopted by the most ionospheric agency
[11–13], this method is very popular for wide use (in both global and regional
applications), and high-precision characteristics.

Considering the high accuracy of the ARMA time series model, in this paper, we
used ARMA time series model to modeling and forecast the ionospheric infor-
mation of medium and long-term. In addition, in order to statistic the forecasting
results conveniently, we transform the forecast results into grids and statistic them
in southern hemisphere region and northern hemisphere region.
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2 ARMA Modeling and Forecasting

Based on the ionospheric information extracted from the observational data, we can
modeling the ionospheric harmonic function [13], then, according to the least
squares principle, estimate the spherical harmonic coefficients, and finally, obtain
the ionospheric VTEC information. The mathematical expression of the spherical
harmonic function is as follows:

VTECðe; kÞ ¼
Xnmax

n¼0

Xn

m¼0

~Pnmðsin eÞð~Cnm cosðmkÞþ ~Snm sinðmkÞÞ ð1Þ

In the formula, VTECðe; kÞ can be obtained from observational data of stations.
e is the geomagnetic latitude at Intersect Pierce Point (IPP). k is the local time angle
of sun-geomagnetic reference frame at IPP. nmax is the maximum order of spherical
harmonic expansion (the maximum order of CODE is 15). ~Pnm is the regularized
Legendre function. ~Cnm; ~Snm is the spherical harmonics to be estimated.

Therefore, if we obtain the forecasting spherical harmonic coefficient in the next
time (such as the ARMA modeling and forecasting method below), according to
formula 1, we can calculate the VTEC information at IPP in the next time, finally
get the forecasting ionosphere VTEC information.

2.1 Modeling Method of ARMA

The definition of ARMA is as follows [14],

xt � u1xt�1 � u2xt�2 � � � � � upxt�p ¼ at � h1at�1 � h2at�2 � � � � � hqat�q ð2Þ

In the formula, p, q are the orders of the auto-regressive part and the moving
average part. uið1; 2; . . . pÞ and hið1; 2; . . . qÞ are the coefficients of the
auto-regressive part and the moving average part. In addition, the time series should
be stationary sequence when modeling ARMA. But in actual measurement, the time
series often contain some non-stationary trend term and periodic term, and we
usually use difference method to stable the time series. According to the charac-
teristics and physical background of the spherical harmonic coefficients, we need
not differing the time series of ionospheric spherical harmonic coefficients in this
paper [8].

When the data is sufficient, there are no significant difference between two
ordered method of Box-Jenkins and Pandit-Wu of modeling ARMA. In this paper,
the time series of ionospheric spherical harmonic coefficients is relatively complete,
so the ordered method of Box-Jenkins is only adopted.
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The main steps of modeling ARMA time series based on spherical harmonic
coefficients is as follows,

1. Data pre-processing. Firstly, the adjacent epoch values is differentiated, then the
1.3 times mode is regard as the basis for judging whether the data is missing or
not, lastly the missing data is added used by interpolating of cubic equation and
we can get the new time series.

2. Model identification. The truncation and trailing properties of the
auto-correlation function and the partial correlation function of model are used
to judge whether the model is an ARMA time series model or not.

3. The AIC minimum information criterion is used to determine the order of the
model, find the most suitable p and q, and determine the auto-regressive and
moving average coefficient usingnonlinear least squares to estimate the parameters.

4. The adaptability test of the model. That is to test whether the remaining residual
is white noise time series not.

2.2 The Forecasting Method of ARMA

In practice, the main purpose of modeling and analysis of time series is to forecast
time series in the next time after determining the model of time series. The fore-
casting formula of ARMA model [14] is as follows,

xkþ l ¼ u1xkþ l�1 þu2xkþ l�2 þ � � � þupxkþ l�p þ akþ l

�h1akþ l�1 � h2akþ l�2 � � � � � hqakþ l�q
ð3Þ

In the formula, use the data before the time of k to forecast l step, and the
forecasting result is x̂kðlÞ, the true value is xkþ l, the forecasting errors are as follows,

eðlÞ ¼ xkþ l � x̂kðlÞ ð4Þ

In this paper, the linear minimum variance principle is used to determine the
coefficients in Eq. (3), that is the variance of error is minimized. The formula is as
follows,

DðekðlÞÞ ¼ E½xkþ l � x̂kðlÞ�2 ¼ min ð5Þ

2.3 The Statistical Methods of Forecasting Results

In order to test the accuracy of the prediction of the ionospheric spherical harmonic
coefficients, we firstly bring the forecasting ionospheric spherical harmonic coef-
ficients into the Eq. (1), and then calculate the global forecasting ionospheric grid,
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such as xrig0200.16i. Lastly, compare the forecasting ionospheric grid results with
the final ionospheric grid of CODE, such as codg0200.16i, and use the residual and
RMS indicators to analysis the result. The residuals are calculated as follows,

V ¼ VTECxrig � VTECcodg ð6Þ

The RMS is calculated as follows,

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VTV=n

p
ð7Þ

In the formula, n is the amount of corresponding grid points.
In addition, there is a great relationship between forecasting ionospheric result

and latitude, so we statistic the results according to different hemispheres and
latitudes.

3 Examples of Analysis

In this paper, the ionospheric spherical harmonic coefficients of CODE center in the
whole 2015 was used to be the original input time series. There are 25 sets of
coefficients every day, and each coefficient is 15 � 15 order spherical harmonic
coefficients, as follows (0, 0), (1, 0), (1, −1) … (15, −15). There are 25 � 256
coefficients. Here, we extract from the 25 sets of coefficients per day, according to a
group per 2 h. There are 256 values per a group. Then we will carry out ARMA
modeling and forecasting to the 256 values and the length of each value of 256
values is 12 � 365.

Using the method of 2.1 and 2.2, we carried out the ARMA modeling and
forecasting to the 256 time series of ionospheric spherical harmonics coefficients
respectively with the coefficients of the whole 2015. Then we forecast the spherical
harmonic coefficients from January to March in 2016. The results of modeling and
fitting of partial coefficients are shown in Sect. 3.1. In addition, we statistic the
accuracy of the forecasting grid formed by the prediction coefficients according to
latitudes and the northern and southern hemispheres, as shown in Sect. 3.2.

3.1 Modeling and Fitting Statistics

Considering the length of the article, p and q orders of ARMA for only some
parameters are listed, as shown in the following Table 1.

The red data is the original data series, and blue is the fitting result sequence of
ARMA model, and the green is the residual sequence from Figs. 1, 2, 3, 4, 5 and 6.
Taking into account the length of the article, here, we only lists the first six
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coefficients of the fitting results. The x-axis is the time series, and the length is
4380. The y-axis is the coefficient value of the corresponding order, and the unit is
TECU.

Figures 1, 2, 3, 4, 5 and 6 are the spherical harmonic coefficient of the previ-
ously mentioned six coefficients modeled and fit. We can see that the fitting
sequence is in good agreement with the original sequence. From the residuals, the
fitting residuals belong to the white noise sequence. And the range of variation is
within the range of 2TECU of 95%, and the partial coefficient is within 1TECU.

Table 1 The order of the
model of partial coefficients

Coefficient p q

(0, 0) 14 15

(1, 0) 13 15

(1, 1) 11 14

(1, −1) 11 15

(2, 0) 13 15

(1, 2) 14 13
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Fig. 1 Modeling fitting graphs of coefficients (0, 0)
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3.2 Statistic Forecasting Results

We use the model of ARMA obtained from Sect. 3.1 to forecast the ionospheric
spherical harmonic coefficients in the next 3 months (from January to March in
2016). Then we form the grids (from 180°W to 180°E and from 87.5°S to 87.5°N).
And the resolution is 5 � 2.5. According to the statistical method in Sect. 2.3,
comparing the forecasting ionospheric grids with the final ionospheric grids of
CODE, we statistic and analysis the accuracy of forecasting ionospheric informa-
tion. In order to make full use of the results of the forecast, we use two ways to
statistic the forecasting result. One is to statistic the clock 0, 2, 4, …, 22, called all
day. The other one is to statistic the clock of 8, 10, … 20, called daytime.

The red solid point is the RMS result of the whole day in Figs. 7, 8, 9, 10, 11, 12
and 13, and the green solid point is the RMS result of daytime in Figs. 7, 8, 9, 10,
11, 12 and 13. The statistical time is from January to March in 2016. Based on the
ionospheric information extracted from the IGS stations distributed all over the
world, the ionospheric spherical harmonics are modeled according to the spherical
harmonic function and solved by the least squares criterion. So the distribution of
IGS stations can affect the accuracy of the spherical harmonic coefficient itself.
There is less land in southern hemisphere, so the station is relatively small. That
caused that the forecasting accuracy is low in southern hemisphere (comparing with
that in northern hemisphere).

Comparing Figs. 7, 8 and 9, the forecasting RMS accuracy in the whole day and
daytime is consistent in the whole world, in southern hemisphere and in northern
hemisphere. We can see that the 90% of RMS was within 5 TECU in the next
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Fig. 9 Full-day and daytime’s forecasting grid’s sequence of accuracy in northern hemisphere
from Jan to Mar in 2016
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Fig. 11 Full-day and daytime’s forecasting grid’s sequence in the range of 45–55° latitude of
northern hemisphere from Jan to Mar in 2016
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Fig. 12 Full-day and daytime’s forecasting grid’s sequence in the range of 20–35° latitude of
northern hemisphere from Jan to Mar in 2016
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30 days (from 1 to 31 in Jan of 2016), and 95% of RMS was within 9 TECU in the
next 3 months (from Jan to Mar of 2016) in the whole world. With the time
increasing, the RMS accuracy of forecasting result is obviously reduced, but 80% of
RMS was within 5 TECU in the next 30 days in southern hemisphere. 80% of RMS
was within 4 TECU in the next 30 days in northern hemisphere and accuracy was
relatively stable, but the forecasting RMS in the next days (more than 30 days but
less than 3 months) was unstable.

Comparing the forecasting RMS in southern hemisphere and in northern
hemisphere, we can see the RMS accuracy of forecasting results in northern
hemisphere was better than that in southern hemisphere whether in terms of
magnitude or stability in the next 30 days, and there was a divergent trend for both
in the next days (more than 30 days but less than 3 months).

The accuracy of original ionospheric spherical harmonic coefficients is limited,
so the RMS accuracy of forecasting results is limited too. Considering that, we only
discussed in detail the RMS of forecasting results in northern hemisphere.

Comparing the Figs. 10, 11, 12 and 13, we can see 90% of RMS was within 4
TECU in the next 30 days in high latitudes (from 60°N to 85°N and from 180°W to
180°E), and there was no significant change, but the stability of the accuracy was
worse. 90% of RMS was within 5 TECU in the next 3 months in latitudes
(from 40°N to 55°N and from 180°W to 180°E). 90% of RMS was within 6 TECU
in the next 30 days in latitudes (from 20°N to 35°N and from 180°W to 180°E), and
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Fig. 13 Full-day and daytime’s forecasting grid’s sequence in the range of 0–15° latitude of
northern hemisphere from Jan to Mar in 2016

The Research on Time Series Modeling of ARMA … 573



the stability of the accuracy was worse in the next days (more than 30 days but less
than 3 months). 90% of RMS was within 6 TECU in the next 30 days in latitudes
(from 0°N to 15°N and from 180°W to 180°E), and the accuracy and stability of the
accuracy were obviously worse in the next days (more than 30 days but less than
3 months).

Comparing the Figs. 9, 10, 11, 12 and 13, we can get the stability of the
accuracy was better in northern hemisphere than that in southern hemisphere in the
next 30 days. The stability of the accuracy was worse in the next days (more than
30 days but less than 3 months), and as the latitude decreasing, this phenomenon
became more and more obvious. There are two cycles in the RMS accuracy of
forecasting results in the next days (more than 30 days but less than 3 months), and
one cycle is about 25 days, the other one is about 35 days. In addition, as the
latitude decreasing, these cycles became more and more obvious.

We can see 80% of RMS was within 5 TECU in the next 40 days in the most of
China from Fig. 14, and the RMS accuracy was stable. The RMS accuracy was
worse in the next days (more than 40 days but less than 3 months), but there were
no obvious cycles.
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Fig. 14 Full-day and daytime’s forecasting grid’s sequence of themajority ofChina, (70, 130; 20, 55),
from Jan to Mar in 2016
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4 Conclusion

Based on ionospheric spherical harmonic coefficients of CODE, we carried out
ARMA modeling and forecasting the coefficients in the next 3 months. And we
statistic the forecasting result, according to different latitudes and hemispheres. We
can get preliminary conclusions, as the following,

1. The accuracy of forecasting result is better in northern hemisphere than that in
southern hemisphere. The reason is the accuracy of the original ionospheric
spherical harmonic coefficients of CODE is worse in southern hemisphere.

2. The accuracy of forecasting results is relatively stable in the next 30 days, as the
latitude decreasing, the accuracy of forecasting results is worse, but 90% of
RMS accuracy is within 6 TECU in northern hemisphere. The accuracy of
forecasting results is worse in the next days (more than 30 days but less than
3 months), as the latitude decreasing, the accuracy of forecasting results is more
worse and there are two small cycle (one is about 25 days, the other is about
35 days), and as the latitude decreasing, this phenomenon became more and
more obvious.

3. 80% of RMS was within 5 TECU in the next 40 days in the most of China, and
the accuracy of forecasting results is relatively stable. But the accuracy of
forecasting results is obviously worse in the next days (more than 40 days but
less than 3 months).

4. According to the relationship between the latitude, the accuracy and the arc of
forecasting results, we can carry out forecasting of different arcs when the
accuracy forecasting results and stability are guaranteed. Such as the arc can be
set as 40 days or longer in high latitudes.

These conclusions provide important technical support for ionospheric anoma-
lies (ionospheric disturbances, flicker, etc.) monitoring in the GNSS navigation and
ionospheric research in the space environment.

We will carry out a more longer arc forecast in the next step and discuss the
periodicity of the accuracy of forecasting results in detail.
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Comparison and Evaluation of Satellite
Performance Based on Different Clock
Products

Jie Zheng, Meijun Guo, Chao Xiong and Yun Xiao

Abstract Precision clock products because of the precision of different precision
clock products lead to differences. In view of the problem that the clock difference
products have different effects on the performance of the satellite, the performance
evaluation and analysis of the in-orbit satellite is carried out. The frequency
accuracy, stability and drift rate of GPS, BDS, Galileo and GLONASS satellites are
calculated with the precision clock products provided by GBM, XRI, WUM and
ISC. The result show that ISC and WUM provide clock difference products to
assess the trend of the satellite clock indicators are fully consistent, while XRI and
GBM evaluation of the performance of the satellite clock slightly worse. Clock
performance evaluation of GNSS systems using optimal clock difference products
provided by WUM. The frequency accuracy of BDS satellite is better than
4.5 � 10−11, drift rate is better than 9 � 10−14, the stability is 9 � 10−14, the
frequency accuracy of GPS, Galileo and GLONASS satellite is 10−12–10−11, drift
rate is 10−15–10−14, the stability is 10−14–10−13.

Keywords Frequency accuracy � Drift rate � Stability � Performance evaluation

1 Introduction

Global satellite navigation system has been widely used in all walks of life. The
performance evaluation of GNSS in orbit satellite atomic clock is of great signif-
icance for estimating the performance of navigation system, the integrity of mon-
itoring system, the level and persistence of user positioning performance [1]. The
performance evaluation of GNSS satellite clock is the use of GNSS service bureau
and other organizations to provide precision satellite clock products to analysis the
performance of atomic clock. Different precision clock products differ in accuracy,
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delay, update rate and sampling rate [2], so do different precision clock difference
products have an impact on the performance of satellite clocks evaluation results?

In this paper, the satellite clock performance of four navigation systems is
evaluated for different clock products, a comprehensive analysis of 2016 GNSS
satellite atomic clock performance. We compared the performance in four kind of
clock products through the frequency accuracy, frequency drift rate, and frequency
stability. At last, this paper evaluated the performance of different systems satellite
atomic clock in detail analysis and evaluation using the best clock products.

2 Performance Evaluation of Satellite Clock

2.1 Frequency Accuracy

Frequency accuracy refers to consistency from the measured frequency (or calcu-
lation rate) and frequency definition, the formula is [3–5]:

r0i ¼ ðfx � f0Þ=f0 ð1Þ

where r0i is the frequency accuracy, f0 is the nominal frequency, fx is the actual
frequency value. In fact, the difference, between actual output frequency and its
nominal frequency cannot measured directly, usually, the reference frequency
marks as actual output frequency, so nominal frequency is usually required more
than the actual frequency an order of magnitude. Moreover, Measurement fre-
quency accuracy should choose a longer frequency measurement time as far as
possible. If the frequency measurement time is too short, the short-term stability of
frequency standard is relatively poor, the random fluctuation of frequency value will
affect the accuracy of measurement error. Generally, the frequency accuracy can be
calculated by the method of time difference, and the frequency accuracy can also be
called the relative frequency deviation. Because of the high accuracy of the system,
it can be considered that the relative frequency deviation is the frequency accuracy
of the satellite atomic clock. The formula is,

r0i ¼ �Dt=T ¼ x̂ t2ð Þ � x̂ t1ð Þð Þ=t2 � t1j j ¼ x̂ tþ sð Þ � x̂ tð Þð Þ=sj j ð2Þ

where Dt is the time difference of the observed time intervals, T is the observing
session length, x̂ is the clock difference data.

There is a correction of the clock difference, there will be interval of the jump,
which can be processed manually sampled time range extraction. Of course, the
maximum frequency deviation caused by this large transition is eliminated during
the 5-fold error, so there is no need to control the range of the calculation time
deliberately.
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2.2 Frequency Drift Rate

The frequency drift rate is a parameter that describes the variation of the atomic
clock frequency. During the continuous orbit operation of the satellite, the output
frequency of the atomic clock changes monotonously with the increase of orbit
running time, due to its own and external various factors, which is called the
frequency drift rate. In practical applications, we usually take the average value of
multiple epoch frequency drift rates or obtain the optimal frequency drift by
least-squares adjustment to evaluate the variation of atomic clock frequency. The
least-squares solution of the frequency drift rate is [6]:

D ¼
XN

i¼1

yi � �yð Þ ti ��tð Þ=
XN

i¼1

ti ��tð Þ2 ð3Þ

where D is the frequency drift rate, �y is the mean value of the relative frequency
value yi, ti is the time to measure the relative frequency value, N is the number of
samples, the formulas of �y and �t are

�y ¼ 1=N
XN

i¼1

yi ð4Þ

�t ¼ 1=N
XN

i¼1

ti ð5Þ

2.3 Frequency Stability

For frequency data, the standard Hadamard variance is defined as follows [7]:

Hr2yðsÞ ¼
1

6ðM � 2Þs2
XM�2

i¼1

yiþ 2 � 2�yiþ 1 þ�yi½ �2 ð6Þ

For phase (time difference) data, it is defined as follows:

Hr2yðsÞ ¼
1

6s2ðN � 3Þ
XN�3

i¼1

xiþ 3 � 3xiþ 2 þ 3xiþ 1 � xi½ �2 ð7Þ

where N = M + 1 is the number of phase data named xi, s is the sampling interval.
In this paper, the phase difference data is used to evaluate the stability of satellite
clocks.

Comparison and Evaluation of Satellite Performance … 579



3 Data Processing Analysis and Evaluation

3.1 Performance Analysis and Comparison of Different
Clock Difference Products

In this paper, the performance of GNSS satellite clocks is analyzed and compared in
the precision clock difference products providing by GBM, ISC, WUM and XRI.
Selecting the precision clock difference products with the GBM sampling rate of
30 s, ISC sampling rate of 300 s, WUM sampling rate of 300 s and XRI sampling
rate of 30 s from January to September in 2016, the satellite clock data for each
satellite is extracted as a unit to calculate the frequency accuracy, daily frequency
drift and day stability of the BDS, GPS, GLONASS and Galileo respectively. The
frequency accuracy and drift rate are taken as the average absolute value, the
frequency stability is calculated using Hadamard variance.

3.1.1 Accuracy Analysis and Comparison

It can be seen from Fig. 1 that the frequency accuracy of GNSS in orbit atomic
clock is in the order of 10−12–10−11 from January to September of 2016. The
frequency accuracy of BDS atomic clock is in the order of 10−11, the frequency
accuracy of C14 is lower, XRI results are better than other. The accuracy of GPS in
orbit atomic clocks is in the order of 10−12, ISC and WUM data calculation results
is not much difference. The accuracy of GLONASS in orbit atomic clocks is in the
order of 10−12, ISC and WUM data calculation results are basically the same, the
frequency accuracy of R09 and R15 satellite clocks is worse than other satellites.
Accuracy of E11 and E19 satellites in Galileo system is better, the XRI data is better
than the others. The results from the frequency accuracy assessment can be derived:
Four kinds of data frequency accuracy trend of each star is basically the same from
XRI, ISC and WUM, and the last two kinds are almost identical. The frequency
accuracy of each star is the same trend of GBM evaluation for GPS and GLONASS,
but the calculation accuracy will be poor.

3.1.2 Drift Rate Analysis and Comparison

It can be seen from Fig. 2 that the daily frequency drift of GNSS satellite atomic
clock is at 10−15–10−13 level. Among them, in addition to the GBM data calculated
on the BDS atomic clock frequency drift rate in the order of 10−13, the other clock
products calculated daily frequency drift rate in the order of 10−14. But C01, C05,
C09 and C14 satellite clock frequency drift rate in the order of 10−13, obviously
higher than other satellite clock frequency drift rate. The daily frequency drift of
GPS in orbit satellite clock is in the order of 10−15–10−14, most satellites are better
than 10−15, the accuracy of GBM data is poor. GLONASS in orbit satellite clock

580 J. Zheng et al.



drift rate in the order of 10−15. Among them, it exist abnormal value of the indi-
vidual satellite drift rate and the frequency drift jump. However, the average drift
rate is better than GPS, This is mainly because the GLONASS satellite is equipped
with cesium clock, the frequency drift characteristics are not obvious, the output
frequency value is more stable than rubidium clock.

The results of drift rate comparison of the four systems with different clock
difference products, GBM and XRI data are used to evaluate the frequency drift rate
of the atomic clock in each system, which existing presence of outliers and fre-
quency drift jumps. While the WUM and ISC precision clock difference of the
GNSS atomic clock is more stable.

3.1.3 Stability Analysis and Comparison

It can be seen from Fig. 3 that the day stability of GNSS in orbit atomic clock is in
the order of 10−14–10−13. The day stability of BDS atomic clock is in the order of
10−14 level, and the overall trend of the global stability of the four kinds of clock
products is consistent. The day stability of GPS in orbit atomic clock in is in the
order of 10−14. The day stability of calculation of ISC clock products did not reach
7 � 10−14 level, day stability calculated by GBM and WUM clock difference is
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Fig. 1 Comparison of frequency accuracy of GNSS atomic clock with different clock difference
products
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better, indeed to 10−15 order. The stability trend of four kinds of products to
calculate GLONASS atomic clocks in orbit is about consistent. In addition to the
stability of the R15 satellite clock is poor, the rest of the satellite clock stability are
in the order of 2 − 8�10−14. The ISC data accurate is poor in evaluating the GPS
and GALILEO satellite clocks.

The clock products provided by Wuhan University is the best in evaluating the
frequency accuracy, frequency drift rate, frequency stability. Next, the detailed
analysis and evaluation of the atomic clock of the system are carried out by using
the WUM data.

3.2 WUM Precise Clock Difference Evaluation
of Satellite Clock Performance

Following, the atomic clock performance of the four systems which using WUM
sampling rate of 300 s of precision clock difference product from January to
September in 2016 is analyzed. The estimated parameters are the frequency
accuracy, daily frequency drift rate and day stability of each satellite. The frequency
stability algorithm is the Hadamard variance.
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Fig. 2 Comparison of frequency drift rate of GNSS atomic clock with different clock difference
products
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3.2.1 Accuracy Assessment

It can be seen from Fig. 4 that the frequency accuracy of GNSS in orbit atomic
clock in 2016 is in the order of 10−12–10−10. The frequency accuracy of BDS
satellite clock is in order of 10−11, the frequency accuracy of C14 satellite clock is
poor in January to April, and jump in May, the accuracy returned to normal levels.
In addition to C14 satellite frequency accuracy is low, the other satellite frequency
accuracy is better than 4.5 � 10−11. The frequency accuracy of GPS satellite clock
is in order of 10−12, the frequency accuracy of G26 satellite clock is low, about in
the order of 10−11, the frequency accuracy of the other satellite clock is better than
2 � 10−12. The frequency accuracy of GLONASS in orbit atomic clock is in the
same level as that of GPS, and its frequency accuracy is in order of 10−12, except
that the R15 satellite clock frequency is lower than 10−11, the other satellite clocks
are better than 1 � 10−11. In addition to Galileo atomic clocks named E11 and E19
satellite clocks are in the order of 10−11 and 10−13, and the other satellite fre-
quencies are in order of 10−10.
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3.2.2 Drift Rate Assessment

It can be seen from Fig. 5 that the drift rate of GNSS satellite atomic clock is in
order of 10−15–10−14. Among them, the daily frequency drift rate of the BDS in
orbit atomic clock is in the order of 10−14, but the frequency drift of C01, C05, C06
and C09 is in the order of 10−13, which is obviously higher than the other satellite
clocks. The daily frequency drift rate of GPS satellites is in the order of 10−15–
10−14, most of the satellites are better than 10−15. The daily drift rate of G09, G22,
G26 and G32 is in the order of 10−14, and in individual months there was a
jump. The drift rate of GLONASS satellite in orbit on the whole in the order of
10−15, in which the drift rate of R09 satellite has a jump, but the average drift rate is
better than GPS. This is mainly because GLONASS satellites are carried by cesium
clock, the frequency drift characteristics is not obvious, the output frequency value
is more stable relative than rubidium clock. The daily frequency drift rate of E11
and E19 of Galileo system is in the order of 10−15–10−14, the frequency drift of E12
and E22 is in the order of 10−13, the frequency drift of E26, E30 and E24 sate is
poor that in the order of 10−13, the frequency drift of E24 has jump.
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584 J. Zheng et al.



3.2.3 Stability Assessment

It can be seen from Fig. 6 that the day stability of GNSS in the orbital atomic clock
is in the order of 10−14–10−13. The day stability of BDS atomic clock is generally in
the order of 10−14, but the day stability of the individual satellite clocks is poor. The
day stability of the C14 satellites is in the order of 10−13 on January to April, the
stability reached 10−14 after May. The day stability of C06 and C14 satellites is in
the order of 10−13, and the day stability of C10 satellite clock in August and
September were greater volatility. The day stability of GPS satellite is in the order
of 10−14, and most of the satellite clock stability is better than 5 � 10−14, the day
stability of G11, G24, G28 and G32 is poor that in order of 10−14–10−13, and there
are more jump. The stability of GLONASS in orbit atomic clock is consistent, with
the exception of the stability of R15, and there is a jump for the stability of R09 and
R23 satellite clock, the rest of the stability of satellite clock is in the order of
2 – 6 � 10−14. The day stability of Galileo satellite clock is better than 5 � 10−14,
in addition to the day stability of E22 satellite clock jumped in August, the day
stability of E24 satellite clock also appeared jump in March.
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3.2.4 Performance Analysis of Satellite Atomic Clock

Next, it is demand for four systems at different time scales using the data of third
quarter of 2016. As shown in the following Fig. 7.

It can be seen from Fig. 7 that the short-term stability of G01, G03, G06, G09,
G25, G27 and G30 satellites of GPS is significantly higher than other satellites
before 3000 s, all of these satellites are GPS BLOCK IIF satellite, we can see the
BLOCK IIF satellites have excellent short-term stability.

The results show that the frequency accuracy of the BDS in orbit satellite clock
is one order of magnitude lower than the other three systems, which is in the order
of 10−11, and the frequency accuracy of the GPS BLOCK IIF with rubidium clock
and the Galileo E19 with hydrogen clock is the best. The frequency accuracy
GLONASS with cesium clock is better. The frequency drift index of GLONASS
with cesium clock is the best, and the performance of frequency drift of BDS with
domestic rubidium clock is poor, but it is at same order of magnitude with the GPS
rubidium clock. Comprehensive comparison, the latest generation BLOCK IIF of
GPS equipped with rubidium clock and Galileo IOV satellite equipped with
hydrogen clock with the optimal performance.
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Fig. 7 Frequency accuracy waveform of GNSS atomic clock

Table 1 Synthesis results of BDS in-orbit satellite performance

PRN Accuracy Drift Day stability

C01 4.1357E−11 1.3088E−13 9.5298E−14

C02 2.5600E−11 7.9068E−14 7.8140E−14

C03 2.3025E−11 6.5299E−14 8.3388E−14

C04 2.8085E−11 8.9110E−14 6.3833E−14

C05 3.3931E−11 1.0805E−13 8.0278E−14

GEO Average 3.0400E−11 9.4483E−14 8.0188E−14

C06 2.9669E−11 1.0932E−13 5.1878E−14

C07 2.8244E−12 1.5093E−14 4.5743E−14

C08 1.4974E−11 6.2199E−14 7.0210E−14

C09 3.8909E−11 1.3505E−13 3.2587E−14

C10 1.2657E−11 5.3298E−14 1.8953E−13

IGSO Average 1.9807E−11 7.4992E−14 7.7989E−14

C11 3.1157E−12 1.6632E−14 2.7288E−14

C12 2.0494E−11 3.1796E−14 3.9495E−14

C14 3.2258E−11 2.1701E−13 1.6756E−13

MEO Average 1.8623E−11 8.8479E−14 7.8113E−14

Total average All star 2.3608E−11 8.7909E−14 7.8863E−14
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3.2.5 Comprehensive Analysis of GNSS Performance Evaluation

In order to analyze the on orbit clock performance of each system and compare it,
using four system atomic clock nine months performance are averaged in absolute
value respectively, which are listed in the following Table 1.

It can be seen from the statistical results, Among the 13 in-orbit satellites that
can be served by BDS, the frequency accuracy and day drift rate of C01 satellite are
poor, C10 satellite’s day stability index is poor, three performance indicators of
C14 satellite are poor, the other satellite are in the same order of magnitude, and the
performance is better. In addition, the performance of GEO satellites is slightly
worse than that of IGSO and MEO satellites. This phenomenon is related to the
frequent change of GEO satellites. It is also related to the relatively low accuracy of
clock difference calculation of GEO satellite orbit. Moreover, the current constel-
lation of the BDS, GEO satellite is the first launch off, MEO satellite is later
launched, and with the technology and experience of ascension, the later launched
satellite performance is better than the previous launch of the satellite (Table 2).

GPS satellite systems exist many generations satellite, and the performance of
each generation satellite clock is stratified. Also it is gradually improved. The latest
generation of BLOCK IIF satellite clock performance is optimal, and its day sta-
bility is in the order of 10−15 (Table 3).

From the statistical results, we can see that the overall performance of the
GLONASS system is stable, and the frequency drift rate reached 10−15 (Table 4).

The E12 and E19 of Galileo IOV satellite with a high-precision hydrogen clock,
E11 with rubidium clock, E11 and E19 satellite clock frequency accuracy and
frequency drift are better. The E22 of Galileo FOC satellite with rubidium clock, the
rest with high-precision hydrogen clock, E22 satellite stability index is lower than
other satellite, the day stability is in the order of 10−13, other satellite day stability in
the order of 10−14.

Table 2 Synthesis results of GPS in-orbit satellite performance

Accuracy Drift Day stability

BLOCK IIR 3.1463E−12 8.6816E−15 2.8386E−14

BLOCK IIR-M 2.4363E−12 5.2831E−15 2.2053E−14

BLOCK IIF 1.5022E−12 1.6809E−14 8.8767E−15

Table 3 Synthesis results of GLONASS in-orbit satellite performance

Accuracy Drift Day stability

GLONASS 3.9334E−12 1.8912E−15 5.5408E−14
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4 Conclusion

In this paper, GNSS in orbit satellite clock performance are analyzed provided by
GBM, XRI, WUM and ISC. It is concluded that the accuracy of the clock difference
products of the WUM is relatively high. The frequency accuracy, daily drift rate
and day stability of the satellite clocks are calculated by using GNSS to evaluate the
performance of better precision clock difference products. It is concluded that the
clock difference products that provided by Wuhan University is superior to the
performance analysis for four systems, and the comprehensive performance of
GPS BLOCK IIF with rubidium clock and Galileo IOV with hydrogen clock is the
best. The performance of BDS MEO satellite clock is better than GEO and IGSO
satellite clock. The overall index of GLONASS satellite with cesium clock is better.
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Research on Monitoring and Evaluating
Method of Beidou Monitoring Receiver
Inter-frequency Bias

Gang Wang, Weigang Zhu and He Zhao

Abstract With the development of new global navigation satellite system appli-
cations, the demand of high accurate positioning navigation timing (PNT) service
becomes urgent. For precise PNT, the hardware delay is regarded as an important
parameter in the satellite navigation message. Instead of using the absolute receiver
hardware delay, a method based on receiver inter-frequency bias (DCB, Differential
code biases) calibration is presented to deal with the rank deficiency of a calculation
matrix and to reduce jumps in DCB solutions in BDS. The current DCB estimation
methods generally require the elimination or estimation of ionospheric delay error.
Thus the error of modeling and mapping errors will influence the accuracy of DCB.
In the paper, a method based on the difference of dual-frequency ionosphere-free
code observations is proposed to monitor and evaluate the DCB of receiver,
inter-frequency bias (IFB). Using it, the IFB of BDS can be computed. A one-year
three-frequency BDS data set is processed to estimate the IFB. The results show
that this algorithm can be used to estimate IFB effectively, the accuracy is better
than 1 ns.

Keywords BeiDou navigation satellite system (BDS) � Receiver inter-frequency
bias (IFB) � Accuracy evaluation � Ionosphere-free code observations

1 Introduction

The Global Navigation Satellite System (GNSS) is actually a radio system which
measuring range by measuring time. As the signals at transmitter and receiver have
inconsistent spatial and time references, Differential Code Bias (DCB) parameters
are important part of GNSS navigation message to modify this bias. Because the
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satellite navigation system has more than two navigation frequencies, different
frequencies of navigation signals within the satellite and receiver through a different
path will have different hardware delay. In the GNSS data processing, the satellite
and the receiver of hardware delay is a factor cannot be ignored. For example, when
using Global Position System (GPS) observations to calculate ionosphere delay, we
must considering DCB.

Yuan et al. carried out many researches about the calculation of DCB using the
observations of GPS tracking stations [1–3]. Xie et al. [4] established a spherical
harmonics ionospheric model, solving the ionosphere total electron content
(TEC) while solving DCBs of GPS and GLONASS satellites and receivers. Zhang
et al. [5] studied short term varying characteristics of receiver’s DCB by zero
baseline and short baseline data. Tang et al. [6] evaluated the DCB of receives by
precise point positioning (PPP), and had an accuracy of 1 dm using the data of IGS.
Fan [7] calculated DCB by solving PPP, and had an accuracy of 0.2 ns using the
data of IGS stations in Europe.

After the operation of Beidou Satellite Navigation System (BDS), a large
number of scholars have carried out research on the calculation of BDS satellite and
receiver DCBs. The definition and calculation of BDS has been studied by Wu et al.
[8, 9]. Fan [10] raised a new evaluation method of DCBs, using the tri-frequency
data of BDS. The solutions of DCB between using GPS/BDS two systems and BDS
single system have a difference about 0.1–0.227 ns [11]. GPS data combing with
BDS data using low order sphericharmoics function to solve DCB had an accuracy
about 0.3 ns [12].

The satellite hardware delay is related to the reference point of the satellite clock
error parameter. Timing Group Delay (TGD) parameter provided by GPS is based
on the reference point of P1/P2 ionosphere-free linear combination. TGD can be
eliminated when the user is using an ionosphere-free combination. The DCB of
receive is also related to the reference point of receive clock. GPS receive clock is
usually referenced to C/A code, so DCB of C1 or P1 can be considered as zero.
DCB of P2 have a bias to P1. GPS pseudo-range observation equation can be
simplified as follows:

PRj
L1;i ¼ ~qþ I jL1;i þ T j

gd þEPR1

PRj
L2;i ¼ ~qþ cI jL2;i þ cT j

gd þRi þEPR2

ð1Þ

c ¼ L1
L2

� �2

Where, ~q contains geometric distance, tropospheric delay, satellite clock and the
receiver clock and other frequency-free error, I jL1;i is the ionosphere delay of L1

from receive i to satellite j, T j
gd is TGD of satellite j, Ri is receiver‘s DCB of L2.

EPR1 and EPR2 are observation error.
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The dual-frequency pseudo-range can be used to obtain the ionosphere delay.
From (1) we have:

I jL1;i ¼
PRj

L2;i � PR j
L1;i

c� 1
¼ IL1;i þ T j

gd þ
Ri

c� 1

� �
þEPR12

The ionospheric delay calculated by the dual-frequency pseudo-range contains a
deviation associated with hardware delay. In [13] this bias is defined as inter
frequency bias (IFB):

IFB j
i ¼ T j

gd1 þ
Ri

c� 1
ð2Þ

Obviously, the IFB contains the difference of hardware delay between the two
frequencies between the satellite and the receiver, which is the differential-code
deviation (DCB). Equation (2) is the ground-based formula for establishing the
ionospheric model, as well as the basis for calculating the inter-code deviation
between the satellite and the receiver.

Computing satellite and receiver DCBs using ground-based observations is
basically a “extract-model-separate” approach. The main error in the extraction step
is mainly “mapping error”. In general, ionosphere shell model needs to project the
slant TEC (STEC) to the vertical TEC (VTEC). The different between the height of
shell models and the actual ionospheric F2 layer will cause “mapping error” [5].
Modeling step has two methods. Firstly, we can calculate the satellite and receiver’s
DCB in the establishment of the ionosphere model [1–4]. Secondly, we can use the
known ionosphere model as the reference to calculate satellite and receive DCB
[10]. Obviously, both the self-established model and the known ionosphere model,
the model error will restrict DCB accuracy. In order to evaluate the IFB more
effectively, this paper will use the characteristic of BDS triple-frequency to deviate
the model and algorithm for calculating DCB of satellite and receive, so as to
overcome the “mapping error” and “model error” on DCB calculation.

2 Mathematical Models

For a specific satellite-receiver link, simplified equations of the BDS
triple-frequency range observations PR can be described as:

PRj
B1;i ¼ ~qþ I jB1;i þDj

B1 þDB1;i þEPR;B1

PRj
B2;i ¼ ~qþ c1;2I

j
B1;i þDj

B2 þDB2;i þEPR;B2

PRj
B3;i ¼ ~qþ c1;3I

j
B1;i þDj

B3 þDB3;i þEPR;B3

ð3Þ

Research on Monitoring and Evaluating Method … 593



Where B1;B2;B3 denote the triple-frequency signals of BDS; ~q is the
frequency-independent term including the true geometric range, the tropospheric
delay, satellite clock error, receiver clock error; I jB1;i denote the ionosphere delay of

B1 frequency; Dj
B1;D

j
B2, and Dj

B3 denote corresponding satellite hardware delays;
DB1;i;DB2;i, and DB3;i denote corresponding receiver hardware delays; EPR;B1;EPR;B2

and EPR;B3 denote corresponding measurement error; c denote the
frequency-dependent multiplier factors ðc1;2 ¼ B12

�
B22; c1;3 ¼ B12

�
B32Þ:

We follow the standard approach and consider the geometry-free combination of
the carrier phase-smoothed code measurements ðPRj

B2;i � PRj
B1;i;PR

j
B3;i � PRj

B1;iÞ.
This combination removes all common geometry-dependent errors. The only
parameters remaining in the mathematical model are ionospheric delay, and satellite
TGD and receiver IFB.

PR j
B2;i � PRj

B1;i ¼ ðc1;2 � 1ÞI jB1;i þðDj
B2 � Dj

B1Þ
þ ðDB2;i � DB1;iÞþEPR;B2B1

ð4Þ

PR j
B3;i � PRj

B1;i ¼ ðc1;3 � 1ÞI jB1;i þðDj
B3 � Dj

B1Þ
þ ðDB3;i � DB1;iÞþEPR;B3B1

ð5Þ

According to (4)–(5), the following equations can be obtained:

I jB1;i ¼
ðPRj

B2;i � PRj
B1;iÞ

ðc1;2 � 1Þ � ðDj
B2 � Dj

B1Þþ ðDB2;i � DB1;iÞ
ðc1;2 � 1Þ � EPR;B2B1

ðc1;2 � 1Þ ð6Þ

I jB1;i ¼
ðPRj

B3;i � PRj
B1;iÞ

ðc1;3 � 1Þ � ðDj
B3 � Dj

B1Þþ ðDB3;i � DB1;iÞ
ðc1;3 � 1Þ � EPR;B3B1

ðc1;3 � 1Þ ð7Þ

Substituting Eq. 6 in Eq. 6, we get the new equations expressed as:

ðPRj
B2;i � PRj

B1;iÞ
ðc1;2 � 1Þ � ðPRj

B3;i � PRj
B1;iÞ

ðc1;3 � 1Þ ¼ ðDj
B2 � Dj

B1Þþ ðDB2;i � DB1;iÞ
ðc1;2 � 1Þ

� ðDj
B3 � Dj

B1Þþ ðDB3;i � DB1;iÞ
ðc1;3 � 1Þ þEPR;B1B2B3

¼ 0:4565Dj
B1 þ 1:4872Dj

B2 � 1:9437Dj
B3 þ 0:4565DB1;i

þ 1:4872DB2;i � 1:9437DB3;i þEPR;B1B2B3

¼ ~Dj
CB þ ~DCB;i þEPR;B1B2B3

ð8Þ

Where ~Dj
CB ¼ 0:4565Dj

B1 þ 1:4872Dj
B2 � 1:9437Dj

B3 and ~DCB;i ¼
0:4565DB1;i þ 1:4872DB2;i� 1:9437DB3;i, ~D

j
CB denote the combinations of the dif-

ferent frequency satellite hardware delays, ~DCB;i denote the combinations of the
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different frequency receiver hardware delays. In Eq. 8 the effects of receiver clock
error, satellite clock error, tropospheric delay, ionosphere delay and topocentric
satellite distance are eliminated, but due to the rank deficiency problem, the ~Dj

CB

and ~DCB;i were not separated. Additional information must be introduced to the
least-squares solution (so-called constraints), to make separating of parameters.
GPS DCB is computed by constraining the sum of DCB of all the satellites to zero.
BDS DCB is computed by fixing of the one satellite DCB. By these methods, the
problem of rank deficiency can be solved. ~Dj

CB and ~DCB;i is computed by con-
straining the sum of ~Dj

CB of five BDS GEO satellites to zero, according to the
character of BDS constellation. The constraints are as follows:

X5
j¼1

~Dj
CB ¼ 0 ð9Þ

This method not only overcomes the model error caused by the new ionospheric
model or the known model, but also overcomes the mapping error caused by
ionospheric observations projected in the observed direction as ionospheric delays
in the vertical direction. The carrier phase-smoothed code measurements can be
used to improve the calculation precision in practical calculation. The DCB of
satellites and receivers are actually the combination of hardware delays. ~DCB;i

calculated in this paper contains the hardware delays of three frequencies of the
receiver. Its long-term variation can reflect the performance of the receiver, and can
be used to evaluate the receiver Performance.

3 Data Processing

According to the theory provided above, the measured triple-frequency data of 66
Beidou monitoring receivers are calculated. Data using time is 2015. 01–2016. 04,
about 66 weeks of data. The calculation is based on 1-h data for a calculation
period, in which the single station uses The carrier phase-smoothed code mea-
surements to calculate ~Dj

CB and ~DCB;i. The ~Dj
CB and ~DCB;i are separated from each

other by the integrated data processing. In order to improve the accuracy of ~Dj
CB and

~DCB;i separation, the following constraints are used: each receiver has four or more
satellites in the same epoch; each satellite is observed by more than 30 receivers
simultaneously; and five GEO satellites are observed at the same time.

As can be seen from the calculation results, part of the Beidou monitoring
receiver ~DCB;i has a jump (shown in Fig. 1), which is due to replace the receiver, the
results will not serve as statistical content.
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Under normal circumstances (no replacement receiver or receiver is not abnor-
mal), ~DCB;i is a continuous curve (as shown in Figs. 2 and 3), can be used to
monitor and evaluate the receiver hardware delay stability.

The statistical standard deviation (STD) of the data of the Beidou monitoring
receiver is less than 1 ns (0.3 m) (shown in Fig. 4), which shows that the stability
of the receiver hardware delay is less than 1 ns. Some receiver’s stability of the
delay is within 0.5 ns (as shown in Table 1).

-50 0 50 100 150 200 250 300 350 400

2

4

6

8

10

12

14

16
Fig. 1 DCB jump when the
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Table 1 Statistics of
receivers’ DCB

Receiver’s DCB(STD) (m) Number Percent

0.0–0.1 35 53.0

0.1–0.2 24 36.3

0.2–0.3 6 9.2

>0.3 1 1.5
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4 Conclusions and Discussion

Based on the characteristics of the BDS triple-frequency observation data, the
combination of B1/B2/B3 code observation without ionospheric delay, tropospheric
delay, and topocentric satellite distance is formed. Based on this triple-frequency
combination observation, This method can effectively avoid the influence of
ionospheric modeling error or mapping error. This method can be used to monitor
the receiver’s inter-frequency bias (IFB). According to the statistical results, the
standard deviation of IFB between BDS monitoring receivers is less than 1 ns
(0.3 m), and some receivers can reach the standard deviation of 0.5 ns, which
shows that the stability of receiver hardware delay is good, the results show that the
method can effectively monitor and evaluate the BDS monitoring receiver code
error between the changes.
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BDS Multipath Real-Time Estimation
Based on Generalized Regression Neural
Network

Zongpeng Pan, Hongzhou Chai, Yang Chong,
Yulong Kong and Rui Wang

Abstract Multipath is the main factor that affects the quality of the pseudo-range
observation and the single point positioning. It is difficult to model and weaken the
effect of multipath, due to its nonlinear and time-varying. This contribution presents
a multipath real-time estimation method based on generalized regression neural
network (GRNN). The real-time multipath is estimated using training samples
based on sliding window data. Due to the nonlinear approximation property of
GRNN, the BDS multipath is effectively reduced. Finally, the validity of real time
multipath estimation based on GRNN is verified using MGEX data.

Keywords Multipath � BDS � Generalized regression neural network �
GEO/IGSO/MEO

1 Introduction

The multipath (MP) is caused by the interference effect of the indirect satellite
signal and the direct satellite signal. It can affect the quality of the pseudo-range
observation and introduce bias in pseudo-range observation. Multipath is caused by
the reflection satellite signal from ground objects, the satellite body reflection and
scattering of atmosphere. Meanwhile, the reflection satellite signal from ground
objects is the main source [1]. Multipath is the main factor that jeopardizes the
quality of the pseudo-range observation and the single point positioning. Geng and
Bock [2] showed that severe multipath can slow down the convergence of Precise
Point Positioning (PPP) and the reliability of PPP ambiguity resolution.

In GNSS data processing, multipath error can be analyzed through a linear
combination of pseudo-range and carrier phase observations [3], also called MP
observation. With the development of Beidou satellite navigation system (BDS),
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the characteristics of BDS pseudo-range measurement have been widely studied.
Hauschild et al. [4], Montenbruck et al. [5, 6] and Wanninger et al. [7] analyzed the
MP observations of BDS and demonstrated that BDS pseudo-range has code bias
variations. BDS code bias variations are satellite, frequency and
elevation-dependent, and it can introduce bias and variations in IGSO/MEO MP
observations. Wanninger et al. [7] analyzed these code bias variations based on
observation data of Multi-GNSS Experiment campaign (MGEX) and proposed two
elevation-dependent piecewise linear models for IGSO and MEO satellites.
However, there is no analysis on GEO satellites. Lou et al. [8] proposed a method
for modeling the pseudo-range characteristics of GEO satellites based on geo-
graphically wide distribution of reference networks. Code bias variations of BDS
satellites can be fitted by a third-order polynomial model [8]. After applying the
code bias variations corrections, it can effectively improve the convergence of
single frequency PPP and success rate of BDS long baseline ambiguity resolution.
Shi et al. [3] analyzed multipath error of BDS GEO/IGSO, indicating that it is
significantly larger than multipath of GPS satellites. Wang et al. [9] proposed using
wavelet transform to extract the low-frequency part of GEO multipath error. By
correcting the observations with low-frequency multipath of the previous day, it can
improve the performance of BDS single point positioning [9]. Multipath extraction
method mainly based on the characteristics of frequency and period of multipath,
such as wavelet transform and sidereal filter. The carrier phase smoothing
pseudo-range method can also use to weaken the multipath error.

It is difficult to model and weaken the effect of multipath, due to its nonlinear
and time-varying. Therefore, this contribution proposes a multipath real-time esti-
mation method based on generalized regression neural network (GRNN). The
real-time multipath is estimated using training samples based on sliding window
MP observations. Due to the nonlinear approximation property of GRNN [10–12],
the BDS multipath is effectively reduced. The second part of this contribution is the
construction of MP measurement and multipath real-time estimation method based
on GRNN. The third part is the experimental and results analysis, and the final part
gives the conclusion.

2 Mathematical Model

2.1 The Measurement of Multipath

Multipath error can be analyzed through a linear combination of pseudo-range and
carrier phase observations, also called MP observation. For a satellite s observed by
receiver r, considering hardware delays in code observations of receiver and
satellite, the BDS pseudo-range and carrier phase measurements can be expressed
as
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Ps
i;r = qsr þ Isi;r þ bPi;r � bsPi

þMPi þ eðPs
i;rÞ ð1Þ

kiu
s
i;r = qsr � Isi;r þ kiN

s
i;r þ eðus

i;rÞ ð2Þ

where us
i;r and Ps

i;r are carrier phase and code observations of frequency i, the
subscript r for station number, superscript s for any satellite, qsr is geometric
component which include geometric distance between satellite and receiver, clock
error of satellite and receiver, orbit error and tropospheric delay on the path. bPi;r

and bsPi
are hardware delays in code observations of receiver and satellite. Isi;r is

ionosphere delay on the path, MPi is the multipath of frequency l, Ns
i;r is phase

ambiguity which include initial phase bias. eðus
i;rÞ and eðPs

i;rÞ are carrier phase and
code measurement noise and other un-modeled errors, ki is the wavelength of
frequency i.

From Eq. (1), it must to eliminate the geometric and ionosphere delay in
pseudo-range measurement in order to obtain multipath. Multipath error can be
analyzed through a linear combination of pseudo-range and carrier phase obser-
vations, which can be expressed as

MPs
i ¼ Ps

i;r �
f 2i þ f 2j
f 2i � f 2j

kiu
s
i;r þ

2f 2j
f 2i � f 2j

kiu
s
j;r � Bs

i;r ð3Þ

Bs
i;r ¼ � f 2i þ f 2j

f 2i � f 2j
kiNs

i;r þ
2f 2j

f 2i � f 2j
kiNs

j;r þðbPi;r � bsPi
Þ ð4Þ

where, Bs
i;r contains the linear combination of the phase ambiguities and the con-

stant part of hardware delays. It can be obtained by averaging the whole arc data for
the post data processing or by multi-epoch data smoothing for real-time data pro-
cessing. The MP observations eliminate geometric distance between satellite and
station, satellite and receiver clock error, orbit error, troposphere delay and iono-
sphere delay error, containing only code noise and multipath error. It must be noted
that the MP observations also contain the carrier phase multipath effect. It can be
ignored when compared with pseudo-range observation noise. Due to the maximum
value of carrier phase multipath is less than a quarter of phase wavelength. Under
normal circumstances, the pseudo-range noise is white noise. However, due to the
influence of multipath error, the MP measurement shows slow change trend and
correlation.

2.2 Generalized Regression Neural Network Model

Generalized regression neural network is based on mathematical statistics regres-
sion. It can generalize the nonlinear relation between the sample data. GRNN is
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widely used in system modeling and prediction. In this contribution, GRNN is
applied to estimate the BDS multipath error. GRNN is a nonlinear regression
model. For nonlinear time series, the model can be expressed as [11]

Yk ¼ f ðXkÞþ ek ð5Þ

where, f ð�Þ is regression function, ek for white noise. Given a set of training sample
ðxi; yiÞf gni¼1, the regression function can be constructed by GRNN. The regression

function can be expressed as a kernel function of multivariate normal distribution
[11], as shown below

f̂ ðXÞ ¼
Xn

i¼1

yi exp �ðX � xiÞ2
2r2

 !,
Xn

i¼1

exp �ðX � xiÞ2
2r2

 !
ð6Þ

where, r is smoothing factor, which is the only adjustment parameter in GRNN.
The model of GRNN includes input layer, mode layer, summation layer and output
layer. For multipath real-time estimation, the process of GRNN is as follows

1. the training sample pairs ðyi�1; yiÞf gk�n
i¼k�1, which are from MP observations in

the sliding window, are the input layer of the GRNN model. The current
multipath error is as the output parameter, namely the output layer.

2. Based on the sample data of the input layer, the mode layer uses different
smoothing factors to calculate the Gauss kernel function.

3. In summation layer, the weighted average of the Gauss kernel function is
constructed based on Eq. (6).

4. Finally, output the estimation of current multipath error.

Multipath real-time estimation is based on the assumption that there has a
nonlinear relationship between current multipath and MP observations in the sliding
window. Then the GRNN is applied to construct this nonlinear relationship.

3 Experiments and Results Analysis

In order to validate the proposed GRNN multipath estimation method, the data of
MRO1, in the 250th days of 2016, from MGEX is used to obtain MP observations
of BDS GEO/IGSO/MEO satellites. The data sampling interval is 30 s, the satellite
cut-off angle is 10°. Firstly, the multipath observation is constructed by using the
linear combination of pseudo-range and carrier phase measurement, and the mul-
tipath error of BDS GEO/IGSO/MEO is analyzed. Secondly, the BDS code bias
variations which are elevation-dependent. Its influence on BDS multipath is ana-
lyzed. Finally, the multipath error of BDS is estimated based on GRNN and the
validity of GRNN multipath estimation method is verified.
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3.1 BDS Multipath Characteristics Analysis

The multipath error time series and elevation of the BDS GEO/IGSO/MEO satellite
in B1 frequency are shown in Fig. 1. Among Fig. 1, (a) is for GEO-C02, (b) is for
IGSO-C07 and (c) is for MEO-C12 multipath time series, respectively.

It can be seen from Fig. 1, the elevation of GEO satellite has no significant
variation, but the series of GEO multipath shows fluctuation. The influence of
multipath on GEO code observation is obvious. The elevation of IGSO/MEO
satellite has a significant variation and the multipath series have the corresponding
change trend with the elevation. The reason for this phenomenon is that the code
noise is large with low elevation of satellite. At the same time, there are obvious
correlation and variations in BDS MP series. The characteristic of BDS multipath is
not white noise. The variations of multipath are different with respect to different
satellite. Therefore, the correlation analysis of multipath error of GEO/IGSO/MEO
satellites is given. Figure 2 shows the autocorrelation of multipath error of BDS
GEO/IGSO/MEO satellites.

As can be seen from Fig. 2, there are obvious correlation in multipath sequences
of GEO/IGSO/MEO satellite. The correlation of MEO multipath is stronger than
GEO and IGSO multipath, and the correlation decreases with the extension of lag
time. The correlation of GEO and IGSO satellite multipath is consistent. With the
extension of lag time, the correlation decreases gradually and tends to zero.

Wanninger et al. [7] demonstrated that the BDS multipath error has a variation,
which is introduced by code bias variations in BDS pseudo-range. The code bias
variations are elevation-dependent and can be corrected effectively by linear model
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Fig. 1 BDS GEO/IGSO/MEO multipath time series

BDS Multipath Real-Time Estimation … 603



or polynomial model [13]. However, the correction model is only for IGSO and
MEO. Lou et al. [8] proposed a method for modeling the code bias variations based
on geographically wide distribution of reference networks. Code bias variations of
BDS satellites can be fitted by a third-order polynomial model.

3.2 Analyze the Influence of Code Variations on Multipath

BDS code bias variations are not constants and are satellite, frequency and
elevation-dependent. A third-order polynomial is proposed to fit the code bias
variations by Lou et al. [8]. The equation is as follows [8]

bsPi
¼ a1 � Eþ a2 � E2 þ a3 � E3 ð13Þ

where, a1; a2; a3 is polynomial coefficient, E is elevation in radians. The remaining
symbols are consistent with the previous. As shown in Table 1, the polynomial
coefficient of code bias variations is given by Lou et al. [8].

BDS code bias variations are satellite, frequency and elevation-dependent, and it
can introduce bias and variations in multipath series. The BDS multipath series
before and after correction of code bias variations are shown in Fig. 3.

It can be seen from Fig. 3, the polynomial model of code bias variations can
reflect the multipath deviation, especially for the MEO and IGSO satellite. After the
correction of code bias variations, the divergence in the MP sequence is signifi-
cantly reduced. However, the value of GEO code bias variations has no significant
variation. Due to the fluctuation of the elevation of GEO satellite is small. Table 2
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Fig. 2 Autocorrelation of BDS multipath error

Table 1 Correction coefficient of BDS code bias variations

Coefficient GEO/IGSO MEO

B1 B2 B3 B1 B2 B3

a1 −0.590 −0.257 −0.102 −0.946 −0.598 −0.177

a2 1.624 0.995 0.748 2.158 1.635 0.652

a3 −0.645 −0.381 −0.307 −0.642 −0.556 −0.178

604 Z. Pan et al.



gives the standard deviation (STD) statistics of multipath after correction of code
bias variations.

From the statistical results in Table 2, we can see that the multipath error of
MEO is reduced obviously after the correction of code bias variations. However,
the reduced STD of GEO and IGSO multipath error is not significant.
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Fig. 3 GEO/IGSO/MEO multipath series before and after correction of code bias variations

Table 2 STD of multipath before and after correction of code bias variations (unit: m)

Satellite type GEO(C02) IGSO(C07) MEO(C12)

Original MP 0.34 0.35 0.62

Correction of code bias variations 0.34 0.33 0.45

BDS Multipath Real-Time Estimation … 605



3.3 Multipath Real Time Estimation Based on GRNN

In order to validate the proposed GRNN multipath estimation method, the BDS
multipath error is estimated using GRNN. The sliding window size is set to 20
epochs of multipath series. The detail steps to estimate multipath is described in
Sect. 2.2. Figure 4 shows the multipath series of the BDS GEO/IGSO/MEO
satellites before and after correction of GRNN multipath estimation.

As can be seen from Fig. 4, the GRNN multipath estimation method can
effectively reflect the trend of multipath error of GEO/IGSO/MEO satellite. The
statistical result from Table 3 shows that after correction of GRNN multipath
estimation, the divergence in the MP sequence is significantly reduced. The STD of
GEO/IGSO/MEO multipath error is decreasing significant after correction of
GRNN multipath estimation, which verifies the feasibility of GRNN multipath
estimation method.
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Fig. 4 GEO/IGSO/MEO multipath before and after correction of GRNN multipath estimation
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Meanwhile, the correlation of multipath sequences is also decreased after GRNN
processing. Figure 5 shows the autocorrelation of multipath sequences after cor-
rection of GRNN multipath estimation. Compared with Fig. 2, the correlation of
multipath error of GEO/IGSO/MEO is effectively reduced. This further verifies that
GRNN can effectively approximate the local characteristics of multipath and reduce
its correlation.

4 Conclusion

In this contribution, the multipath error of BDS GEO/IGSO/MEO satellites is
analyzed. At the same time, BDS code bias variations are satellite, frequency and
elevation-dependent, and it can introduce bias and variations in multipath series.
The statistical characteristics of multipath before and after the correction of code
bias variations are analyzed. The result shows that after the correction of code bias
variations, the divergence in the MP sequence of IGSO/MEO is significantly
reduced. However, GEO multipath has no significant variation after correction. Due
to the fluctuation of the elevation of GEO satellite is small. It is difficult to model
and weaken the effect of multipath, due to its nonlinear and time-varying.
Therefore, this contribution investigates a multipath real-time estimation method
based on generalized regression neural network. The experiment results show that
the trend and correlation of multipath error can be effectively reduced after cor-
rection of GRNN multipath estimation, which verify the validity of the GRNN
multipath estimation method.
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Table 3 STD multipath error before and after correction of GRNN multipath estimation (unit: m)

Satellite type GEO(C02) IGSO(C07) MEO(C12)

Original MP 0.34 0.35 0.62

correction of GRNN MP estimation 0.29 0.31 0.47
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Ephemeris Type B Fault
Detection for BDS

Guanlong Wang, Xiaowei Cui, Yun Zhang and Liu He

Abstract An error of satellite position will therefore cause an error for user
location. For a newly rise satellite, this paper proposes the method, called “EE-TE”
to detect current broadcast ephemeris type B fault based on the previous pass
validated ephemeris for BDS. Using an entire year of ephemeris data for all BDS
satellites, the key parameters such as the position error covariance matrix inflation
factor and the minimum detectable error are divided under the setting the proba-
bility of false detection and the probability of missing detection. Finally, the validity
of the proposed method is verified by means of adding artificial ephemeris errors,
and the MDE values is adequate to meet navigation availability requirements for
LAAS.

Keywords BDS � Type B ephemeris fault � MDE � EE-TE

1 Introduction

Broadcast ephemerides is basic data to compute satellite locations and user position,
together with ranging measurements. Difference technique was developed to
eliminate the correlation ranging errors sources between a reference station receiver
and user receivers. However, the satellite position error components orthogonal to
the satellite line-of-sight (LOS) direction will could caused differential ranging
error, which are significant with regard to the stringent alert limit requirements
specified in LAAS with integrity risk of approximately 2e-7/approach [8].

Two basic types of orbit ephemeris threat are recognized [4], the second type
also being subdivided into two cases:
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• Type A: The ephemeris data is erroneous following a satellite maneuver
• Type B: The ephemeris data is erroneous, but no satellite maneuver is involved.

– Case I: The prior validated ephemeris is broadcast one hour ago, and both on
one pass. In general, this case is similar for all orbit types of satellites.

– Case II: For a newly rise satellites, the last available validated ephemeris
received on the previous pass, it is necessary to study separately for different
orbits types of satellite.

The likelihood of Type B failures is higher than Type A because orbit ephemeris
uploads and broadcast ephemeris changeovers are frequent (once every one hour for
BDS) whereas spacecraft maneuvers are rare [2]. So This paper focuses on the
Type B ephemeris failures monitor. GPS proposed a method, called Yesterday’s
Ephemeris-Today’s Ephemeris (YE-TE) to detect type B ephemeris fault with
above case II. The minimum detectable error (MDE) derive from “YE-TE” is less
than 3500 m [9]. Unlike the GPS, BDS constellation including GEO, IGSO and
MEO satellites, therefore, the “YE-TE” method can’t be suitable for the BDS.

Prior work is focused on post-ephemeris accuracy evaluation for BDS [5]. The
ephemeris anomaly detection only checks the consistency of broadcast ephemeris
and does not concern integrity risk generate by ephemeris fault [3]. In this paper, for
the case II of type B ephemeris fault detect of BDS, the means of Ephemeris
Extrapolate-Today’s Ephemeris (EE-TE) is used to. Then, the key parameters such
as the MDE and the inflation factor (IF) of satellite position covariation matrix are
calculated under set the fault-free alarm probability (FFA) and the probability of
missing detection (MD). Finally, the EE-TE is validated by adding known faults in
the ephemeris data to verify that the MDE value satisfies the requirements of
application integrity and availability.

This paper collects all the satellite broadcast ephemeris of BDS, which is pro-
vided by IGS Wuhan Data Center from 2014-08-21 to 2015-8-20.

2 Protection Levels and Minimum Detectable Error

For a navigation with LAAS, users continuously generate a vertical protection level
(VPL) that takes into account the satellite position error [6]. Defining x* to be the
vector displacement between the user antenna and the reference antennas and de*i as
the error in the LOS unit vector to satellite i, it is shown that.

dqi ¼ de*
T
i x
* ð1Þ

and that de*i can be expressed as a function of the satellite position error dr*.
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de*i ¼
dr*

T
i I � e*ie

*T
i

� �
ri

x* ð2Þ

where ri is the scalar range to the satellite i, I is the 3 � 3 identity matrix. When this
ephemeris error are projected into the user position domain, the resulting position
estimate error for vertical direction will be:

dx*vert;i ¼ Svert;i
dr*

T
i I � e*ie

*T
i

� �
ri

x*þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

S2vert;jr
2
j

vuut ð3Þ

where S is the weighted-least-squares projection matrix. Svert, i is the ith element of
3rd row of S. Then define a missed detection multiplier kMD based on the assumed
prior MD. write an upper bound on vertical position error, call VPL(i) [8].

VPL ið Þ� MDE
ri

Svert;i
�� �� x*

�� ��þ kMD

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

S2vert;jr
2
j

vuut ð4Þ

At approach, the user computed max (VPL(i)), are compared with a predefined
position error bound known as the vertical alert limit (VAL). For ensure navigation
integrity, VPL(i) < VAL must is. It is clear that the smaller the MDE value, the
smaller the risk of ephemeris integrity for differential localization.

3 YE-TE Is not Suitable for BDS

GPS proposed YE-TE method to detect type B ephemeris fault in keep with the
MEO satellite orbital period is about 24 h. According to the number of prior
validated ephemeris, this means is divided into two classes: zero order hold
(ZOH) and first order hold (FOH). Use the last validated ephemeris of the prior day,
which is always 24 h old, the 15-element of ephemeris parameter vector can first be
referenced to the toe corresponding to the current ephemeris by advancing the mean
anomaly (M0), inclination (i0), and longitude of the ascending node (X0) by mean
of executed using the rates for these parameters, that called ZOH. If there have two
prior days of validated ephemeris data, the natural daily variations in the parameters
can be partially captured using FOH [2]. Consider the YE-TE method for type B
ephemeris fault detection for BDS IGSO satellite, that orbital period is also 24 h.
Figure 1a, b illustrated the BDS IGSO-8 satellite position error distribution by ZOH
and FOH.

From the Fig. 1a, b, it can be observed that the satellite position error of IGSO of
BDS is obviously larger than that of GPS (BDS ZOH largest value is close to
6000 m, and exceed 10,000 m for FOH. GPS ZOH largest value is less than
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2500 m, and FOH just 800 m). The reason can be explained by the sensitivity of
satellite position error to variations of the broadcast ephemeris parameters.

Given the toe and Defined p = [p1, p2, …, p15] = [A, e, x, Dn, M0, X0, Xd,
M0, i0, idot, Cuc, Cus, Crc, Crs, Cic, Cis], we can compute the sensitivity matrix
for BDS satellite position error to variations of p.

dx tð Þ

dy tð Þ

dz tð Þ

2
6664

3
7775 ¼

@f p;toe;tð Þ
@p1

� � � @f p;toe;tð Þ
@p15

@g p;toe;tð Þ
@p1

� � � @g p;toe;tð Þ
@p15

@h p;toe;tð Þ
@p1

� � � @h p;toe;tð Þ
@p15

2
666664

3
777775

dp1

..

.

dp15

2
66664

3
77775 ð5Þ

where f, g and h are nonlinear functions defined by the satellite position algorithms
in BDS ICD-2013 [1]. In parallel to the sensitivity matrix computation, a full year
of ephemerides from BDS IGSO-8 satellites was used to computed the standard
deviations of the daily parameter variations for each ephemeris parameter (rp(i)).
Using the sensitivity matrix and the rp(i) it is possible to determine 1r satellite
position error variations due to nominal daily variations on the individual ephemeris
parameters. Figure 2 shows IGSO-8 the 1r satellite position error contribution due
to the 1r daily variation of each individual parameter.

The individual 1r errors due to M0 and x variations are not directly plotted in
the figure, because daily variations in these parameters are not independent, but
rather exhibit a strong negative correlation [6], but M0 + x is plotted, and the order
is about 500 m.

In Fig. 2, compare to GPS position sensitivity (Fig. 1 of [6]): the order of BDS
satellite position error sensitivity to ephemeris parameters is larger than that of the
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Fig. 1 IGSO-8 satellite position error distribution
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GPS (the sensitivity error to i0 is about 6 times, to X0 Of the sensitive error is about
4 times, A sensitive error is about 3 times).

In conclusion, the YE-TE methods is not suitable for IGSO satellite of BDS,
because the satellite orbit cycle error accumulation is larger more. And that, because
the GEO satellite orbit cycle error accumulation is larger than that of the IGSO
satellite and MEO satellite orbit revisit period is 7 days, so the YE-TE is not
applicable to BDS ephemeris type B fault detection.

4 Detection of BDS Ephemeris Type B Fault

BDS GEO satellite has always been in view, the IGSO and MEO satellite out-view
period is much smaller than the satellite orbit re-visit period, so that the case II of
type B ephemeris fault detection method for BDS can be implement by EE-TE
method. For a given current ephemeris and time epoch k (with k being the relative
time with respect to toe: k = t − toe) we computed the satellite position vector r*k,
and also estimate the satellite position r̂k by extrapolated using prior pass ephe-
meris, for the same time. The difference between the two will yield a position
deviation vector dr*k. Figure 1c uses the EE-TE method to BDS IGSO-8 satellite
with 24 h interval. Compared with Fig. 1a, b, the maximum satellite position errors
is approximately closed ZOH, and less than FOH.

The key of the BDS EE-TE method is to ascertain the period of prior pass
ephemeris extrapolate. BDS GEO satellite prior ephemeris can select one hour
before ephemeris. Figure 3a, b show the satellite elevation variations of the BDS
IGSO-8 and MEO-11 satellites at three positions. In Fig. 3 it can be observed that
BDS IGSO satellite out-view period are less than 8 h, MEO satellite orbital period
of about 7 days, and its non-visible period are less than 20 h.

Based on the complete set of ephemerides dr*k data for all satellites for entire a
year, we can generate fault-free empirical distributions and covariance matricesP

drk , and then define a normalized scalar test statistic as follows:
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sk ¼ dr*
T
k

X�1

d r*k

dr*k ð6Þ

The test statistic sk is approximately chi-square distributed with three degrees of
freedom. The sk will compared with a threshold T to detect an anomalous ephe-
meris. The threshold T is defined as 19.763688, to ensure a probability of FFA
(1.9e-4). Given an ephemeris anomaly, the test statistic will have a nearly
non-central chi-square distribution. The minimum non-centrality parameter (k) for
such a distribution is 54.196099, that is consistent with the required probability of
MD [6]. A satellite position error dr*e will be detectable if:

k� dr*
T
e

X�1

d r*k

dr*e ð7Þ

The maximum dr*e fails to satisfy this inequality defines the MDE:

MDE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kmaxðeig

X
drk

Þ
s

ð8Þ

It is clear that small MDE values require that the
P

drk be small. A small
covariance, in turn, can only be achieved by using a closest prior ephemeris. So that
we set the BDS GEO satellite extrapolation period is 4 h, and IGSO satellite is 9 h,
and MEO satellite is 20 h in this article. Using EE-TE method to one year ephe-
meris data, The distribution of fault-free satellite position error dr*k at toe is shown
in Fig. 4, and the distributions of test statistic sk is shown in Fig. 5, respec-
tively corresponding to GEO, IGSO and MEO satellite of BDS.

For this data set, the allowable number of samples (Ns) whose values are larger
than T are 8, 8, 4, respectively corresponding to GEO, IGSO and MEO satellite of
BDS. But, in Fig. 5 it can be observed that the number of samples exceeding the T
is bigger than Ns. To avoid this problem, the covariance matrices must be inflated
(multiply by C) to reduce the number of FFAs below Ns. For the EE-TE method,
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The C are 1.32, 1.28, 1.39, respectively corresponding to GEO, IGSO and MEO
satellite of BDS.

To verify that the chi-square distribution is conservative for the adjusted test
statistic, the cumulative distribution function (CDF) of the inflated test statistic data
was compared with the theoretical chi-square CDF. And shown in Fig. 6. from
which it can be observed that the probability, lower theoretical CDF surpasses the
value of the upper empirical CDF, is 1e-4.It is possible now to compute the MDE
using formula (8). The results, for individual satellites is shown in Fig. 7. From
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Fig. 7, the GEO and MEO satellites have smaller MDE variance (GEO satellite
over 2100 m and MEO satellite over 3100 m), While the variance of MDE values
of IGSO satellites is large, from 2100 to 2800 m.

5 Experimental Verification

Fault detection performance was also verified experimentally by deliberately
injecting anomalous parameters in otherwise nominal ephemeris. For all ephe-
merides, position coordinates (r) were generated first with the fault-free parameters
(p), and then again after introducing (one parameter at a time) an error dp to cause
errors in the satellite position(r(fault)) of a magnitude similar to the derived MDE
values. The true position error caused by the deliberately introduced parameter error
was Dr = r − r(fault). An estimated position error was also computed Dr (est) =
r(est) − r(fault),comparing the resulting value of sk with the threshold T, it is
determined whether or not the failure was detected.

Table 1 shows that the results of this empirical analysis agree with the analyt-
ically derived MDE values. For the GEO and IGSO satellite, there is no undetected
error. For MEO satellite, the largest undetected error is 3388 m, beyond MDE value
185 m. The total number of undetected errors are 51 out of 63,712, the percentage
is significantly below the allowed 1e-3 integrity constraint.

It is clear from Fig. 7 and Table 1, the BDS EE-TE is sufficient to ensure LAAS
availability (max(MDE) = 3197 < 3500 m), and the EE-TE method used in this
paper is effective to detect the type B ephemeris fault.
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6 Conclusions

For newly rise satellites, this paper explain YE-TE method, be used to detect type B
ephemeris fault for GPS, is not suitable BDS by the sensitivity of the satellite
position error to the variation of the ephemeris parameters. And then based satellite
orbit re-visit period of BDS, proposed the EE-TE method to detect the current
broadcast ephemeris type B fault. The simulation results show that the inflated
factor of the satellite position error covariance matrix satisfies the requirement of
the probability of MD. The calculated MDE can meet the requirement of
LAAS CAT I availability for the fault detection of the ephemeris. It is shown that
the EE-TE method for type B ephemeris fault detection is effective, which can
provide reference for future ephemeris fault detection in the construction of LAAS
system based on BDS.
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Table 1 Missed detection verification results

Satellite Total error
position
generater

Error > MDE Undetected
error > MDE

Magnitude of
maximum
undetected error

MDE ±bin

GE0 630,330 301,769 0

IGS0 635,385 268,378 0

ME0-11 114,825 51,072 17 3351 18,762

ME0-12 111,165 44,690 29 3388 25,929

ME0-14 114,030 50,797 5 3377 19,021
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Radiation Pattern Measurement for Earth
Station Antenna Based on UAV

Zheng Wang and Chunjie Qiao

Abstract Antenna pattern is an important performance parameter of antennas,
which reflects the basic performance indexes and working condition. Antenna
pattern measurement with high precision can be implemented by the anechoic
chamber, but the environment of the anechoic chamber is not suitable for the large
size ground station antenna. Given the impact of surrounding environment, it is
necessary to measure the fixed antenna in open field. Since the antenna is fixed, the
traditional on-site measurement schemes do not have high precision. As for the
fixed ground station antenna, a solution is proposed to realize the high precision
measurement by Unmanned Aerial Vehicle (UAV). UAV can flies along the orbit
flexibly and conveniently to measure patterns in any plane. In order to reduce the
influence of the positioning accuracy and flight leeway, the following improve-
ments are implemented: (1) while the UAV flies, Real Time Kinematic
(RTK) positioning based on Time Difference Of Arrival (TDOA) is applied to
realize precise positioning; (2) Curve fitting method is used to decrease the angle
deviation brought by flight leeway. The proposed method is verified by simulation.
The simulation results show that the amplitude error, caused by positioning error
and flight leeway, is reduced to 0.21 dB. The pointing angle deviation is 0.1°.
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1 Introduction

Antenna pattern is an important performance parameter of the antenna, which
reflects the basic performance indexes and working condition. High precision
measurement of antenna pattern can be implemented in the anechoic chamber, but
the environment of the anechoic chamber is not suitable for the large size ground
station antenna. Given the impact of surrounding environment, it is necessary to
measure the fixed antenna in open field. Reference [2] shows that the earth station
antenna can be measured by using calibration tower, radio star or synchronous
satellite, But these methods are aimed at the rotatable antenna. When the antenna is
fixed, only the auxiliary antenna can be used to realize the measurement. For fixed
earth station antenna, therefore, the way to ensure a flexible and convenient mea-
surement to improve the measurement accuracy is significant.

The earth station antenna measurement can be implemented by satellites, radio
star or aircraft carrying signal source that turns around the tested antenna [3–7]. In
the reference [3], satellite is used to measure the earth station antenna pattern.
Trajectories of the satellite or radio star is accurate, so the measuring precision is
high. But it requires the antenna located in the orbit plane of the satellite or radio
star, and the orbit cannot be changed, so only the patterns in the orbit plane can be
measured. Different from the satellites or radio stars, the aircraft is flexible and
controllable. Its flight trajectory can be adjusted according to the measurement
requirements. But flight trajectory can’t be controlled accurately, and positioning
accuracy is not high by the traditional GPS positioning system. So the measurement
error is bigger. In literature [5], the hot air balloon is used to realize the mea-
surement of antenna pattern, the measurement accuracy is about 1 dB. In [6],
amplitude error is about 3 dB, and angle error can be up to 5° by using aircraft.

With the development of the UAV, it can replace the airplane or hot air balloon
for its flexible control method and low cost, as a new tool to the measurement of
antenna pattern. To improve the accuracy of the measurement, a new measurement
method by UAV is proposed. The RTK positioning is used to improve the posi-
tioning accuracy and reduce the measurement error, and curve fitting is used to
reduce measuring angle offset.

2 Measurement Method

The measurement structure is shown in Fig. 1. The UAV carrying source antenna
flies according to the preset orbit around the tested antenna. Positioning system is
used to locate the UAV, and converts the position information to the angle infor-
mation relativing to the tested antenna, and transmits it to the recorder. The tested
antenna receives the signal of source antenna, and transmits it to the spectrum
analyzer. When the frequency span of spectrum analyzer is set to zero, it can be
used as a receiver to record the received signal power of tested antenna. The power
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curve recorded by spectrum analyzer are transmitted to the recorder. According to
the location information of UAV and the power curve, the antenna pattern can be
drawn. At the same time, a standard reference antenna should be placed near the
tested antenna. Therefore, the influence of transmission power, relative polarization
and receiver sensitivity can be eliminated by normalization.

Measuring accuracy of antenna patterns is greatly influenced by GPS positioning
error and angle offset caused by the yaw of UAV. In order to improve the accuracy
of measurement, RTK positioning method is used to improve the positioning
precision [8], and the curve fitting is used to reduce the measuring angle offset
caused by the yaw of UAV.

2.1 The RTK Positioning Based on TDOA

The RTK positioning based on TDOA is shown in Fig. 2. Four receiving stations
that the position is known exactly are placed in the ground. One is the master
station, and the other three are auxiliary. The TDOA between the main and aux-
iliary station is used to realize the positioning of UAV. The position based on
TDOA have higher clock synchronization accuracy compared to Global Positioning
System (GPS). In addition, this method eliminate the positioning error caused by
ephemeris error, influence of ionosphere and effect of troposphere. Meanwhile,
RTK positioning is used to decrease the positioning error. The positioning error of
the base station can be calculated according to the accuracy location of the base
station. Then the position error of the UAV, especially the error caused by clock
synchronization error, can be corrected by the positioning error of the base station.
Therefore, the positioning accuracy can be improved effectively.

2.2 Curve Fitting

When the UAV flights according to the preset trajectory, the yaw will lead to angle
deviation. In order to reduce the deviation, using the least square method, the

Fig. 1 Measuring principle
diagram
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measurement deviation caused by yaw can be well improved through polynomial
curve fitting and gaussian curve fitting.

In order to avoid error caused by steep and much sidelobes, different method of
curve fitting is used according to the complexity of the received power curve. For
instance, Fig. 3 shows a part of directional coefficient curve of an antenna. The
curve is relatively steep in 16°–16.8°, polynomial curve fitting can be used. The
curve in 16.8°–26° is relatively flat, gaussian curve fitting can be used. As shown in
Fig. 3, the curve using fragmented fitting is more smooth, it can reduce the angle
offset caused by yaw effectively.

In the process of measurement, the following points should be paid attention:

1. The distance between the UAV and the tested antenna R should conform to the
far field measurement conditions:
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R� 2D2

k
ð1Þ

where D is the aperture of the antenna in measurement, and k is the operating
wavelength of the antenna.

2. The source antenna carried by the UAV should be placed in the best installation
location to avoid the change of the source antenna’s performance caused by
UAV.

3. The source antenna carried by the UAV should be omni-directional antenna, and
the relative posture between the tested antenna and the source antenna should to
keep unchanged.

3 Error Analysis and Simulation Results

3.1 Positioning Error

RTK positioning method can basically eliminate the positioning error caused by the
clock synchronization error. Therefore, the positioning error is mainly caused by
the signal noise and multipath. The influence of the multipath delay on pseudorange
is negligible. The main influence of the multipath delay is that it decrease the
received power. Consequently, the Signal to Noise Ratio (SNR) is decreased.
Therefore, this part will analyse the positioning error caused by the SNR.

According to the signal link calculation formula, the dB value of received signal
power is:

PS ¼ ERIPþGr � 32:45� 20 lg f ðMHzÞ � 20 lg dðkm) � k ð2Þ

The Gr is the receiving antenna gain, f is the signal frequency, d is sending and
receiving distance, k is the multiple path loss. The noise power is:

PN ¼ KTiNFB ð3Þ

where K � 1:38� 10�23 J=K, which is the boltzmann constant, Ti is the temper-
ature of the thermal noise, NF is receiver noise factor, B is the signal bandwidth.
SNR is defined as:

SNR ¼ PS=PN ð4Þ

The maximum time delay error caused by the noise is [9]:
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rt �
ffiffiffi
8

p

GKMn � ffiffiffiffiffiffiffiffiffi
SNR

p ffiffiffiffi
N

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ln
1

1� P0

� �s

ð5Þ

Among them, GKMn is relative value of global average sensitivity, N is the
sample points used to capture, P0 is confidence probability. The ranging error
caused by delay is:

rR ¼ c � rt ð6Þ

where c is the speed of light.
In practical application, different ranging error can be obtained according to the

different signal transceiver distance. The sum of two stations’ ranging error is the
time difference measurement error. The time difference error between i-th auxiliary
station and master station is expressed as:

dDRi ¼ rri þ rr0 ð7Þ

Among them, rri is the ranging error of the i-th auxiliary station, rr0 is the ranging
error of master station.

Setting the position of UAV is (x, y, z), the position of master station is (x0, y0, z0),
position of the auxiliary station is (xi, yi, zi), the equation can be established:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� x0ð Þ2 þ y� y0ð Þ2 þ z� z0ð Þ2

q
¼ R0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x� xið Þ2 þ y� yið Þ2 þ z� zið Þ2
q

¼ Ri

DRi ¼ R0 � Ri

8
>><

>>:
ð8Þ

Substitute the first two expressions into the third, and get the total differential
equation:

dDR ¼ GdrðnÞ ð9Þ

where

G ¼
x�x0
R0

� x�x1
R1

y�y0
R0

� y�y1
R1

z�z0
R0

� z�z1
R1

x�x0
R0

� x�x2
R2

y�y0
R0

� y�y2
R2

z�z0
R0

� z�z2
R2

x�x0
R0

� x�x3
R3

y�y0
R0

� y�y3
R3

z�z0
R0

� z�z3
R3

8
<

:

9
=

;
ð10Þ

dDR is the time difference error and dr is the emitter positioning error, which can be
expressed as follow respectively:

dDR ¼
dDR1

dDR2

dDR3

8
<

:

9
=

;
ð11Þ
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dr ¼
dx
dy
dz

8
<

:

9
=

;
ð12Þ

By using the pseudo-inverse method, dr can be solved as:

dr ¼ GTG
� ��1

GTdDR ð13Þ

Finally, the positioning error rR is:

rR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dxþ dyþ dz

p
ð14Þ

3.2 Pattern Measurement Error

Using the proposed method to measure the earth station antenna, the measurement
error is mainly composed of positioning error, yaw of the UAV and ground
reflections. According to the positioning error analysis method, when the distance
between the UAV and the signal receiving station is less than 100 m, the posi-
tioning error is centimeter level, which can be ignored, relating to the distance
between the UAV and the tested antenna,. When the distance between source
antenna and tested antenna t is 50 m, and the yaw distance of UAV is 5 m, the yaw
can cause the measuring angle offset up to 5°. If ignoring the measuring angle
deviation, the direction diagram error can be up to 0.4–1 dB. Through curve fitting
to smooth the measuring curve, the measuring error can be decreased by 0.2–
0.8 dB. The error caused by yaw after curve fitting Dd1=d1 is about 0.2 dB. The
error caused by ground reflection Dd2=d2 is about 0.15 dB. The RMS
(root-mean-square) error of direction coefficient DD=D can be calculated by:

DD
D

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dd1
d1

� �2

þ Dd2
d2

� �2
s

ð15Þ

According to the expression (2), the RMS error is 0.25 dB.
In order to verify the feasibility of the proposed measuring method, simulation is

carried out by the High Frequency Structure Simulater (HFSS) software of Ansoft
company and Matlab tools of MathWorks company. Figure 4 shows the mea-
surement results when the working frequency of the tested antenna is 1.5 GHz, the
flight’s radius of UAV is about 50 m, and the maximum distance of yaw is 5 m.
Considering the complexity of the ground reflections, the simulation only intro-
duced the positioning error and angular deviation caused the UAV’s yaw.
According to the simulation results, the deviation between the traditional measuring
results (using common GPS positioning without curve fitting) and the ideal results
is large. But the measuring results is improved well by using the RTK positioning
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and curve fitting, which is basically coincide with the ideal result. The simulation
shows that the amplitude RMS error is 0.21 dB. In the maximum radiation direc-
tion, the amplitude error is 0.02 dB and the angle error is 0.1°. According the
simulation results, The simulation error of measurement agreed well with the the-
oretical estimates.

4 Conclusion

This paper proposed a method to measure the earth station antenna patterns by
using UAV. The positioning accuracy can reach to centimeter level by using RTK
position method. The angle offset caused by the yaw of UAV can be reduced by
curve fitting. In order to verify the feasibility of this measuring method, the sim-
ulation is carried out. The simulation result shows that the method can make the
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amplitude error decrease to 0.21 dB and pointing angle deviation to 0.1°. The
measurement precision is high, which means the proposed measuring method can
be widely applied to practical engineering measurement.
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Research on Performance Evaluation
of Beidou Be Enhanced by Pseudolites

Jingyang Fu, Guangyun Li, Tingsong Tang, Li Wang
and Yanglin Zhou

Abstract Beidou ground-based pseudolites network is a ground-based augmen-
tation system, it can provide service to the users for location and timing when the
Beidou satellite signal be occlusion or interference. This paper introduces the
composition, principle and key technology of Beidou ground-based pseudolites
network, and then it using the real data from the experiments field to verify the
assumptions. The experimental results show that the Beidou ground-based pseu-
dolites network can provide good timing and positioning service for users, the
single pseudolite timing accuracy is 2.06 ns. The static and dynamic positioning
accuracy have a good performance when positioning by both Beidou and pseu-
dolites observation, it is proved that the vertical direction accuracy of Beidou
positioning is obviously be improved.

Keywords Beidou system � The ground-based augmentation system � Pseudolite �
Test evaluation

1 Introduction

Beidou satellite navigation system is still in the development stage, at this stage, the
system uses the mixed GEO + IGSO + MEO constellation [1, 2], the constellation
makes part of the service area of the satellite visibility. In addition, Beidou
Positioning System completely rely on the spread of the satellite signal, so in the
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city, such as mountain canyon and other buildings and special terrain, the posi-
tioning effect of Beidou system because the signal is blocked and reduced or is
unable to locate. In addition, if in the special case of the Beidou satellite was
completely disrupted, the Beidou system ground user equipment will not be used
normally, by introducing the pseudolite technology can effectively solve the
problems [3]. The concrete introduction way is to build the pseudolite foundation
reinforcement network, which is composed of several pseudolites based on the time
synchronization of the fiber. In order to validate the system of Beidou system and
enhance the role, should evaluate timing and positioning test user terminal.

2 Beidou Ground Based Pseudolite Network

2.1 System Composition

Beidou satellite pseudolite network architecture consists of components and ele-
ments of participation. The main elements of pseudolite, pseudolite network
management center, the pseudolite monitoring station, time synchronization system
and Beidou navigation enhancement type foundation composed of positioning
terminal, participation factors mainly include the Beidou satellite navigation system
and the system of the ground control center, described later in this article the
experiment is mainly related to the elements contained in part the network system.

2.2 Main Functions

The main functions of the various elements of the Beidou satellite network is the
foundation of pseudo pseudolite navigation signal and ground responsible for
broadcast message; pseudolite network management center (also known as pseu-
dolite operation management center) information processing and task coordination
is responsible for the foundation of the navigation system, convergence based
navigation network, pseudolite monitoring stations and various data state, com-
prehensive treatment, instruction and data generation control; pseudolite monitoring
station is responsible for the integrity monitoring of pseudolite signal, the moni-
toring information upload network management center; time synchronization sys-
tem of Beidou navigation experiment system foundation and the two generation
navigation system time synchronization, including the Beidou ground transporta-
tion control center and the pseudolite network management the center of time
synchronization and pseudolite network management center and the pseudolite
monitoring station, time synchronization; and finally by the Beidou ground The
enhanced position location based navigation terminal positioning solution and
timing.
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2.3 Operation Mode

Beidou ground pseudolite network system work for the first through the pseudolite
monitoring station on the coverage of all the regional pseudolite monitoring, the
integrity and the time difference among pseudolite information through pseudolite
control data network (fiber data channel) is transferred to the pseudolite network
management center, completed in the pseudo time synchronization solution the
satellite network management center, and will be in good condition and time
synchronization information through the pseudolite control data network feedback
to each pseudolite, thus forming a closed loop mode. The physical realization vector
of the pseudolite synchronization control network is fiber, which can be realized by
the existing commercial optical fiber line. Work as shown in Fig. 1:

3 Principle and Key Technology

3.1 Positioning and Timing Model

3.1.1 Positioning Algorithm

Because the pseudolite observation equations have the same principle, so from the
observation equation of Beidou satellite, but due to the pseudolite in the earth, and
in the process of communication through the Beidou satellite signal of the atmo-
sphere is different, it can be improved as the observation equation:

PPL
i ¼ qþ dtrop þ cðdtPL � dTÞþ drtgdi þ dPLstgdi þ epi ð1Þ

Fig. 1 Beidou pseudolite network operation mode
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PPL
i is pseudorange observation of PLs frequency Bi; q is free space geometric

distance between the receiver and the pseudolites signal transmitting time signal
time; dtrop is tropospheric delay error; dtPL is the receiver clock error; dT is
pseudolites clock error; drtgdi is receiver channel delay of frequency Bi; dPLstgdi is
pseudolites channel delay of frequency Bi; epi is observation noise of PLs frequency
Bi. In the pseudolite navigation message broadcast in the satellite ephemeris
precise location coordinates through other traditional means of Surveying and
mapping the measured pseudolite clock error, as mentioned by the optical fiber
transfer to maintain, coordinate and clock receiver is the unknown parameters
above observation equations are nonlinear model with unknown parameters. The
first general by Taylor series linearization them after the solution, the Beidou
satellite navigation system, satellite receiver distance, ignoring the two order and
above the influence on the positioning accuracy for small, pseudolite measure-
ments, ignoring the two order and above the error. So using Taylor series to expand
the function FðxÞ to the first order from x0:

FðxÞ ¼ Fðx0ÞþAdxþR ð2Þ

x0 is the approximate estimate of x with the unknown quantity, dx ¼ x� x0;
A ¼ @xFðx0Þ is the first partial derivative at x0, R is the two order residual, and:

R ¼ 1
2
dxT@2

xxFðx0 þ t � dxÞdx 0\t\1 ð3Þ

For geometric distances q, the following estimates can be obtained:

0�R� dxk k2
2q

ð4Þ

So for the co-location of single epoch, the linear model of Beidou satellite, the
pseudolite using a nonlinear model parameter estimation. For dynamic positioning
can be multi epoch, using extended Kalman filtering to improve the estimation to
correct a priori state estimation of linearization by iterating the linear observation
equation. EKF algorithm for nonlinear function of nonlinear strength is strong,
there is a large estimation error of the filter solution of problems, some scholars put
forward the method of using UKF filter for positioning and navigation solution [4],
the method is based on the basic principle of Kalman filter based on UT transform
to linear Kalman filter frame, the deterministic sampling strategy nonlinear
approximation method, the basic idea is from the nonlinear equation of mean and
variance of the communication point of view, the basic idea of UKF is to be
estimated by some special sample mean and variance of production (Sigma). These
samples are weighted by state equation and observation equation to generate the
mean and variance of state parameters. The research shows that the filtering method
has a significant advantage in overcoming nonlinear error of nonlinear model.
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3.1.2 Timing Algorithm

A known point timing by using the Beidou satellite, the position of the user is
known for single satellite timing. GPS observation equations are as follows:

dTime ¼ Pi � ðqþ dtrop þ dscal þ drel þ c � dtþ f 21
f 2i
dion þ drtgdi þ dstgdi þ epiÞ

� �
=c ð5Þ

Pi is pseudorange observation of frequency Bi; q is free space geometric distance
between the receiver and the satellite signal transmitting time signal time; dtrop is
tropospheric delay error; dscal is correction for the rotation of the earth; drel for
relativistic corrections; dt is the receiver clock error; dT is satellite clock error; dion
is the ionospheric delay of Bi, f 21 =f

2
i dion is the of the ionospheric delay from double

frequency difference; drtgdi is receiver channel delay of frequency Bi; dstgdi is
satellite channel delay of frequency Bi; epi is observation noise of frequency Bi,
dTime is the deviation of receiver clock error and the big dipper.

A known point timing by using pseudolite, user location is known, for single
satellite timing. The following pseudo range of Beidou observation equation:

dTime ¼ PPL
i � qþ dtrop þ c � dtPLÞþ drtgdi þ dPLstgdi þ epi

� �� �
=c ð6Þ

PPL
i is the pseudorange observation of frequency

dTime is obtained by the observation equations, it can be used in timing of the
receiver.

3.2 Establishment of Relative Coordinate System

For the Beidou system users in many cases, the relative position of the role play a
greater role than the absolute position, for example in the rescue and relief oper-
ations in command and control, a small range of precision work, and focus on the
part of the target deformation monitoring and so on. Therefore, when the Beidou
System in orbit satellites receive interference or destruction of the situation, in order
to use the Beidou satellite pseudolite network as soon as possible independently of
the existing Beidou users to provide location services. It needs to establish a set of
relative coordinate system. Through this coordinate system, we can study the
location of the user relative to the Beidou foundation satellite network system.
When the absolute coordinates of the pseudolite in the Beidou pseudolite network
are determined accurately, the cooperative positioning of Beidou satellite network
and Beidou system can be further realized.
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3.3 Time Synchronization Technology

Time synchronization between pseudolite and pseudolite with Beidou system is the
key technology of Beidou satellite network application. Beidou ground pseudolite
network using fiber frequency transmission technology [5–8] to establish and
maintain the Beidou system and pseudo inter satellite time reference, 1–5 km from
the pseudolite test site, and time-frequency source Beidou system optical fiber line
distance is greater than 100 km (straight-line distance of about 40 km), scheduled
time synchronization the precision is sub nanosecond to satisfy the application of
decimeter level navigation. The time synchronization of the Beidou pseudolite
network is shown in Fig. 2.

4 Experiment and Result Analysis

4.1 Experimental Environment and Equipment

The field selection in the eastern suburbs of Chengdu, Longquanyi area three
mountains terrain side high-rise, the regional center for pond. Layout pseudo
WeiXing Railway Station 5, pseudolite monitoring station 3, in addition to retaining
the 1 pseudo WeiXing Railway Station backup. Among them, 4 pseudolite distri-
bution in the junction of urban and mountain areas, the distal 1 pseudolite in the test
area, around 3 stations are all located in the city and the mountains at the junction of
the 4 pseudolite, and select the test area of the total area of not less than 10 km2.
The attenuation factor of horizontal precision in the experimental field is shown in
Fig. 3:

Fig. 2 Time synchronization of Beidou pseudolites network
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The acquisition of experimental data is collected by Beidou pseudolite enhanced
terminal and stored by notebook computer. Beidou pseudolite enhanced user ter-
minal can receive the signal of each point of the Beidou satellite and the signal of
each frequency point of the satellite through an antenna.

4.2 Pseudolite Timing Test

The base station placed 1 enhanced pseudolite positioning terminal, receiving single
satellite signal and timing solution; 1PPS signal access time interval counter ter-
minal 1PPS, transportation system output, measured between the two time, 1 h of
continuous data acquisition, timing accuracy calculation on the ground user com-
pass foundation pseudolite network.

The data source for the Beidou 519 weeks 103, 100–108,185 s to enhance data
type of Beidou satellite positioning terminal and single pseudolite positioning
terminal, placed in the transport system on the reference points. Test results are
shown in Fig. 4.

From Fig. 4, test the timing precision of single satellite using single pseudolite
data of 1 h, the test results for the 2.06 ns.

Fig. 3 HDOP of experimental area
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4.3 Static Positioning Experiment

Enhanced positioning terminal works in the pseudolite independent positioning
mode. The enhanced positioning terminal antenna is placed on the known points
which coordinate has been precisely measured by other surveying and mapping
means, and continuous data acquisition is carried out. By using the pseudo data of
the pseudolite, the navigation message and other original observation data, the
terminal positioning solution is calculated.

The data source for the Beidou 519 weeks 103, 100–108,185 s enhanced Beidou
satellite positioning terminal and pseudolite data, positioning terminal placed in the
transport system on the reference points. The post-processing method [9, 10] is used
to compare the data processing results with known point coordinates. A total of 5
pseudolite observables are involved in the solution, as shown in Fig. 6.

From Fig. 5, the enhanced positioning terminal in the pseudolite independent
working mode, the static positioning results for the horizontal accuracy of 1.322 m,
elevation accuracy 1.297 m. The index is similar to the single dipper system for
positioning the same level of indicators (Fig. 6).

Fig. 4 Single pseudolite timing test results
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4.4 Dynamic Positioning Experiment

In March 24, 2016, the test vehicle terminal dynamic positioning in the demon-
stration area, co-location model using the Beidou satellite and pseudolite, in base
station set up dual band GPS base station equipment; in the demo car were set up
and enhanced GPS receiver positioning terminal; according to the selected line,
continuous testing; dynamic testing for a second sampling interval the original
observation data, recording GPS, Beidou satellite, satellite pseudo base stations,
demo car. Take into account the time reduction and coordinate conversion, the
enhanced GPS receiver positioning terminal positioning results and the results of
single point positioning in real time using a preliminary comparison test; base
station and demonstration vehicle GPS data precision (relative positioning solu-
tion), and positioning results with enhanced positioning terminal positioning results
are accurate by the time of reduction after the comparison test.

A total of five sets of experiments were conducted using data post-processing
method [11, 12], measurement gives the Beidou and pseudolite positioning solution
joint positioning results under the mode of evaluation of positioning accuracy of
collaborative complex region. Specific results are as follows:

Five groups of test positioning accuracy statistical results are shown in Table 1.
As can be seen from the above table, in the 3 + 2 mode, the ground dynamic

positioning accuracy for the horizontal direction 2.506 m, elevation direction
2.343 m. The experimental results show that the Beidou system can not provide
users with positioning services when the introduction of pseudolite Beidou system
can continue to normally serve the user.

In addition, in order to verify the contribution of the pseudolite to the positioning
accuracy of the Beidou system, the positioning results of only the Beidou satellite
positioning and the same number of Beidou satellite +2 pseudolite are analyzed and
compared. Specific results are as follows (Fig. 7).

Fig. 5 Curve Static
positioning results
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3+2 positioning results round 1 

3+2 positioning results round 2 

3+2 positioning results round 3 

Fig. 6 Dynamic positioning results in 3 + 2 mode
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Table 1 Statistical results of
positioning accuracy in 3 + 2
mode (RMS, Unit: m)

Round E N Horizon Vertical

1 2.135 0.808 2.283 2.863

2 1.682 2.258 2.816 2.109

3 1.423 2.787 3.129 2.270

4 1.255 1.941 2.311 2.736

5 0.974 2.748 2.916 2.644

Avs 1.483 1.870 2.506 2.343

3+2 positioning results round 4 

3+2 positioning results round 5 

Fig. 6 (continued)
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Dynamic positioning results round 1

Dynamic positioning results round 2 

Dynamic positioning results round 3 

Fig. 7 Comparison of dynamic positioning results
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Table 2 shows, for ground users in 6 Beidou satellites working condition, the
level of participation in the pseudolite positioning accuracy 2.382 m, elevation
accuracy increased 4.488 m level and elevation accuracy has greatly improved, the
elevation accuracy is improved more significantly.

Dynamic positioning results round 4 

Dynamic positioning results round 5 

Dynamic positioning results round 6 

Fig. 7 (continued)
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5 Conclusion

This paper introduces the Beidou ground pseudolite network, described in detail the
principle and key technology of Pseudolite augmented Beidou system design, the
pseudolite timing enhancement experiment, Beidou system static positioning and
dynamic positioning experiment experiment. According to the data processing and
analysis, we can get the following conclusions:

(1) For timing accuracy test using pseudolite satellite data, the result is 2.06 ns, that
the pseudolite can provide better service for the user terminal in the timing of
Beidou Beidou system to normal service;

(2) Pseudolite independent static positioning experiment shows that in the exper-
imental field, the level of accuracy of pseudolite positioning has been quite
independent and compass can basically meet the higher requirements, the user
demand for static positioning;

(3) Several experimental results of Beidou + pseudolite dynamic positioning mode
prove that the addition of pseudolite can significantly improve the geometry of
satellite navigation and positioning

Improve the accuracy of user terminal positioning, especially for elevation
accuracy improvement.
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Civil Avionic EMI Surrounding
Impact Assessment and Testing
on the Performance of Beidou B1I Signal

Pengfei Wang, Xiaofeng Shi, Taosheng Wang and Zhipeng Wang

Abstract The pseudo-range tracking accuracy of Beidou B1I receiver operating in
civil avionic EMI surrounding is a key index of Beidou aviation application. The
interference thresholds and the pseudo-range tracking accuracy of GPS and
GLONASS receiver are defined in the standards of International civil aviation
organization (ICAO). With the civil aviation application of Beidou satellite navi-
gation, the anti-jamming performance of Beidou B1I navigation signal get more
and more attention. This paper analyzed the civil avionic EMI surrounding, defined
the interference thresholds of different interference type and conducted an
anti-jamming testing in lab, which provide experimental basis for civil aviation
standardization of Beidou B1I satellite signal.

Keywords Pseudo-range tracking accuracy � Interference threshold �
Carrier-to-noise ratio

1 Introduction

The index of anti-interference performance of GNSS satellite navigation system for
airborne equipment is an important chapter in the SARPs standard of the
International Civil Aviation Organization (ICAO), which is the guide of civil
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aviation industry standards and Avionics manufacturers application standards. With
the promotion of the civil aviation application plan of the Beidou B1I system, it is
necessary to evaluate and test the accuracy of the Beidou B1I system in the civil
aviation electromagnetic interference environment.

In this paper, accord to the requirements of GNSS navigation system in the
ICAO standard, the electromagnetic interference environment of civil aviation is
analysed; At the same time, combining with the characteristics of Beidou B1I
signal, the electromagnetic interference tolerance of civil aviation for Beidou B1I
airborne receiver is analysed, including continuous wave interference tolerance,
limited bandwidth white noise interference and pulse interference tolerance, in this
electromagnetic environment, the tracking accuracy of the Beidou B1I receiver is
tested, which test results was submitted to the NSP meeting of the ICAO as an
information paper.

2 Electromagnetic Environment of Civil Aviation

2.1 The Main Source of Electromagnetic Interference

In Organization ICAO SARPs standard, it is indicated that the source of interfer-
ence is non-hostile interference, which can be classified as internal band interfer-
ence and out of band interference, such as VHF, UHF, FM broadcast, TV radio, etc.
Airborne avionics equipment is an important source of interference, such as air-
borne S interrogators and transponders, with emphasis on airborne satellite com-
munication transceiver (SATCOM) which effects on GNSS receiver. The
indications of the interference threshold levels are referenced to the antenna port.
For the active antenna, the antenna port is a virtual point between the antenna
oscillator and low noise amplifier; the passive antenna, the antenna port is RF
output port actual passive antenna.

2.2 The Main Type of Electromagnetic Interference

Based on the above interference sources, the ICAO SARPs defines three types of
interference, namely continuous wave interference, limited bandwidth white noise
interference and pulse modulation interference. Continuous wave interference is a
sweeping interference, which is a signal carrier interference; the limited bandwidth
white noise is Gauss white noise interference, with the increasing of the interference
bandwidth, the interference power also increases accordingly. The pulse modulation
interference is mainly produced by the airborne DME interrogator and the S mode
transponder, which is an important component of the L-band navigation equipment.
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3 Theoretical Analysis of Interference Effects

3.1 Carrier to Noise Ratio (C/No) Without Interference

Without interference, carrier to noise ratio (C/No) formula is shown as follows:

C=N0 ¼ Sr þGa � 10 log kT0ð Þ � Nf � L ð1Þ

Sr is the satellite signal power level received by BDS receiver. In accordance
with BD ICD 2.0, the minimum user-received signal power level is specified to be
−163 dBW for channel I, which is measured at the output of a 0 dB RHCP
receiving antenna (located near ground), when the satellite’s elevation angle is
higher than 5° [1].

Ga is the antenna gain value (dB).
10log(kT0) is the receiver noise density. k = 1.3806505 � 10−23, T0 = 298.5 K,

so 10 log kT0ð Þ ¼ �204 dB/Hz
L is the processing loss of BDS receiver.
Assume that the antenna points to a satellite as a unit gain. Ga = 0, Nf ¼ 2 dB,

and L ¼ 2 dB, so

C=N0 ¼ �163þ 0� �204ð Þ � 2� 2 ¼ 37 dB/Hz ð2Þ

Without interference, the minimum value of carrier to noise is 37 dB/Hz. The
estimated value of C=N0 is derived here.

3.2 Carrier to Noise Ratio ([C/No]eq) with Interference

With interference, the equivalent carrier to noise ratio formula is shown as follows:

C=N0½ �eq¼ �10 log 10�ðC=N0Þ=10 þ 10ðJ=SÞ=10

QRC

� �
ð3Þ

Rc is the PRN chip rate of BDS B1I signal.
Q is the anti-interference quality factor. For narrow-band interference Q = 1, for

broad-band interference Q = 1.5.
J/S is interference to signal ratio.

In accord to the analysis, the equivalent carrier to noise ratio for different kinds
of interference can be derived.
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For continuous wave interference, Q = 1(Table 1).
For limited band-width white noise interference, Q = 1.5 (Table 2).

3.3 Effect of Interference Signal on Pseudo
Range Tracking Error

BDS receiver pseudo range tracking error formula is shown as follows:

r2pr � D2 BDLL4d2 1� dð Þ� �
=C=N0 ð4Þ

From this formula, it can be found that rpr is a function of C/N0. By measuring
the C/N0 of BDS receiver, the effect of interference signal on pseudo range tracking
error can be estimated. The pseudo range tracking accuracy is affected by many
factors, which is in the inverse proportional relationship carrier to noise ratio, so the
deterioration of carrier to noise ratio can reflect the receiver pseudo range tracking
accuracy deterioration.

4 The Definition of Airborne Electromagnetic Interference
Environment for Beidou B1I Receiver

The definition of the electromagnetic interference environment of the B1I receiver
is the assessment and determination of the electromagnetic interference environ-
ment. This interference tolerance not only requires the B1I Beidou receiver
anti-jamming capability, but also limits the airborne electromagnetic interference
environment, which has certain significance to protect the airborne Beidou B1I
receiver working band. It should be noted that this interference tolerance does not
represent the ultimate anti jamming capability of the B1I receiver.

Table 1 Q = 1, Equivalent carrier to noise ratio

J=S ðdBÞ 0 5 10 15 20 25

[C/N0]eq (dB/Hz) 35 34.98 34.93 34.79 34.38 33.27

Table 2 Q = 1.5, Equivalent carrier to noise ratio

J=S ðdBÞ 0 5 10 15 20 25

[C/N0]eq (dB/Hz) 35 34.98 34.96 34.86 34.57 33.78
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4.1 The Criterion of Airborne Electromagnetic Interference
Tolerance Definition

1. Principle 1, due to out-band interference from the same airborne transmitter, the
section of out-band interference should be consistent with the out-band inter-
ference tolerance of GPS and GLONASS system.

2. Principle 2, because of the capability requirement for multipath rejection, the
Beidou receiver of B1I pre-detection bandwidth is defined as ±10 MHz. In
which band, it is based on J/S = 15 dB to define interference signal tolerance.

3. Principle 3, pulse modulation interference tolerance should be consistent with
GPS, GLONASS system requirements.

4.2 Tolerance of Continuous Wave Interference

The definition of continuous wave interference tolerance is shown in Table 3, and
the corresponding continuous wave interference tolerance figure is shown in Fig. 1.

4.3 Tolerance of Band-Limited Noise-Like Interference

After steady-state navigation has been established, Beidou B1I receivers used for
the precision approach phase of flight or used on aircraft with on-board satellite
communications shall meet the performance objectives with noise-like interfering

Table 3 Threshold of CW interference

Frequency range fj of the interference signal Interference thresholds for receivers

fj � 1315 MHz −4.5 dBW

1315 MHz < fj � 1525 MHz −4.5 to −42 dBW

1525 MHz � fj � 1551.098 MHz −42 to −148 dBW

1551.098 MHz � fj � 1571.098 MHz −148 dBW

1571.098 MHz � fj � 1610 MHz −148 to −60 dBW

1610 MHz < fj � 1618 MHz −60 to −42 dBWa

1618 MHz < fj � 2000 MHz −42 to −8.5 dBWa

1610 MHz � fj � 1626.5 MHz −60 to −22 dBWb

1626.5 MHz � fj j � 2000 MHz −22 to −8.5 dBWb

fj � 2000 MHz −8.5 dBW
aApplies to aircraft installations where there are no on-board satellite communications
bApplies to aircraft installations where there is on-board satellite communications
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signals present in the frequency range of 1561.098 MHz ± Bwi/2 and with power
levels at the antenna port equal to the interference thresholds specified in Table 4
and Fig. 2 and with the desired signal level of −163 dBW at the antenna port.

Fig. 1 CW interference threshold for BDS B1I receiver

Table 4 Threshold of band-limited noise-like interference

Interference bandwidth Interference thresholda

0 Hz < Bwi � 700 Hz −148 dBW

700 Hz < Bwi � 10 kHz −148 + 6 log10(BW/700) dBW

10 kHz < Bwi � 100 kHz −141 + 3 log10(BW/10,000) dBW

100 kHz < Bwi � 1 MHz −138 dBW

1 MHz < Bwi � 20 MHz −138 to −125 dBW

20 MHz < Bwi � 30 MHz −125 to −118.6 dBW

30 MHz < Bwi � 40 MHz −118.6 to −117 dBW

40 MHz < Bwi −117 dBW
aThe interference threshold is not to exceed −138 dBW/MHz in the frequency range
1561.098 ± 10 MHz
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4.4 Tolerance of Pulse Modulation Interference

The definition of pulse modulation interference tolerance is shown in Table 5.

5 Pseudo Range Tracking Accuracy Testing
of Receiver in Jamming Environment

5.1 Testing Purpose

Base on the investigation of civil aviation standards, the comparative analysis of
GPS and Beidou system characteristics, the simulation of interference signal in
GNSS receiver effect to noise ratio and the actual development of Beidou receiver
hardware design process, the Beidou B1I system airborne electromagnetic

Fig. 2 AWGN interference threshold for BDS receiver

Table 5 Threshold of pulse modulation interference

Parameter Value

Frequency range 1551.098 to 1571.098 MHz

Interference threshold (Pulse peak power) −20 dBW

Pulse width � 125 ls

Pulse duty cycle � 1%

Signal bandwidth � 2 MHz
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interference tolerance is defined. The experimental platform is built in the labora-
tory to reproduce the interference environment of three kinds of interference sig-
nals. The pseudo range tracking accuracy test of the Beidou receiver in the
electromagnetic interference environment is completed.

5.2 Testing Introduction

Test Bench Introduction
As shown in Fig. 3, reference to RTCA Do-229D Appendix M in which a brief

test set-up is demonstrated, our testing set-up is extended from it with supporting
four receivers to do test synchronously [2]. A Beidou navigation simulator gener-
ates B1I signal same as receiving from its antenna. A low noise amplifier amplifies
the B1I signal and suppresses out-band signals. A combiner mixes the interference
signal and the B1I signal amplified by LNA. A divider has one input and four
outputs, which divides input signal into four output signals and feeds those to four
receivers. A data recording equipment is used to record four receiver data syn-
chronously (Fig. 3).

The testing set-up intends to simulate a real airborne installation as possible,
where satellites and the radiation pattern of the antenna are replaced by the BeiDou
B1I simulator, the active portion of the antenna is replaced by a test amplifier with
the same gain as the active antenna pre-amplifier [3, 4], and the loss block has the
same total loss as a real one. The loss block is composed of the divider, the
combiner, and associated cabling from the test amplifier output to the receiver port.

Solution for Generating Pulse Interference.
During the anti-interference testing, a commercial signal generator can be used

to generate AWGN interference and CW interference. But for pulse interference, as
the limited isolation value of commercial signal generator (70 dB), the pulse
interference directly output by the generator can’t satisfy anti-interference testing.

Because of the limited isolation value, when the maximum level of pulse
interference is configured to −20 dBW, the minimum level of pulse interference

Fig. 3 Test bench for BDS B1I receiver
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will be about −90 dBW. This kind of pulse interference is more likely a CW or
AWGN interference. Receivers can’t work in this interference environment.

Accord to the requirement of pulse interference generation, the isolation value of
interference generator should be better than 120 dB. A new solution for pulse
interference generation is explained in this paper. The solution is shown in Fig. 5.

In Fig. 4, Function Generator outputs TTL pulse in double channels syn-
chronously. TTL pulse of channel one is fed to Signal Generator (E4438C) for
pulse modulation base band signal. TTL pulse of channel two is fed to RF switch to
control RF switch status. The isolation value of RF switch is about 60 dB, so the
total isolation value of this solution is about 130 dB. It’s better than 120dB that
anti-interference testing required. The RF switch should be solid-state RF switch
which has fast switch rate.

Beidou B1I Receiver Performance.
The performance of the Beidou B1I receiver during this test is shown in Table 6.

5.3 Test Results Analysis

In the process of testing, the RMS value of the pseudo range tracking accuracy is
used to evaluate the performance of the Beidou B1I system under the airborne
electromagnetic interference environment. The tracking accuracy of the pseudo
range does not include the error of the satellite and the space segment, only the
pseudo range tracking error caused by the thermal noise of the receiver is inves-
tigated. As shown in Fig. 5, it is the statistical distribution map for the Beidou
receiver B1I measured pseudo range error, which satisfies the Gauss normal dis-
tribution, so the pseudo range tracking accuracy of RMS value could reveal the
receiver pseudo range tracking performance [5].

Fig. 4 Generating method
for pulsed interference

Table 6 Performance of the
BDS B1I receiver

Parameter Value

Carrier smoothing pseudo range time 30 s

Pre-detection bandwidth <20 MHz

Channel number 72

Tracking signal type B1I

Civil Avionic EMI Surrounding Impact Assessment … 653



The normalized RMS range error statistic, RMS_PR, is computed in accord to
the following formula:

RMS PRðMÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
j¼1

PNj

i¼1
Z2
ij

Nj

n o
M

vuut
ð5Þ

where:

Zij ¼ PRij � Rij � ðcDtÞj

ðcDtÞj ¼
1
Nj

XNj

i¼1

PRij � Rij
� �

PRij smoothed pseudo-range, channel i, time j
Rij true range, satellite i, time j
Nj number of satellites at time j
M number of sampling intervals

Pseudo Range Tracking Error during CW Interference Environment.
Every 5 min, the frequency of CWI interference is re-configured. CW interfer-

ence frequency is scanning from 1315 to 2000 MHz. The output frequency of
receiver observation data is 1 Hz, so there are 300 sample data at every CW carrier
frequency configuration, those data can be used to process and get pseudo range
tracking error (RMS).

Fig. 5 Distribution of pseudo-range tracking error
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As shown in Fig. 6, there are receiver pseudo range tracking errors during CWI
interference. X-axis is CWI interference frequency from 1315 to 2000 MHz. he
receiver pseudo range tracking error is better than 0.3 m.

Pseudo Range Tracking Error during Band-limited Noise-like Interference
Environment.

Every 5 min, AWGN signal bandwidth is re-configured. AWGN signal band-
width is limited between 50 kHz and 15 MHz because of the ability of the signal
generator 4438C. The output rate of receiver observation data is 1 Hz, so there are
300 samples at every AWGN band width configuration, those data can be used to
process and get pseudo range tracking error (RMS).

As shown in Fig. 7, the receiver carrier to noise ratio is worsen by AWGN
interference. With AWGN interference, the carrier to noise ratio is about 40 dB/Hz.
Without AWGN interference, the carrier to noise ratio is about 43 dB/Hz. there are
receiver pseudo range tracking errors when receiver is affected by AWGN inter-
ference. X-axis is AWGN interference bandwidth. Just as shown in the figure, the
receiver pseudo range tracking error is better than 0.2 m.

Fig. 6 C/N0 and pseudo-range tracking error RMS for CWI

Fig. 7 C/N0 and pseudo-range tracking error RMS for band-limited noise-like interference
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Pseudo Range Tracking Error during Pulse Modulation Interference
Environment.

Every 5 min, the frequency of pulse modulation signal is re-configured. The
output rate of receiver observation data is 1 Hz, so there are 300 samples at every
AWGN band width configuration, those data can be used to process and get pseudo
range tracking error (RMS).

Figure 8 shows the relationship between pulse frequency and receiver C/No.
With pulse interference, the carrier to noise ratio is about 43 dB/Hz. In Fig. 9, there
are receiver pseudo range tracking errors within pulse interference. The receiver
pseudo range tracking error is better than 0.2 m.

6 Conclusion

The pseudo range tracking performance in the environment of airborne electro-
magnetic interference is an important index for the international civil aviation
organization’s application of GNSS system. With the promotion of the standard-
ization of the Beidou, the pseudo range tracking performance of the Beidou B1I
receiver in the interference environment becomes the focus of research. This paper
analyzed the source of civil aviation electromagnetic interference signals and the
classified typical interference signals, built civil aviation electromagnetic interfer-
ence simulation environment in the laboratory, put forward a kind of high isolation
pulse modulation interference pulse generation scheme and pseudo range tracking
accuracy evaluation method. Beidou B1I receiver pseudo range tracking accuracy
testing is accomplished in the lab. The test results are as follows:

(1) Scheme for generating high isolation pulse interference is put forward to meet
the requirements of civil aviation pulse interference signal simulation, the pulse
signal dynamic range is better than 120 dB, which provide necessary condi-
tions for the anti-interference test.

Fig. 8 C/N0 and pseudo-range tracking error RMS for pulse modulation interference
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(2) The probability distribution function of Beidou B1I receiver pseudo range
error is Gaussian, tracking accuracy RMS value could evaluate the pseudo
range tracking performance of the receiver.

(3) Under the condition of three types of electromagnetic interference, the RMS
value of the pseudo range tracking accuracy of the B1I receiver is better than
0.3 m.
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Research on Design and Implementation
of the Test Support System Architecture
for GNSS Ground Control Segment

Zhixue Zhang, Jinshi Xie, Na Zhao, Dongxia Wang and Xin Jie

Abstract Test systems of Global Navigation Satellite System (GNSS) ground
control segment are important guarantees for system performance. A single test
system cannot thoroughly support ground control segment tests both in the con-
struction and operation phases. Based on this problem this paper proposes a test
support system architecture, which could provide solutions for ground control
segment tests. The paper firstly analyzes the test demands of the ground control
segment in construction phase and operation maintenance phase. Then the archi-
tecture of test support systems is proposed. Moreover, implement and application of
the architecture for different tests tasks in different phases are given. Analytical
results demonstrate that the proposed system architecture which could fulfill the test
demands of the whole ground control segment is practical, flexible and scalable.
The results in this paper could provide references for the GNSS ground control
segment tests and relative test system construction.

Keywords GNSS � Ground control segment � System test � System architecture

1 Introduction

GNSS is composed by the space segment (satellite constellation), ground control
segment and application equipment segment. The main functions of satellite con-
stellation include receiving navigation messages uploaded by the ground control
segment and broadcast the messages to the user equipment. Ground control seg-
ment is mainly composed of master station, monitoring stations and upload/time
synchronization stations. The master station is responsible for the navigation signal
monitoring, time synchronization, navigation messages generation, task planning
and scheduling, navigation constellation monitoring and control. Monitor stations
using high performance monitoring receiver for continuous monitoring of multi
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frequency satellite navigation signals and provides data for precise orbit determi-
nation, ionospheric correction and so on. Upload/time synchronization station work
with the master station to upload navigation messages to the satellites. The user
segment is mainly for receiving satellite navigation signal and provides positioning,
speed testing and timing services for different users.

From the process of satellite navigation system construction and operation
maintenance, ground control segment has different test demands and test methods at
different stages. It is necessary for the ground control segment to establish a set of
test systems for different test tasks. Until now there is little research on thorough
demand analysis and corresponding test support system architecture of the ground
Segment. From the construction reality this paper focuses on the demand analysis
of the ground segment in the development stage of construction and operation and
maintenance. The concept of ground control segment test support system con-
struction is proposed for the first time, which could provide references for Beidou
regional system and global system tests.

2 Current Status of Satellite Navigation
System Test Techniques

An important direction of test technique of the satellite navigation system is the
satellite navigation system simulation test, i.e., using computers to simulate, eval-
uate and verify the operations, construction, and maintenance of satellite navigation
system. The simulation test of satellite navigation is an essential technique for
system construction [2]. HFSS (High Fidelity System Simulator) is a set of high
fidelity GPS simulation systems, which could be used for system operation training,
and also could be used for system verification [3]. GSSF (Galileo System
Simulation Facility), a simulation platform of Galileo system could verify the
system framework design [4]. Most of the navigation system established dedicated
satellite navigation system test fields for system performance evaluation and
improvement, new signal and new service function verification. Foreign satellite
navigation test fields include the construction in the development process of GPS
system based on YPG (The test environment of GPS signal) and IGR system,
GATE system in German (the equivalent to the combination of Yuma and IGR),
GTR in Italy Rome (Galileo test field). In China, the major test field is the CGTR
system (Galileo Chinese test field) [5]. Satellite navigation signal simulator which is
essential for satellite navigation system construction and application is another
typical product of satellite navigation simulation test technology.

Another important direction of satellite navigation system test is system per-
formance evaluation. For example, the international global continuous monitoring
and assessment system (iGMAS), use the GNSS high precision receiver and high
gain antenna to monitor service performance and signal quality of GNSS, and
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provides services for the majority of users around the world. The Beidou system has
established a platform to monitor and evaluate open service space signal quality [6].

3 Demand Analysis for GNSS Ground
Control Segment Test

All satellite navigation systems go through three stages of design, construction and
operation and maintenance. From the practical construction point of view, the test
demands of construction and operation and maintenance phases need more careful
analysis. In real construction process, the construction phase could be divided into
three parts of subsystem construction phase, integrated test phase and system test
and evaluation phase. In the subsystem construction phase, the test environment of
the subsystem is built up by the contractor. Thus, in this paper we focus on the test
demands of the phases from integrated test to operation and maintenance.

3.1 Test Demand Analysis of Integrated Test Phase

Multi-band signal transceiver links are utilized for satellite time synchronization
measurements and message injection, telemetry and telecontrol information trans-
mission, data transmission between stations, and inter satellite measurement and
data transmission, respectively. The test of each signal transceiver link focuses on
satellite-ground signal connectivity, and the major transceiver indices.

During the system joint debugging, the implemented interfaces between satel-
lites and ground stations, between systems in the master station, between the
monitoring stations and master station should be tested very carefully.

During integrated test phase of the master control station, system businesses of
time synchronization and satellite clock error prediction, precision orbit determi-
nation, wide area differential correction, ionospheric model parameter calculation
and system integrity, message formulation, uplink message injection should be
verified to ensure that the function and performance of the businesses could meet
the system design requirements.

To ensure satellite tracking, ground control segment installs multiple
large-diameter paraboloid antennas. After installation, electrical indices of antenna
gain, polarization mode and electrical performance should be checked.

Ground control segment consists a number of monitoring stations, and each
station installs 2–3 monitoring receivers. Before installation, monitoring receivers
need parallel tests and manual test method has defects of low efficiency, human
factors errors, etc. Therefore, an automatic batch receiver test system is highly
needed to provide both wired and wireless test environments.
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3.2 Test Demand Analysis of System Evaluation Phase

Before officially providing open services, function and performance index tests of
the ground control segment should be carried out to check the actual state of the
whole system, and guarantee that the status of the ground control segment fulfills
the design requirement.

3.3 Test Demand Analysis of Operation Maintenance Phase

3.3.1 Business Troubleshooting Verification Test Requirements

During operation of the navigation system, fault positioning and recovery should be
carried out immediately after failure occurs. For transceiver link troubleshooting
and recovery, the test could be directly carried out based on the fault links. For
system business processing troubleshooting, since the real-time online business
cannot be interrupted, it is necessary to set up an independent troubleshooting
verification environment.

3.3.2 System Performance Real-Time Monitoring Requirements

During operation, it is highly needed for service performance monitoring to detect
anomalies in time and disposal afterwards. Service performance indices include
spatial signal accuracy, positioning and timing accuracy, availability and continuity,
etc.

4 Test Support System Design of Ground
Control Segment

4.1 Test Support System Architecture Design

The test support system should include following functions.

1. Signal transceiver link test support, which could be applied in integrated test
phase, system test and evaluation phase and operation and maintenance phase,
assists test of all kinds of signal transmission link by developing various types of
satellite simulator and equipped with universal testing instrument.

2. Interface test support, mainly used in the integration test phase, can also be used for
interface verification after upgrading during the operation andmaintenance phase.
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3. System service test support, mainly used in the system integration test phase,
especially based on simulation data. However, in the phase of system test
evaluation and operation and maintenance, this function can be combined with
system performance monitoring to provide real-time monitoring of system
performance from both the internal and the user levels.

4. Large diameter parabolic antenna test support, which can be used in the inte-
gration testing phase, system testing and evaluation phase and operation and
maintenance phase. By building the wireless far field test environment of the
signal calibration tower, the main electrical performance and pointing indices
test of the large diameter parabolic antenna can be assisted.

5. Monitoring receiver test support, which is mainly used in the integrated test
phase, complete automatic batch test of the monitoring receiver before instal-
lation. This function can also be used during system operation and maintenance
phase, for the monitoring receiver troubleshooting.

6. System service troubleshooting verification test support, which is mainly used in
the operation and maintenance phase, build a test environment in full compli-
ance with online business processing system, and support system business
processing troubleshooting and verification.

4.2 Test Coverage Analysis of Test Support
System Architecture

The corresponding relationship between the test demands and elements of the
designed test support system architecture is shown in Table 1.

Table 1 Coverage analysis of ground control segment test support system

Element Phase Test demand

Signal transceiver link test support Integrated test Signal transceiver link test

Operation and
maintenance

Signal transceiver link
troubleshooting

Interface test support Integrated test System interface test

System service test support Integrated test System service test

Test and
evaluation

System performance test

Operation and
maintenance

System performance real-time
monitoring

Large diameter parabolic
antenna test support

Integrated test Large diameter parabolic
antenna test

Operation and
maintenance

Large diameter parabolic
antenna trouble

Monitoring receiver test support Integrated test Monitoring receiver test

Operation and
maintenance

Monitoring receiver
troubleshooting

System service troubleshooting
verification test support

Operation and
Maintenance

System business
troubleshooting verification
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From Table 1, it can be readily seen that the test support architecture designed in
this paper completely covers the test requirements of the ground control segment
from the integrated test phase to operation and maintenance phase.

5 Implementation of Ground Control Segment Test
Support System Architecture

5.1 Signal Transceiver Link Test Support

Transceiver link test scenario in the absence of the satellite link condition is shown
in Fig. 1. The test devices (standard signal source, oscilloscope, spectrum analyzer
and other universal test equipment) and satellite signal simulator (including the
downlink navigation signal simulator, inter-station signal simulator, inter-satellite
signal simulator, and telemetry signal simulator) are connected according to dif-
ferent test links and test items. Under the conditions of the actual satellites, receive
link index test can directly use the orbiting satellites and the testing method is
basically the same. Therefore, in order to guarantee the automatic test of the signal
transceiver link, it is necessary to purchase the universal test instrument, develop
the satellite signal simulator of different frequency band, different signal system and
interface, develop the corresponding test and evaluation the software.

Transmitting
Terminal

Transmitting
Channel

Power
Amplifier

Mornitering
Computer

Test 
Device

Low Noise
Amplifier

Receiving
Channel

Receiving
Terminal

Satellite
Signal

Simulator  
Fig. 1 The test of signal transceiver links based on satellite signal simulator
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5.2 Interface Test Support

Interface test can be carried out in three phases. In the first stage, use satellite signal
simulator connecting signal transceiver equipment to complete the information
verification of the satellite interface. In the second stage, before each system is
connected with each other, the interface test system can be used to interact with the
system under test. The interface data is generated by emulation and sent to the
system to be measured, and the interface data sent by the system under test is
received. The system verifies the correctness of the interface by comparing the
original binary interface information and the analytical information received by the
system under test with the simulated data.

In the third stage, after each system is connected with each other, it can acquire
the binary stream information of each system through the interception mode, and
analyze the interface data of each system, and compare the information consistency
among the systems.

5.3 System Business Test Support

In the absence of actual orbit satellite or constellation, or incomplete monitoring
stations, simulation data could be used to test the system service process results (see
Fig. 2). The service test system simulates the orbit and clock data of the whole
constellation by data simulation unit, as well as the space environment parameter
and the ground environment parameter, and further generates the simulation
observation data and satellite telemetry data of each monitoring station. The data
simulation unit sends the observation data and the telemetry data to the main control
station service processing system, and the service processing system sends the
generated navigation message to the upload station. The test evaluation unit obtains
the navigation service processing result and the upload message generated by the
service processing system through the internal network. By comparing the pro-
cessing results of navigation business such as clock error, orbit, ionospheric model
parameters and tropospheric model parameters with the original theoretical values
in the simulation unit, the service process function and performance can be directly
evaluated. By analyzing the injection message of the upload station and comparing
with the result of the navigation service, the test and evaluation of the message
formulation and upload service can be completed.

In the condition of complete constellation, the test system can also directly use
the actual observation data for system service function and performance evaluation.
The test and evaluation unit performs the UERE calculation directly using the
navigation service processing result. In addition, we can compare the measurement
data with the forecasting results of the service process center to realize the further
evaluation of the business processing results.

Research on Design and Implementation of the Test Support System … 665



5.4 Large-Diameter Parabolic Antenna Test Support

There are categories of antenna electrical index test methods including near-field,
compact-field and far-field test methods. But limited by the antenna aperture and
antenna field environment, generally we can only use far-field wireless test method
which needs a signal calibration tower with certain distance, and set up a single
carrier signal source on the top of the tower to send signals. By connecting the
spectrum analyzer at the antenna coupling output port, the major electrical indices
and pointing accuracy of the large aperture parabolic antenna can be tested (Fig. 3).

In addition, after the signal calibration tower is completed, through the estab-
lishment of different types of satellite signal simulator, it could be used for wireless
test of transceiver links.

5.5 Monitoring Receiver Test Support

Cable test environment for monitoring receiver is shown in Fig. 4. Navigation
signal simulator output RF navigation signal through the cable connection to the
low noise amplifier of the receiver, to carry out major indices test including signal
reception, signal acquisition, clock time and positioning accuracy, channel delay,

Service Test

Data
Simulation 

Unit

Test
Evaluation

Unit

Service
Process
Center

Upload
Station

Telemetry Data

Observation Data

Upload Message

Navigation Service Process Result

Fig. 2 The test of system business based on simulation data
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device control and log query. The wired test environment supports simultaneous
testing of multiple devices at the same time.

Wireless test environment for monitoring receiver is shown in Fig. 5.
Monitoring Receiver test support system is mainly distributed in two areas, control
room and microwave darkroom. The equipment in the microwave darkroom mainly
includes transceiver antenna, interference antenna, turntable, serial server and
program-controlled power lamp equipment, which are responsible for the estab-
lishment of system wireless test environment. The control room mainly includes
equipment cabinet, console, which controls the test. Under wireless test conditions,
some important performance indexes including error rate, measurement accuracy
are tested.

signal
calibration 

tower

Transmitting Antenna

Large Diameter 
Parabolic Antenna

Antenna Turntable Controller

R 

Signal
Simula

tor

Spectrum Analyzer

Fig. 3 Far field wireless test of parabolic antenna

Fig. 4 The cable test of system monitoring receiver
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5.6 Test Support System Design of Test
and Evaluation Phase

For the troubleshooting of system services, it is necessary to deploy the same
business software as the online system and configure the same hardware devices.
The network security isolation device is used to support the security isolation
between the platform and the online system. The system realizes the real-time data
receiving, flow control, storage and extraction of the online system and the per-
formance analysis and verification of the business processing software, and the
troubleshooting and verification of the business process of the supporting system.

5.7 Features of Testing Support System Architecture

Through the realization of the designed test support system architecture,it can be
seen that the test support system architecture has the following characteristics.

1. Utility: the test support system architecture could completely cover the system
test requirements of the ground control segment and can be built up together
with the ground control segment.

2. Flexibility: The functions of the test support architecture can be applied to
different phase test of the ground control segment and some test support
equipment can be used for multiple tests. For example, the signal calibration
tower equipped with different signal sources can carry out large-diameter
parabolic antenna test, various signal transceiver link test, respectively.

Fig. 5 The wireless-test of system monitoring receiver
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3. Scalability: The test security architecture designed in this paper can be extended
according to the actual needs of the project. Moreover, a specific test function
can also be extended for other test. For example, monitoring receiver test
support system can be simply modified to support user terminal equipment
testing.

6 Concluding Remarks

This paper analyzes the test requirements of the ground control segment from the
integrated test phase to the test and evaluation phase and then to the operation and
maintenance phase, and designs a test support system architecture. At the same
time, the realization of the architecture is given. It can be seen from the analysis that
the architecture completely covers the test requirements of the ground control
segment, and has practical, flexible and scalable characteristics.
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Analysis of Signal Quality and Navigation
Performance for Beidou System
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Abstract With the rapid development of the Beidou satellite navigation system
(BDS), assessment of its signal quality and navigation performance becomes more
and more important. The pseudo-range multipath, carrier-phase signal-to-noise ratio
(SNR) and accuracy of standard point positioning are usually taken as the indicators
for assessment. In this research, we compared the signal quality and navigation
performance of BDS with other three Global Navigation Satellite System (GPS,
GLONASS, Galileo). The results of the Asia-Pacific region show that the
pseudo-range multipath error for BDS is similar with GPS whereas the GLONASS
code measurements exhibit a higher level. The level of carrier-phase signal-to-noise
ratio for Galileo is largest, but similar for BDS, GPS and GLONASS. The standard
point navigation and positioning performance of BDS is slightly lower than GPS,
but it is better than GLONASS, and the accuracy of BDS, GPS and GLONASS
standard point positioning is about 10 m. The pseudo-range multipath error of BDS
increases as the satellites elevation decreases, but the carrier-phase signal-to-noise
ratio is opposite. The variation of pseudo-range multipath error of BDS GEO
satellites is small except for low satellites elevation, but the variation of
signal-to-noise ratio of GEO satellites is relatively stable. The variation of multipath
and signal-to-noise ratio of BDS IGSO and MEO satellites is relatively stable when
the satellites elevation is larger than a certain value.
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1 Introduction

Following the Global Positioning System (GPS) of the United States and the
Russia’s GLONASS (GLO) navigation system, the third global navigation system,
the Beidou satellite navigation system (BDS) has been developed by China. BDS
was earlier referred to as COMPASS that used the active positioning method. The
new generation of the BDS uses the passive positioning system similar to GPS.
With the successful launch of the last geostationary orbit satellite on 25 October
2012, the regional BDS covering the Asia-Pacific region (latitude 55°, longitude
55° to 180°) was completed. And the constellation consists of 15 satellites,
including 5 geostationary Earth orbit (GEO) satellites, 5 inclined geosynchronous
orbit (IGSO) satellites, and 5 medium Earth orbit (MEO) satellites. This system
provides positioning, navigation, timing and short message services for the
Asia-Pacific region. The global BDS satellite constellation will be completed by
2020, which will include 5 GEO satellites, 3 IGSO satellites and 27 MEO satellites.
At present, the regional BDS provides three navigation signals with frequencies of
1561.098 MHz (B1), 1207.14 MHz (B2), 1268.52 MHz (B3), and code rates of
2.046, 2.046 and 10.23cps, respectively.

In the past few years, some scholars have studied the navigation performance
and signal characteristics of the BDS. Zhao et al. showed that with the same
elevation, the carrier-to-noise ratio (CNR) of B1 observables is the lowest and that
of B3 is the highest among the three BDS frequencies. And the multipath of
BDS IGSO and MEO satellites are remarkably correlated with elevation angle [1].
Yang et al. concluded that the variation of BDS multipath error is related to the
elevation angle, satellite orbit type and carrier frequency, but independent with the
location of the receivers by analyzing the iGMAS data [2]. Wang et al. demon-
strated that the GEO multipath error vary from <1 m to around 2 m [3]. Ma et al.
[4] found that the multipath of GEO satellites presents low-frequency changes, but
that of IGSO and MEO satellites exhibits high-frequency changes. Multipath cor-
rection will bring higher positioning accuracy, especially in the east-west direction.
Cai et al. [5] showed that the code multipath error for GLONASS is the largest
among the four global navigation systems, whereas the Galileo code measurements
exhibit a low level code multipath error at frequency E5. Yang et al. [6] analyzed
the navigation and positioning performance of BDS and got the results that its
pseudo range and carrier measurement accuracy are at the same level with the GPS.

In this paper, with the selected GNSS data of MGEX and iGMAS stations, we
analyzed the signal quality and the navigation performance of the second generation
BDS by three specific indicators i.e., pseudo-range multipath error, signal-to–noise
ratio and standard point positioning accuracy based on pseudo-range.
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2 Data

In this research, the multi-GNSS data from 10th to 19th Feb 2016 were selected
from 3 iGMAS and 11 MGEX stations distributed in the Asia-Pacific region
(Fig. 1). Listed in Table 1 is the information of the 14 stations, ten of which are
equipped with TRIMBLE NETR9 receivers. The GNSS data sampling interval was
set as 30 s,and the format is above RINEX 3.0.

3 Signal Quality Analysis for Beidou System

3.1 The Indicator of Signal-to-Noise Ratio

Signal to noise ratio (SNR) is the ratio between the received carrier signal strength
and the noise intensity, which is usually expressed as the carrier noise power
density ratio (C/N0) with unit dB/Hz. The SNR is mainly affected by the antenna
gain parameter, the state of the correlator in the receiver and the multipath error,
which is good indicator of satellite signal quality. The SNR value changes with the
multipath error. The higher the SNR, the better the signal quality and accuracy of
the observation [7, 8]. As an important indicator of the quality of the observer
carrier phase, SNR of each observation epoch of all satellites can be extracted
directly from the RINEX file.

Fig. 1 Distribution of the
selected GNSS stations. Red
dots are iGMAS stations, and
blue dots stand for MGEX
stations (Color figure online)
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3.2 The Indicator of Pseudo-range Multipath Error

Because of the station observation environment and design of receiver itself, also
some other reasons, the received data often contain reflected signals from sur-
rounding objects such as surface buildings and water, which form the multipath
errors interfering with the direct signals [4]. The magnitude of multipath errors is
determined by the characteristics of the correlator and the tracking lock loop in the
receiver. The multipath affects both the GNSS observations pseudo-ranges and
carrier phases. The multipath of the former can be up to 0.5 code width, but of the
latter is generally less than 1/4 wavelength, so the multipath of pseudo-range is
mainly considered.

When dual-frequency data are available, the pseudo-range multipath error is
estimated from the linear combination observation (MP), as shown in Formula (1),
which eliminates the satellite-receiver geometry and all atmospheric effects.
However, this combination observation does not eliminate ambiguities and any
GPS error. While the latter is almost constant over time, this assumption is not
always true for ambiguities due to a presence of cycle slips. The pre-processing
(and optionally a cycle slip repair) is thus important for the multipath error esti-
mation. This method is suitable for all frequencies, available signals and GNSS
constellations providing dual-frequency observations at least.

MPk ¼ Pk � Li � bðLi � LjÞ ¼ Pk þ aLi þ bLj ð1Þ

Table 1 The information of selected stations

No. Stations Receiver types Longitude (°) Latitude (°) Remarks

1 KUN1 UNICORE UB4B0I 102.80 25.03 iGMAS

2 SHA1 UNICORE UB4B0I 121.20 31.10 iGMAS

3 XIA1 gnss_ggr 109.22 34.37 iGMAS

4 ANMG TRIMBLE NETR9 101.51 2.78 MGEX

5 BRUN TRIMBLE NETR9 114.95 4.97 MGEX

6 CPNM TRIMBLE NETR9 99.37 10.72 MGEX

7 DAE2 TRIMBLE NETR9 127.37 36.40 MGEX

8 DLTV TRIMBLE NETR9 108.48 11.95 MGEX

9 EUSM TRIMBLE NETR9 100.49 5.15 MGEX

10 JFNG TRIMBLE NETR9 114.49 30.52 MGEX

11 KRGG LEICA GR10 70.26 −49.35 MGEX

12 NCKU TRIMBLE NETR9 120.22 23.00 MGEX

13 NRMG TRIMBLE NETR9 166.48 −22.23 MGEX

14 SEYG TRIMBLE NETR9 55.53 −4.68 MGEX
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with

a ¼ � ðf 2j þ f 2k Þ
ðf 2i � f 2j Þ

f 2i
f 2k
; b ¼ ðf 2i þ f 2k Þ

ðf 2i � f 2j Þ
f 2j
f 2k

ð2Þ

where k, i and j are frequency (band) indexes, L is the measured carrier phase in
meters observables, f is the carrier phase frequency in Hertz, and P is measured
pseudo-range in meters. The multipath error statistics are then estimated as a
standard deviation over a sequence of consecutive epochs [9, 10].

3.3 Experimental Analysis for Beidou Signal Quality

3.3.1 Comparison of SNR and Pseudo-rang Multipath
in Different Systems

To analyze the signal quality of BDS, SNR and pseudo-range multipath of four
different systems (GPS, BDS, GLONASS, Galileo) are compared. The results
related to SNR are shown in Figs. 2 and 3, and the multipath error results are shown
in Figs. 4 and 5. For Figs. 2 and 4, the relationships between multipath and SNR to
elevation are based on the data of JFNG station on 10th Feb 2016. For Figs. 3 and
5, the mean of multipath and SNR are the processed results of continuous ten days
data of JFNG station. The observation code tna (i.e. S1C, M1I, …) consists of three
parts, t is observation type (i.e. S is SNR, M is multipath), n is frequency (i.e. 1, 2,
6, 7, …), and a is attribute, tracking mode or channel (i.e. I, C, W, …). The specific
meaning of each encoding part (except for M is multipath) is based on RINEX
version 3.02.
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Galileo satellites at station JFNG
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Figures 2 and 3 show that the SNR of all system increase significantly with the
growing elevations, and the SNR is lower when the elevation is low. The SNR of
Galileo is the highest, and followed by that of BDS. The SNR of GLONASS and
GPS 2 W signal are both affected by elevations, but the latter is more sensitive to
elevation. And the mean SNR of GPS 2 W is the lowest. Among the three BDS
signals, BDS 1I signal has the lowest SNR and BDS 7I has the highest SNR. When
the elevations are about 20°, 30°, 40° and 50°, the SNR of 1I is much lower than
that of 6I and 7I signals, this is because the 5 GEO satellites have lower SNR than
other satellites at the same elevation.

As is shown in Figs. 4 and 5, the mean multipath error of BDS is smaller than
that of GPS. And the multipath error on the 8X signal of Galileo has the smallest
amplitude and dispersion, for which the multipath magnitude is below 0.5 m, even
at low elevation angels. By contrast, GLONASS has the largest multipath magni-
tude. Remarkably, when the elevation angel is around 20°, the 7I signal of BDS has
larger amplitude and dispersion, which may be caused by one GEO satellite. But
the multipath error of the 7I signal is smaller when the elevation is below 20°. So
we can infer that the multipath on the 7I signal of BDS GEO satellites is greatly
influenced by the elevation angel. The smaller multipath error and larger SNR of the
7I signal of BDS MEO and IGSO satellites indicates that its anti-interference ability
is the strongest.

3.3.2 Comparison of SNR and Pseudo-range Multipath
with Different Frequencies for BDS

The satellite constellation of BDS, consisting of GEO, IGSO and MEO satellites, is
different from that of GPS, GLONASS and Galileo. So it is necessary to analyze the
SNR and pseudo-range multipath error characteristics of different types of BDS
satellites. In this paper, BDS data collected from the 41st day of 2016 at the JFNG
station were employed to analyse the difference, and the results are shown in Figs. 6
and 7.
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In Figs. 6 and 7, the SNR of BDS GEO satellites (i.e. C1, C5) are stable, but
their multipath error is stable only when the elevation of satellites is high. For all
satellites, the SNR increase significantly with the increasing elevations, and the
trend of multipath is opposite. But the change of SNR and multipath is small when
the elevation exceeds a certain value (i.e. 60°).

In order to compare the differences between different types of BDS satellites in
detail, the mean SNR and multipath of each BDS satellite are shown in Fig. 8.

As Fig. 8 shows, BDS 1I signal has the smallest SNR but the largest multipath.
For the BDS GEO satellites, the multipath on the 6I signal is the smallest, but for
the BDS IGSO and MEO satellites, the multipath on 7I signal is the smallest. For
the SNR on BDS 6I and 7I signal is similar. More experiments have shown that the
above situation exists only in ‘TRIMBLE NETR9’ receiver.
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4 Navigation Performance Evaluation for Beidou System

Pseudo-range standard point positioning has low economical cost, flexibility,
convenience and fast speed, and can meet the requirements of real-time positioning
very well, so it has been widely applied in various fields. In this paper, the BDS
navigation performance evaluation is based on the standard point positioning of
GNSS pseudo-range observation.

4.1 Pseudo-range Standard Point Positioning

Considering some important errors, the GNSS pseudo-range measurements can be
written as:

eqj tð Þ ¼ qj tð Þþ c � dtR tð Þ � c � dtj tð ÞþDj
Ig tð ÞþDj

T tð Þþ e ð3Þ

where eqj tð Þ is the pseudo-range to the satellite receiver. qj tð Þ is the geometric
distance to the satellite receiver. c is the speed of light, dtR tð Þ is the receiver clock
error. The satellite clock error dtj tð Þ can be calculated by the clock error correction
parameters in the navigation message. The ionosphere delay Dj

Ig tð Þ can be elimi-

nated by dual-frequency combination. The troposphere delay Dj
TðtÞ can be calcu-

lated by the Saastamoinen model. And the pseudo-range measurements noise e can
be ignored. qj tð Þ contains the coordinate information of the receiver (x, y, z), so the
formula contains four unknowns (x, y, z and dtR tð Þ). The receiver coordinates can be
calculated by the linearization and Kalman filtering [11, 12].

4.2 Accuracy Evaluation for Standard Point Positioning

In the experiment, because the number of Galileo satellites is too small, the standard
point positioning can’t be calculated. The positioning residual RMS of BDS, GPS,
GLONASS for each station shown in Fig. 9 is calculated with data of 10 days.
Table 2 shows the positioning residual RMS for each system.

As is shown in Fig. 9, the pseudo-range standard point positioning results of
iGMAS and MGEX station is similar. And BDS, except some station in the edge of
BDS coverage, has similar results with GPS, significantly better than that of
GLONASS. As is shown in Table 2, the accuracy of GPS is better than 3 m. The
horizontal accuracy of BDS is better than 5 m, and the vertical accuracy is better
than 10 m. For GLONASS, the accuracy of North (N) direction is better than East
(E) direction, and E direction is better than Up (U) direction.
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5 Conclusions

In this paper, the GNSS data from 14 iGMAS and MGEX stations of the
Asia-Pacific region were utilized to investigate the SNR, multipath error and
pseudo-range standard point positioning accuracy of GPS, BDS, GLONASS and
Galileo. Their characteristics with time and elevation were analyzed and compared
for different system or different satellite types.

For the SNR and multipath error, BDS is similar to GPS, and the multipath error
of GLONASS is the largest. For the accuracy of pseudo-range standard point
positioning, the data from iGMAS get similar results with the data from MGEX. In
the center area of BDS coverage, the positioning accuracy of BDS is similar with
GPS, and better than GLONASS. The horizontal accuracy of BDS is better than
5 m, the vertical accuracy is better than 10 m. For GLONASS, the accuracy of N
direction is better than E direction, and E direction is better than U direction.

The 1I signal of BDS has the lowest SNR but largest multipath. The 6I and 7I
signal have similar SNR and multipath. With the same low elevation, the multipath
on the 7I signal of GEO is larger than that of IGSO and MEO. With the same high
elevation, the multipath on 7I signal of GEO is smaller than that of IGSO and MEO.
For the data collected by the ‘TRIMBLE NETR9’ receiver, the multipath on 6I
signal of BDS GEO satellites is the smallest, but that on 7I signal of BDS IGSO and
MEO satellites is the smallest.
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Table 2 RMS of positioning
residual for BDS, GPS,
GLONASS standard point
positioning

System RMS (m)

N E U

BDS 3.42 3.34 7.63

GPS 1.14 0.96 2.50

GLO 3.63 5.62 9.74
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Influence of Space Environment
on the Beidou Satellite and Its
Countermeasures

Ailing Zhang, Xingyu Wang, Ting Wang, Wenjie Liang and Ni Kang

Abstract Space environment is the main factor that infects the operation and the
safe of the satellites. The operation of the satellite components and electronic
equipment may be destroyed because of various environmental factors, the per-
formance of devices is decreased and damaged. The safety of the satellite in orbit is
threatened. Since the running of the Beidou Navigation Constellation, a large
number of satellite anomalies have been caused because of the space environment,
the failure of the satellite components have been caused, the service of navigation
and the safe of platform has been influenced. Several typical space environment
effects and different influences on spacecraft are researched in this paper. The
causes of faults which are associated with space environment are studied. The laws
of generation of fault are analyzed. The disposal strategies of resolving these faults
are presented. It is valuable for the Beidou satellite fault prediction and proposal.
Meanwhile, it is helpful for the research department in the later designation.

Keywords Space environment � Fault � Countermeasure � Beidou satellite

1 Introduction

Space radiation is a major factor affecting the safe operation and operation of
satellites. Various types of space radiation on the satellite have different types of
effects, may undermine the satellite components and electronic equipment work,
resulting in device performance degradation, or even damage, a serious threat to
satellite security in orbit. It is estimated that the annual satellite radiation losses
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caused by space radiation effects can reach several hundred million dollars. Since
the Beidou navigation constellation has been in orbit, a large number of satellite
anomalies have been caused by space radiation, leading to the failure of the satellite
components, affecting the satellite navigation service performance and platform
security. Therefore, it is very important and absolutely important to analyze the
mechanism of the influence of space radiation on Beidou satellite and formulate the
influence of Beidou satellite on space radiation, and to ensure the long life and high
reliability operation of Beidou satellite.

2 Typical Space Radiation Effects and Hazards

Spacecraft operates in space outside the Earth’s atmosphere, similar to the weather
phenomenon on the surface of the Earth, where there are short-term changes in
various spatial environmental states, and solar storms are one of the factors that
cause changes in space weather. The solar eruption activity is a short-term,
large-scale energy release phenomenon in the solar atmosphere. The matter and
energy of the solar eruption activities can cause violent perturbations in the Earth’s
magnetosphere, ionosphere and the upper and middle atmosphere. When the sun
burst out of the material and energy towards the Earth, it may cause the Earth’s
space environment disturbance, thereby affecting orbital spacecraft. Typical space
radiation effects caused by solar storms are ionization total dose effect, displace-
ment effect, single-particle effect, surface charge-discharge effect, internal charge
effect, atmospheric drag effect and ionospheric disturbance effect.

2.1 Ionization Total Dose Effect

When the space charged particles collide with the components and materials that
make up the spacecraft, some or all of the energy can be transferred to the com-
ponents and materials through ionization to change their performance. This is called
the “total ionization effect”. Spacecraft components and materials in the space
radiation environment, absorption of ionization after the transfer of energy com-
ponents and materials will appear performance degradation parameters drift and
other phenomena, affecting the normal operation of components [1].

2.2 Displacement Effect

High-energy particles are incident on the material, in addition to energy transfer
through ionization, but also by atomic and non-elastic elastic collision (i.e., ion-
ization), resulting in atomic displacement, and the formation of a stable defect, thus
the performance of semiconductor devices. The effect is called the displacement
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effect [2]. Displacement effect will make use of minority carriers of the work of the
device signal to noise ratio variation, the output signal attenuation. For example,
due to the displacement effect, CCD devices will appear on the image when the
image of the device will affect the image quality, serious damage to the CCD device
can not cause imaging.

2.3 Single Event Effect

When a single space energetic proton or heavy ion strikes the microelectronic
device on the spacecraft, a large number of electron-hole pairs are generated by
ionization in its moving path. The redistribution of these electron holes in the
device, and sometimes cause data errors, confusion and even computer system
computer system paralysis, causing satellite anomalies and failures in the orbit. This
single event triggered by a single high-energy particle is a so-called single-event
effect. Electronic devices are usually 0 and 1 two states, when a single high-energy
particles were shot into the device, through ionization will produce a large number
of electron-hole pairs. After redistribution of these electron holes inside the device,
the state of the electronic device may change from the 0 state to the 1 state or from
the 1 state to the 0 state. These electron-hole pairs are collected by the device
electrodes, resulting in abnormal changes in the logic state of the device, or even
cause device damage.

2.4 Surface Charge and Discharge Effect

The surface charge of a spacecraft means that the spacecraft immersed in the plasma
environment is continually impacted by the charged particles, and the electrons of
energy in the order of kilo electrons stay on the surface of the spacecraft. As a result,
the surface of the spacecraft is negative with respect to the surrounding space
Potential. Due to different parts of the surface of the spacecraft conductivity, design
status and working conditions are different, there will be varying amounts of
charged, so that the potential difference between the various parts of spacecraft.
Surface charge and discharge effect will cause electrostatic discharge, electromag-
netic pulse interference, high-voltage solar array secondary discharge effect, causing
solar array power loss and physical damage to the surface material of spacecraft.

2.5 Charged Effect in Spacecraft

When a large radiation environment disturbance occurs, a large number of
high-energy electrons can be injected into the geosynchronous orbit or even a low
altitude orbit, making the Earth’s radiation zone energy greater than 1 meV
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increased significantly. These electrons will penetrate directly into the skin of the
spacecraft, including the outer conductive surfaces and insulating materials, the
spacecraft structures and instrumentation housings, deep-seated dielectrics such as
circuit boards inside the spacecraft, wire insulation. Resulting in insulating media
such as circuit boards, coaxial cable and other deep charge accumulation, resulting
in deep dielectric charged, that is, the so-called internal charge effect.
Electromagnetic pulse interference generated by internal discharge, usually through
the internal wiring of the spacecraft, antenna and other coupled to the circuit, may
cause the logic circuit flip, resulting in the wrong data reception and transmission.
Electrostatic charge generated in the spacecraft can occur near the sensitive elec-
tronic circuit, so its harm to the spacecraft is relatively large.

2.6 Atmospheric Drag Effect

Spacecraft in the neutral atmosphere movement, and gas molecules collide
momentum exchange force can be decomposed into lift, resistance and lateral force
and other parts [3]. The resistance will have a hindrance to the movement of
spacecraft, the size of the resistance is proportional to the speed of movement of
spacecraft, the faster the greater the resistance. Atmospheric drag causes the
spacecraft orbital to decay, and if there is not enough fuel to maintain orbital
adjustment, atmospheric drag will cause the spacecraft orbital altitude to decay
substantially, or even fall ahead of time.

2.7 Ionospheric Disturbance Effect

The change of the total electron content of the ionosphere caused by the solar storm
will cause the navigation positioning error to increase [4]. During the ionospheric
storm, the ionospheric refraction error of the electromagnetic signal will be greatly
increased due to the intense fluctuation of the induced electron density, thus
reducing the positioning accuracy. The effects of ionospheric storms on the satellite
navigation system also show that the large ionospheric delay gradients caused by
ionospheric storms will affect the realization of the differential technique in the
satellite area or the enhancement system, which will affect the integrity of the
satellite navigation system. electron density, thus reducing the positioning accuracy.
The effects of ionospheric storms on the satellite navigation system also show that
the large ionospheric delay gradients caused by ionospheric storms will affect the
realization of the differential technique in the satellite area or the enhancement
system, which will affect the integrity of the satellite navigation system.
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3 Statistics and Analysis of Beidou Satellite Fault

3.1 Fault Statistics

Compass satellite from January 2015 to December a total of 256 failures. Statistical
analysis of the annual data for 2015, for different months, we can see that the same
month the same month, the overall distribution of satellite anomalies are basically
the same trend. Each unit year is a solar return cycle, different years of the same
month the sun light conditions change little, the satellite anomaly distribution also
has annual cycle characteristics, see Fig. 1.

3.2 Fault Analysis

From January to December 2015, there were 256 satellite anomalies in Beidou, 248
caused by space radiation, accounting for 96.9% of all anomalies. See Table 1 for
details (Figs. 2 and 3).

The statistical results show that the single-particle effect and the surface
charge-discharge effect are the main causes of orbital anomalies caused by the space
radiation environment.

Single particle flip is a single high-energy particles bombardment of large-scale,
large scale integrated circuit chip produced. With the increasing complexity of
spacecraft, high-performance microelectronic devices are widely used in spacecraft
systems, single-particle flip is also increasingly frequent.

Electrostatic discharge on the surface of a spacecraft is a phenomenon in which
the surface charges are quickly released and a transient pulse current is excited.
Because the surface material of the spacecraft uses the high resistivity material, if
the control improper will produce the static electricity discharge, disturbs the
spacecraft the normal operation even to cause the damage.

Fig. 1 Statistics of Beidou satellite abnormal situation in 2015
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4 Analysis of Abnormality and Spatial Environment

4.1 Space Environment

Space radiation environment has a certain influence on the satellite, its mode of
action is reflected in a variety of space environmental effects, while a variety of
spatial environmental parameters that describe the characteristics of environmental
events. The conditions and explanations of the various environmental parameters
are shown in Table 2.

Since 2010, the space environment has changed, the sun into a new cycle of
activities, a variety of space environmental events increased significantly. Because
of the different spatial and environmental conditions each year, the satellite
anomalies related to the space environment are different each year. The sustained
proton flux and electron flux have a certain influence on the navigation satellites.
Generally, when the proton flux of 10 meV is higher than 8.6e+05, the proton flux
reaches the level of energetic proton event, and the electron of 2 meV is greater
than 1.0e+08. The level of electron enhancement event, the local magnetic Kp
index greater than 4, to the level of geomagnetic storms. The occurrence of these
alarm events, are associated with the sun’s own activity.

Fig. 2 Classification of
satellite abnormal causes

Fig. 3 Classification of
satellite anomaly subsystems
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4.2 Satellite Anomaly

Based on the changes of space radiation environment from March to June in 2015,
the abnormal occurrence of these three months was analyzed. The statistics are
shown in Table 3 and Fig. 4.

As can be seen from Table 3, most of the anomalies occur, there is at least one
space radiation environment alarm. At the same time, combined with Fig. 4 found
that in March, June Beidou satellite abnormal frequency is more abnormal in March
accounted for 12.1% of the proportion of anomalies in June accounted for 10.2%.

4.3 Correlation Analysis

According to the above data analysis, it can be concluded that the more and more
frequent any of the three characterization quantities of the space radiation envi-
ronment exceed the alarm threshold, the more frequent and more frequent alarm
types occur, the more prone to on-orbit anomalies, and the frequency of occurrence
of the abnormality is larger. Due to the high level of geomagnetic storms and
high-energy electrons in March, anomalies occurred more frequently in March than
in April and May, and because of the high levels of geomagnetic storms,
high-energy electrons and high-energy protons in June. Frequency, and in three
kinds of indicators should be higher than 4, 5 months, so the anomaly in June
occurred more frequently and significantly more than 4, 5 months.

It can be concluded that the abnormity of orbiting spacecraft is greatly affected
by the severity of the radiation environment alarm and the frequency of occurrence
of the alarm, as well as the number of alarm types simultaneously. More than 90%
of Beidou’s anomalies are closely related to the space environment relationship;
During the drastic change of the space environment, a high-energy electron storm
occurred, and the high-energy electron flux increased greatly. The long and large
magnetic storms and medium magnetic storms occurred on the geomagnetic field,

Table 2 Common space environment parameters

Environmental
parameters

Environmental data
conditions

Description

Sun F 10.7 flow � 120 Active level of solar activity

Proton > 10 meV
Flux(/cm2-day-sr)

� 8.6e+05 To achieve the level of high-energy
proton events

Electronic >0.8 meV
Flux(/cm2-day-sr)

� 1.0e+09 To the level of high-energy electron
enhancement events

Electronic > 2 meV
Flux(/cm2-day-sr)

� 1.0e+08 To the level of high-energy electron
enhancement events

Kp index of
geomagnetism

Kp � 4 Reaching the level of geomagnetic storms
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which accords with the typical charge-discharge effect. Since the charge and dis-
charge takes a certain amount of time to accumulate, its effect generally needs to be
delayed after the performance in the event of a large magnetic storm, usually
abnormal in the following days which broke out.

According to the data analysis in Table 3, we can get the correspondences of the
radiation environment of different space when the anomaly occurs. The details are
shown in Table 4.

As can be seen from Table 4, 95.8% of the anomalies occurred when the geo-
magnetic storm alarm, 49.3% of the abnormal high-energy electronic alarm occurs,
9.9% of the abnormal high-energy proton alarm. Of the anomalies, 81.7% were load
abnormalities and 18.3% were platform anomalies. It can be concluded that when
the magnetic storms, high-energy electron storm events or high-energy electron
fluxes increase in the space environment (high-energy electron fluxes greater than
2 meV will maintain a small high-energy electron storm level or a high level of
electron flux) occurrence of satellite anomalies. In the anomaly classification
statistics, the load anomaly is obviously more than the satellite platform anomaly.

5 Countermeasure of Satellite Abnormity Caused
by Space Radiation Environment

5.1 The Prediction of Satellite Anomaly Based
on Spatial Environment Data Is Made

Taking July–October 2015 as an example, the spatial radiation environment in
July–October is shown in Fig. 5:

By analyzing the spatial radiation environment data:From July to October,
geomagnetic storms, high-energy protons, and high-energy electrons all exceeded

t/d 

Fig. 4 Abnormal distribution and spatial radiation environment changes in March–June
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the alarm value. It can be predicted that anomalies and frequent occurrences
occurred in these three months. Secondly, according to the level of geomagnetic
storm, high-energy proton and high-energy electron exceeding the threshold level,
the probability of occurrence of anomaly in August, September and October is
predicted to be higher, and the occurrence frequency is more frequent. At the same
time, in October, for example, according to October space radiation environment
statistics, as shown in Table 5, according to the previously summarized spatial
radiation environmental impact classification of abnormal species can be obtained
by the distribution of abnormal phenomena.

According to the correlation analysis of satellite anomaly and space environ-
ment, the data of space radiation environment in October are analyzed (as shown in
Table 5), which can be used to predict the occurrence of satellite anomalies due to
space environment in October) (Table 6).

5.2 Ground Disposal According to the Predicted Results

In the ground monitoring and control work, according to the predictive results of
the control of the ground disposal, can make the load system to restore ground
controllability stronger. The ground observation and control system can negotiate
with the transportation control system, select the satellite control system to carry on
the on-orbit operation, restores the load system function when the transportation
control system influence is small. The specific operation is to Beidou satellite
spread spectrum transponder, navigation task processing unit, spread spectrum
ranging receiver and other parts susceptible to space environment in order to reset
the operation, so you can restore the device to flip the logic state or sensitive
electronic components and component misuse, recovery of satellite load

Fig. 5 July–october space radiation environment changes
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applications, reducing the single event on the satellite security and the impact of the
application and improve the viability of orbiting satellites.

6 Verification

Through the statistics of the actual occurrence of satellite anomalies from July to
October, and compared with the changes of space radiation environment in the
same period, the comparison is shown in Fig. 6:

In July, 2015, 17 anomalies occurred, and 32 anomalies occurred in August, 19
anomalies occurred in September, and 48 anomalies occurred in October. Among
them, the proportion of anomalies in July was 14.7%, the proportion of abnormal
anomalies in August was 27.6%, the abnormal proportion in September was 16.4%,
the abnormal proportion in October was 41.1%.

The anomalies occurred in October were compared with those in Table 6, and
the results of the comparison are shown in Table 7:

By comparing the actual situation of the anomaly with the previous forecasting
results, it can be concluded that the spatial radiation environment changed dra-
matically in October, the three kinds of alarm were frequent and the alarm value

Table 6 October abnormal forecast

Date Abnormal types may occur An abnormal condition may occur

10-1 to10-7, 10-16,
10-18 to10-25, 10-27,
10-29 to10-31

The first sort Abnormal load, Platform exception

10-8 to10-15, 10-17 The second category Abnormal load, Platform exception

10-26, 10-28 The third category Abnormal load, Platform exception

t/d 

Fig. 6 Abnormal frequency, distribution and spatial radiation environment change from July to
October
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exceeded the threshold level. The actual anomaly was in accordance with the
predicted result.

7 Conclusion

Since the Beidou satellites in orbit since the operation, the data show that: space
radiation environment changes will Beidou satellite safe and stable operation of the
associated impact, especially for Beidou satellite load, directly related to the nav-
igation performance and continuous. Space radiation environment changes are
complex, the need to further master the spatial environment of the law of particle
changes, so that the satellite itself and the daily manipulation to adapt to the space
radiation environment. In the operation and management of the satellite, as far as
possible accurate according to the spatial radiation environment data to accurately
predict the occurrence time and type of anomaly, for the cumulative effect of the
abnormal use of power, reset and other means, early to resist the possible impact.
To resist the abnormal type, try to avoid the high incidence in the exception of an
important manipulation. In order to make better use of Beidou satellite navigation
performance and provide background information for the safe operation of satel-
lites, it is necessary to accumulate on-orbit satellites data and corresponding space
radiation environment data for the follow-up better management satellites.

Table 7 Classification of abnormal space radiation environment and comparison of abnormal
situation

Date Abnormal situation Possible abnormal species Compare the results

10-2 Load abnormalities The first sort √

10-3 Load abnormalities The first sort √

10-6 Load abnormalities The first sort √

10-9 Load abnormalities The second category √

10-10 Load abnormalities The second category √

10-11 Load abnormalities The second category √

10-12 Load abnormalities The second category √

10-13 Platform exception The second category √

10-14 Load abnormalities The second category √

10-16 Load abnormalities The first sort √

10-17 Load abnormalities The second category √

10-19 Load abnormalities The first sort √

10-20 Load abnormalities The first sort √

10-21 Load abnormalities The first sort √

10-22 Load abnormalities The first sort √

10-28 Load abnormalities The third category √

10-29 Load abnormalities The first sort √
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VPL Optimization Method
with Multi-objective Program

Xueen Zheng, Chengdong Xu, Fei Niu and Anjin Li

Abstract As a promising fault detection algorithm, Advanced Receiver
Autonomous Integrity Monitoring (ARAIM) was widely researched by European
Space Agency (ESA) and the Federal Aviation Administration (FAA). To meet the
requirement of precision approach based on vertical navigation and to improve the
availability of the ARAIM algorithm, the vertical protection limit (VPL) needed to
be optimized. The false detection probability and the missed detection probability
were the optimization parameters, and the VPL optimization problem was trans-
formed into double-objective program problem, so the VPL model was established.
For verifying the effectiveness of the optimization algorithm, GPS navigation data
acquired by two observation stations were used to optimize the VPL. The results
show that the optimal VPL is positively correlated with the number of visible stars,
and the optimization efficiency is 10%.
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1 Introduction

As BeiDou Navigation Satellite System (BDS) is constructed in China, users could
observed more than 10 satellites navigation. But the frequency of satellite failures
will increase as much as the number of satellite. Receiver Autonomous Integrity
Monitoring (RAIM) as a failure detection algorithms is useful. Its characteristic is
that could apply in the receiver and is real-time detection. It use extra pseudo-range
to check the failure, that is based a statistical method to judge whether to have
failure, and could identify the failure satellite. Applying RAIM could reduce the
dependence of the ground monitoring. EU and USA are researching the
Advanced RAIM (ARAIM) [1] to use for vertical guidance service for aircraft in
the worldwide. In the future, LPV-200 can provide a 200-foot navigation service for
aircraft in the vertical direction [2, 3].

Vertical error inevitably will be greater than the level due to the geometric
positioning approach of navigation constellation, so vertical guidance is more
difficult than level guidance. In spite of Wide Area Augmentation System (WAAS)
based on ground could advance the position accuracy. When it use two-frequency
signal (L1 and L5), the position accuracy is enhanced to 1 m, but it have a defect
that the time interval between two signal uploading is longer than 6 s. When the
aircraft fly at an altitude of 200 ft, 6 s is too long to not confirm the position, and the
fail will make the flier mistake that they are falling too fast. And RAIM is real-time
to detect the failure of satellite, so it is more effective.

2 Basic Theory of ARAIM

RAIM algorithm is based on the hypothesis testing [4]. Use the redundancy to
detect the integrity of system. And the RAIM can identify the fault satellites.
Traditional RAIM can be used for the navigation satellite fault detection and
identification. For precision approach of vertical navigation service, it is necessary
to improve the usability of RAIM algorithm for meeting the service requirements.

In the development of RAIM algorithm, RAIM algorithm for single-satellite
fault detection is based on least squares method or parity vector [5]. Especially the
RAIM algorithm based parity vector, avoid a large number of matrix calculations,
so that it has been applied in engineering.

Nowadays, due to the development of GNSS, because the number of satellites in
orbit increased, the probability of multi-star fault is increased. and the
multi-constellation fault detection algorithm has become the main direction of
RAIM algorithm development. In multi-constellation fault detection, the main
question is double satellites fault detection, but the fault detection above two
satellites, usually is ignored because probability is considered too small.
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PF ¼ P1 þP2 þP� 3 ð2:1Þ

P1 ¼ Cn
1Psat 1� Psatð Þn�1 ð2:2Þ

P2 ¼ Cn
2P

2
sat 1� Psatð Þn�2 ð2:3Þ

P� 3 ¼
Xn
k¼3

Cn
kP

k
a priori 1� Psatð Þn�k ð2:4Þ

PF represents the probability of satellite failure, P1 represents the probability of
single-satellite failure, P2 represents the probability of double-satellite failure, P� 3

represents the probability of more than two satellite failure. Cn
1 is a binomial

coefficient, Pa priori is a single satellite fault prior probability, suppose it is 10�5,
and they are independent of each other. If in the vision field, the number of satellites
are 16, P� 3 � 10�9. the probability of satellite failure can be expressed as:

P̂F ¼ P1 þP2 � PF ð2:5Þ

3 LPV-200 Service and ARAIM Algorithm

Traditional RAIM algorithm could not meet the requirement of LPV-200, ARAIM
is still under development. In the future, it may meet this requirement.

In October 2006, the Federal Aviation Administration (FAA) announced that it
will provide global guidance service of LPV-200 levels for civil aircraft in 2020–
2050 [6].

The LPV-200 service directs the aircraft to a height of 200 ft (60 m) from the
ground. It meet a required navigation performance (RNP).Compared to the Class I
precision approach, the performance of the LPV-200 has improved. According to
the International Civil Aviation Organization (ICAO) standards, LPV-200 stan-
dards are as follows [6]:

1. For Probability of Hazardously Misleading Information (PHMI) LPV-200 and
ICAO are the same. PHMI of ICAO is that the horizontal and vertical integrity
risks do not exceed 2� 10�7/approach, and the LPV-200 presents that the
vertical hazardously misleading information is PrfHMIg� 10�7/approach. That
is equivalent to ICAO.

2. The protection valuemust be less than the alarm value: the vertical protection level
(VPL) must be less than the vertical alert limit (VAL), VPL < VAL = 35 m;
horizontal protection level, HPL) is less than the horizontal alert limit (HAL),
HPL < HAL = 40 m.This requirement is themost important in theLPV-200. The
main contribution of this paper is optimize VPL value.
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3. Required accuracy: vertical navigation system error (VNSE) (95%)� 4 m, and
when there is no failure in the satellites, the probability that VNSE is not less to
10 m does not exceed 10�7.

4. The probability of false alarm in LPV-200 is derived from the continuity risk
requirement of ICAO, and its value is half of the ICAO standard,
Pfa � 4� 10�6=15.

5. the alarm time: TTA� 6 s. One of the advantages of using the ARAIM approach
for integrity monitoring on the LPV-200 approach is that it does not need to
meet the 6 s alarm time requirement. Because the ARAIM algorithm differs
from the Wide Area Augmentation System (WAAS) the ARAIM is real-time
approach. Moreover, ARAIM has a prediction function, before flying, you can
do of the integrity prediction of the whole flight phase.

ARAIM algorithm is the enhance of RAIM algorithm that computes the VPL.
The following is the mathematical expression of VPL:

VPLk ¼ Kfa;k � rdV ;k þKmd;k � rV ;k þEk ð3:1Þ

Ek ¼
XN
i¼1

DSkj ð3; iÞj � BnormðiÞþ
XN
i¼1

Skj ð3; iÞj � BmaxðiÞ ð3:2Þ

4 Optimization Algorithm

In this section, VPL optimization method will be introduced, that is the main
innovation content of this article. As described previously, VPL value includes false
alarm probability and missed probabilities and other information. The VPL for the
system is determined by the maximum of VPLk values [7–9]. In the traditional
method, parameters Kfa;k, Kmd;0 and Kmd;k , are calculated by the following formula.

Kfa;k ¼ �Q�1 Total Pfa

2� N

� �
ð4:1Þ

Kmd;0 ¼ �Q�1 PrfHMIg
2� ðN þ 1Þ

� �
ð4:2Þ

Kmd;k ¼ �Q�1 PrfHMIg
Pa prioriðN þ 1Þ

� �
ð4:3Þ

The equation of VPL is rewritten as:
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VPL ¼ MAX VPLkðPfa;k;PHMIkÞ
� � ð4:4Þ

So the VPL value could be minimized by assigning the misjudgment probability
and the missed detection probability properly. The following parameters are
defined.

ai ¼ Kfa;k;

bi ¼ Kmd;k;

ci ¼ rdv;k;

Ei ¼
XN
j¼1

DSij ð3; jÞj � BnormðjÞþ
XN
j¼1

S0j ð3; jÞj � BmaxðjÞ;

di ¼ rv;k;

gi ¼ PprioriðiÞ;
A ¼ Paf =2;

B ¼ PHMI:

The original function is transformed into the following:

min Z ¼ maxðai � ci þ bi � di þEiÞ

s:t:
XN
k¼0

Q �aið Þ�A

XN
k¼0

Q �bið Þgi �B

ð4:5Þ

After measuring pseudo-range, parameter ci, bi, E, could put into the optimization
equation. And parameter gi is known. After a previous analysis, one optimization
objective equation and two constraints are derived. But this is not enough, it is
necessary to transform function for improve the readability of the optimization. The
equivalent function of the optimization equation is shown as follow:

zi ¼ ai � ci þ bi � di þEi

R ¼
XN
i¼1

zi

L ¼
XN�1

j¼1

ðz1 � z2Þ2 þðzn � z1Þ2
ð4:6Þ

When the function R takes a minimum value and L takes a zero value, the
optimization equation takes the minimum value. In this case, the objective function
is transformed into the following:
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min R

min L

s:t: R ¼
XN
i¼1

zi

L ¼
XN�1

j¼1

ðz1 � z2Þ2 þðzn � z1Þ2

zi ¼ ai � ci þ bi � di þEi

XN
k¼0

Q �aið Þ�A

XN
k¼0

Q �bið Þgi �B

ð4:7Þ

Obviously this is a multi-objective optimization problem. There are two
objective functions R and L, and we will use the objective programming method to
solve this problem.

First, provided the expected value of the objective: R ¼ 35� N and L ¼ 0, they
have the same level of optimization. Assumed that e�1 , e

þ
1 are positive and negative

deviation of the function R, and eþ2 , e�2 are positive and negative deviation of the
function L. Their weights are 1, objective function rewritten as follows:

min U ¼ eþ1 þ eþ2 þ e�2

s:t:
XN
i¼1

zi þ e�1 � eþ1 ¼ 35� N

XN�1

j¼1

ðz1 � z2Þ2 þðzn � z1Þ2 þ e�2 þ eþ2 ¼ 0

zi ¼ ai � ci þ bi � di þEi

XN
k¼0

Q �aið Þ�A

XN
k¼0

Q �bið Þgi �B

eþ1 ; e�1 ; e
þ
2 ; e�2 � 0

ð4:8Þ

The remaining question is mathematical problem. The luck is that nonlinear
optimization algorithm could be solved by computer program. After obtain
LPV-200 parameter, and the optimized VPL value is solved by the optimization
algorithm.
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5 Application of Optimization Method

The simulation environment was set up under the background of LPV-200 service.
Continuity risk � 4� 10�6, integrity risk � 10�7, these two parameters are con-
straints of optimization. The probability of the single satellite fault is 10�5, this
value for the VPL is a important parameter. The probability of the single satellite
fault is as smaller as the optimized VPL. The probability of the satellite failure is a
systematic attribute, which could not be optimized. If navigation systems is dif-
ferent, the probability of satellite fault will be different. Fortunately, the level of
satellite manufacturing are able to meet that the probability of failure is 10�5, so it
will not fact the optimization result.

In order to prove that the optimization algorithm is universal, the real data of two
observation which are recorded in Table 1 is used to verify universality in this paper.

The data includes azimuth and elevation angles of observable GPS single
satellites in the 86,400 epochs. Take 300 s as a time interval, 288 epochs are
extracted.

Figure 1 describes the VPL values for 288 epochs. Figures 1a and 2a describes
the VPL values with no-optimization, and Figs. 1b and 2b describes the VPL values
with optimization. they show that the fluctuation value of VPL is very large. The
data of statistical analysis is in Table 2. When the probability of satellite failure is
10�5, average value of VPL is under 35 m. but 8.86–14.58% VPL exceeds 35 m.
That does not meet the requirement for ARAIM continuous availability.

It causes azimuth and elevation angles and the number of visible satellite. It also
shows that the number of satellites of the single constellation is difficult to meet the
requirement of vertical navigation.

Figure 2 shows the number of visible satellites. At the observation point (30.51,
114.49, 71.32), 12 satellites could be visible, and at least 5 satellites could be
observed. The number of visible satellite has a significant effect on the VPL value.
The data in the Figs. 1 and 2 is able to match.

Figure 3 shows the number of satellites visible throughout the day. At the JFGN
tracking station, the elevation angles of visible satellite are greater than 11°, and we
collect 5–12 satellites. And at the BJFS tracking station, the elevation angles of
visible satellite are greater than 5°, and we collect 4–11 satellites. The insufficient
number of visible satellites is also the one reason that GPS constellation is difficult
to be used for satellite fault detection in China.

Table 1 Basic information of the observation station

Name ECEF coordinate Time

JFNG (−2,279,828.8292, 5,004,706.5483, 3,219,777.4684) The 342th day in 2014

BJFS (−2,148,744.713, 4,426,640.854, 4,044,655.92) The 1th day in 2015
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Because the RAIM algorithm for single-satellite fault detection requires more
than four visible satellites, double-satellites fault detection requires more than five
visible satellites. In China, the continuity of ARAIM could not be met. A decrease
in the number of visible stars could also affect VPL. This data in Fig. 3 is consistent
with the data in Figs. 1 and 2.
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1 51 101 151 201 251
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Fig. 1 VPL in JFNG station
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Fig. 2 VPL in BJFS station

Table 2 Data contrast between optimization and norm

Equal allocation Optimal VPL Optimal ratio

JFNG Average
99.5% VPL

20.8126 18.6859 0.1026

Variance 22.7884 20.5091

BJFS Average
99.5% VPL

23.2746 19.8706 0.1089

Variance 30.0169 23.3676
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Figure. 4 show that the comparison between no-optimal VPL and optimal VPL.
The dotted line represents no-optimal vertical protection limit, it is called VPL1. The
solid line represents optimal vertical protection limit, it is called VPL2. In the 20
epochs, the optimization method has a very obvious effect, when the VPL1 is larger,
the amplitude value VPL1 � VPL2 is greater, and the optimization rate
VPL1 � VPL2ð Þ=VPL1 is also greater. It could shows that the optimization method
proposed in this paper is more effective when VPL1 is larger.

Fig. 3 Number of visibility of satellites
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6 Conclusion

The VPL optimization algorithm proposed in this paper has certain optimization
effect, and the optimization rate is about 10%. The experiment shows that the VPL
value limited to the number of GPS satellites could not meet the requirement of
instantaneous vertical guidance service. In view of the development of BDS in
recent years, it is feasible to provide the vertical guidance service for the aircraft
with multiple navigation systems. The optimized VPL value may meet the
requirement of instantaneous vertical navigation service [10].
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Multi-station Combined Evaluation
Method for Navigation Signal Tracking
Error Based on Optimization Weight

Jianlei Yang, Qinan Zhi, Song Xie and Xiaonan Li

Abstract In operation and control system of BeiDou Navigation Satellite System
(BDS) and international GNSS Monitoring and Assessment System (iGMAS), the
single-station evaluation method of navigation signal is susceptible to environ-
mental of the site area, so the reliability is poor. And the traditional
multi-objective/multi-attribute comprehensive evaluation method has strong sub-
jective randomness and lacks quantitative analysis. Aimed at above problem, a
multi-station combined evaluation method for navigation signal tracking accuracy
based on optimization weight was proposed. In the proposed method, the optimal
comprehensive evaluation equation was establishing, and the optimized weights
were calculated by solving equation. And last, the comprehensive evaluation result
was obtained by using the optimized weights. Experimental and simulation results
show that the proposed method is more robust than the single-station evaluation
method and multi-objective/multi-attribute comprehensive evaluation method. And
the proposed method can provide more objective, reliable and accurate evaluation
results. The proposed method can provide effective theoretical guidance for the
evaluation of tracking precision of Beidou operation and control system and
iGMAS.
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1 Introduction

In the navigation system, due to the existence of various interference factors,
sudden state and some design defects, one can provide high-performance posi-
tioning, navigation and timing services, not only need to study the signal system
and other principle issues, establish a comprehensive signal monitoring, analysis
and evaluation system, such as Department of Defense (DoD) monitoring network
of Global Positioning System (GPS), Global Differential GPS (GDGPS) System,
International GPS Service (IGS), Information Analysis Center (IAC) of Glonass,
Galileo Experimental Sensor Stations (GESS). In addition, there are a number of
universities and research institutions [1–4], such as Stanford University, Ohio
University, Japan Electronic Navigation Research Institute (ENRI) of Japan,the
German Aerospace Center (DLR), Chilboten Observatory of UK, European Space
Agency (ESA) and Thales Alenia Aerospace Corporation (TAS), and so on.

The BeiDou Navigation Satellite System (BDS) is designed to provide global
coverage around 2020, so the establishment of a global monitoring system becomes
inevitable. China’s satellite navigation signal quality monitoring started late, but the
development is rapid. There are many established high-gain navigation signal
monitoring antenna, such as 7.3 m antenna of National Time Service Center, 18 m
antenna of China Electronics Technology Group Corporation 54th Institute (CETC
54), 25 m antenna of the Xinjiang Observatory Nanshan station, 40 m antenna of
Luonan county and 7.3 m of Lintong District, and so on. In order to further improve
the reliability of Global Navigation Satellite Systems (GNSS), China proposed the
concept of the International GNSS Monitoring and Assessment System (iGMAS) in
March 2011. This system is one of the major special experiments of BDS. It is and
information product platform to monitor the operation status and evaluate the main
performance indexes of GNSS, to generate high precision precision ephemeris and
satellite clock error, earth orientation parameter, tracking station coordinate, global
ionization Layer delay. IGMAS was originally designed to consist of about 30
globally distributed tracking stations, three data centers, seven analysis centers, a
monitoring and evaluation center, a product integration and service center, an
operational management control center and a communications network [5].

Single-station signal performance evaluation methods, such as pseudo-range,
carrier phase, Doppler and carrier-to-noise ratio, are subject to many uncertainties
factors of local environment, such as electromagnetic interference, multipath
interference and ionospheric flicker. Therefore, the Single-station evaluation results
are inevitably affect by uncertainties factors. Therefore, in order to reduce the use of
risk, single-station signal quality evaluation have to be extended to multi-station
combined evaluation, thereby enhancing the reliability and accuracy of the evalu-
ation system. Multi-objective/multi-attribute decision-making method has been
widely used in many fields and has achieved good results, such as military, health,
transportation, water conservancy, mining and other fields. And it is also be applied
to the navigation signal synthesis performance evaluation, such as radar charting,
expert scoring, linear weighting, weighted TOPSIS and multi-attribute group
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decision making, and so on [6]. These methods, however, need to be improved due
to their inefficiency of dealing with subjectivity, lack of consideration of correla-
tions among the attributes, or lack of quantitative analysis [7].

Aiming at this problem, this paper proposed multi-station combined evaluation
method for navigation signal tracking accuracy based on optimization weight. The
theoretical expression of this method is given. The correctness of the proposed
theoretical model is verified by Monte Carlo simulation. Compared with the
single-station evaluation method and the equal-weight linear weighting method, the
effectiveness of the method is verified.

2 The Traditional Method

For the traditional comprehensive evaluation methods, such as radar chart, expert
scoring method, linear weighting method, weighted TOPSIS method, etc., need to
be involved in the decision of weight and the index system level, so the subjective
is large, and lack of quantitative analysis. The single station evaluation method is to
collect the observation data of the single-station monitoring receiver, and then
evaluate the performance of the navigation signal. The commonly used evaluation
indexes are signal power, code tracking accuracy, carrier tracking accuracy,
anti-interference and anti-multipath. The code tracking error of non-coherent
early-late power (NELP) discriminators affected by white Gaussian noise
(WGN) can be expressed as follows [8]

r2DLL;NELP;WGN

¼
BDLL 1� 0:5BDLLTIntð Þ R Br=2

�Br=2
GSðf Þ sin2 pfDð Þdf

� �

2pð Þ2PS
N0

R Br=2
�Br=2

fGSðf Þ sin2 pfDð Þdf
� �2

� 1þ
R Br=2
�Br=2

GSðf Þcos2 pfDð Þdf
PS
N0
TInt

R Br=2
�Br=2

GSðf Þcos pfDð Þdf
� �2

0
B@

1
CA

ð1Þ

where BDLL is the loop bandwidth of phase lock loop (PLL), D is the early-late
spacing, GSðf Þ is the power spectrum density (PSD) of navigation signal, PS=N0 is
the carrier to noise ratio, Br is the two-sided bandwidth of pre-correlation filter, TInt
is the coherent integration time.

In phase lock loop (PLL) of data channel, the carrier tracking error of the dot
product (DP) and coherent (Coh) affected by WGN can be modeled as [9]
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r2PLL;DP;WGN ¼ BPLL 1� 0:5BPLLTIntð Þ
PS
N0

R Br=2
�Br=2

GS fð Þdf
1þ 1

2 PS
N0
TInt

R Br=2
�Br=2

GS fð Þdf

0
@

1
A ð2Þ

r2PLL;Coh;WGN ¼ BPLL 1� 0:5BPLLTIntð Þ
PS
N0

R Br=2
�Br=2

GS fð Þdf
ð3Þ

where BPLL is the loop bandwidth of PLL.
The effect of the interference on the code tracking performance can be measured

by the code tracking standard deviation, the code tracking error of CELP and NELP
affected by broadband interference can be shown as follows [3]

r2DLL;CELP;Trad

¼ BDLL 1�0:5BDLLTIntð Þ
4p2

R Br=2

�Br=2
GS fð Þ sin2 pfDð Þdf

PS
N0

R Br=2

�Br=2
fGS fð Þ sin pfDð Þdf

� �2 þ
R Br=2

�Br=2
GI fð ÞGS fð Þ sin2 pfDð Þdf

PS
PI

R Br=2

�Br=2
fGS fð Þ sin pfDð Þdf

� �2

2
64

3
75 ð4Þ

r2DLL;NELP;Trad

¼ r2DLL;CELP;Trad 1þ
R Br=2

�Br=2
GS fð Þ cos2 pfDð Þdf

TInt
PS
N0

R Br=2

�Br=2
GS fð Þ cos pfDð Þdf

� �2 þ
R Br=2

�Br=2
GI fð ÞGS fð Þ cos2 pfDð Þdf

TInt
PS
PI

R Br=2

�Br=2
GS fð Þ cos pfDð Þdf

� �2

2
64

3
75

ð5Þ

where PI and PS are the power of signal and interference.
The effective carrier-to-noise ratio in the presence of interference can be

expressed as

PS=N0ð ÞEff;Trad¼
1

1
PS=N0

þ PI
PS

1
QfPRN

¼ PS

N0
1þ PI

N0

R Br=2
�Br=2

GI fð ÞGS fð ÞdfR Br=2
�Br=2

GS fð Þdf

2
4

3
5
�1

ð6Þ

where fPRN denotes the rate of the pseudo-random noise (PRN) code, Q is the anti -
interference quality factor, and can be defined as follows

Q ¼
R1
�1 HR fð Þj j2GS fð Þdf

fPRN
R1
�1 HR fð Þj j2GI fð ÞGS fð Þdf ¼

R1
�1 HR fð Þj j2GS fð Þdf

fPRNjIS
ð7Þ

where HR fð Þ is the receiver transfer function, and its maximum amplitude is 1; jIS
called spectral separation coefficient (Spectral Separation Coefficient, SSC), and its
definition is as follows
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jIS ¼
Z1

�1
HR fð Þj j2GI fð ÞGS fð Þdf ð8Þ

Substitute (6) into (4) and (5) respectively, carrier tracking error of DP and Coh
can be derived.

3 The Proposed Method

The proposed method can used to comprehensive analysis of navigation signals for
iGMAS data analysis center, monitoring and evaluation center and Beidou main
control station, the tasks that can be realized are shown in the red line area. Some
pictures in Fig. 1 are referenced Ref. [10].

In Ref. [11], an optimal weighted combined acquisition scheme was given, and it
is proved that combined acquisition of GPS L1using L1 L1C Data channel, Pilot
channel and L1 C /A channel can improve the robustness of the acquisition algo-
rithm. This paper applies this idea, and using the idea in multi-station combined
assessment to improve the reliability of evaluation results.

Xi �N li; r
2
i

� �
i ¼ 1; 2; . . .;N ð9Þ

where subscript i denotes the i-th tracking station, N li; r
2
i

� �
means Gaussian dis-

tribution with mean li and variance r2i .
The codes and carrier phase combined evaluation outputs of the i-th and iþ 1-th

tracking station can be shown below as follows

Xc;iþ 1 ¼ wiXi þwiþ 1Xiþ 1 ¼ wiXi þ 1� wið ÞXiþ 1 ð10Þ

where wi represents the weights, and Xc;iþ 1 represents the combined output eval-
uation value after linear weighting.

For the variance r2i and r2iþ 1, the output after combined is as follows

r2c;iþ 1 ¼ w2
i r

2
i þ 1� wið Þ2r2iþ 1 ð11Þ

The optimal can be obtained, when the code and carrier tracking variance r2c;iþ 1

is the minimal, thus

min r2c;iþ 1

� �
¼ dr2c;iþ 1

dwi
¼ 0 ð12Þ
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Solving Eq. (12), the optimal wi can be obtained as follows

wi ¼
r2i r

2
iþ 1

r2i þ r2iþ 1
ð13Þ

Substitute (13) into (11), the optimal combined evaluation of tracking error can
be obtained for the i-th and iþ 1ð Þ-th tracking station as follows

r2c;iþ 1 ¼
r2i r

2
iþ 1

r2i þ r2iþ 1
ð14Þ

Fig. 1 The diagram of proposed method tasks
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In a similar derived process from (11) to (14), the tracking error of N tracking
stations combined can be derived as follow:

r2c;N ¼ r21r
2
2. . .r

2
N

r21r
2
2. . .r

2
N�2r

2
N�1 þ r21r

2
2. . .r

2
N�2r

2
N þ � � � þ r22r

2
3 � � � r2N�1r

2
N

¼
QN

i¼1 r
2
iPN

j¼1

Q1
k¼N�1;k 6¼j r

2
k

� � ð15Þ

4 Experiment and Analysis

In this section, the correctness and anti-interference of the proposed method was
verified. In experiments, the BOC(1,1) was used with TInt ¼ 10 ms, BDLL ¼ 2 Hz
BPLL ¼ 10 Hz, Br ¼ 4:092 MHz, D ¼ 0:2 chip. The five tracking stations
T1; T2; . . .; T5 are used, and the noise-to-noise ratio of each tracking station is 26–
35 dB-Hz, 36–45 dB-Hz, 33–42 dB-Hz, 36–45 dB-Hz, 41–50 dB-Hz,
respectively.

4.1 The Correctness Analysis of Proposed Method

In this paper, Monte Carlo simulation is used to verify the validity of the proposed
comprehensive evaluation model. Figure 2 shows the results of a comprehensive
evaluation of the code and carrier tracking accuracy of the five tracking stations,
where the abscissa is the carrier-to-noise ratio of the tracking station T2.

From Fig. 2, we can see that the theoretical curve is consistent with the simu-
lation curve, which proves the correctness of the proposed mathematical model ().

4.2 Anti-interference Analysis of Proposed Method

In order to verify the anti-interference of the proposed method, the wideband
interference is added in tracking station T1 and T2, with 15 dB equivalent
carrier-to-noise ratio reduced in these two tracking stations. The anti-interference
performance of proposed method was compared with single-station evaluation
method and equal weight linear weighting method. Figures 3 and 4 are the code and
carrier tracking error evaluation results of different methods in the presence of the
wideband interference.
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From Figs. 3a and 4a, it can be seen that the accuracy of the combination
evaluation for T1, T2 and T3 is reduced by 2, 0.5–0.8 dB for combination evaluation
for T1 and T3, nd no deteriorate when combination evaluation for T1; T2; . . .; T5:

From Figs. 3b and 4b, it can be found that Single-station evaluation method and
equal-weight linear weighting method are affected by the interference, and the large
code tracking accuracy is evaluated. These two methods will have a great impact on
the comprehensive evaluation. From the above analysis we can see that the relia-
bility of this method is high, and is less affected by interference.
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Fig. 3 The evaluation performance comparison of code tracking error among three methods with
interference existing. a The influence of interference on the proposed method. b The influence of
interference on single-station evaluation method and equal weight linear weighting method
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5 Conclusion

In this paper, a multi-station combined evaluation method for navigation signal
tracking accuracy based on optimization weight was proposed. In the proposed
method, the optimized weights were calculated by solving established equation, and
then the comprehensive evaluation result was obtained by using the optimized
weights. Experimental and simulation results show that the proposed method is
more robust than the single-station evaluation method and multi-objective/
multi-attribute comprehensive evaluation method. And the proposed method can
provide more objective, reliable and accurate evaluation results.

Some limitations in this paper and future work should be pointed out here:
(1) The multi-station combined evaluation method for more indicators should be
researched, such as signal power, phase consistency, bit error rate, and so on;
(2) The combined evaluation method of single-station or multi-station for different
Attribute indicators is also worth exploring; (3) Experiments should be carried out
using real data from different tracking stations.
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Test and Evaluation on Timing
Performance of BeiDou IGSO-6 Satellite

Dan-dan Li, Feng Zhu, Long-xia Xu, Bo Li and Xiao-hui Li

Abstract In March 2016, China launched IGSO-6 satellite. To obtain actual test
values of the performance indexes, test and evaluation works need to be done
before IGSO-6 satellite provides services formally, which provide promise for the
network running and service performance. From users’ view, the paper uses the
method of testing the bias between UTC broadcast by the satellites and actual UTC,
carries out the test works on single satellite timing and multiple satellites timing and
evaluates the timing performance of IGSO-6 satellite. The evaluation results show
that the timing errors with grid point ionospheric model are less than that with
Klobuchar model regardless of at B1 or B3 frequency point. The timing error of
IGSO-6 satellite is about −7 ns at B1 frequency point and its standard deviation is
better than 9 ns. The B3 timing error is about −11 ns and its standard deviation is
better than 9 ns, which is worse than that of B1. The B1 + B2 and B1 + B3 timing
accuracy are the same of 1 ns. After adding IGSO-6 satellite, the multiple satellites
timing accuracy at B1 and B3 frequency point improve by about 0.6 ns and that of
B1 + B2 and B1 + B3 are 0.5 and 0.4 ns respectively. The multiple satellites
timing accuracy have a certain improvement at different modes when adding
IGSO-6 and it meets the network conditions.
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1 Introduction

The IGSO-6 satellite is the twenty-second BeiDou navigation satellite launched by
China and its number is 15. It is the first in-orbit backup satellite launched after the
successful operation of BeiDou regional satellite navigation system. IGSO-6
satellite provides services for users together with other in-orbit satellites after
completing in-orbit test. This improves the system reliability and advances the
system constellation robustness. The performance of BeiDou navigation satellite
system (BDS) is improved. Before adding satellite health signs, single satellite
timing performance is evaluated firstly and then the multiple satellites timing
performance and these promise the timing accuracy in the BDS service
specification.

The time broadcast by BeiDou satellite is UTC and UTC is calculated by BIPM
and published monthly through BIPM circular T. Zhu [1] proposed the method to
test the bias between UTC broadcast by the satellites and actual UTC. The paper
developments test and evaluation research on the timing performance of
new-generation navigation satellites utilizing the method and the standard time and
frequency resource of UTC (NTSC). Firstly, the basic principle of timing perfor-
mance test evaluation is introduced. Then the evaluation indexes of timing per-
formance and their calculation methods are introduced. The timing accuracy of
BeiDou IGSO-6 satellite is evaluated and multiple satellites timing accuracy is
evaluated through integrated multiple satellites test. Then the timing accuracy of
BeiDou IGSO-6 satellite and improvement of multiple satellites timing accuracy
when considering IGSO-6 is given.

2 Basic Principle of Timing Performance Test
and Evaluation

With the 10 MHz frequency signal and 1PPS time signal generated and maintained
by National Time Service Center of the Chinese Academy of Sciences (NTSC) as
the reference, the bias between UTC broadcast by the satellites and actual UTC is
tested through placing BeiDou timing receiver in NTSC and timing performance of
BeiDou satellites in the various modes is evaluated through integrated compre-
hensive calculation. The basic principle of timing performance test and evaluation
is showed in Fig. 1.

1. Zero-value calibration of the BeiDou timing receiver is realized so that the
receiver time is completely synchronized with UTC (NTSC).

2. Calculate bias between BeiDou satellite broadcasting system time and UTC
(NTSC) by pseudo-range modification [2, 3]:
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dtNTSC;Sði; jÞ ¼ UTCðNTSCÞ � SvBDTðiÞ
¼ q=c� r=cþ dtclk � dtion � dttrop � dtsagnac � dtother

ð1Þ

q is the pseudo-range from satellite to receiver, r is the geometry path from
satellite to receiver, dtclk is the satellite clock bias, dtion and dttrop are relatively
the ionosphere delay and troposphere delay, dtsagnac is the sagnac modification,
dtother is the other delay, j is the mode.

3. Calculate the UTC time broadcast by BeiDou satellite i in the mode j:

dtS;UTCði; jÞ ¼ UTC � UTCðNTSCÞ ¼ dttrace � dtNTSC;Sði; jÞ ð2Þ

dttrace is the traceability data from navigation message [4, 5].
Calculate the UTC time broadcast by BeiDou satellites in the mode j.

dtS;UTCðjÞ ¼
Pn
i¼1

pi � dtS;UTCði; jÞ
Pn
i¼1

pi
ð3Þ

Fig. 1 Test and evaluation principle of timing performance
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n is the number of visible satellites at the current epoch and pi is the weighted
value corresponding to the satellite i.

4. Obtain the actual UTC time from BIPM Circular T:

dtBIPM ¼ UTC � UTCðNTSCÞ ð4Þ

5. Calculate the timing error of BeiDou satellite i in mode j:

rS;UTCði; jÞ ¼ dtS;UTCði; jÞ � dtBIPM ð5Þ

Calculate the multiple satellites timing error in mode j:

rS;UTCðjÞ ¼ dtS;UTC jð Þ � dtBIPM ð6Þ

In conclusion, the UTC time broadcast by BeiDou satellites is obtained through
pseudo-range modification and the bias between satellites broadcasting UTC time
and actual UTC time is calculated by using the actual UTC time from BIPM
Circular T. This is the actual timing error received by users and then the timing
accuracy of BDS is evaluated.

3 Evaluation Indexes and Their Calculation Methods

3.1 Evaluation Indexes

• Single satellite timing accuracy
During the evaluation period, bias between satellite broadcasting UTC time and
actual UTC time is the single satellite timing accuracy and the actual UTC time
is issued periodically by BIPM through Circular T.

• Multiple satellites timing accuracy
Multiple satellites timing accuracy is the statistic of bias between satellite broad-
casting UTC time and actual UTC time which is the weighted average of biases of
all visible satellites at the same epoch during the evaluation period. Multiple satellites
timing accuracies are compared according to whether adding IGSO-6 satellite.

3.2 Calculation Methods

BeiDou satellites timing accuracy assessment is mainly performance characterized
by the average and standard deviation. The average characterizes the accuracy of
satellite broadcasting UTC time, which can be regarded as uncertainty B and
reflects the timing accuracy of navigation system. The standard deviation
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characterizes the dispersion degree of satellite broadcasting UTC time, which can
be regarded as uncertainty A and reflects the distribution of timing error. Their
expressions are shown as:

Average: l ¼
Pn
i¼1

Di

n
ð7Þ

Standard Deviation: r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

ðDi � lÞ2

n� 1

vuuut ð8Þ

n is the number of sampling points, Di is the value of the ith sampling point, and l
is the average of the values of n sampling points.

The improvement of multiple satellites timing accuracy is calculated as follows.

/ ¼ l2 � l1 ð9Þ

l2 is the multiple satellites timing accuracy when considering IGSO-6 satellite,
l1 is the multiple satellites timing accuracy without considering IGSO-6 satellite.

4 Timing Performance Evaluation Results

Based on the observation data of BeiDou timing receiver from June 1 to July 10,
2016, the satellite broadcasting UTC time is calculated. Combining the actual UTC
time in the same period, the time accuracy of BeiDou IGSO satellites, multiple
satellites timing accuracy and improvement of multiple satellites timing accuracy
when considering IGSO-6 is analyzed.

4.1 Single Satellite Timing Accuracy

4.1.1 B1 Timing Accuracy

B1 timing accuracy is calculated by using B1 single-frequency ionospheric delay
for correction. Figure 2 shows the B1 timing errors of the BeiDou IGSO-6 satellite
when using the K8 model [6, 7] and the grid point [8, 9] ionospheric delay.

The statistics of B1 timing error of IGSO satellites when using K8 model and
grid point ionospheric delay for correction are shown in Table 1.

As can be seen from Table 1, the B1 single satellite timing error is smaller when
using grid point ionospheric delay for correction than using K8 model. And with
the average as the evaluation results, the B1 timing error of IGSO-6 satellite is
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about −7 ns and standard deviation is better than 9 ns which is better than the
results of the other IGSO satellites.

4.1.2 B3 Timing Accuracy

B3 timing accuracy is calculated by using B3 single-frequency ionospheric delay
for correction. Figure 3 shows the B3 timing errors of the BeiDou IGSO-6 satellite
when using the K8 model and the grid point ionospheric delay.

The statistics of B3 timing error of IGSO satellites when using K8 model and
grid point ionospheric delay for correction are shown in Table 2.

It can be seen from Table 2 that the B3 single satellite timing error is smaller
when using grid point ionospheric delay for correction than using K8 model. And
with the average as the evaluation results, the B3 timing error of IGSO-6 satellite is
about −10 ns and standard deviation is better than 9 ns which is better than the
results of the other IGSO satellites.

4.1.3 B1 + B2 Timing Accuracy

B1 + B2 timing accuracy is obtained by using B1/B2 dual-frequency ionospheric
delay for correction. The B1 + B2 timing accuracy of BeiDou IGSO-6 satellite is
shown in Fig. 4.

As shown in Table 3, with the average as evaluation result, the B1 + B2 timing
error of IGSO-6 satellite is 1.2 ns and standard deviation is better than 9 ns. And
there are deviations from the results of the other five IGSO satellites.
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Fig. 2 B1 timing error of
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4.1.4 B1 + B3 Timing Accuracy

B1 + B3 timing accuracy is obtained by using B1/B3 dual-frequency ionospheric
delay for correction. The B1 + B3 timing accuracy of BeiDou IGSO-6 satellite is
shown in Fig. 5.

As shown in Table 4, with the average as evaluation result, the B1 + B3 timing
error of IGSO-6 satellite is 1 ns and standard deviation is better than 9 ns. And
there are some deviations from the results of the other five IGSO satellites.

4.1.5 Conclusion of Single Satellite Timing Performance

With dividing the 40 days test time into four periods, the timing error of IGSO-6
satellite in each period is calculated, and the timing errors of IGSO-6 satellite in
different time periods are compared. The average and standard deviation of IGSO-6
satellite in different modes are shown in Figs. 6 and 7.

As shown in Figs. 6 and 7, in the four periods, the B1 timing error of IGSO-6
satellite is less than that of B3 and the dual-frequency timing error is less than
single-frequency timing error which difference is about 10 ns and the standard
deviations of timing error in different modes are better than 9 ns.

4.2 Multiple Satellites Timing Accuracy

4.2.1 B1 Timing Accuracy

Figure 8 shows the B1 multiple satellites timing error using K8 model and grid
point ionospheric delay for correction.
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It can be seen from Table 5 that the B1 multiple satellites timing error is smaller
when using grid point ionospheric delay for correction than using K8 model, and
the improvement of B1 multiple satellites timing accuracy is about 0.6 ns when
adding IGSO-6 satellite.
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Fig. 4 B1 + B2 timing error
of BeiDou IGSO-6 satellite

Table 3 Statistics of IGSO
satellites B1 + B2 timing
error (unit: ns)

Prn Average Standard
deviation

Maximum Minimum

6 0.42 9.00 38.05 −49.07

7 −2.75 8.14 48.67 −42.39

8 −4.49 8.46 36.57 −46.71

9 −0.42 8.32 32.15 −48.35

10 −4.91 8.21 39.93 −49.32

IGSO-6 1.23 8.33 36.88 −31.72
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Table 4 Statistics of IGSO
satellites B1 + B3 timing
error (unit: ns)

Prn Average Standard
deviation

Maximum Minimum

6 1.19 9.15 44.63 −41.92

7 −2.21 8.27 58.62 −39.78

8 −4.93 8.66 42.35 −45.28

9 −0.29 8.80 35.40 −48.46

10 −4.94 8.32 62.87 −46.90

IGSO-6 1.05 8.80 36.72 −29.91
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4.2.2 B3 Timing Accuracy

Figure 9 shows the B3 multiple satellites timing error when using K8 model and
grid point ionospheric delay for correction.

As can be seen from Table 6, the B3 multiple satellites timing error when using
grid point ionospheric delay for correction is smaller than that of using K8 model,
and the B3 multiple satellites timing accuracy is improved when adding IGSO-6
satellite.
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Fig. 8 B1 timing error of
BeiDou IGSO satellites

Table 5 Effect of IGSO-6 on
B1 timing error (unit: ns)

Correction
model

Without
IGSO-6

With
IGSO-6

Improvement

K8 −12.13 −11.52 0.61

Grid point −11.61 −11.04 0.57
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4.2.3 B1 + B2 Timing Accuracy

With the average as evaluation result, the influence of IGSO-6 satellite on B1 + B2
multiple satellites timing error is analyzed. The results are shown in Table 7.

As can be seen from Table 7, the B1 + B2 multiple satellites timing accuracy is
improved by 0.5 ns after adding IGSO-6 satellite.

4.2.4 B1 + B3 Timing Accuracy

With the average as evaluation result, the influence of IGSO-6 satellite on B1 + B3
multiple satellites timing error is analyzed. The results are shown in Table 8.

It can be seen from Table 8 that the B1 + B3 multiple satellites timing accuracy
is improved by 0.37 ns when adding IGSO-6 satellite.

4.2.5 Conclusion of Multiple Satellites Timing Performance

Figure 10 shows the improvement of multiple satellites timing accuracy when
adding IGSO-6 satellite in different periods.

As can be seen from Fig. 10, in the third period, the B1 + B3 multiple satellites
timing accuracy is reduced by about 0.1 ns when adding IGSO-6 satellite and the
multiple satellites timing accuracy is improved by 0.2–0.8 ns in other periods.

Table 6 Effect of IGSO-6 on B3 timing error (unit: ns)

Correction model Without IGSO-6 With IGSO-6 Improvement

K8 −15.20 −14.61 0.59

Grid point −14.42 −13.88 0.54

Table 7 Effect of IGSO-6 on
B1 + B2 timing error (unit:
ns)

Without IGSO-6 With IGSO-6 Improvement

−2.83 −2.33 0.50

Table 8 Effect of IGSO-6 on
B1 + B3 timing error (unit:
ns)

Without IGSO-6 With IGSO-6 Improvement

−2.02 −1.65 0.37
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5 Conclusion

The B1 and B3 timing accuracy of IGSO-6 satellite are better than that of the other
five BeiDou IGSO satellites and the B1 + B2 and B1 + B3 timing accuracy have
some differences from that of the other five BeiDou IGSO satellites. After adding
IGSO-6 satellite, the multiple satellites timing accuracy is improved. Therefore,
IGSO-6 satellite meet networking conditions. At August 5, 2016, BeiDou official
website released that the test evaluation work of the twenty-second BeiDou navi-
gation satellite had completed and it provides services to users officially and the
satellite number is varies from 15 to 13 [10].

The timing performance evaluation of GEO-7 satellite is conducting, and then
the new launched BeiDou satellites and the new signal system BOC and S-band
signals.

Acknowledgements Funded by National Natural Science Foundation of China (Grant
No. 11503030) and National Defense Innovation Foundation of China (Grant No. CXJJ-16M205).
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Research of Navigation Terminal Test
Method Based on Real Playback Signal

Xiaoxi Jin, Yuze Wang and Rendong Ying

Abstract With the continuous promotion of Beidou satellite navigation applica-
tions, the pace of city market accelerate, and how to improve the navigation ter-
minal performance is a hot issue under city environment because of its wide
application and complex signal propagation. Based on received Beidou satellite
signal power shadowing under different environments in city application, the paper
proposed a statistical Markov model with three states: line-of-sight (LOS)-
shadow-block, and using a combination of mixture Gaussian functions to approx-
imate the distribution to describe signal variations to represent environment
parameter variations. Channel parameters are evaluated from the experimental data
in shanghai and utilized to verify a simulated model. Results presented in the form
of signal waveforms, probability density functions show close agreement with
measurements.

Keywords Playback test system � Test scene design � Performance indicators

1 Introduction

In the past ten years, Beidou navigation terminal technology to flourish, Beidou
terminal applications were blowout, such as urban vehicle navigation, auxiliary
communication and navigation, indoor navigation. With the deepening of naviga-
tion applications, navigation terminals and chip manufacturers increasingly rely on
the navigation terminal industry-standard test to ensure the terminal performance of
qualified.
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At present, the navigation terminal test methods are divided into two categories:
based on analog signal test and real signal test. The test method of terminal per-
formance based on analog signal is to provide a stable, accurate, reliable and
easy-to-use test environment for the development and testing of the navigation
terminal by setting different test parameters and scenes to simulate the real navi-
gation satellite signals. The test method has the advantage of full control of the test
scene, the test can be repeated, various types of error, signal level and other factors
can be accurately quantified, but the test method has obvious limitations, the real
signal user environment section has a variety of The simulation results show that
the performance of the analog signal environment is different from that of the real
signal receiving environment, and the simulation results show that the simulated
signal can not simulate the real signal completely. The test method based on the real
signal is to receive the real satellite signal with the terminal to be measured. The test
result is the actual performance of the receiving terminal. However, the real signal
changes with time. The constellation state, ionosphere, multipath, receiver envi-
ronment and the atmospheric signal propagation environment of the scene are
changing, so the test method is less reproducible and the test cost is higher.

Therefore, combining the advantages of simulator test and real signal test, it is
necessary to establish the real-time signal acquisition and playback test. At present,
the R&D in the collection of playback devices, the domestic unit has carried out a
number of related research work, such as Hunan Matrix Electronic Technology
Co., Ltd., a power company, Xiamen University Hercynian Engineering
Engineering Technology Center. The full-frequency navigation signal acquisition
and playback instrument of Hunan Matrix Electronics supports simultaneous
recording and playback of four channels of BD-2, GPS, GLONASS, Galileo
multi-system. The sampling bandwidth can be expanded up to 4bit, different scenes
can be selected during playback. But also controllable, the signal can be output
through the RF cable or antenna. Foreign collection and playback equipment
Spirent, Rohde Schwartz as the representative. The combination of FSW spectrum
analyzer, IQR high-speed signal storage instrument and R & S SFBW signal
playback device can be used to collect sampling frequency 150 MSPS, sampling
bandwidth 60 MHz, sampling bit width 16 bit, signal sampling range covers
1–5 GHZ range Within any of the navigation frequency signal, on behalf of the
current international performance of the highest signal acquisition and playback
equipment.

From the device point of view, the existing technical indicators to achieve the
navigation signal sampling requirements, but the lack of playback-based test
methods, error correction methods and other research work. This paper is on the
acquisition and playback system based on the test scenarios, test indicators for
research. This paper is divided into four parts. Section 1 is introduction. Section 2
is composed of the test platform. Section 3 is the design of the test scene. Section 4
is a typical test scenario. Section 5 is conclusion.
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2 Playback Test Platform

The design of this paper is based on the collection and playback test platform built
by Shanghai Key Laboratory of Positional Service and Satellite Navigation. The
acquisition and playback test platform consists of acquisition and calibration sub-
system, scene database subsystem, playback test subsystem, analysis subsystem,
The composition of the control center is shown in Fig. 1.

The Beidou navigation terminal test platform based on the collection and
playback has the characteristics of high sampling rate, large storage capacity, wide
storage mode and wide application scene. It can fully meet the requirements of
terminal manufacturers to collect, replay and analyze the experimental data of
typical application scenarios. Parameters of the test platform are as follows:

• Scenes include Shanghai, Beijing and Xi’an. The scene types include urban
canyons, woodlands, suburbs, open areas, elevated roads, tunnels, water and
industrial areas. Vehicles are vehicles with speeds of 0–120 km/h.

• Acquisition indicators, the signal contains B1/L1, sampling rate of 62 MSPS,
sampling accuracy of 8 bit, front-end bandwidth of 24 M, signal strength
−128 to −168 dBm.

Fig. 1 Test system based on real BDS signal data

Research of Navigation Terminal Test Method … 741



• calibration indicators, positioning accuracy better than 0.1 m, speed accuracy
better than 0.01 km/h.

• playback indicators, playback signal power error is less than 0.5 dB, playback
signal carrier frequency accuracy ±5 � 10−10. Playback test error (positioning
accuracy, dynamic characteristics) differences of less than 10%.

The above parameters have been tested through the test, this part is not the focus
of this article, so do not repeat them.

3 Test Scene Design

The main task of the test scenario design is to provide a description of the different
scenes of the database. In order to facilitate the user to test the equipment, the
developer can carry out the detailed analysis based on the scene features. When the
scene design is done, the influence of satellite constellation, user trajectory and
occlusion environmental parameters on the performance of the navigation terminal
is considered, and the parameters characterizing the scene characteristic are
extracted by the model analysis of the scene data.

3.1 Definition of Scene Parameters

The velocity factor characterizes the motion characteristics of the user. According
to the user’s speed, the user can be divided into quasi-static carrier (� 20 km/h),
low-speed carrier (20–60 km/h), medium-speed carrier (60–100 km/h). The
velocity characteristics include the uphill, turn, straight line and other movement
characteristics of the carrier.

The number of visible satellites is the number of satellites that the user can
receive signals at a certain moment. The number of visible satellites is the most
direct characterization of the constellation character.

3.2 Markov Parameter Model Based on Mixed Gaussian

These observations clearly suggest that classical distributions used radio propaga-
tion cannot be used directly to characterize the channel. Rather, a combination of
distribution is required, the overall pdf follows the general expression given in [1]

foverall ¼ Plos fshadow þPshadow fblock þPblock fblock ð1Þ
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where

flos pdf of the signal variations in LOS conditions;
fshadow pdf of the signal variations in shadowed conditions;
fblock pdf of the signal variations in blocked conditions;
Plos probability that the link is in LOS conditions;
Pshadow probability that the link is in shadowed conditions;
Pblock probability that the link is in blocked conditions;

P is described by two matrices:

– State probability matrix-[W]
– State transition probability matrix-[P].

Each element in matrix[P], Pij represents the probability of change from state I to
state j. the overall probability for each state is contained in matix[W] where each
element, Wi,represents the total probability of being in state I. the matrix elements
Wi, and Pij can be defined as follows:

Pij ¼ Nij=Ni ð2Þ

Wi ¼ Ni=N ð3Þ

where Ni is the number of the minimum state length corresponding to state I and
N is the total number of the state, Nij is the number of the transitions from state I to
state j.

So, we proposed three-state-model defined:

– S1: LOS conditions;
– S2: Shadow conditions;
– S3: Block conditions;
– [P]: State probability matrix;
– [W]: State transition probability matrix (Fig. 2).

Fig. 2 Three-state channel
model of BDS signal
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The distribution of the three state are described by mix Gaussian distribution:

f �
Xk
i¼1

wiNðli;RiÞ ð4Þ

So, the GM-HMM model parameter:

k ¼ ðP;W ; l;RÞ ð5Þ

4 Typical Test Scenarios

Correlation coefficients for typical scenes parameters estimated are shown in
Figs. 3, 4, 5 and Table 1.

Fig. 3
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Fig. 4

Fig. 5

Table 1 Characteristic factor
and positioning accuracy
values for urban environment
(confidence: 95%)

Urban scene Value

Velocity (km/h) 36

Number of visible satellites 5

PDOP 6.9

Shielding factor 56, 12, 32%

Signal intensity factor (dB Hz) 35.2

Signal fluctuation 0.78

Horizontal positioning accuracy (m) 54.75

Elevation Positioning Accuracy (m) 101.78
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P ¼
0:7131 0:137 0:1199
0:1148 0:8261 0:0291
0:0417 0:0115 0:9468
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4.1 Open-Space Scene

See Figs. 6, 7, 8 and Table 2.
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Fig. 6 Route of open-space scene (highway Shanghai)
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Fig. 7 DOP value of open-space scene

Fig. 8 Simulated positioning accuracy value of open-space scene
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5 Conclusion

In this paper, based on the platform of the test platform, the testing scene and test
index of the real mining signal are given. In this paper, six scene feature factors
such as velocity factor, satellite visible number, DOP, occlusion factor, signal
strength factor and signal fluctuation are defined, and the Gaussian Markov model
is given, and the localization accuracy index Of the theoretical formula. At the end
of this paper, the actual mining signals of two kinds of environment (urban canyon,
open area) are analyzed, and the characteristics of the two typical scenes and the
theoretical value of positioning precision are given. These studies provide a more
complete research idea for the typical scene scenario and index definition based on
the acquisition and playback test system. Other typical scenarios can be analyzed by
this research method.
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Space-borne BDS and GPS Receiver
of LING QIAO: Results over
Two Years In-orbit Operation

Sihao Zhao, Xi Chen, Sen Yuan, Linling Kuang and Mingquan Lu

Abstract China’s first low earth orbit (LEO) communication experimental satellite
—LING QIAO satellite, jointly developed by Tsinghua University and Xinwei
Group Co., Ltd., was launched on September 4th, 2014 and has been in operation in
orbit for over two years. A BeiDou Navigation Satellite System (BDS) + Global
Positioning System (GPS) dual-mode navigation receiver, developed by the Space
Center and the Position Navigation and Timing (PNT) Center of Tsinghua
University, is employed for positioning and timing for the onboard mobile com-
munication base station payload. In this paper, the general missions of the satellite
are reviewed, and then the BDS + GPS receiver design is introduced. The in-orbit
operation data are collected and analyzed, based on which the numbers of the
tracked navigation satellites, the position and velocity results, and the influence of
the space environments on the receiver are presented. All of those will play a
guiding role in the next generation space-borne global navigation satellite system
(GNSS) receiver design and development.

Keywords LING QIAO satellite � Space-borne GNSS receiver � BeiDou
Navigation Satellite System (BDS) � Global Positioning System (GPS) �
Positioning � Timing � In-orbit data

1 Introduction

Global Navigation Satellite System (GNSS) receivers are adopted for positioning,
velocity measurement and timing by modern low earth orbit (LEO) artificial
satellites, among which LEO mobile communication satellites witnesses a fast
development in recent years. Iridium Communications Inc. is developing
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Iridium NEXT satellites to update its aging first-generation constellation. An
augmentation of Global Positioning System (GPS) is achieved by Iridium and
Boeing [1]. Cooperation between Iridium and Stanford University is being con-
ducted to improve the integrity and broaden the service area of GPS [2]. A satellite
network company—OneWeb, also announced its plan for a 648-satellite LEO
communication constellation [3].

China’s first LEO communication experimental satellite, named LING QIAO
(International code: 2014-051A), developed by Tsinghua University and Xinwei
Telecom Group was launched on September 4th, 2014. Multimedia telecommuni-
cation and experiments of other payloads onboard will be carried out in orbit [4].
Up to now, LING QIAO has been in operation in space for over two years. Unlike
Iridium satellites that are equipped with a fixed mobile communication system,
LING QIAO adopted a user fixed mobile communication system in which wireless
communication beams get realtime adjustment to the user orientation. Such an
adaptive communication system maximizes the usage of the limited wireless
spectrum, however, it also highly relies on GNSS to obtain a precise space and time
reference under rapid relative movement between LING QIAO and the users. The
challenges therein for such GNSS receivers are achieving robust positioning and
precise timing under a space vehicle movement with a speed of about 7.5 km/s at
800 km altitude.

In this work, the missions and overall design of LING QIAO satellite is firstly
reviewed. The satellite navigation subsystem with BeiDou Navigation Satellite
System (BDS) and GPS receivers is then introduced. The two-year in-orbit data of
the space-borne BDS and GPS receivers are collected and analyzed to offer a
summary of their performance. The findings and lessons from the space-borne
receivers will be a guidance for future satellite-based BDS and GPS receiver design
and development.

2 Brief Overview of LING QIAO Missions

The project of LING QIAO started from October, 2010. The design and develop-
ment of the satellite was jointly conducted by Tsinghua University and Xinwei
Group. The satellite flight model was completed in December, 2012. On September
4th, 2014, it was launched by CZ-2D rocket from Jiuquan, China. The missions of
this satellite include: (1) Verification of multimedia trunking communications based
on smart satellite antenna—fast beam adaptation for specific areas, mobile and
trunking communication service for handheld and vehicle mounted user end, and
networking applications for ground users. (2) Verification of global electromagnetic
spectrum scanning. (3) Demonstration of positioning and timing ability using
space-borne BDS and GPS receivers.
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LING QIAO satellite has a volume of 720 mm � 660 mm � 760 mm, and a
weight of about 135 kg. It operates on a sun synchronous orbit with an altitude of
about 800 km above the earth surface. Figure 1 shows the appearance of the
satellite and some of its components. The satellite upper side in the figure faces
the earth during its flight and the bottom side in the figure points to the azimuth. On
the earth side, several telecommunication antennas including mobile communica-
tion antenna, electromagnetic spectrum antenna, telemetry and track and command
(TT&C) antenna are installed, while on the azimuth side, the BDS and GPS
antennas are placed inside the separating ring which connects the rocket.

The payloads of the satellites function as follows.

(1) Fifteen smart point beams that can be adjusted independently can be formed by
the mobile communication payload. A maximum data rate of 56 kbps that
supports 7 concurrent 8 kbps full-duplex speech communications for handheld
devices can be achieved within a ground area of 1200 km2. Maximum 1 Mbps
data distribution and video transfer are available for ground vehicle or airborne
user devices.

(2) The spectrum scanning payload works on 2–4 GHz frequency band, covering a
ground area of 2000 km2. The receiver sensitivity is better than −95 dBm
(20 MHz), the scanning frequency step is 20 MHz and the dwell time at each
point is 100 ms. The scanned data can be real-time processed, stored onboard
or transferred down to the ground database.

(3) The satellite navigation subsystem provides positioning, velocity measurement
and timing services. The 3-dimensional position error (root mean square error
—RMSE) is required to be better than 15 m, the velocity RMSE better than
1 m/s and the timing pulse RMSE better than 100 ns. All GNSS measurement
data can be transferred to the ground for post processing such as precise orbit
determination.

Earth Side: Mobile 
communication 
antenna array,

electromagnetic 
spectrum antenna,

TT&C antenna

Azimuth side:
separating ring, BDS 

and GPS antennas 
(inside the ring)

Fig. 1 Exterior of
LING QIAO satellite
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3 Design of the Navigation Subsystem of LING QIAO

The navigation subsystem is one of the most important subsystems onboard, which
supplies accurate timing, position and velocity information for other subsystems
such as the mobile communication payload. The subsystem receives GPS L1 and
BDS B1 civilian signals, and outputs the satellite position, velocity, time and a
precise pulse per second (1PPS). The position, velocity and universal time coor-
dinated (UTC) information is broadcast via the satellite bus for other subsystems,
and the 1PPS is transferred to the mobile communication subsystem through a
multipoint low voltage differential signaling (MLVDS) bus.

The subsystem contains two GPS receivers and one BDS payload as depicted in
Fig. 2. One of the GPS receivers works as the main device and the other as the
backup. The BDS receiver shares antennas with the GPS receivers via two splitters.
The BDS and GPS signal firstly enters a surface acoustic wave (SAW) filter to
suppress the out-band electromagnetic interference. Then the signal is amplified by
a low noise amplifier (LNA) and split for the GPS and BDS receivers, respectively.
The BDS baseband module selects one of the two signal inputs according to the
ground instruction [5].

The hardware of the LING QIAO BDS and GPS receivers are shown in Fig. 3.
The GPS main and backup receivers share one printed circuit board (PCB) while
the BDS receiver occupies another PCB. The three receivers are all connected to the
satellite bus. The power supply converters are placed on the side of the devices for
better heat control. The BDS receiver processes the B1 signal based on a field
programmable gate array (FPGA) and generates the position, velocity and
time information using the range measurements and the broadcast ephemeris
data [6].

SAW LNA Splitter
GPS 
RF

GPS 
baseband

PVT 
computation

SAW LNA Splitter
GPS 
RF

GPS 
baseband

PVT 
computation

BDS RF BDS 
baseband

PVT 
computation

Main GPS receiver

Backup GPS receiver

BDS payload

Satellite bus

BDS RF

Fig. 2 GNSS navigation subsystem of LING QIAO
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4 In-orbit Performance of the Space-borne GNSS
Receivers

4.1 Number of Tracked BDS and GPS Satellites

The availability of the navigation satellites depends on the coverage of the navi-
gation constellation. GPS covers the entire globe while BDS is still a regional
system so far. The coverage of BDS over the entire earth lacks verification through
real data, and we collected 48-h in-orbit data from LING QIAO which recorded the
tracked number of BDS satellites as given by Fig. 4. As can be seen from the figure,
the maximum number of visible BDS satellites is 9, the minimum is 1, and the
average is 5.7. Furthermore, the time percentage when no fewer than 4 satellites are

Main and Backup GPS

Power 
supply

Satellite 
bus

BDS receiver

Fig. 3 Photo of the
LING QIAO BDS + GPS
receiver hardware
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tracked is 94.4%. Inside the area from 55°N to 55°S and 70°E to 150°E, the tracked
number of satellites is not fewer than 4, which is in accordance with the regional
BDS service area announced in [7]. It is noteworthy that the actual BDS system
coverage is better than this. The limited in-orbit performance is mainly caused by
the design drawbacks of the BDS receiver such as the extra signal loss in SAW
filter at B1 frequency and lack of a fast acquisition module which will be improved
in future design. In other areas, the BDS receiver cannot track sufficient satellites to
position. In order to evaluate the BDS coverage inside its service area, the number
of tracked BDS satellites is recorded from UTC 09:20 to 09:50, May-6, 2015, when
LING QIAO was flying over Beijing. During this period, the maximum number of
tracked satellites is 9, minimum is 2, and average is 5.1.

Another 48-h GPS dataset is recorded and the number of tracked satellites over
the globe is given by Fig. 5. The number of tracked GPS satellites ranges from 4 to
12 with an average of 7.6.

4.2 Comparison of Tracked Satellites on Earth and in Space

Generally, the number of tracked satellites decreases if the receiver is further away
from the ground given the same view angle of the antenna and the receiver.
Meanwhile, the space vehicle flies at a much higher speed than a ground user which
also causes a different variation pattern of the tracked satellites. Therefore, the
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number of tracked satellites in space will largely differ from that on the ground.
Figure 6 demonstrates the number of tracked GPS satellites by the LING QIAO
GPS receiver in orbit and a commercial receiver on the ground during two 70-h
periods. It can be observed that the average number of tracked satellites by
LING QIAO is 7.5 compared with 11 for the ground receiver. Besides, the variation
of the number of tracked satellites by the space-borne GPS receiver is more severe
and faster than the ground receiver.

4.3 In-orbit Position and Velocity Results

BDS and GPS in-orbit data during the same period when LING QIAO flew over
China are collected and analyzed. Compared with the orbit determination results
from the GPS positioning solutions, the BDS position RMSE is 13 m and velocity
RMSE is 20 cm/s, while the GPS position RMSE is 1 m and velocity RMSE
1.1 cm/s [5] which all satisfy the mission requirement. The BDS receiver’s position
and velocity results show larger error than the GPS receiver which is caused by the
drawbacks in the receiver design mentioned above. Software update to optimize
signal acquisition and tracking, and hardware improvement such as SAW filter
replacement are necessary in the future work.

5 Space Environmental Impact on GNSS Receivers

Thermal vacuum and space radiations are among themajor concerns for space receiver
design. The former requires a proper working temperature for the devices and the latter
should be combated with radioresistance measures and high reliability design.
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5.1 Receiver Status Under Temperature Variation

The temperature inside the satellite should remain in a benign range for electronic
devices through proper heat control design. The temperature data of the GPS
receiver during December 1–3, 2015 are recorded and illustrated in Fig. 7. The
daily average temperature is 24.09, 24.14 and 24.26 °C, respectively. The tem-
perature fluctuation period is approximately 5400 s which matches the orbit period.
The sunlight condition causes the variation of temperature, i.e., the temperature
drops when the satellite is under the earth shadow and rises under sunlight.

The daily average temperature over one year is shown in Fig. 8. The highest
reaches 26 °C and the lowest falls to 14 °C. The temperature curve jumped at the
end of March, 2016, which was caused by a single event upset (SEU) as described
in next sub-section and resulted in an increase in electric current. Overall, the heat
control design works effectively and guarantees a proper temperature for GNSS
receivers.

5.2 Influence from Space Radiations

Space radiations mainly include total dose effects and single event effects (SEE).
The total dose effects have marginal influence on the age of LEO satellites, so SEE
is the major concern in the design phase. Typical SEEs contains SEU, single event
latchup (SEL) and single event functional interruption (SEFI) which may cause
malfunctions or even damage to the receivers. The LING QIAO GPS receiver is
implemented on application-specific integrated circuit (ASIC) while the BDS
receiver is based on the configurable logic blocks of a static random access memory
(SRAM) FPGA which is more vulnerable to space radiations.
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The BDS and GPS receivers underwent three SEEs during the two-year in-orbit
operation as listed below.

(1) On UTC 17:04:25, January-28, 2015, at the spot of (−9.87°S, −41.94°E) over
the South Atlantic Ocean, the current rose from 0.32 to 1.21 A. The BDS
receiver automatically powered off due to the overrun of the power manage-
ment module. It is considered to be a SEL because the 3.3 V circuit was
observed to experience a current surge beyond its limitation.

(2) On UTC 21:42:10, May-19, 2015, at (−49.86°S, −12.03°E) over South
America, GPS broadcast stopped, and the number of tracked satellites dropped
to zero. It lasted 1 h 2 min and was confirmed to be an automatic reset caused
by SEU.

(3) On UTC March-22, 2016, the controller area network (CAN) interface of the
GPS receiver failed and the 5.5 V current increased by 0.35 A. The GPS
receiver was manually restarted on March-28 and the system recovered. It was
confirmed that the 5 V circuit of the micro-controller for CAN interface suf-
fered from a SEL.

In order to combat these SEEs, some protections were implemented during the
design phase as follows. These measures are proved to be necessary and effective
over the two-year flight.

(1) Automatic overcurrent shutdown is implemented to prevent any detrimental
damage caused by SEE.

(2) Watchdogs and important variables in software are also protected by triple
modular redundancy (TMR).

(3) Basic working states such as position results are monitored by software. When
an unrecoverable exception occurs, the software automatically restarts the
whole system.

(4) Warm functional backup of the satellite bus interfaces is implemented.
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6 Conclusion and Future Work

The main tasks of LING QIAO communication experimental satellite are reviewed.
Its overall design especially the GNSS subsystem design is introduced. In-orbit data
from the LING QIAO BDS and GPS receivers over the two-year flight are collected
and analyzed. The working status of the receivers including the numbers of tracked
BDS and GPS satellites, the position and velocity solutions and the impact of the
satellite temperature and space radiations is summarized.

In the future, based on the experiment data and lessons learned from the
two-year flight of LING QIAO, the space-borne GNSS receivers will be modified
and improved to enhance their performance.
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Modeling and Simulation
of Receiver-Spoofer Attacking
Process in Tracking Stage

Meng Zhou, Hong Li, Peng Liu and Mingquan Lu

Abstract Since the Global Navigation Satellite System (GNSS) has been con-
structed and normally operated, it has been widely applied in aviation, aerospace,
navigation, power grid monitoring and communication. However, two factors
determine its inherent vulnerability: (1) the navigation signal is prone to be jammed
due to the very weak signal strength; (2) The fake signal could be easily generated
because the navigation system Interface Control Documents (ICD) is open for the
world. Therefore, GNSS receiver is often to be an important spoofing and jamming
target for malicious attacks. Hence, when the receivers are once attacked, it can
cause huge economic losses; moreover, it could also lead to serious safety problems
for users. For the attacking of the receiver-spoofer in tracking stage (receiver-
spoofer for short), it can take control of the target virtually without causing the
target receiver unlocked, so it could make great hazards and destruction because of
the high concealment. To analysis the technique of the receiver-spoofer, it discusses
the principle when the attack takes over the control of receiver code loop in tracking
stage in this paper. In order to model the spoofing process, the formulas of the key
parameters in spoofing process were deduced and the simulation was achieved.
Ultimately, the results, using a software receiver, verify the correctness of the
simulation algorithm. Using the result in this paper, it cannot only provide a the-
oretical guide for the subsequent receiver-spoofer attack, but it can also provide a
reference for the anti-attacking technique against the receiver-spoofer.
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1 Introduction

1.1 Vulnerability of GNSS

The GPS system of US is the first global satellite navigation system (GNSS), which
can provide real-time, all-weather, continuous, global coverage of positioning,
navigation, time service. Thereafter, Russia’s GLONASS system and EU’s
GALILEO system, as well as China’s CAMPASS system join the GNSS com-
munity, which greatly improved the completeness, positioning and timing accuracy
of GNSS system, more and more applications to aerospace, aviation, mobile
communications, power grid monitoring and other civilian infrastructures.
However, GNSS signal power is very weak, usually below −160 dBW, and most of
the signal interface format is open and transparent, which makes some hostile
individuals and organizations easy to attack GNSS system, so GNSS user cannot
receive the correct navigation messages or only receive the wrong navigation
information. This can cause deviation from the correct navigation route, or produce
the wrong time synchronization results, resulting in huge economic losses, and even
a threat to personal safety [1, 2].

There are usually two kinds of GNSS attacks, one is called interference, gen-
erally by sending high-power RF signal to suppress the real navigation signal,
making the receiver does not work; the other called spoofing, which by transmitting
a fake signal similar to the real navigation signal, the receiver to receive the wrong
navigation information, thus affecting or even control the positioning and timing
results. In comparison, the spoofing is more difficult to be detected, and can be used
to targeted attacks, so at present it becomes the focus of GNSS attack research.

1.2 Receiver-Spoofer

Receiver-Spoofer is very difficult to be found, as shown in Fig. 1, it is generally
composed of a navigation signal receiving device, a spoofing signal generating
device and a spoofing signal transmitting device. At first the Receiver-Spoofer
collects the GNSS navigation signal to calculates the carrier frequency, carrier
phase, code frequency, code phase and navigation message, etc. Then, based on the
information and its relative position with the target receiver, a counterfeit naviga-
tion signal is generated. When this generated navigation signal reaches the target,
its carrier frequency, carrier phase, code frequency, code phase, navigation message
and other information will be as same as the actual navigation signal, which makes
it possible to not interrupt the target receiver on the navigation signal tracking, and
secretly into the receiver code loop, to change the phase identification results, and
ultimately capture the control of the target receiver [3].
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In 2008, T.E. Humphreys et al., in the University of Texas, pioneered the
implementation of the receiver-spoofer platform in a laboratory environment, as
shown in Fig. 3 [4]. Using the platform, they tested four commercial receivers, such
as ordinary commercial receiver, power grid monitoring timing receiver, mobile
base station timing receiver and marine GPS receiver, and the results showed that
the typical commercial receivers do not have the ability to detect the spoof [5, 6].
These objects lost the control of the code loop and locked in the spoofing signal in
the condition of without giving any alarm signal. The principle of receiver-spoofer
to take the control of code loop is shown in Fig. 2.

When the fake signal enter the code loop, it can influence the output of the
advance and delay correlator, so it can change the code phase in the local receiver
and the fake signal is locked. In this paper, it analyzes in detail the process of
capturing the loop control by spoofing signal, and study its mechanism, moreover,
to determine which parameters will influence the process, and provide the advice
for anti-spoofing technology.

2 Analysis of Spoofing Process

2.1 Model of Spoofing Signal

The structure of spoofing signal and genuine signal is same, so the received signal
by receiver can be expressed as follows:

SðtÞ ¼
ffiffiffiffiffiffi
2P

p
ðxðtÞDðtÞÞ sinð2pftþ hÞ ð1Þ

Satellite

Genuine signal Genuine signal

Spoofing signal
Target receiver

Spoofer

Information about  target receiver, such as 
position, velocity.

Fig. 1 Principle of receiver-spoofer
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where

P Average power of signal;
xðtÞ Level of PN code generated by satellite;
DðtÞ Level of data generated by satellite;
f Carrier frequency of spoofing signal;
h Carrier phase of spoofing signal

Receiver-spoofer can get the navigation message via receiving the genuine
navigation signal, and the frequency of this message is much lower than that of PN
code, so it can be considered in the process of spoofing that the data DðtÞ is always
aligned with the genuine signal. In this paper, the focus will be put on the effect of
other four parameters, that are P, xðtÞ, f , and h.

2.2 Modeling of Spoofing Process

When receiver processes the navigation signal, a sinusoidal carrier signal with
coincident phase and frequency with received carrier will be generated in carrier
loop, and a local code with coincident phase and frequency with received code will
generated in code loop. The key to the local code alignment with the navigation
signal is the phase detector and the Numerically Controlled Oscillator (NCO). The
phase detector calculates the phase difference between the local code and the
navigation signal, and then adjusts the frequency of the local code through the NCO
to make the two coincide.

(a)

(b)

Fig. 2 a Correlator output
before the fake signal enters
the code loop. b Correlator
output after the fake signal out
of the code loop
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According to the introduction in Sect. 1.2, we know that the spoofing signal will
slowly align the genuine signal, and then gradually deviate from it when the
spoofing occurs. According to the tracking principle of code and carrier loop [7], it
is known that when the spoofing signal enters the tracking range of the discrimi-
nator, the value of the integrator will be changed to break the balance of dis-
criminator, so as to readjust the NCO, and the early correlation value of the local
code is again equal to the late value. Taking the code loop as an example to
illustrate this process, the discriminator of the code loop uses the triangular sym-
metry of the PN code autocorrelation function to achieve the phase alignment of the
local code and the received code. It will calculate the advance correlation value and
the late correlation value of the local code and the received signal, if the two values
are equal, then alignment is reached between the local code and received code. The
commonly used calculation formula of discriminator is shown in Eq. (2).

dcp ¼ ð1� dÞE � L
Eþ L

ð2Þ

where

dcp is the output of discriminator
d is the correlator spacing, i.e. the chips of early or late of early minus late

discriminator
E, L is the correlation output of early and late integrator respectively.

Consider that from change of spoofing signal’s phase to adjust of discriminator,
then to the balance again of discriminator as a cycle, thus at the end of each cycle,
Eq. (3) is hold.

EðnÞ � LðnÞ ¼ 0
sSðnÞþ sRðnÞ ¼ DtðnÞ

�
ð3Þ

Here, EðnÞ, LðnÞ is the output of early and late correlation integrator after nth
cycles finished, respectively.

sSðnÞ, sRðnÞ is the phase difference between spoofing or genuine code with local
code after nth cycles finished, respectively.

DtðnÞ is the phase difference between spoofing and genuine signal in nth cycles,
which changes at the beginning of each cycle, but as constant during each cycle,
until the next cycle begin.

According Eq. (3), due to the change of DtðnÞ, the value of sSðnÞ and sRðnÞ is
different at the end of each cycle completion. Once one of them exceeds the
tracking range (1þ d chips) of the discriminator, it no longer affects the calculation
of the local code phase, and the control is entirely on the other side. The whole
process is shown in Fig. 3.

Assume that the receiver is in a stable tracking of the genuine signal while the
spoofing occurs, now, the replica of code is aligned with received code, sRð0Þ ¼ 0,
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sSð0Þ ¼ Dtð0Þ. When the spoofing signal enters the traction range of discriminator,
the output is changed by the influence of the spoofing signal. The phase of the local
code is also changed. The value of sRðnÞ, sSðnÞ is updated until one of them exceeds
the traction range of the discriminator. If sRðnÞ exceeded, the loop is captured by
spoofing signal, however, if sSðnÞ exceeded, the loop is still controlled by the
genuine signal, if both exceeded, then the loop lost lock. If loop noise is not taken
into account, this iterative process will be definite, each group parameters will
correspond to a definite final state; on the contrary, it is a stochastic process, the
final state is the probability combinations of three cases.

2.3 Calculation of Vector ðsSðnÞ; sRðnÞÞ

In terms of the analysis of Sect. 2.2, we can find that the value of vector
ðsSðnÞ; sRðnÞÞ plays a decisive role in the process of spoofing. From Eq. (3), if the

Fig. 3 The flow chart of
spoofing process
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value of E, L is known, then the value of ðsSðnÞ; sRðnÞÞ can be obtained. In Ref. [8],
the formula is given as Eq. (4)

SK ¼ A � RðsKÞ sin cðfeTcohÞj j; K ¼ E; L ð4Þ

where

A is the correlation amplitude
RðsKÞ is the normalized autocorrelation function
fe is the frequency difference between received signal and local code
Tcoh is the period of correlation integrate

When genuine and spoofing signal are received at the same time, E, L can be
calculated from Eq. (5)

SK ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðIK þ I 0KÞ2 þðQK þQ0

KÞ2
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A � RðsKÞ sin cðfeTcohÞj jð Þ2 þ gA � Rðs0KÞ sin cðf 0eTcohÞ
�� ��� �2

þ 2gA2RðsKÞRðs0KÞ sin cðfeTcohÞj j sin cðf 0eTcohÞ
�� �� cosð/� /0Þ

vuut

K ¼ E; L

ð5Þ

where

g is the ratio of amplitude of spoofing signal and genuine signal, i.e.
spoofing-to-signal ratio (SSR)

/� /0 is the difference of carrier phase between spoofing and genuine signal

For simplicity, given the carrier phase of spoofing and genuine signal are
aligned, that is, fe ¼ f 0e ¼ 0 and /� /0 ¼ 0, Eq. (5) becomes

E ¼ ER þES

L ¼ LR þ LS
ð6Þ

2.3.1 Discriminator Spacing Less or Equal than 0.5 Chips

When the discriminator spacing is less or equal than d� 0:5 chips, for each signal
in the range of discriminator, in terms of Eq. (6) and the correlation function R of
PN code, the value of ER, ES, LR and LS can be obtained according to Eq. (7)

EðsÞ ¼ 0; LðsÞ ¼ Að1þ dþ sÞ; �1� d� s\� d
EðsÞ ¼ Að1þ d � sÞ; LðsÞ ¼ 0; d� s\dþ 1
EðsÞ ¼ Að1� dþ sÞ; LðsÞ ¼ Að1� d � sÞ; �d� s� d

EðsÞ ¼ 0; LðsÞ ¼ 0; other

8>><
>>:

ð7Þ
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So, there are nine states according to the different value of sRðn� 1Þ, sSðn� 1Þ
and the formula for calculating ðsSðnÞ; sRðnÞÞ in different cases are as follows:

• State 1

sRðnÞ ¼ 2gtðnÞ � ð1þ dÞ
2g� 1

sSðnÞ ¼ ð1þ dÞ � tðnÞ
2g� 1

ð8Þ

• State 2

sRðnÞ ¼ gtðnÞ � d
g

sSðnÞ ¼ d
g

ð9Þ

• State 3

sRðnÞ ¼ gtðnÞ
gþ 1

sSðnÞ ¼ tðnÞ
gþ 1

ð10Þ

• State 4

sRðnÞ ¼ 1þ d � 2dg

sSðnÞ ¼ tðnÞ � ð1þ d � 2dgÞ ð11Þ

• State 5

sRðnÞ ¼ 0

sSðnÞ ¼ tðnÞ ð12Þ

• State 6

sRðnÞ ¼ dg

sSðnÞ ¼ tðnÞ � dg
ð13Þ
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• State 7

sRðnÞ ¼ gtðnÞ � ð1þ dÞðg� 1Þ
gþ 1

sSðnÞ ¼ tðnÞþ ð1þ dÞðg� 1Þ
gþ 1

ð14Þ

• State 8

sRðnÞ ¼ 2d � gð1þ dÞþ gtðnÞ
g

sSðnÞ ¼ 2d � gð1þ dÞ
g

ð15Þ

• State 9

sRðnÞ ¼ gð1þ d � tðnÞÞ
2� g

sSðnÞ ¼ 2tðnÞ � gð1þ dÞ
2� g

ð16Þ

2.3.2 Discriminator Spacing Larger than 0.5 Chips

When the discriminator spacing is d[ 0:5 chips, the output of early correlator E
and late correlator L can be get from following formula (17)

Es ¼ 0; Ls ¼ Asð1þ dþ sÞ; �1� d� s\� d
Es ¼ 0; Ls ¼ Asð1� d � sÞ; �d� s\d � 1

Es ¼ Asð1� dþ sÞ; Ls ¼ Asð1� d � sÞ; d � 1� s� 1� d
Es ¼ Asð1� dþ sÞ; Ls ¼ 0; 1� d\s� d
Es ¼ Asð1þ d � sÞ; Ls ¼ 0; d\s� 1þ d

Es ¼ 0; Ls ¼ 0; other

8>>>>>><
>>>>>>:

ð17Þ

In terms of Eq. (17), there are 9 states for different sRðn� 1Þ and sSðn� 1Þ, the
sRðnÞ, sSðnÞ are calculated for these 9 states as follows:
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(1) State 1

sRðnÞ ¼ 2gtðnÞ � ð1þ dÞ
2g� 1

sSðnÞ ¼ ð1þ dÞ � tðnÞ
2g� 1

ð18Þ

(2) State 2

sRðnÞ ¼ 2gtðnÞþ d � 1
2gþ 1

sSðnÞ ¼ tðnÞ � dþ 1
2gþ 1

ð19Þ

(3) State 3

sRðnÞ ¼ gtðnÞ
gþ 1

sSðnÞ ¼ tðnÞ
gþ 1

ð20Þ

(4) State 4

sRðnÞ ¼ gtðnÞþ gð1� dÞ � ð1þ dÞ
g� 1

sSðnÞ ¼ �gð1� dÞþ ð1þ dÞ � tðnÞ
g� 1

ð21Þ

(5) State 5

sRðnÞ ¼ gtðnÞþ gð1� dÞ � ð1� dÞ
gþ 1

sSðnÞ ¼ �gð1� dÞþ ð1� dÞþ tðnÞ
gþ 1

ð22Þ

(6) State 6

sRðnÞ ¼ gð1� dÞþ gtðnÞ
2þ g

sSðnÞ ¼ 2tðnÞ � gð1� dÞ
2þ g

ð23Þ
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(7) State 7

sRðnÞ ¼ gtðnÞþ ð1þ dÞð1� gÞ
gþ 1

sSðnÞ ¼ tðnÞ � ð1þ dÞð1� gÞ
gþ 1

ð24Þ

(8) State 8

sRðnÞ ¼ ð1� dÞ � gð1þ dÞþ gtðnÞ
g� 1

sSðnÞ ¼ �ð1� dÞþ gð1þ dÞ � tðnÞ
g� 1

ð25Þ

(9) State 9

sRðnÞ ¼ gð1þ d � tðnÞÞ
2� g

sSðnÞ ¼ 2tðnÞ � gð1þ dÞ
2� g

ð26Þ

When correlator spacing d\0:5 chips, there have similar results.

2.4 Simulation of Spoofing Process

Based on the analysis and derivation of Sect. 2, and assuming that the phase of the
spoofing signal changes uniformly, we can realize a complete simulation of
spoofing attack process as follows.

Simulation input: spoofing-to-signal ratio g, genuine and spoofing signal phase
difference tð0Þ, spoofing signal movement rate m, discriminator spacing d.

Simulation output: phase difference between genuine signal and local code
sRðnÞ; phase difference between spoofing signal and local code sSðnÞ.

Spoofing results (success, failure, or loss of lock).
Simulation steps:

(1) Let the initial value of the vector ðsSðnÞ; sRðnÞÞ is ð0; tð0ÞÞ, n ¼ 0;
(2) In terms of d to select the corresponding update calculation formula of

ðsSðnÞ; sRðnÞÞ, n ¼ nþ 1, calculate ðsSðnÞ; sRðnÞÞ, tðnÞ;
(3) Decide sSðnÞ or sRðnÞ whether or not greater than 1þ d, if yes, then go to Step

4, else, go to Step 2 again;
(4) If the value sSðnÞ is greater than 1þ d, the result of the spoofing is set to as

failure. If sRðnÞ is greater than 1þ d, the result of the spoofing is set to as
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success. If the value of sSðnÞ and sRðnÞ are all greater than 1þ d, the result of
the spoofing is set to as unlock. The simulation ends.

The above simulation algorithm is realized by using matlab. Figure 4 shows the
results of ðsSðnÞ; sRðnÞÞ when different value of g, tð0Þ, m are input into the sim-
ulation program.

The red circle in Fig. 4 represents the change trajectory of sRðnÞ, and the blue
circle represents the change trajectory of sSðnÞ. In Fig. 4a, the simulation ends in
the condition sSðnÞ[ 1þ d, which means the spoofing is failed. In Fig. 4b, the
simulation ends in the condition sRðnÞ[ 1þ d, which means the spoofing is
successful.

3 Experiment and Verification

Using GPS signal simulator to generate two signals A and B, where A as genuine
signal, B as spoofing signal, the amplitude ratio of B and A acts as SSR g, A and B
have same carrier frequency and phase, the code phase difference of these two
signal is tð0Þ, The PN code of the signal B approaches signal A with the velocity m
and then moves away. We sample the two signals at a rate of 60 MHz, and stores
the data. Matlab software receiver reads the samples of these two signals, and
records the phase difference ðsSðnÞ; sRðnÞÞ between local code and these two sig-
nal’s PN code in whole process, and compared with the simulation results. Change
g, tð0Þ and m, repeat the experiment. The comparison results are shown in Fig. 5.
Since the moving rate of spoofing signal does not affect the simulation result of
error comparison, there is no consideration of the moving rate m in the experiment.
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Fig. 4 Simulation results of spoofing process
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The calculation error of sRðnÞ is shown in Fig. 5, we can find that the results
calculated by software receiver are very close to that of simulation, thus the cor-
rectness of previous spoofing process analysis and simulation program is verified.

4 Conclusions

In this paper, the spoofing signal and spoofing process are modeled in terms
of the analysis of receiver-spoofer technology, and the formula for calculating
ðsSðnÞ; sRðnÞÞ that is the key parameter vector during spoofing process is obtained,
and simulation of spoofing process is realized using Matlab software. Finally, a
series of experiments proved the validity of the process model and the simulation
program. In future, we will further consider the influence of noise on the spoofing
process, and add this factor into the simulation process. These analyzes can provide
the theoretical guidance and research platform for future research of GNSS spoofing
and anti-spoofing technology.
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Low Power Consumption Control Method
for Navigation Receiver with Multi-stage
Bandwidth

Daowei Chen, Hong Lei Lin and De-hui Xu

Abstract With the rapid development of global satellite navigation technology and
the progress of the mass consumer level user terminal equipment has been a
large-scale popularization and application of energy limited mobile terminal
equipment to reduce power consumption is of great significance. In order to achieve
the goal of reducing the power consumption of the receiver, the receiver can
quickly and stably track the convergence and reduce the convergence time by
adjusting the bandwidth of the control loop. By analyzing the simulation results, the
design of multilevel bandwidth adjustment can effectively reduce the convergence
time and significantly reduce the power consumption of the receiver.

Keywords Navigation receiver � Power control � Multi level bandwidth

1 Introduction

The continuous construction and development of the global satellite navigation
system has greatly promoted the application and popularization of the satellite
navigation and positioning technology in the social production and life, especially
the terminal products represented by the satellite navigation receivers and their
embedded positioning devices. In the smart phones, Watches, tablet PCs, car
navigation, trackers and other mass consumer electronics has been widely used. To
prolong the time for the electronic equipment is always one of the goals of the
engineer, and reduce the power consumption of the navigation module is the key to
achieving this trend [1]. Although the battery technology continues to progress, but
its capacity growth is very limited, the capacity of the battery in recent years, only
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increased 2–4 times [2], but this is far cannot meet the demand, the lower the power
consumption of the navigation receiver to extend the carrier of the working time,
improve the availability of equipment, it is of great significance for the user. It is
very important to implement low-power control for receivers, especially for mobile
phones, PNDs, watches, tablet computers, etc. which are particularly strict in power
consumption and are used in a large amount.

2 The Method of Receiver Power Consumption Saving

2.1 Basic Method of Power Consumption Control

The technology of controlling Navigation receiver power is currently mainly using
a variety of low-power mode, divided into a fixed duty cycle mode and the
non-fixed cycle mode of operation [3], the former is to periodically turn off the
receiver components, While the latter is non-periodic. The fixed cycle mode is also
called the power saving mode, as shown in Fig. 1, the method is to make the
receiver in the standby state (various state definitions shown in Table 1) standby
time length shown in the figure for 540 ms, track the signal time 300 ms, and spend
160 ms time to solve the position, and finally to maintain cyclical 1 s/time output
positioning results, this approach to avoid the traditional receiver continuous
tracking of the extra power overhead, while ensuring reliable results output. Further
considering the problem of signal variation, the power saving mode can be
improved to the adaptive power saving mode, and the adaptive power saving mode
is switched to the continuous operation state when the signal strength is lower than
a certain threshold, such as 26 dB-Hz. Also, in order to reduce power dissipation in
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Fig. 1 Power saving mode
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a greater degree, the receiver can be updated in a longer cycle, as shown in Fig. 2,
for a period of 8 s 160 ms, which can be forced when rapid repositioning is
required, For compulsory positioning mode [3], the compulsory positioning mode
allows the receiver in the sleep process to resume operation and output positioning
results.

2.2 Power Consumption Control Principle Analysis

At present, the power-saving mode is mainly used to control the power con-
sumption of the navigation chip. That is to say, the receiver is in the standby and
working state regularly in one positioning period. For example, supposing the
positioning result update period is 1 s, To keep track of the solution, the remaining
0.8 s receiver in standby mode, this method by periodically turning off the receiver

Table 1 Various state definition

Receiver state Switch state Power consumption

Full power state Power supply for all parts High

CPU state In addition to the CPU, TCXO and
synchronizer, the rest is turned off

Medium

Standby state RF, baseband clock is powered down,
only the internal core registers, RTC
and RAM power supply

Low

Sleep state RF, the baseband is powered down,
keeping RTC and RAM running

Extremely low
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most of the devices, can effectively reduce the receiver power, the principle is
shown in Fig. 3.

Under the premise of satisfying the tracking performance of the navigation
receiver, the longer the standby time, the greater the proportion of power con-
sumption. Since the receiver decoding time is fixed, it is necessary to shorten the
convergence time of the tracking loop in order to increase the power consumption
control effect. The shorter convergence time means that the power control ratio can
be higher, but can not shorten the convergence Time, because the premise is not to
affect the loop tracking performance. How to shorten the convergence time of the
receiver loop after restart, in order to obtain the maximum standby time, thus
increasing the power consumption ratio is the focus of this paper.

3 The Method of Adjusting the Power of Consumption
Multistage Bandwidth Control

Because the bandwidth is directly related to the convergence speed of the loop, a
method is proposed to shorten the convergence time by using the multi-level
bandwidth dynamic adjustment to stabilize the convergence of the receiver loop.

The higher the bandwidth of the receiver tracking loop, the shorter the con-
vergence time of the phase error and the frequency error, but the worse the tracking
accuracy. The longer the convergence time is, the higher the tracking accuracy is.
Therefore, in order to achieve fast loop convergence while ensuring that the
tracking accuracy does not decline, we can use multi-level loop bandwidth
adjustment method, that is, the receiver from standby to cut into continuous
working condition, the larger the loop bandwidth to initial Error, and then use the
smaller loop bandwidth to stabilize the tracking convergence. This method can
speed up the loop convergence and ensure the tracking accuracy is not reduced,
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compared to the previous single-stage bandwidth can save unnecessary conver-
gence time, indirectly reduce power consumption.

The key problem of the above method lies in: first, all levels of the loop
bandwidth parameter value, how to select the second, bandwidth at all levels should
be run how long, can guarantee the tracking performance and convergence time is
the shortest, which has the largest power consumption control. For the above
problem, this paper first complete theoretical analysis model is established, and then
through the simplification and simulation analysis method to determine the optimal
selection of the parameters.

3.1 Theoretical Analysis

For the fast convergence of the loop phase error, theoretically we can establish the
model of the convergence of the n-level bandwidth, that is, the theoretical n-level
loop bandwidth B1. . .Bn makes the total convergence time to be minimized. As
shown in Fig. 4.

The objective of the optimization is to find the minimum convergence time T
and its corresponding bandwidth Bi and ti so that they satisfy the requirements of
Eq. 3.1:

X
i21...n

ti � T ð3:1Þ

The convergence time of each bandwidth is not only related to the loop band-
width Bi, but also with the initial phase of the input Dh is closely related, as to the
mathematical model shown in Fig. 5:

ti ¼ f ðBi;DhÞ ð3:2Þ

B1

Bn
Bn-1

t1 tn-1 tn

θΔ

Fig. 4 n-level bandwidth
loop tracking convergence
diagram
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For the function f in 3.2, there is no accurate analytic expression, the literature
[4] pointed out that the phase-locked loop phase acquisition time is affected by the
initial phase difference is very difficult to accurately calculate. the sine phase
detector with the largest second-order ring The fast acquisition time can be cal-
culated as follows:

Tmax � 10s1
Ks2

¼ 5
fwn

ð3:3Þ

Among them, f is the damping coefficient, xn is the characteristic frequency, K
is the loop gain. And the convergence time TL of the receiver code ring can be
approximated by the following Eq. 3.4, Bn is the loop bandwidth.

TL � 2p
xn

¼ p 4f2 þ 1
� �
4fBn

ð3:4Þ

However, this equation is independent of the initial phase Dh of the input and is
obviously meaningless for the solution. In fact, this equation defines the
steady-state of the tracking as the initial phase of the input decreases to a certain
percentage and the falling time is defined as the convergence time. So we cannot
use the exact mathematical expression, according to the input of the initial phase Dh
and bandwidth Bi, to solve the exact convergence time ti.

In order to achieve optimal bandwidth design, we must solve the approximate
form of 3.2, otherwise we can not find the optimal loop parameters. Aiming at this
problem, this paper adopts the method of actual simulation and theoretical formula
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derivation to solve the approximate formula of loop convergence time, and finally
obtains the optimal loop bandwidth parameter.

1. Derivation of convergence time formula

First of all, in [5], an approximate estimation formula for the lock-in time is given
for PLL synthesizer:

tLock ¼ 2
wLPF

ln
Df

ðf1 þDf Þ aj j ð3:5Þ

wLPF , Which is the loop bandwidth, a the stability of tracking into the lock after the
accuracy, Df the input frequency difference. The literature [6] gives a relatively
complex approximation formula for the lock-in time of the third-order charge pump
phase-locked loop, as shown below:

tlocking ¼
ln½2ða� 1Þ ftol

NDf �
kcða� a2 � 1Þ ð3:6Þ

ftol The frequency tolerance, a is a coefficient, kc which is a bandwidth-dependent
quantity.

Therefore, by the above formula with the loop transfer function for Laplace
inverse transform can be approximated to derive the receiver phase-locked loop
convergence time approximation formula as follows:

t � k
Bn

ln
Dh
he

� �
ð3:7Þ

Among them, Dh is the initial phase, Bn is the loop bandwidth, he is the
steady-state tracking error. For the coefficient k in the formula, the value of k is
determined by the actual simulation of the multi-loop of the receiver.

Simulation parameter and conditions Settings:
Setting Dh is 1 ns; Setting Bn is 4 Hz; Convergence to the steady state

he ¼ 0:02 ns; For the analysis under the theory of performance, set to no noise
environment, simulation platform with a standard of the GNSS software receiver
simulation program [7], Intermediate frequency carrier frequency 31.25 MHz,
Spread spectrum code bit rate 10.23 MHz;

1000 simulations to determine the average convergence time t is 0.1536 s, as
shown in Fig. 3. So determine the coefficient of k is 0.1571, so the convergence
time formula 3.7 modified as follows:

t � 0:1571
Bn

lnðDh
he

Þ ð3:8Þ

Low Power Consumption Control Method for Navigation Receiver … 783



3.2 The Shortest Search Time

The steady-state tracking variance formula for the convergence time according to
the above-mentioned formula 3.8 and the following Eq. 3.9 is obtained.

rD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bn � D

2 � C=N0
1þ 1

T � C=N0

� �s
ð3:9Þ

The theoretical minimum convergence time and the corresponding bandwidth
value of the multi-level bandwidth can be solved by the exhaustive search method.
The search algorithm is implemented as follows:

First, given the initial phase deviation Dh, according to 3.6 to calculate the
convergence rate of the first stage of different bandwidth, according to 3.9 to
determine the first-class bandwidth corresponding to the steady-state tracking
standard deviation r, and then 3r as the next level of the entrance Phase deviation,
the same in accordance with 3.6 to calculate the convergence rate of the second
stage of different bandwidth, and then determine the second-order bandwidth of the
steady-state tracking standard deviation, so repeated, can be n-band bandwidth of
the convergence time and the corresponding bandwidth value, Find the minimum
total convergence time and its corresponding bandwidth value at all levels, then it is
the desired target solution. The following Table 2 shows the two-level bandwidth
search algorithm.

In order to ensure the final loop tracking accuracy, the final bandwidth value can
be set to a small value such as 0.2 Hz, in order to ensure tracking performance.

Table 2 Convergence time search algorithm

Optimal bandwidth and time search algorithm

• Set the carrier-to-noise ratio, integration time, steady-state tracking variance

• For (N1 = 1: The maximum bandwidth value)

– According to the Eq. 3.8 to calculate the first level of bandwidth N1 Corresponding to the
convergence time;
– According to Eq. 3.8 to calculate the bandwidth N1 Corresponding to the steady-state

tracking standard deviation r, Then 3 r is taken as the inlet bias of the second stage;
– for (N2 = 1: The maximum bandwidth value)
– According to the Eq. 3.8 to calculate the second level of bandwidth N2 Corresponding to the

convergence time;
end for
• end for
– The minimum value of the sum of two-stage convergence time and its corresponding

bandwidth value are searched
• return
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4 Simulation Verification and Results

Taking into account the short standby time of the receiver and the Doppler can
predict the frequency deviation and the loop has a certain tolerance, and mea-
surement accuracy mainly associated with the code ring, so we mainly simulate the
code ring phase deviation.

4.1 Analysis on Two Levels of Bandwidth

1. Simulation analysis is carried out under noiseless conditions

Condition setting:
The initial phase deviation Dh is 1 ns, and the chip interval D is set to 1;
Integration time T = 0.001 s; second-level bandwidth is fixed to 0.2 Hz;
Simulation platform is still using the aforementioned GNSS software receiver,

the same parameter settings.
First of all, according to 3.1 in the search algorithm to get the results shown in

Table 3.
The maximum bandwidth of the search is set to 200 Hz, that is, the bandwidth

search range is 1–200 Hz. This is because the additional bandwidth above 200 Hz
has little effect on the convergence time, As shown in Fig. 6.

Put the value of Table 1 into the simulation program to observe the loop con-
vergence performance.

Simulation analysis and conclusion:

1. As can be seen from Fig. 7, the optimal two-stage bandwidth is not significantly
different from the first-order bandwidth in convergence time, but the tracking
accuracy is significantly better.

2. As can be seen from Fig. 8, the optimal two-level bandwidth is significantly
faster than the first-order small bandwidth and the non-optimal two-stage
bandwidth of 1–0.2 Hz, but the final stable tracking accuracy There was no
drop. Therefore, it can be concluded that the convergence of the two-stage
bandwidth is better than that of the single-stage bandwidth, and the convergence
time is the shortest.

Table 3 Two-stage bandwidth and convergence time for optimal search results

Bandwidth series Optimal parameter

Bandwidth (Hz) Convergence time (s)

First level 2 0.3016

Second level 0.2 0.3126

Total 0.6141
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3. From the power control point of view, single-stage 0.2 Hz convergence time is
3.171 s, while the optimal two-level bandwidth only need 0.6141 s, tracking
convergence time shortening means that can reduce tracking power consump-
tion, in the ideal case tracking The proportion of lower power consumption up to
(3.171 − 0.6141)/3.171 = 80.63%.

2. Simulation is performed at 40 dB-Hz:

The condition setting is the same as in simulation 1, except that the
carrier-to-noise ratio is set to 40 dB-Hz.

The search results of the following Table 4.3 are also obtained according to the
aforementioned search algorithm:

The above search value is substituted into the convergence of the loop, as shown
in Fig. 9.
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Simulation analysis and conclusion:

1. From Figs. 9 and 10, it can be seen that, similar to the simulation results under
noiseless conditions, the two-stage bandwidth is not lost in accuracy compared
with single-stage bandwidth, but the convergence time is longer.

2. As can be seen from Tables 3 and 4, the convergence time at different carrier to
noise ratio is different, this is because the 3.9 type is related to the input carrier
to noise ratio, in fact, 3.8 type of calculation should be in the approximate
without noise under the high carrier noise ratio. Otherwise, it will appear the
unreasonable phenomenon of that the time value of searching exceeds
single-level bandwidth convergence time.
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5 Conclusions

The above analysis shows that multi-level bandwidth can effectively accelerate the
convergence time, thus increasing the standby time, indicating that multi-level
bandwidth can be significantly compressed convergence time, which is to save
tracking power consumption is extremely beneficial. The convergence of the two
levels is analyzed, and the convergence time is better optimized for more band-
widths of level 3 and level 4, but the optimization proportion is obviously smaller
and smaller. In addition to be sure that the increase in the number of bandwidth, the
receiver will bring scheduling and implementation complexity. So the actual project
should be based on the need to select more two or three bandwidth adjustment.
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A Vector and Scalar Hybrid Tracking
Loop for New Generation
Composite GNSS Signal

Honglei Lin, Shengqiang Lou, Xiaomei Tang, Bo Xu and Gang Ou

Abstract To the new generation composite GNSS signal, a DU-HTL (Dual
Update-rate Hybrid Tracking Loop) of SPLL (Scalar Phase Lock Loop) and VFLL
(Vector Frequency Lock Loop) based on a DUKF (Dual Update-rate Kalman Filter)
is proposed. Analysis and simulation show, in the DU-HTL, the additional VFLL
has litter performance improvement in carrier phase tracking accuracy, but the
tracking robustness is improved larger with the help of VFLL especially in the
signal shielding environment. When the update-rate of VFLL is low as 0.1 s,
DU-HTL also has better performance of signal reacquisition.

Keywords Composite GNSS signal � Vector tracking loop � Scalar tracking loop �
Hybrid tracking loop

1 Introduction

With the development of GNSS (Global Navigation Satellite System), such as the
modernization of GPS (Global Positioning System) and the globalization of BDS
(BeiDou System), new generation GNSS signal will be broadcast, and a salient
feature of the new signal is the addition of pilot signal where no navigation mes-
sages is modulated on it [1–3]. To tracking this composite signal, the method of
OLC PLL (Optimal Linear Combination Phase Lock Loop) based on combined
discriminator is studied by many researches [4–6], such as pilot and data coherent
combined, non-coherent combined discriminator and so on. All those discrimina-
tors can make full use of pilot signal and data signal, but the coherent of two types
of signal must be the same. In fact the coherent time of pilot signal can be designed
flexibly. Yao et al. [7] proposed a structure of DUKF (Dual Update-rate Kalman
Filter), one of its characteristic is the coherent of the pilot and data signal are
different, furthermore, a method of dual update-rate PLL and FLL is studied by [8]
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and [9]. In fact, these methods can be treated as a more generic DU-STL (Dual
Update-rate Scalar Tracking Loop) based on DUKF (Dual Update-rate Kalman
Filter).

In recent years, the attention on VTL (Vector Tracking Loop) is paid more and
more. The current results show that VTL has a better tracking performance in
sensitivity, signal reacquisition, usability and so on [10]. The VFDLL (Vector
Frequency and Delay Lock Loop) is studied in detail [11] and its tracking threshold
and dynamic are analyzed and verified by simulations [12]. The performance and
valid of VTL are studied in different environments, such as fade channel city and
canyon [13]. In [14], a method call called VPLL (Vector Phase Lock Loop) is
proposed and analysis, VPLL can track all view satellite signals carrier phase in one
tracking loop. Furthermore the error factors of signal carrier phase in VPLL are
subdivided into position error, clock error, atmospheric transmission error and
others. These errors are then filtered by a set of orthogonal projection filter [15].
Simulations show that this method has a better performance in tracking accuracy. In
general, VPLL method needs much more computational resource, to overcome the
shortcomings [16], gives a continuous and stable tracking method by adding a local
phase tracking filter in each channel based on the structure of VFLL, and further
compares the performance of three different kinds of local phase filters. Based on
the structure of the scalar FLL assisted PLL [17], regards the VFLL as a special
frequency discriminator and directly uses its result fed back to the PLL in each
channel. Compared with the VPLL method, the above two methods can reduce the
implementation complexity, but the update-rate of the VTL is still high.

In this paper, a DU-HTL (Dual Update-rate Hybrid Tracking Loop) of SPLL and
VFLL based on the DUKF model is designed for new generation of pilot and data
composite signal. The VFLL tracking technology is used for the pilot branch to
prolong the signal integration time, which can also reduce the computation cost
while improving the integration gain. The SPLL tracking technology is adopted for
the data branch, and the integration time is designed according to the message rate,
which can demodulates the navigation data while get the continuously and stably
carrier phase measurements. Combine the different update-rate VFLL and SPLL to
form a hybrid tracking loop based on the DUKF model, this structure can also
achieve the performance of vector loop assisted the scalar loop. Analysis and
simulation results show that though the tracking accuracy of this DU-HTL is almost
the same as the DU-STL, the robustness of DU-HTL is better than DU-STL.
DU-HTL can track the transient loss-lock or occluded signal continuously.
Compare with sole VFLL which needs higher update-rate, the VFLL in DU-HTL
can work as a low update-rate as sub-second, the computational burden is reduced
greatly. If using the MUKF model given in [18], this DU-HTL can easily extend to
three different loops, the data branch SPLL, the pilot branch SPLL, and the pilot
branch VFLL. Due to the MUKF technology is not published up to now, the DUKF
model is used as an example to analyze the this DU-HTL method.

The remainder of this paper is organized as follows, firstly, based on the DUKF
technology and the VFLL model, the DU-HTL of VFLL and SPLL based on DUKF
model is designed. Then the carrier tracking accuracy of DU-HTL and DU-STL is
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compared and analyzed, the results of numerical calculation show that these two
methods are almost the same on the equal conditions, furthermore the re-acquisition
performance simulation of DU-HTL is also implemented. Finally the conclusion is
achieved.

2 Hybrid Structure of Vector and Scalar Tracking Loop

2.1 Dual Update-Rate Scalar Tracking Loop

Figure 1 shows a scalar tracking loop based on DUKF model, in which the pilot
branch using FLL, data branch using PLL, the coherent integration time of pilot
branch is longer than the data branch. The algorithm model is described as follows.

The signal model of the pilot and data composite signal can be simplified as

rðtÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
ld � C

p � Dðt � sÞ � cdðt � sÞ � cos½2p � f tð Þ � tþ h tð Þ�
þ

ffiffiffiffiffiffiffiffiffiffiffiffi
lp � C

q
� cpðt � sÞ � sin½2p � f tð Þ � tþ h tð Þ� þ nðtÞ ð1Þ

where ld and lp are the ratio of the pilot and the data branch to the total signal
power, and there is ld + lp = 1, C is the signal power, D(t) is the navigation
message on the data channel. cd(t) and cp(t) are the pseudo-random code on pilot
and data signal. f(t) and h(t) are the signal Doppler and carrier phase respectively, s
is the signal delay, n(t) is the band-limited Gaussian noise, and its power spectral
density is N0.

To ith channel satellite signal, after the orthogonal transformation and coherent
integration, the correlation value Iip, I

i
d , Q

i
p, Q

i
d are obtained, where the superscript

i denotes the channel ith signal, the subscripts p and d denote the pilot and data
branches respectively, and their the expression are as follows

DUKF DUKF DUKF

pilot pilot

data data data

NCO

,
p
f kε ,

p
f k Mε +

,
d
k Mθε +, 1

d
kθε +,

d
kθε

Fig. 1 The processing frame
of DU-STL
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Iip � ffiffiffiffiffilpp � aik � cosðp � Df ik � Tc þ 2p � DhikÞþ np;I
Qi

p � ffiffiffiffiffilpp � aik � sinðp � Df ik � Tc þ 2p � DhikÞþ np;Q
Iid �

ffiffiffiffiffi
ld

p � aik � dd � cosðp � Df ik � Tc þ 2p � DhikÞþ nd;I
Qi

d �
ffiffiffiffiffi
ld

p � aik � dd � sinðp � Df ik � Tc þ 2p � DhikÞþ nd;Q

8>>><>>>: ð2Þ

Regardless of tracking error of pseudo-random code, aik meets

aik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ci=N0 � Tc

p
� sin c p � Df ik � Tc

� � ð3Þ

where Ci/N0 is the carrier to noise ratio of the input signal, Tc is for coherent
integration time, Df ik is the residual Doppler, Dh

i
k is the residual carrier phase, np,I,

np,Q, nd,I and nd,Q * N(0, 1).
In the DU-STL based on DUKF model, there are two different update-rate

Kalman filtering process, respectively Tc and M � Tc, the following will use
DU-STL (Tc, M � Tc) to identify this method, where Tc is the integration time of
data signal and M � Tc is the integration time of pilot signal.

The dynamic equation of DUKF is

Xi
kþ 1 ¼ U � Xi

k þwk ð4Þ

where Xi
k ¼ ½hik; f ik ; aik�T , hik , f ik , aik are the signal carrier phase, Doppler, and change

of Doppler in cycles, Hz and Hz/s, wk = [xrf � wb, xrf � wd, (xrf/c) � wa]
T is the

dynamic noise, wb and wd are the phase noise and frequency noise caused by the
crystal oscillator, wa is the accelerating noise in the direction of the satellite and
user’s line of sight. xrf is the signal Carrier frequency. c is the light in the vacuum
propagation velocity, about 3 � 108m/s. U is the state transition matrix, and it is
given by

U ¼
1 Tc T2

c

�
2

0 1 Tc
0 0 1

24 35 ð5Þ

Q is the covariance matrix of wk, specifically

Q ¼ xrf

c

� �2
�qa �

T5
c =20 T4

c =8 T3
c =6

T4
c =8 T3

c =6 T2
c =2

T3
c =6 T2

c =2 Tc

264
375

þx2
rf � qf �

T3
c =3 T2

c =2 0

T2
c =2 Tc 0

0 0 0

264
375þx2

rf � qp �
Tc 0 0

0 0 0

0 0 0

264
375

ð6Þ

794 H. Lin et al.



where qa is the acceleration noise spectral density of the receiver in the LOS (Line
of Sigh) direction. qp and qf are the power spectral density of the phase noise and
the frequency noise respectively, they all satisfy the relation qp = h0/2, qf = 2p2 �
h-2 with Allan variance parameters h0, h-2 of the oscillator. Typical crystal
parameters are show in Table 1.

The measurement equation of the DUKF model can be described as

DYi
k ¼ Ak � DXi

k þ vik ð7Þ

where D Yi
k is the measurement information, that is, the result eif ;k or eih;k of the

discriminator output, Hk is the measurement matrix, vik is the measurement noise,
and the covariance matrix satisfies

Xi

k

¼ E vik � viTk
� 	 � r2e;k ð8Þ

rie;k is the standard deviation of the discriminator output, rie;k ¼ rif ;k for the dis-
criminator, rie;k ¼ rih;k for the phase detector, where rif ;k and rih;k are given by the
empirical formula [12], in particular

rif ;k ¼
1

2p �MTc
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2MTcCi=N0
1þ 1

2MTcCi=N0


 �s
ð9Þ

rih;k ¼
1
2p

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
2TcCi=N0

1þ 1
2TcCi=N0


 �s
ð10Þ

In the DUKF-based DU-STL model, Ah is for the data branch phase detector,
and Af is for the pilot branch discriminator, respectively,

Ah ¼ 1 �Tc=2 0½ �
Af ¼ 0 1 � M�2ð Þ�Tc

2

h i ð11Þ

The different selections of D Yi
k , Ak and

Pi
k at different update epochs are

different. When only the data branch phase detector is valid, the parameters in the
measurement equation are

Table 1 Allan parameters of
TCXO and OCXO

Oscillator type h0/s h−2/Hz

TCXO 2 � 1019 3 � 10−20

OCXO 2 � 10−25 6 � 10−25
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DYi
k ¼ eih;k

Ak ¼ AhPi
k ¼ ri2h;k

8<: ð12Þ

When the discriminator results of both the data branch and the pilot branch are
valid, the parameters are

DYi
k ¼ eih;k; e

i
f ;k

h i
Ak ¼ Ah;Af

� 	Pi
k � diag ri2h;k; r

i2
f ;k

h i� �
8>><>>: ð13Þ

Therefore, the DUKF-based DU-STL processing steps can be described as
follows

Step 1, State Prediction

Xi
k k�1j ¼ U � Xi

k�1 ð14Þ

Step 2, Forecast covariance matrix

Pi
k k�1j ¼ U � Pi

k�1 � UT þQ ð15Þ

Step 3, Kalman gain matrix calculation:

Gi
k ¼ Pi

k k�1j � AT
k �

Xi

k
þAk � Pi

k k�1j � AT
k

� ��1
ð16Þ

Step 4, State update

Xi
k ¼ Xi

k k�1j þGi
k � DYi

k ð17Þ

Step 5, Covariance matrix update

Pi
k ¼ Pi

k k�1j � Gi
k � Ak � Pi

k k�1j ð18Þ

2.2 Vector Frequency Lock Loop

In STL method, each satellite signal is tracked alone, while in VTL, all the satellite
signals are tracking in one loop, and an EKF navigation solution filter is also
included in the VTL model. The dynamic model of EKF is
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DXV
k ¼ UV � DXV

k�1 þxk ð19Þ

where DXV
k = [Dvx, Dax, Dvy, Day, Dvz, Daz, df] is the state vector of receiver, vx, vy,

vz are the three-dimensional velocities in the ECEF (Earth Centered Earth Fixed)
coordinate system, ax, ay, az are the three-dimensional accelerations, D( )k is the
state error, df is the receiver clock drift. The update interval of the vector tracking
loop is Tv. UV state transition matrix, it is given by

UV ¼

1 Tv 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 Tv 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 Tv 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

2666666664

3777777775
7�7

ð20Þ

xk is the process noise, and its covariance matrix QV is

QV ¼
Qx 0 0 0
0 Qy 0 0
0 0 Qz 0
0 0 0 Qf

2664
3775
7�7

ð21Þ

where

Qx ¼ Qy ¼ Qz ¼ qa
T3
v

�
3 T2

v

�
2

T2
v

�
2 Tv

" #
Qf ¼ qf � Tv

ð22Þ

The measurement equation of VFLL is

DZk ¼ Hk � DXV
k þ nk ð23Þ

where DZk = [e1f ;k , e
2
f ;k, …, eNf ;k]

T, eif ;k is the signal frequency increment of the ith
satellite in k epoch, N is the number of satellites, Hk is the observation matrix, The
error covariance matrix of DZk is Rk, where the value of each element is determined
by (9). DZk is used as the measurement of VFLL and the final frequency error DbZk

is also estimated. The process flow is shown below

Step 1, Receiver motion state and covariance prediction

DXV
k k�1j ¼ UV � DXV

k�1

PV ;k k�1j ¼ UV � PV ;k�1 � UT
V þQV

ð24Þ
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Step 2, Kalman gain matrix calculation,

Kk ¼ PV ;k k�1j � HT
k Hk � PV ;k k�1j � HT

k þRk
� ��1 ð25Þ

Step 3, Receiver state and covariance matrix update

DXV
k ¼ DXV

k k�1j þKk � DZk � Hk � DXV
k k�1j

� �
PV ;k ¼ I � Kk � Hð Þ � PV ;k k�1j

ð26Þ

Step 4, Final frequency error estimation and estimated covariance

DbZk ¼ Hk � DXV
k ð27Þ

PZ;k ¼ Hk � PV ;k � HT
k ð28Þ

2.3 Dual Update-Rate Hybrid Tracking Loop

The traditional VTL has high computational burden and the tracking error is also easy
to propagate between the channels. The scalar tracking loop is independent of each
other and does not need to rely on the navigation filter and its computational burden is
lower. ADU-HTL of vector and scalar is designed to maximize the advantages of two
different tracking methods. The tracking structure is shown in Fig. 2.

In DU-HTL method, the SPLL is used for the data branch, the integration time is
Tc, and the VFLL is used for the pilot branch with the integration time M � Tc.
These two different tracking loops are combined together by a DUKF filter, which
is used to control the local channel carrier NCO. The above method can be rep-
resented as DU-HTL (Tc, M � Tc).

In the DU-HTL (Tc, M � Tc) model, the discriminator results on the pilot branch
are not directly fed back to the DUKF, they are filtered by VFLL and then par-
ticipate in the DUKF, that is, to ith satellite, when both the data branch and the pilot
branch of the discriminator results are valid, DUKF filter model parameters are
given by

DYi
k ¼ eih;k;DbZkðiÞ

h i
Ak ¼ Ah;Af

� 	Pi
k ¼ diag ri2h;k;PZ;kði; iÞ

h i� �
8>><>>: ð29Þ

where D bZk(i) is the ith element of the vector D bZk, and PZ,k(i, i) is the ith row and
ith column of the matrix PZ,k. D bZk and PZ,k are given by (27) and (28).
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In the DU-HTL(Tc,M � Tc) model, compared with the DU-STL tracking method,
since the results of the VFLL participate in the DUKF filter, different channels can
mutual aid each other, and in extreme conditions, DU-HTL can track the transient
lost lock signal continuously. Compared with the traditional VFLL method, the
scalar carrier tracking loop is added to the DU-HTL model, which can reduce the
update-rate of VFLL while providing the robust carrier phase tracking result.

3 Performance Analysis and Simulation

In this section, based on the tracking accuracy of DU-STL and VFLL, the carrier
phase tracking accuracy of DU-HTL model is analyzed theoretically and the results
are simulated numerically. Furthermore, the GPS constellation is taken as an
example to compare DU-HTL and DU-STL Performance.

3.1 Tracking Performance Analysis

For the DU-STL method given in Sect. 2.1, the carrier phase tracking accuracy can
be obtained from the covariance matrix Pi

k of the state parameter Xi
k and the iterative

solving equation of Pi
k is

s(t) Navigation
Filter

NCO

Channel 1

DUKF

VFLL

DUKFNCO

Channel n

Fig. 2 A vector and scalar hybrid tracking loop structure
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Pi
k ¼ I � Gi

k � Ak
� � � U � Pi

k�1 � UT þQ
� � ð30Þ

where Gi
k is the Kalman gain determined by (16), Ak and

Pi
k may take different

values at different epochs. Taking into account the periodicity of DUKF, the
steady-state condition is the covariance matrix Pi

k is maintained after one cycle of
iteration unchanged

Pi
kþM ¼ Pi

k ð31Þ

Solving (30) and (31), can be obtained state parameter Xi
k of steady-state esti-

mation accuracy Pi
s, so the carrier phase tracking accuracy is

rih;STL ¼ 360� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pi
s 1; 1ð Þ

q
ð32Þ

For the VFLL method given in Sect. 2.2, the steady-state tracking accuracy is
satisfied

UV � P�
V � UT

V � UV � P�
V � HT

s � Hs � P�
V � HT

s þR
� ��1

Hs � P�
V � UT

V þQV � P�
V ¼ 0

ð33Þ

where P�
V is the forward prediction result of PV, so there is

PV ¼ P�
V � P�

V � HT
s Hs � P�

V � HT
s þR

� ��1�Hs � P�
V ð34Þ

Substituting the results of the above equation into (28), the tracking accuracy
covariance matrix PZ can be obtained.

To solve the tracking accuracy of the DU-HTL model, the accuracy of the SPLL
and VFLL needs to be solved simultaneously. According to the DUKF filter
parameters given in (29) according to the Eqs. (30), (31) and (28), (33), (34), the
final value of Pi

s can be obtain, recorded it as Pi
HTL;s, so the final carrier phase

tracking accuracy of

rih;HTL ¼ 360� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pi
HTL;s 1; 1ð Þ

q
ð35Þ

Figure 3 shows a GPS constellation, and the tracking precision of the 18th
satellite is numerically calculated according to the above analysis method to
compare the DU-HTL and DU-STL carrier phase tracking accuracy. The results are
shown in Fig. 4. Where the coherent integration time of the data branch is 1 ms and
the coherent integration time of the pilot branch is 20, 50 and 100 ms respectively.

According to the above analysis, it can be seen that the carrier phase tracking
accuracy of DU-HTL and DU-STL is almost the same, only when the pilot branch
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coherent integration time is relatively long, DU-STL accuracy will be slightly better
than the DU-HTL, but the difference is relatively small.

3.2 Simulation Results

To verify the correctness of the above analysis, the following simulation method
will be used to compare the performance of DU-STL and DU-HTL model, a GPS
constellation is shown in Fig. 3, a total of eight visible satellites, satellite motion
parameters generated by the STK software, the data sampling rate is 100 Hz. The
receiver motion trajectory is shown below and the duration is 100 s, the following
will focus on the tracking accuracy and signal re-acquisition performance.

3.2.1 Carrier Phase Tracking Accuracy

The carrier-to-noise ratio in the simulation is 35 dBHz, the data branch coherent
integration time is 10 ms, and the pilot branch coherent integration time is set 20,
50 and 100 ms, respectively. The statistics of all satellite’s carrier phase tracking
accuracy are shown in Table 2, where the unit is degrees.

30

210

60

240

90270

120

300

150

330

180

0 Azimuth(degree)

0153045607590

Elevation(degree)

  4

  9  14
  18

  19

  21

  22

  24

Fig. 3 GPS constellation in simulation

A Vector and Scalar Hybrid Tracking Loop … 801



According to the above statistical results, to the DU-STL method, prolong the
coherence integration time of the pilot branch is longer can slightly improve the
tracking accuracy. To the DU-HTL method, the accuracy is slightly worse than
DU-STL especially when the coherent integration time of pilot branch is long, but
their difference is not significant.

3.2.2 Signal Re-acquisition Performance

In the DU-HTL model, the additional VFLL can improve its performance of signal
re-acquisition compared to DU-STL, this simulation scene is set as all signal
strength is 35 dBHz at the beginning, and then from 20 to 60 s, the signal intensity
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Table 2 Carrier phase accuracy in different tracking methods

PRN SPLL
(10)

DU-STL DU-HTL

(10, 20) (10, 50) (10, 100) (10, 20) (10, 50) (10, 100)

4 3.0051 3.0031 2.9487 2.8083 3.1354 2.8557 2.9939

9 3.1723 2.9829 3.0753 2.8811 3.0503 2.9510 2.9810

14 3.1406 3.1576 2.9193 3.0551 3.0796 2.8437 3.0191

18 3.0797 3.0987 3.0005 2.7514 2.9715 2.9376 3.0803

19 2.9608 2.9084 2.9052 3.0122 3.1495 2.9871 3.0156

21 3.2643 3.2344 3.0767 2.8676 3.0005 2.9771 2.9611

22 3.0053 3.1230 3.0966 2.7763 2.9023 3.0351 3.0660

24 3.0928 3.1186 2.9974 2.8278 3.1865 3.0822 3.0030
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of satellite 4 and 9 dropped to 5 dBHz and resumed to 35 dBHz after 60 s. The
signal intensity of satellite 14 and 18 was reduced to 5 dBHz from 40 to 80 s, and
resumed to 35 dBHz after 80 s. Figures 5 and 6 are the carrier frequency and phase
tracking error results of satellite 4 and 18 using DU-HTL and DU-STL respectively.

As Figs. 5 and 6 shown, to the DU-STL methods, when the C/N0 drops to
5 dBHz, the carrier frequency and phase errors increase large quickly and finally
the signal lost. To the DU-HTL method, when the C/N0 drops to 5 dBHz, the
frequency errors can keep a small scope and the signal can be tracked by other
satellites’ assisted provided by VFLL and when its C/N0 increases to 35 dBHz,
DU-HTL can re-track signal quickly, but DU-STL methods could not. The VFLL in
DU-HTL can keep the signal frequency locked in the weak signal environments or
transient loss, so that the carrier phase can be relocked quickly when the signal
strength returns to normal. Comparing the DU-HTL method of different update-rate
of VFLL, it is shown that the longer update interval of VFLL, the frequency
tracking errors are greater during signal loss.

4 Conclusion

A scalar and vector hybrid tracking loop based on the DUKF for the new generation
GNSS signal is studied, where the VFLL is used for pilot channels with long
coherent integration time and the SPLL is used for data channel with the short
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coherent integration time correspondence with the message rate on it. The simu-
lation and analysis results show that traditional dual update-rate STL method, the
carrier phase tracking accuracy of DU-HTL is litter higher, but the tracking
robustness is better than DU-STL especially in the signal shielding environment.
Compared with the traditional sole VFLL structure, the VFLL in DU-HTL can
work as a low update-rate as sub-second, so the computational burden can be
reduced significantly.

References

1. BeiDou Navigation Satellite System Signal In Space Interface Control Document Open
Service Signal, Version 2.0. (2013) China Satellite Navigation Office

2. IS-GPS-705-A (2010) Global positioning system wing systems engineering &integration
interface specification IS-GPS-705, Rev A. Navstar GPS Space Segment/User Segment L5
Interfaces

3. OS SIS ICD Issue 1 (2010) European GNSS (Galileo) open service signal in space interface
control document

4. Jovanovic A, Mongredien C, Tawk Y et al (2011) Implementation and optimization of a
Galileo E1 two-step tracking algorithm using data/pilot combining and extended integration
time. ION ITM 2011, Institute of Navigation, Portland OR, pp 3756–3766

5. Muthuraman K (2010) Adaptive data pilot carrier phase tracking for modernized GNSS
signals. ION ITM 2010, The Institute of Navigation, San Diego, CA, pp 736–749

6. Shen Y, Zhang L, Fu Z (2012) The research on the combination of discriminators in Galileo
L1F signal carrier tracking loop. J Astronaut 33(3):380–386

0 10 20 30 40 50 60 70 80 90 100
-5

0

5

Time (s)

Fr
eq

ue
nc

y 
E

rr
or

(H
z)

PRN 18

DU-STL(10,20)

DU-HTL(10,20)

DU-HTL(10,50)

DU-HTL(10,100)

0 10 20 30 40 50 60 70 80 90 100

-30

-20

-10

0

10

Time (s)

C
ar

rie
rp

ha
se

 E
rr

or
(c

yc
le

s)

Fig. 6 Carrier tracking error of PRN = 18

804 H. Lin et al.



7. Yao Z, Cui X, Lu M (2009) Dual update-rate carrier tracking technique for new generation
global navigation satellite system signals in dynamic environments. IET Radar Sonar Navig 3
(3):203–213

8. Li J, Yao Z, Cui X (2011) Dual Update-rate FLL-assisted phase lock loop of novel robust
receivers for new generation global navigation satellite signals. ION ITM 2011, Institute of
Navigation, Portland OR, pp 3652–3659

9. Lv P, Lu M, Yao Z (2013) Dual update-rate INS aided carrier phase lock loop for new
generation global navigation satellite signals. CSNC 2013, Wuhan, pp 715–724

10. Lashley M, Bevly D, Petovello M (2009) What are vector tracking loops and what are their
benefits and drawbacks. GNSS Solut Column Inside GNSS 4(3):16–21

11. Lashley M, Bevly D (2009) Vector delay/frequency lock loop implementation and analysis.
ION ITM 2009, Institute of Navigation, Anaheim, CA, pp 1073–1086

12. Lashley M, Bevly D (2009) Performance analysis of vector tracking algorithms for weak GPS
signals in high dynamics. IEEE J Sel Topics Signal Process 3(4):661–673

13. Won J, Eissfeller B (2010) Effectiveness analysis of vector-tracking-loop in signal fading
environment. In: Proceedings NAVITEC2011, ESTEC, Noordwijk, The Netherlands,
pp 1–12

14. Zhodzishsky M, Yudanov S, Ashjaee J (1998) Co-op tracking for carrier phase. ION GPS-98,
Nashville, TN, pp 653–664

15. Henkel P, Giger K, Gvnther C (2009) Multifrequency, multisatellite vector phase-locked loop
for robust carrier tracking. IEEE J Sel Topics signal Process 3(4):674–681

16. Petovello M, Lachapelle G (2006) Comparison of vector-based software receiver implemen-
tations with application to ultra-tight GPS/INS integration. ION GNSS 2006, Institute of
Navigation, Fort Worth, pp 1790–1799

17. Stefan K, Christian A, Daniel G et al (2008) GNSS receiver with vector based FLL-assisted
PLL carrier tracking loop. ION GNSS 2008, Institute of Navigation, Savannah, CA,
pp 197–203

18. Lin H, Huang Y, Tang X, Xiao Z, Ou G Robust multiple update-rate Kalman filter for new
generation GNSS signals carrier tracking. GPS solution, Submission to publish

A Vector and Scalar Hybrid Tracking Loop … 805



A Kinematic GNSS Positioning Method
Based on Unscented Kalman Filter

Chunhua Li, Guofu Pan, Chenglin Cai, Chenggang Li and Xiaoyu Shi

Abstract When satellite signal is keep out seriously, the number of satellites is
insufficient, multipath effect heavily affected, kalman filter positioning will appear
filtering divergence and the least-squares positioning easily arise large deviation,
this paper put forward a kinematic GNSS positioning method based on unscented
kalman filter (UKF) with single and double difference at a time among adjacent
coordinates to smooth the positioning results in order to modifying the calculated
every epoch coordinate. Multi-group experiments results showed that this method
can eliminate positioning deviation points and realize the continuity and validity of
the positioning. At present the method has been successfully applied to wearable
device in Hi-Target Surveying Instrument Co. Ltd, which offered wearable device
sufficient insurance on the continuity and validity of positioning.

Keywords Kinematic positioning � The first difference � The second difference �
Unscented kalman filter

1 Introduction

Kinematic GNSS positioning technology is been widely used in all kinds of life, so
both its accuracy and reliability of positioning precision are required to be higher.
However, cycle slip and data interruption can always occur due to the loss of
satellite signal and serious lack of satellites, kalman filter positioning will appear
filtering divergence and the least-squares positioning easily arise large deviation. In
order to overcome this issue and improve the positioning precision, the laws of the
moving object is modeled as an specific equation such as uniform motion model,
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accelerated motion model, linear approximation model, and curve approximation
model [1–4]. Simultaneously, a kinematic GNSS positioning method based on
unscented kalman filter (UKF) with single and double difference at a time among
adjacent coordinates to smooth the positioning results in order to modifying the
calculated every epoch coordinate. Multi-group experiments results showed that
this method can eliminate positioning deviation points and realize the continuity
and validity of the positioning. At present the method has been successfully applied
to wearable device in Hi-Target Surveying Instrument Co. Ltd, which offered
wearable device sufficient insurance on the continuity and validity of positioning.

2 The Principle of This Algorithm

The principle of this method is that we used the least square algorithm [5–7] or
kalman filter method [8, 9] to calculate the coordinates in a fixed period at first, then
these coordinates can be made single difference and double difference at a time,
finally the UKF is been used to smooth the coordinates, where the first difference at
a time among the coordinates is velocity and the second difference at a time among
the coordinates is acceleration. The coordinates of X direction, Y direction, and Z
direction have been smoothed separately in the method, and the detailed procedures
are listed as follows:

Step one: the single difference at a time among the coordinates.

We can get ðx2 � x1; y2 � y1; z2 � z1Þ, ðx3 � x2; y3 � y2; z3 � z2Þ ðx4 � x3;
y4 � y3; z4 � z3Þ; . . .; ðxn � xn�1; yn � yn�1; zn � zn�1Þ by making single difference
at a time among the coordinates: ðx1; y1; z1Þ; ðx2; y2; z2Þ; ðx3; y3; z3Þ; ðxn; yn; znÞ, we
set X1 ¼ ½x2 � x1; x3 � x2; x4 � x3; . . .; xn � xn�1�, Y1 ¼ ½y2 � y1; y3 � y2;
y4 � y3; . . .; yn � yn�1�, Z1 ¼ ½z2 � z1; z3 � z2; z4 � z3; . . .; zn � zn�1� for a very
convenient representation in this paper.

Step two: the double difference at a time among the coordinates.

Making single difference at a time again among these coordinates:
ðx2 � x1; y2 � y1; z2 � z1Þ, ðx3 � x2; y3 � y2; z3 � z2Þ, ðx4 � x3; y4 � y3; z4 � z3Þ; . . .;
ðxn � xn�1; yn � yn�1; zn � zn�1Þ, get X11 ¼ ½ðx3 � x2Þ � ðx2 � x1Þ; ðx4 � x3Þ�
ðx3 � x2Þ, ðx5 � x4Þ � ðx4 � x3Þ; . . .; ðxn � xn�1Þ � ðxn�1 � xn�2Þ� Y11 ¼ ½ðy3 � y2Þ
�ðy2 � y1Þ; ðy4 � y3Þ � ðy3 � y2Þ, ðy5 � y4Þ � ðy4 � y3Þ; . . .; ðyn � yn�1Þ � ðyn�1�
yn�2Þ�, Z11 ¼ ½ðz3 � z2Þ � ðz2 � z1Þ; ðz4 � z3Þ � ðz3 � z2Þ, ðz5 � z4Þ � ðz4 � z3Þ;
. . .; ðzn � zn�1Þ � ðzn�1 � zn�2Þ�.
Step three: constructing a matrix.

In order to avoid redundancy, this paper described the procedures of X direction
coordinates in details. As for X direction coordinates, we treat ½x3; x4; . . .; xn� as the
first row of the matrix, and treat ½x3 � x2; x4 � x3; . . .; xn � xn�1� as the second row
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of the matrix,then treat ½ðx3 � x2Þ � ðx2 � x1Þ; ðx4 � x3Þ � ðx3 � x2Þ; . . .;
ðxn � xn�1Þ � ðxn�1 � xn�2Þ� as the third row of the matrix, so we can construct a

matrix X ¼
x2 . . . xn�1

x3 � x2 . . . xn � xn�1

ðx3 � x2Þ � ðx2 � x1Þ . . . ðzn � zn�1Þ � ðzn�1 � zn�2Þ

2
4

3
5, the pro-

cedures to deal with Y direction coordinates and Z direction coordinates are the
same to X direction coordinates, we can construct a matrix

Y ¼
y2 . . . yn�1

y3 � y2 . . . yn � yn�1

ðy3 � y2Þ � ðy2 � y1Þ . . . ðyn � yn�1Þ � ðyn�1 � yn�2Þ

2
4

3
5,

Z ¼
z2 . . . zn�1

z3 � z2 . . . zn � zn�1

ðz3 � z2Þ � ðz2 � z1Þ . . . ðzn � zn�1Þ � ðzn�1 � zn�2Þ

2
4

3
5:

Step four: Calculating square-error and constructing square-error matrix.

As for X direction coordinates, the element p can be got by calculating the
variance in the first row of matrix X, p1 can be obtained using the second row of
matrix X, and p11 is calculated by using the third row of matrix X. we construct a
matrix P as follows:

P ¼
p 0 0
0 p1 0
0 0 p11

2
4

3
5 ð1Þ

Step five: Using UKF filter method to process.

We hope to directly process the observation value ðx1; x2; x3; . . .; xnÞ, because of
the use of single difference and double difference at a time, x1 and x2 did not be
processed, we just smooth x3; . . .; xn, we set X ¼ v3; v4; . . .; vn½ �, where
v3 ¼ x2; x3 � x2; ðx3 � x2Þ � ðx2 � x1Þ½ �T , ; . . .; vn ¼ xn�1; xn � xn�1; ðxn � xn�1Þ½
�ðxn�1 � xn�2Þ�T , the detailed filter procedures are listed as follows:

(a) Produce 2n + 1 Sigma point.

Xk;0 ¼ Xk ¼ v3 ð2Þ

Xk;i ¼ Xk þð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmþ kÞPXk

p
Þi�1 ði ¼ 1; . . .;mÞ

Xk � ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmþ kÞPXk

p
Þi�m�1 ði ¼ mþ 1; . . .; 2mÞ Wm

0 ¼ k=ðmþ kÞ

(

ð3Þ

Wc
0 ¼ k=ðmþ kÞþ ð1� a2 þ bÞ ð4Þ
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Wm
i ¼ Wc

i ¼ 0:5=ðmþ kÞ ði ¼ 1; . . .; 2mÞ ð5Þ

where m (m = 3) is the number of state parameters, k ¼ a2ðmþ jÞ � m is the
scaling factor; a represents the distance between Sigma and Xk, and usually
setting 10�4 � a� 1, j is the constant, setting to 0 or (3-m); b is used to
integrate the prior information of prediction vector, setting b ¼ 2 is optimal

while considering Gaussian distribution; ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmþ kÞPXk

p
Þi is the i-th column

elements of the matrix’s square root which can be obtained by Cholesky
decomposition method.

(b) Using the process model to transform sigma points, and that is making
unscented transformations of state variables.

vi½kþ 1=k� ¼ f ½viðk=kÞ� ði ¼ k ¼ 3; 4; 5; . . .; nÞ ð6Þ

where f ½:� is the state shift function of the unscented transformation.
(c) Calculating predict estimate value.

bXðkþ 1=kÞ ¼
X2n
i¼0

W ðmÞ
i viðkþ 1=kÞ ð7Þ

(d) Calculating predicted covariance.

Pðkþ 1=kÞ ¼
X2n
i¼0

W ðcÞ
i ½viðkþ 1=kÞ � bXðkþ 1=kÞ�T ð8Þ

(e) Calculating measurements with measuring equations.

Ziðkþ 1=kÞ ¼ h½bXðkþ 1=kÞ� ð9Þ

where h½:� is observation function of the unscented transformation.
(f) Calculating the predicted measuring values

bZðkþ 1=kÞ ¼
X2n
i¼0

W ðmÞ
i Ziðkþ 1=kÞ ð10Þ

(g) Calculating the variance of the information.

Pzzðkþ 1=kÞ ¼
X2n
i¼0

W ðcÞ
i ½Ziðkþ 1=kÞ � bZðkþ 1=kÞ�½Ziðkþ 1=kÞ

� bZðkþ 1=kÞ�T ð11Þ

(h) Calculating the covariance Pxz between bXðkþ 1=kÞ and bZðkþ 1=kÞ
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Pxzðkþ 1=kÞ ¼
X2n
i¼0

W ðcÞ
i ½viðkþ 1=kÞ � bXðkþ 1=kÞ�½Ziðkþ 1=kÞ

� bZðkþ 1=kÞ�T ð12Þ

(i) Calculating kalman gains.

Kðkþ 1Þ ¼ PxzP
�1
zz ð13Þ

(j) Updating error covariance.

Pðkþ 1=kÞ ¼ Pðkþ 1=kÞ� � kðkþ 1ÞPxzk
Tðkþ 1Þ ð14Þ

(k) Updating the state.

bXðkþ 1=kþ 1Þ ¼ bXðkþ 1=kÞþKðkþ 1Þ½Zðkþ 1Þ � bZðkþ 1=kÞ� ð15Þ

Step six: RTS (Real-time smooth) process.

In order to make positioning curve get smoother, we use the RTS method to
smooth the point results after processed by UKF method.

Initial value is define as follows:

Xs
N ¼ bXN=N ð16Þ

Ps
N ¼ PN=N ð17Þ

when k ¼ N � 1; . . .; 1; 0, process coordinates according to the following equation:

Zf ;kþ 1 ¼ ðPkþ 1=kÞ�1 ð18Þ

Kk ¼ Pk=kA
TZf ;kþ 1 ð19Þ

Ps
k ¼ Pk=k � KkðPkþ 1=k � Ps

kþ 1ÞKT
k ð20Þ

xsk ¼ bXk=k þKkðxskþ 1 � bXkþ 1=kÞ ð21Þ

The X direction coordinates can be smoothed in this way, the results in present
epoch can be obtained by using the present and the former epoch positioning
results. Moreover, this means we can check the present epoch result by comparing
the result smoothed before and after. Thus, the procedures to deal with the Y
direction coordinates and Z direction coordinates are the same to X direction
coordinates.

Essentially, UKF is a method to estimate the state of parameters, where the
estimation of the parameters of the system realized in a joint estimation manner.
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This joint estimation is a simple method, only adding the parameters to the end of
the state variables to consist of an augmented state matrix. The most important point
of UKF is how to determine the number of sigma points, the positions of sigma
points, and its weigh. At present, the 2n + 1 Sigma point strategy is more popular,
these sigma points generated by using the present estimation value and the volume
of matrix �ðnþ kÞP are a symmetrical distribution on X direction coordinates and
have the same means and variance of state variables. This paper adopted the sliding
window mechanism to reach the aim of smoothing and checking the result. By this
way, the present epoch and former epochs can be used to smooth the present
positioning result. The UKF-RTS Real-time Process flow chart is shown in Fig. 1.

3 Numerical Examples Validate This Algorithm

The suitability and practicability of this method are proved through examples with
static data and dynamic data. Static data was collected on known points and mea-
sured by self-developed receiver called iRTK2 in our company, iRTK2 is shown in
Fig. 2, the built-in motherboard of iRTK2 is Trimble motherboard, dynamic data
was collected in Tian’an technology park in Panyu of Guangzhou city using
self-developed wearable devices in our company, wearable device is shown in
Fig. 3, the built-in motherboard of wearable device is ublox high-precision module.

3.1 Numerical Examples Validate This Algorithm
with Static Data

In view of static data, we decode the raw data into Rinex 3.02 data format at first, in
order to validate this algorithm we employ two kinds of schemes: least-square
method is adopted for the pseudo-range single point positioning in view of the

data register 
bank filter unit smooth unit

smoothed results return forward to fill in the register bank

Positioning 
data stream output

UKF-RTS process unit

Fig. 1 UKF-RTS real-time process flow
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GPS/BDS in scheme one; standard kalman filtering method is adopted for the
pseudo-range single point positioning in view of the GPS/BDS in scheme two; the
method put forward in this paper is adopted for the pseudo-range single point
positioning in view of the GPS/BDS in scheme three. Experiments results are
shown in Figs. 4 and 5.

From Figs. 4 and 5, we can see that compared with the least squares method, the
positioning curve of kalman filter method is more smooth, but the tracking

Fig. 2 Measurement receiver
iRTK2

Fig. 3 Wearable device
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trajectory of the method put forward in this paper is the most smooth in all methods,
not large hops any all, The reasons is that the algorithm used single and double
difference at a time among coordinates of the positioning results a short time ago to
obtain the velocity and acceleration information of vehicle, then combined with the
current calculated point coordinates to get the final point coordinates. Figures 4 and
5 indicate that this algorithm is very effective to the static positioning, so it has
certain reference significance on deformation monitoring.

3.2 Numerical Examples Validate This Algorithm
with Dynamic Data

We adopt the post-processing method to validate this algorithm by using satellite
raw data received by ublox module, we employ three kinds of schemes: the first
scheme, wearable module output single point positioning solution of the least
squares method only, compared the results of the least squares method with that
combined with the algorithm in this paper; the second scheme, wearable module
output RTD, (Real-time pseudo-range difference, RTD) [10] only, compared the
results of RTD with that combined with the algorithm in this paper; the third
scheme, wearable module output RTK (Real-time kinematic difference, RTK)
solution only [10], compared the results of RTK with that combined with the
algorithm in this paper. RTK solutions including fixed and float solutions, because
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in static data
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of the high precision of itself, the algorithm of this paper is just to do check the
results, when the difference between the RTK solution combined with the algorithm
presented in this paper and the RTK solutions is more than two meters, we just put
the RTK solution with the algorithm presented in this paper as the final results; the
reasons to select the three solutions are that the single point positioning and RTD
solutions is served for the class of meter level navigation; RTD and RTK solutions
is served for the class of sub-meter and centimeter level navigation. We choose
technology park where our company located for dynamic testing to validate this
algorithm, the park has many tall buildings, the verification results were shown in
Figs. 6, 7 and 8.

From Figs. 6, 7 and 8, we could draw the following conclusion:
Figures 6 and 7 indicate that the single point positioning solution and RTD

solution becomes smoother and there will be no big hops after joining algorithm in
this paper;

From Fig. 8, we can see that the algorithm presented in this paper has very good
judgment ability for RTK solution which is in the abnormal situation, and which
can effectively eliminate abnormal situation.

Through the comparative analysis of dynamic data and static data, this algorithm
makes wearable equipment can effectively guarantee the continuity and reliability
of positioning in poor park environment.
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Fig. 5 Positioning results comparison between the algorithm which is presented in this paper and
LS algorithm in static data
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Fig. 6 Positioning results of the first scheme (position results of single point positioning is red,
while position results of improved single point positioning combined with the algorithm which is
presented in this paper is green)

Fig. 7 Positioning results of the second scheme (position results of pseudo-range difference
positioning is red, while position results of improved pseudo-range difference positioning
combined with the algorithm which is presented in this paper is green)
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3.3 Experiments Validate the Integrity of This Algorithm

We choose the harsh environment to validate the integrity of this algorithm in the
park where our company located. Put the RTK positioning results of self-developed
measuring receiver as a benchmark, using self-developed two wearable device
which tied to measuring receiver for test, as shown in Fig. 9, one adopted the
algorithm presented in this paper, the other is not using the algorithm of this paper,
two sets of wearable devices output RTD solutions. we make comparison between
real-time results of the wearable devices and real-time RTK results of the measuring
receiver, the statistical results about the proportion of horizon precision which is
less than 0.5, 1.0, 1.5 m as shown in Table 1.

Table 1 indicates that the positioning accuracy of wearable device which
adopted this algorithm is higher, these results show us that this algorithm also play a
role in harsh environment and it has a good reliability.

4 Conclusions

The proposed method in this paper could smooth the positioning results in order to
modifying the calculated coordinates among epochs combined UKF filter with
single and double difference at a time in coordinates. Through multiple sets of tests
of the static and dynamic data, the experimental results show that this algorithm can
eliminate positioning deviation points and realize the continuity and validity of the
positioning. Therefore, it has a certain reference value for real-time navigation

RTK solutions RTK solutions combined with the algorithm 
which is presented in this paper

Fig. 8 Positioning results of the third scheme (position results of real-time kinematic positioning
is red, while position results of improved real-time kinematic positioning combined with the
algorithm which is presented in this paper is green) (color figure online)
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module and unmanned aerial vehicle (uav) navigation module, also have certain
reference significance in deformation monitoring at the same time.
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Fig. 9 Test fixture

Table 1 The comparison between real-time positioning results of two wearable devices and that
of measuring receiver

Horizon precision (m) <0.5 <1.0 <1.5

Use this algorithm (%) 22.01 66 89.7

Not use this algorithm (%) 18.20 43 64.6
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Analysis of Cross-Correlation Peak
Distortion Caused by Antenna Array
Space-Time Adaptive Processing

Xinzhi Dai, Junwei Nie, Baiyu Li, Zukun Lu and Gang Ou

Abstract Space-time adaptive processing (STAP) combines information available
from both spatial and temporal domains, which can effectively enhance the GNSS
receivers’ performance of interference suppression. But STAP has the potential to
distort cross-correlation peak, which would deteriorate acquisition and tracking
performance. In this paper, the cross-correlation peak distortion under space-time
power inversion (PI) criterion and minimum variance distortionless response
(MVDR) criterion are analyzed by theoretical analysis and simulations. Analysis
and simulation show that the spatial correlation coefficient between interference and
desired signal, taps number of Tapped Delay Line (TDL) and taps delay can
directly affect the cross-correlation peak. The conclusions can be used to optimize
the antenna array design and space-time adaptive algorithm for reducing
cross-correlation peak distortion caused by STAP.

Keywords Antenna array � Space-time adaptive processing � Cross-correlation
peak

1 Introduction

The Globe Navigation Satellite System (GNSS) can provide users with high-
precision time and position information [1]. At present, GNSS is widely used in
civilian and military field. GNSS signals received on the ground are very weak, so
they are vulnerable to intentional and unintentional interference.

In order to maintain the integrity and functionality of GNSS receivers in envi-
ronments with strong interference, antenna arrays are widely utilized in the GNSS
receivers for anti-jamming. STAP is one of the applications of antenna array.
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STAP can combine the information available from both spatial and temporal
domains, which can significantly improve GNSS receivers’ anti-jamming perfor-
mance. But at the same time, STAP would distort cross-correlation peak [3, 4]. The
position errors caused by STAP can be several meters and even increase to hun-
dreds meters. So the distortion of the cross-correlation peak must be mitigated for
the high accuracy GNSS applications. At present, there are many studies on how to
compensate the cross-correlation peak distortion caused by STAP [5–7]. While a
few of those analyzes the causes of cross-correlation peak distortion. In reference
[8], simulation is used to analyze the affection of STAP on the cross-correlation
peak. In reference [9], [10], the theoretical model of cross-correlation peak dis-
tortion is analyzed, but the theoretical analysis is not sufficient. In short, the recent
researches about the affection of STAP on cross-correlation peak are mainly based
on simulation and lack of sufficient theoretical analysis. Studying the
cross-correlation peak distortion caused by STAP can help mitigate the distortion
and is useful for high accuracy GNSS applications.

In this paper, the theoretical model of cross-correlation peak distortion is anal-
ysed under space-time PI criterion and space-time MVDR criterion. And the the-
oretical model is verified by simulations.

2 Signal Model

An arbitrary antenna array with N elements and TDLs with M taps is considered.
For the sake of simplicity and without loss of generality, only one GNSS signal and
interfering signal are considered. The received signal vector, x tð Þ, at the antenna
array can be expressed as

x tð Þ ¼ ass tð Þþ aJJ tð Þþ n tð Þ ð1Þ

where s tð Þ is the GNSS signal, J tð Þ is the interference, n tð Þ is complex white
Gaussian noise vector, as is the steering vector of the GNSS signal and aJ is the
signal steering vector of interference.

In a STAP processor, the output signal, yout tð Þ, can be expressed as

yout tð Þ ¼ wHx0 tð Þ ð2Þ

where~x tð Þ ¼ xT tð Þ; xT t � Tsð Þ; � � � ; xT t � ðM � 1ÞTsð Þ½ �T and T denotes transpose,
Ts is the tap delay which is usually the sampling duration, w is space-time weight
vector, H denotes conjugate transpose.
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The weight vector in STAP is determined by the weighting criterion. In this
paper, the space-time PI criterion and space-time MVDR criterion are chosen for
analysis. The weight vector of the space-time PI criterion can be expressed as

w ¼ lR�1
xx b ð3Þ

where l is a constant, Rxx is the space-time correlation matrix, b ¼ 0; � � � ; 1;½
� � � ; 0�T1�MN and the position of 1 is determined by the reference tap. The weight
vector of the space-time MVDR criterion can be expressed as

w ¼ lR�1
xx a ð4Þ

where l is also a constant, a ¼ 0; 0; � � � ; aTs ; � � � ; 0; 0
� �T

1�MN and the position of as
is determined by the reference taps.

3 Analysis of Cross-Correlation Peak Distortion

According to reference [11], the output of the desired signal can be expressed as

ys ¼
XM
m¼1

wH
mass t � m� 1ð ÞTsð Þ ð5Þ

where wm ¼ w1;m; w2;m; � � � ; wN;m
� �T

; m ¼ 1; 2; � � �Mð Þ represents the weight
vector at the m th tap of TDLs. The cross-correlation function (CCF) of the desired
signal can be obtained by correlating the output signal with the local signal replicas.
It can be expressed as

C sð Þ ¼
XM
m¼1

h mð ÞR s� ðm� 1ÞTsð Þ ð6Þ

where h mð Þ ¼ wH
mas; ðm ¼ 1; 2; � � � ;MÞ is the transfer coefficient of CCF, R sð Þ is

the ideal CCF. The main focus here is on the distortion of the cross-correlation
peak, CCF will be just referred to as cross-correlation peak in the sequel.

It can be seen from Eq. (6) that the signal steering vector, weight vector, tap
delay and the taps number will directly affect the cross-correlation peak. But the
results getting from Eq. (6) are not very satisfactory, because the impact of these
parameters on the cross-correlation peak is not clear. In this paper, we will further
analyze Eq. (6) under specific criteria.
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3.1 Analysis of Cross-Correlation Peak Distortion
Under Space-Time PI Criterion

Without loss of generality, we assume that the first tap of the first antenna element
is the reference tap, so b ¼ 1; 0; � � � ; 0½ �T1�MN . The inversion of the space-time
covariance matrix is derived in Appendix A. By substituting Eq. (22) and b into
Eq. (3), the weight vector of space-time PI criterion can be obtained as

w ¼ l

d2n
b�

XM
i¼1

ki
Nki þ d2n

u�i;1 ui � aJð Þ
" #

ð7Þ

where ui;1 is the first element of ui. The transfer vector, h, formed by the transfer
coefficients can be calculated as

h ¼ hð1Þ hð2Þ � � � hðMÞ½ �T
¼ IM�M � aTs
� �

w�

¼ l

d2n
IM�M � aHs
� �

b�
XM
i¼1

kiaTs a
�
J

Nki þ d2n
ui;1u�i

" # ð8Þ

Suppose that J tð Þ ¼ b tð Þejwt is a narrow-band interference, where b tð Þ is the
baseband signal and b t � mTsð Þ � b tð Þ; m ¼ 1; � � �M � 1ð Þ, ejwt is the intermediate
frequency (IF) carrier. The temporal correlation matrix of interference can be
expressed as

RJ ¼ PJ

1 ejwTs � � � ejw M�1ð ÞTs
e�jwTs 1 � � � ejw M�2ð ÞTs
..
. ..

. . .
. ..

.

e�jw M�1ð ÞTs e�jw M�2ð ÞTs � � � 1

2
6664

3
7775 ð9Þ

where PJ is the interference power. The only nonzero eigen value of RJ is MPJ and
the corresponding normalized eigen vector is

u ¼ 1ffiffiffi
M

p 1ffiffiffi
M

p e�jwTs � � � 1ffiffiffi
M

p e�jw M�1ð ÞTs
h iT

. The spatial correlation coefficient

between interference and the desired signal is q ¼ aTs a
�
J

�
N [12]. Hence, Eq. (8) can

be rewritten as

h ¼ l

d2n
1 0 � � � 0½ �T� MNPJq

MNPJ þ d2n

1
M

1
M ejwTs � � � 1

M ejw M�1ð ÞTs� �T( )

ð10Þ
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In practice, the interference power is much higher than the noise power, so we
get MNPJ

�
NMPJ þ d2n
� � � 1. Hence, one gets

h ¼ l

d2n
1� q

M � q
M ejwTs � � � � q

M ejw M�1ð ÞTs� �T ð11Þ

The cross-correlation peak under space-time PI criterion can be obtained as

C sð Þ ¼
XM
m¼1

h mð ÞR s� ðm� 1ÞTsð Þ

¼ l

d2n
1� q

M

� 	
R sð Þ � q

M

XM�1

m¼1

ejwmTsR s� mTsð Þ
" # ð12Þ

From Eq. (12), we can get that, (1) the actual cross-correlation peak C sð Þ is
formed by an ideal cross-correlation peak and ðM � 1Þ delayed cross-correlation
peaks, (2) the delayed cross-correlation peaks are attenuated by q=M and the ideal
cross-correlation peak is attenuated by 1� q=M. The following conclusions can be
drawn: first, when the spatial correlation coefficient is small (q � 0), the actual
cross-correlation peak is almost the same as the ideal peak; second, when the spatial
correlation coefficient is large, the actual cross-correlation peak will be obviously
distorted and the peak position is related to taps number and delay time. The
analysis above is based on the assumption that the first tap of the first antenna
element is the reference tap. When kth tap is selected as the reference tap, the
general expression of Eq. (12) is

C sð Þ ¼ l

d2n
1� q

M

� 	
R s� ðk � 1ÞTsð Þ � l

d2n

q
M

XM�1

m¼0;m6¼k

ejw m�ðk�1Þð ÞTsR s� mTsð Þ

ð13Þ

3.2 Analysis of Cross-Correlation Peak Distortion
Under Space-Time MVDR Criterion

Without loss of generality, we assume that the first taps of TDLs are selected as the

reference taps, so we get a ¼ aTs ; 0; � � � ; 0; 0
� �T

1�MN . According to Eq. (4) and (22),
the weight vector of space-time MVDR criterion can be obtained as

w ¼ l

d2n
a�

XM
i¼1

kiN

Nki þ d2n
qu�i;1 ui � aJð Þ

" #
ð14Þ
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then the transfer vector can be obtained as

h ¼ lN

d2n
1� qj j2

M � qj j2
M ejwTs � � � � qj j2

M ejwðM�1ÞTs
h iT

ð15Þ

where �j j denotes absolute value. The cross-correlation peak can be obtained as

C sð Þ ¼
XM
m¼1

h mð ÞR s� ðm� 1ÞTsð Þ

¼ lN

d2n
1� qj j2

M

 !
R sð Þ � qj j2

M

XM�1

m¼1

ejwmTsR s� mTsð Þ
" # ð16Þ

From Eq. (16), we can get that, (1) the actual cross-correlation peak is formed by
an ideal cross-correlation peak and ðM � 1Þ delayed cross-correlation peaks, (2) the
delayed cross-correlation peaks are attenuated by q2

�
M, (3) the actual

cross-correlation peak has a gain of N times. Because the absolute value of q2
�
M is

smaller than that of q=M, It can be concluded that the distortion of cross-correlation
peak under space-time MVDR criterion is smaller than that under space-time PI
criterion when the interference is the same.

4 Simulation

In order to verify the theoretical model, a software-defined receiver is used for
simulation. The simulation parameters are set as follows, the carrier frequency is
1268.52 MHz, IF is 46.52 MHz, the signal code rate is 10.23 MHz, the sampling
rate is 62 MHz. The interference is a continuous wave (CW) interference and the
center frequency is the same as the carrier frequency. The signal-to-noise ratio
(SNR) is −25 dB, and the jamming-to-signal ratio (JNR) is 80 dB. The antenna
array is a 4-element uniform circular array with a half wavelength.

The space-time PI criterion is simulated firstly. The taps number of TDL is 5 and
the first tap of TDL is chosen as the reference tap. The cross-correlation peaks under
four scenarios are simulated. The parameters of the four scenarios are shown in
Table 1 and the simulation results are shown in Fig. 1.

It can be seen from Fig. 1 that when the spatial correlation coefficient is small
(scenario 1 and scenario 2), the actual cross-correlation peak is almost the same as
the ideal peak. When it becomes larger (scenario 3 and scenario 4), actual
cross-correlation peak is obviously distorted and the peak position is shifted. The
simulation results agree with the theoretical model.

The scenario 1 is simulated again under space-time PI criterion, but different taps
of the first antenna element is chosen as the reference tap. And the corresponding
cross-correlation peaks are shown in Fig. 2
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Table 1 Parameters of four simulation scenarios

Scenarios DOA of desired signal DOA of interference Spatial correlation
coefficient

1. Azimuth = 50,
Elevation = 45

Azimuth = 300,
Elevation = 2

0.002

2. Azimuth = 11,
Elevation = 24

Azimuth = 300,
Elevation = 2

0.001

3. Azimuth = 135,
Elevation = 11

Azimuth = 300,
Elevation = 2

0.9

4. Azimuth = 285,
Elevation = 20

Azimuth = 300,
Elevation = 2

0.91

−10 −8 −6 −4 −2 0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

Code Phase / chips

N
or

m
al

iz
ed

 C
ro

ss
−

co
rr

el
at

io
n 

Pe
ak

 

 

scenario 1
scenario 2
scenario 3
scenario 4
Ideal Peak
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As can be seen from Fig. 2, when the spatial correlation coefficient is small
enough, the reference tap position will affect the position of the actual
cross-correlation peak. The simulation results verify the conclusion in Eq. (14).

The space-time MVDR criterion is simulated and the simulation scenarios are
the same as the scenarios in Table 1. The first taps of TDLs are chosen as the
reference taps. The results are shown in Fig. 3.

The conclusions drawn from Fig. 3 are similar to that drawn from Fig. 1. What’s
more, it can be found that when the spatial correlation coefficient is large (scenario
3 and scenario 4), the cross-correlation peak distrotion under space-time MVDR
criterion is smaller than the case under space-time PI criterion. This result suggests
that the space-time MVDR criterion can reduce the cross-correlation peak distortion
comparing with the space-time PI criterion when the interference is the same. This
conclusion also agrees with the theoretical model.

The scenario 1 is simulated under space-time MVDR criterion, and different taps
of TDLs are chosen as the reference taps. The corresponding cross-correlation
peaks are shown in Fig. 4.
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It can be seen from Fig. 4 that when the correlation coefficient is small enough,
the position of the cross-correlation peak is determined by the position of reference
taps, and it is similar to the case under space-time PI criterion.

5 Conclusion

The theoretical model of cross-correlation peak under space-time PI criterion and
space-time MVDR criterion is established and verified by simulations. Analysis and
simulation show that after STAP the actual cross-correlation peak is formed by M
cross-correlation peaks and that is the main cause of cross-correlation peak dis-
tortion. The spatial correlation coefficient of the desired signal and interference is an
important index that affects the cross-correlation peak. A small spatial correlation
coefficient means a small distortion. The position of the reference tap is also an
important index that affects the peak position of cross-correlation peak. When the
correlation coefficient is small enough, the position of reference tap will directly
determine the peak position of cross-correlation peak.

The above conclusion can provide the following guidance for reducing the
cross-correlation peak distortion caused by STAP. Firstly, choose the antenna array
with small spatial correlation coefficient. Because the spatial correlation coefficient
is related to the array geometry, choosing the antenna array with small correlation
coefficient can help reduce the cross-correlation peak distortion. Secondly, com-
pensate the cross-correlation peak offset. Because the position of the reference tap
may cause the peak position offset (unless the first tap of TDL is chosen as the
reference tap), the signal processing after STAP must compensate the offset.

Appendix A

The space-time correlation matrix of the input signal, x0 tð Þ, can be written as

Rxx ¼ E x0 tð Þ x0 tð Þð ÞH
h i

ð17Þ

In practice, interference power and noise power are much higher than the desired
signal power, so the desired signal can be ignored in Eq. (17). Assuming the
interference and the noise are not related. One gets

Rxx ¼ Rjj þ d2nI ð18Þ

where Rjj is the space-time correlation matrix of interference, d2n denotes the noise
variance, I is a MN �MN unit matrix. Under narrowband assumption, the inter-
ference space-time correlation matrix can be written as
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Rjj ¼ RJ � aJaHJ
� � ð19Þ

where RJ represents the temporal correlation matrix, � denotes the Kronecker
tensor product.

Because RJ is a Hermite matrix, its eigen value decomposition can be expressed
as

RJ ¼
XM
i¼1

kiuiu
H
i i ¼ 1; 2; � � � ;Mð Þ ð20Þ

where ki is the eigen value, ui is the corresponding eigen vector. aJaHJ is also a
Hermite matrix with only one nonzero eigen value which is N. According to the
property of Hermite matrix, the nonzero eigen values of Rjj are Nki and the cor-
responding eigen vectors are ni ¼ ui � aJffiffiffi

N
p ; i ¼ 1; 2; � � � ;Mð Þ. According to

Schmidt orthogonalization, the eigen vectors ni ¼ ui � aJffiffiffi
N

p ; i ¼ 1; 2; � � � ;Mð Þ can

be extended to MN standard orthogonal eigen vectors. Hence, the eigen value
decomposition of Rxx can be written as

Rxx ¼
XM
i¼1

Nki nin
H
i

� �þ d2n
XMN

i¼1

nin
H
i

� �

¼
XM
i¼1

Nki þ d2n
� �

nin
H
i

� �þ d2n
XMN

i¼Mþ 1

nin
H
i

� � ð21Þ

The inverse of Rxx can be obtained as

R�1
xx ¼

XM
i¼1

1

Nki þ d2n
nin

H
i

� �þ 1

d2n

XMN

i¼Mþ 1

nin
H
i

� �

¼ 1

d2n

XMN

i¼1

nin
H
i

� �� 1

d2n

XM
i¼1

Nki
Nki þ d2n

nin
H
i

� �

¼ 1

d2n
I �

XM
i¼1

ki
Nki þ d2n

ui � aJð Þ ui � aJð ÞH
" #

ð22Þ
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Joint Implementation of Interference
Suppression and Signal Acquisition
for GNSS Antenna Array Receivers

Feiqiang Chen, Junwei Nie, Guozhu Zhang, Zhengrong Li
and Feixue Wang

Abstract It is well known that, signal acquisition has the lowest sensitivity of the
whole GNSS (Global Navigation Satellite System) receiver operation. Signal
acquisition could fail due to insufficiency of interference mitigation and signal
attenuation during interference suppression and thus it has become the performance
bottleneck in the presence of interference. When a GNSS receiver works at
acquisition stage, for traditional array processing methods, it is difficult to enhance
the satellite signal through array gain due to the lack of essential priori knowledge.
In this paper, a novel anti-jamming algorithm is proposed. Compared with the
traditional methods, which perform interference suppression and signal acquisition
in sequence, the proposed method combines these two processes into a single
algorithm. The main advantage is that, it is capable of providing array gain to
enhance the desired signal at signal acquisition stage. Theoretical and experiment
results show that, the proposed method could increase the signal-to-noise-ratio
(SNR) N times at acquisition stage for a N elements antenna array, and thus
improve the availability of the receivers significantly in harsh interference
environment.

Keywords Satellite navigation � Beamforming � Antenna array � Anti-jamming �
Signal acquisition

1 Introduction

The surprising evolution of global navigation satellite system (GNSS) in military
and aviation applications has led to growing concerns for its safety. It is well known
that GNSS receivers are vulnerable to interference due to the weak power of
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received satellite signals (typically about 20–30 dB below noise). Interference
could degrade the signal-to-noise-ratio (SNR) which leads to accuracy degradation,
and even denial-of-service. A promising solution to the interference problem is use
of adaptive antenna array [1–4]. It allows the receiver to operate in the spatial
domain in addition to the time/frequency domain and hence offers improved
interference suppression (IS) capabilities.

For GNSS receivers, signal acquisition (SA) is known to be the weakest part of
the whole receiver operation [2]. This is mainly reflected in two aspects, first, the
acquisition sensitivity is generally smaller than the tracking sensitivity of 10 dB or
more [5], the signal may be normally tracked but failed to be acquired under a given
SNR condition. Second, since the signal tracking process is initialized by the results
of SA, once SA failed, the follow-up signal tracking, data demodulation and
position solution are difficult to work normally. Therefore, SA has become the
performance bottleneck of anti-jamming GNSS receivers in harsh interference
environments.

In order to improve the SA capabilities of GNSS receivers, on one hand, the
interference should be mitigated sufficiently to minimize interference residue, on
the other hand, the antenna array should offer processing gain to enhance the signal
and thus increase the SNR. There are a number of array processing techniques
which are able to provide gain by forming a beam in the satellite direction while
perform IS. However, their capability is usually applied to the signal tracking rather
than SA operation. For example, the minimum variance distortionless response
(MVDR) method [6, 7] requires the direction of arrival (DOA) of the desired signal,
the minimum mean square error (MMSE) method [8] need to extract synchro-
nization parameters from tracking results to construct a reference waveform. These
prior knowledge are difficult to be obtained at acquisition stage, especially for cold
acquisition. Therefore, these techniques have no advantage with respect to SA
performance over simple null-steering methods such as power inversion
(PI) algorithm [9].

To overcome the above problem, a blind IS method based on spectral
self-coherent restoral (SCORE) was developed in [10, 11], it can form main beams
towards satellites at SA stage, but the algorithm is effective for only one satellite
signal. In fact, at least 4 satellites are required for positioning and timing. Against
this background, a novel method is proposed to protect the SA stage of receivers.
Compared with the above methods mentioned, which perform IS and SA in
sequence, the proposed method combines these two processes into a single algo-
rithm. The main advantage is that, its IS capability could be applied to the SA
operation. What’s more, it could enhance the desired signal and thus improve the
SA performance significantly.
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2 Signal Model and Problem Statement

Considering the reception of one satellite signal due to the very low
cross-correlation of the pseudorandom spreading codes, adopting the complex
envelop notation, the received signal vector by an arbitrary N-element antenna array
can be expressed as

xðtÞ ¼ asðtÞþ nðtÞ ð1Þ

where xðtÞ ¼ ½ x1ðtÞ x2ðtÞ � � � xNðtÞ �T 2 CN�1 is the array baseband snapshot,
each row corresponding to one antenna, ð�ÞT denotes transpose. a 2 CN�1 is the
steering vector of the satellite signal which is determined by signal DOA and array
attitude. sðtÞ ¼ A0pðt � s0Þej2pfd t is the satellite signal, where p(t) is the pseudo-
random spreading code, A0 is the amplitude, s0 and fd are the code phase and
doppler frequency respectively, which are also known as the synchronization
parameters to be estimated by a GNSS receiver. Note that, the navigation data is not
included in the expression because all the processing is considered within the same
symbol. nðtÞ 2 CN�1nðtÞ 2 CN�1 is the signal not of interest (SNOI), including
interfering signals and additive white Gaussian noise.

Assume that, K snapshots are used for SA, then, the input data matrix could be
expressed as

XðtÞ ¼ xðt � ðK � 1ÞTsÞ; . . .; xðt � TsÞ; xðtÞ½ � ð2Þ

where XðtÞ 2 CN�K and Ts is the sampling period.
The array output after interference mitigation is represented by the sum of the

input data snapshot multiplied by the weight vector

y ¼ wHX 2 C1�K ð3Þ

where w 2 CN�1 is the weight vector which depends on the corresponding inter-
ference mitigation algorithm. The weight vector of MVDR and MMSE could be
expressed as [6, 8]

wMVDR ¼ R�1
xx a

aHR�1
xx a

ð4Þ

wMMSE ¼ R�1
xx rxd ð5Þ

where Rxx ¼ E½xðtÞxHðtÞ� is the spatial auto-correlation matrix of the array snap-
shots, rxd ¼ E½xðtÞdHðtÞ� is the cross-correlation vector between the array snapshots
and a reference waveform, d(t) is the reference waveform which are correlate with
the satellite signal. An ideal reference waveform is the satellite signal itself, i.e.
dðtÞ ¼ pðt � s0Þej2pfd t.
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The above two algorithms have been proved to be optimum in the sense of
maximizing the array output signal-to-interference-plus-noise-ratio (SINR), they are
able to provide gain by forming a beam in the satellite direction while perform IS.
However, at SA stage, due to the extremely low power of the received signal, prior
knowledge including steering vector a, code phase s0 and doppler frequency fd are
difficult to obtain. Thus, the two algorithms degenerate into simple null-steering
mode (PI algorithm) under this condition, the weight vector of which is represented
as

wPI ¼ R�1
xx c

cHR�1
xx c

ð6Þ

where c ¼ ½1; 0; . . .; 0�T 2 CN�1 is a constraint vector.
PI approach only performs IS and does not provide gain by forming a beam in

the satellite direction. After IS, the array output is used to perform SA. As can be
seen from the above derivation, conventional array processing techniques are not
able to enhance the SNR by beamforming at SA stage due to the lack of a priori
information. This is especially true when the receiver is required to be operational at
“cold” start.

3 Proposed Technique

As we all known, the purpose of SA is to obtain rough estimate of synchronization
parameters of those visible satellites, and to help the receiver to initialize its
tracking loops. Estimation of synchronization parameters, i.e. s0 and fd, is accom-
plished by an exhaustive grid search in the entire parameter space. We try to use the
grid search process to form a reference waveform that is needed for MMSE method.
The steps are as follows:

Firstly, for any given code phase s and doppler frequency f, we can construct a
corresponding reference signal, i.e. ~dðt; f ; sÞ ¼ pðt � sÞej2pft. According to the
principle of the MMSE algorithm and Eq. (5), we could obtain the corresponding
weight vector:

wðf ; sÞ ¼ R̂�1
xx r̂x~dðf ; sÞ ð7Þ

where, R̂xx ¼ XXH=K is the estimation of the auto-correlation matrix of the snap-
shots, r̂x~dðf ; sÞ ¼ Xd

~ðt; f ; sÞH�K is the estimation of the cross-correlation vector

between the array snapshots and the constructed reference signal, where ~dðt; f ; sÞ ¼
½~dðt � ðK � 1ÞTs; f ; sÞ; . . .; ~dðt � Ts; f ; sÞ; ~dðt; f ; sÞ� is the constructed reference
signal vector composed by K snapshots.
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Note that, because the synchronization parameters are unknown, the weight
vector in (7) is different with that of MMSE algorithm, wðf ; sÞ is the function of
doppler frequency f and code phase s. Then, the array output can be obtained by
weighting the array input data matrix by the array weight vector:

yðf ; sÞ ¼ wHðf ; sÞX ¼ r̂Hxdðf ; sÞR̂�1
xx X ð8Þ

It can be seen from (8) that, the array output is still the function of doppler
frequency f and code phase s, only when the values of these two parameters are
close to their true value, i.e. s0 and fd, the constructed signal has a great relevance
with the desired signal, and beamforming is able to be performed.

Then, the array output will be used for SA. According to the principle of
Generalized Likelihood Ratio Test (GLRT), the detector could be expressed as

TðyÞ ¼ max
f ;s

r̂y~dðf ; sÞ
��� ���2

�
R̂yyðf ; sÞ

� �

¼ max
f ;s

r̂Hx~dðf ; sÞR̂�1
xx r̂x~dðf ; sÞ

n o
� c

ð9Þ

where, r̂y~dðf ; sÞ ¼ yðf ; sÞ~dðt; f ; sÞH�K is the estimation of the cross-correlation

vector between the array output and the constructed reference signal, R̂yyðf ; sÞ ¼
yðf ; sÞyðf ; sÞH�K is the estimation of the auto-correlation matrix of the array output,
c is the detection threshold, which could be calculated from a given false alarm
probability.

From the above derivation, it can be see that the grid search process of syn-
chronization parameters is shared by both IS and SA. In other words, instead of
performing IS and SA in sequence, the proposed method performs these two
processes simultaneously. On the other hand, because the interference mitigation
method is based on MMSE criterion, the proposed algorithm could maximize the
array output SINR and thus outperform PI algorithm in protecting the SA operation.

The implementation schematic of the proposed algorithm is present in Fig. 1.
The array signal received by the antenna array is then processed by frond-end and
A/D converter, the input data matrix X is used to calculate the test statistic TðyÞ. If
TðyÞ� c, then the test determines the absence of the satellite signal, otherwise, the
test determines the presence of the satellite signal, at the same time, the doppler
frequency f̂d and code phase ŝ0 that maximizing TðyÞ are taken as the estimate of
synchronization parameters. The array output is obtained according to (8) after the
synchronization parameters are estimated. Finally, the array output and synchro-
nization parameters are sent to the signal tracking module for subsequent
processing.
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4 Experimental Results

In the simulations, the array consists of four omnidirectional antennas with one
element at the centre of a circle and the other three elements uniformly distributed
on the perimeter of the aperture. The radius of the circular array is half a wave-
length. The desired signal is GPS civil signal at L1 band with a chip rate of
1.023 Mcps. The sampling frequency is 2.048 MHz and the acquisition time is set
to 1 ms (K = 2048). The receiver used in the simulation performs cold acquisition,
the doppler search step is 500 Hz and code phase search step is one sampling
period.

4.1 Results in the Presence of a Single Satellite Signal

In the experiment, the elevation angle and azimuth angle of the satellite signal are
75° and 45° respectively. One interfering signal with uniformly distributed random
DOA and different INR (interference-to-noise ratio) is considered. Detection
probability is used as performance metric, detection here is defined as the syn-
chronization parameters are estimated correctly (the error is within one search grid).

Figure 2a, b show the acquisition performance in terms of detection probability
versus C/N0 (carrier-to-noise density ratio) when a 2 MHz wideband interference
and a CW (Continuous Wave) interference is present respectively. The data in these
plots is obtained by averaging over 1000 independent trials. As shown, the per-
formance of the proposed method outperforms the PI method significantly both in
low-power and high-power interference conditions. Figure 2a, b, we could find that
the interference rejection capability of the proposed method is more sensitive to
interference bandwidth rather than interference power, it degrades slightly when the
CW is replaced by wideband interference. Primary reason should be take into
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Fig. 1 Implementation schematic of the proposed algorithm
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account is the level of correlation between interference with different bandwidths
and the satellite signal.

Furthermore, in the experiment, we fixed a set of signal/interference scenario to
observe the antenna pattern to verify the beamforming ability while suppressing
interference. Figure 3a, b show the antenna pattern of PI algorithm and the pro-
posed algorithm in the presence of a wideband interference respectively, the inci-
dent direction of the wideband interference are 15° for elevation and 130° for
azimuth, and the INR is 30 dB.

It can be seen from Fig. 3 that, both the PI algorithm and the proposed algorithm
form a deep null in the direction of the interference (marked with “○” in the figure).
For PI algorithm, the array gain in the direction of satellite signal (marked with “★”
in the figure) is about 1.0 dB, since the algorithm does not constrain the response of
the signal direction, antenna gain in the direction of the signal can not be controlled.
As for the proposed algorithm, the array gain in the direction of satellite signal is
about 4.8 dB, which indicates that the signal is enhanced successfully. On the other
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Fig. 2 Detection probability versus C/N0: a Detector performance in the presence of a wideband
interference and b detector performance in the presence of a CW interference
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hand, the array gain is still small than the theoretical upper limit
(10 * lg4 = 6.02 dB), which is mainly caused by the estimate error of the syn-
chronization parameters. Reducing the step of synchronization parameters search
may increase the array gain, while it will also increase the acquisition time of the
receiver.

4.2 Results in the Presence of Multiple Satellite Signals

To validate the algorithm performance in the presence of multiple-GPS signals as
well as multiple wideband interferences, in the experiment, the spatial distribution
of the satellites are set according to Ref. [12], where the number of visible satellites
are eight, and carrier to noise ratio are 44 dBHz, all interfering signals incident from
low elevations, the INR are 30 dB. The sky plot of all the satellites and interference
sources is shown in Fig. 4a. The acquisition performance is shown in Fig. 4b–d.
Acquisition metric, which is the ratio of maximized correlation value to second
maximized correlation value, is used to evaluate the acquisition performance. From
Fig. 4, we could conclude that:

(1) Under interference free condition, the two algorithm are both able to acquire
all satellite signals successfully, while the acquisition metric for the proposed
algorithm is significantly higher than that of PI algorithm. The benefit is that,
you could obtain better detection performance for a given false alarm
probability.

(2) When J1 is switched on, since satellite PRN7 incidents from the close
direction with J1, the two algorithms both are unable to acquire the satellite
signal. This is caused by the inherent shortcomings of antenna array based
anti-jamming method, and increasing the array aperture could obtain a certain
degree of improvement.

(3) Compared with interference free scenario, the performance of the two algo-
rithms both degrade when interference is switched on, while the proposed
algorithm outperforms PI algorithm, this phenomenon is more obvious when
J1 and J2 are switched on at the same time. A reasonable explanation for this
is that, PI algorithm forming nulls in the direction of interference at the same
time, other direction of the incident signals have a certain attenuation, because
the proposed algorithm have beamforming capability, this phenomenon could
be improved to some extent.
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5 Conclusions

Signal acquisition has become the performance bottleneck of GNSS receivers in
harsh interference environments due to its low sensitivity. In this paper, a novel
anti-jamming algorithm based on the MMSE criterion is proposed to protecting the
acquisition stage. Experimental results show that the proposed algorithm could
obtain array signal processing gain to enhance the satellite signals while mitigating
the interference, and thus improve the signal acquisition performance of the
receiver. For a N elements antenna array, the proposed algorithm could enhance the
SNR N times theoretically, the real performance may degrade slightly due to the
estimate error of synchronization parameters. We will analyze the impact of esti-
mate error of synchronization parameters on algorithm performance in our further
work.
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GNSS Spoofing Detection Based on Power
Monitoring of Two-Antenna

Fei Wang, Hong Li and Mingquan Lu

Abstract GNSS spoofing attack is threatening GNSS services which are widely
used in both civil and military applications. Spatial processing countermeasure is
one kind of spoofing detection techniques. It consists of multi-antenna based and
moving antenna based methods. Existing multi-antenna methods require
multi-antenna measurements which are highly synchronized, and the moving
antenna methods cannot work when the receiver is static. In this paper, two
spoofing detection metrics based on two-antenna signal-plus-noise power are pro-
posed. Correlation coefficient can be applied when the antennas are static, and
normalized differential power ratio can be applied regardless of the motion of the
receiver. Experimental results show that the proposed method can detect the
spoofing signals effectively. The proposed metrics don’t require highly synchro-
nized measurements and can be obtained in the tracking stage of the receiver, which
can guarantee a quick spoofing detection.

Keywords GNSS � Spoofing detection � Power monitoring � Two-antenna �
Correlation coefficient � Normalized differential power ratio

1 Introduction

Global navigation satellite system (GNSS) has been widely applied in transporta-
tion, power grid, financial market, safety of life, and military affairs. But GNSS
signals are vulnerable to in-band interferences. A jammer hinders a receiver from
processing GNSS signals by sending high-power evil signals, and a spoofer can
falsify a receiver’s navigation solution by sending simulated or replayed GNSS
signals. GNSS spoofing is more threatening since a conventional receiver can
hardly find itself being affected by spoofing signals [1].
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Many GNSS anti-spoofing techniques have been developed in recent years
[2, 3]. One of the most robust spoofing detection techniques is the spatial pro-
cessing countermeasure, which consists of multi-antenna based and moving antenna
based methods. Most spatial processing techniques assume that the spoofing signals
come from a common transmitting antenna. It is reasonable because a spoofer with
multi-radiator is complex, expensive and hard to implement. In multi-antenna based
methods, [4] detects a spoofing attack by comparing the positioning results of
multi-receiver. References [5, 6] detect a spoofing attack by monitoring differential
pseudorange and carrier phase, respectively. Reference [7] detects a spoofing attack
by comparing carrier to noise ratio (C/N0) of signals received from two antennas
with different gain patterns. In a receiver with a moving antenna, the powers of
different spoofing signals change with similar patterns since the propagation paths
of all the spoofing signals are the same. Therefore, a spoofing attack can be detected
by calculating the correlation coefficients of powers of different signals. Correlation
coefficients close to 1 indicate that there are pairwise spoofing signals [8]. Another
moving antenna based method is proposed in [9]. It acquires and tracks all the
spoofing and authentic signals at the same time and distinguishes them by calcu-
lating the correlation coefficients of Doppler frequency shifts of different signals.

In this paper, we propose a spoofing detection method based on power mea-
surements of two-antenna. It is also assumed that the spoofing signals come from a
common source. The fundamental principle of the proposed method is that the
propagation paths and incident angles of authentic signals from satellites to the
receiving antennas are different and time-varying, and the gain patterns of the
antennas are anisotropic. Therefore, the two-antenna powers of authentic signals
change differently, and the power ratios between two antennas are also different for
different satellites. But the propagation paths and incident angles of spoofing signals
are constant. Therefore, the two-antenna powers of spoofing signals change with the
same pattern and the two-antenna power ratios are similar. The main contributions
of the paper are listed as follows.

• We propose two metrics to detect GNSS spoofing attacks, namely two-antenna
power correlation coefficient and two-antenna normalized differential power
ratio.

• We perform experiments with a real-time GNSS receiver in normal conditions
and under replaying spoofing attacks, respectively. Results show that the metrics
perform well in distinguishing spoofing signals from authentic ones.

• We analyze the advantages of the proposed method. The proposed metrics can
be obtained in the tracking stage. Therefore, they can detect a spoofing attack
quickly. In addition, the power measurements do not need to be highly syn-
chronized as the power measurements usually change continuously and slowly.
Hence, the proposed method can be applied when multiple receivers are not
synchronized strictly.

The remainder of the paper is organized as follows. Section 2 introduces the
configuration of a multi-antenna GNSS spoofing detection system. Section 3
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presents the experiments for testing the proposed metrics with different configu-
rations of receiving antennas. Finally, conclusions are given in Sect. 4.

2 Spoofing Detection Based on Power Measurements

A spoofing detection system based on multi-antenna is given in Fig. 1. Different
processing units can either be independent receivers connected by communication
links or parallel processing modules embedded in one receiver. Existing
multi-antenna based methods detect spoofing attacks by comparing the positioning
results, C/N0, pseudoranges or carrier phases of different processing units. In this
paper, we apply the signal-plus-noise power in each tracking module to detect the
spoofing signals. The power measurements can be obtained in the tracking mod-
ules. Therefore, a spoofing attack can be detected as early as possible.

In order to avoid estimating the noise floor which may introduce additional error,
we apply the signal-plus-nose power instead of C/N0 in spoofing detection. The
measurement of total power in 1/Tcoh noise bandwidth is given by [10]

PwbðkÞ ¼
XkL0 þ L0

n¼kL0 þ 1

½I2PðnÞþQ2
PðnÞ� ð1Þ

where L0 is the number of non-coherent integration. IP and QP are prompt in-phase
and quadrature coherent integration results in Tcoh and can be expressed as

IPðnÞ ¼ aDðnÞsincðfeTcohÞRðsPÞ cosD/þxIP

QPðnÞ ¼ aDðnÞsincðfeTcohÞRðsPÞ sinD/þxQP
ð2Þ

Fig. 1 Configuration of a multi-antenna GNSS spoofing detection system
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where a is the amplitude of signal, D(n) is the modulated navigation data, fe is the
frequency tracking error, R(.) represents the autocorrelation function of the pseu-
dorange code, sP is the time difference between the prompt local C/A code and the
receiving signal, D/ is the carrier phase tracking error, and xIP and xQP are noises
of in-phase and quadrature channels.

In order to mitigate the disturbance of the noise, average value of Pwb during L1
epochs is employed, which can be expressed as

P ¼ 1
L1

XL1
k¼1

PwbðkÞ ð3Þ

2.1 Two-Antenna Power Correlation Coefficient

By arranging the power measurements in a period of time, signal-plus-noise power
of the jth antenna can be written as the following matrix form

PðjÞ ¼
pðjÞ1
pðjÞ2
..
.

pðjÞM

2
66664

3
77775
¼

PðjÞ
1 ð1Þ PðjÞ

1 ð2Þ � � � PðjÞ
1 ðKÞ

PðjÞ
2 ð1Þ PðjÞ

2 ð2Þ � � � PðjÞ
1 ðKÞ

..

. ..
. . .

. ..
.

PðjÞ
M ð1Þ PðjÞ

M ð2Þ � � � PðjÞ
M ðKÞ

2
66664

3
77775

ð4Þ

where PðjÞ
i ðkÞ represents the average power of the ith signal in the kth processing

interval. Since two-antenna model can be easily extended to multi-antenna case, in
the following paper, a two-antenna model is adopted for simplification.

When an antenna receives authentic signals, the angles of arrival (AOAs) and
the propagation paths of the signals change due to the motion of the satellites. The
changes are different for different antennas. Therefore, the correlation between
the powers of different antennas is low in a period of time. However, when the
receiving antennas are static, the AOAs and propagation paths of different spoofing
signals are constant. Therefore, the changing patterns of powers of different
antennas are determined by the power changes of the spoofing signals, and they will
be very similar, resulting in very high correlation coefficients. Based on the above
analysis, the correlation coefficients of two-antenna powers can be applied for
spoofing detection. The correlation coefficient between two-antenna powers cor-
responding to the ith satellite is given by

qi ¼
E [pð1Þi � Eðpð1Þi Þ�½pð2Þi � Eðpð2Þi Þ�
n o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dðpð1Þi ÞDðpð2Þi Þ

q ð5Þ
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where E(�) is the symbol of expectation and D(�) is the symbol of variance. In
practical applications, the average value of qi of all satellites can be applied as the
statistic of spoofing detection.

2.2 Two-Antenna Normalized Differential Power Ratio

In this section, another spoofing detection metric is proposed. First, we define the
ith satellite’s power ratio between two antennas in the kth time interval as follows

PRiðkÞ ¼ Pð2Þ
i ðkÞ=Pð1Þ

i ðkÞ ð6Þ

The propagation paths from different satellites to one receiving antenna are
different, but the propagation paths of different spoofing signals from a spoofer to
one receiving antenna are all the same. Hence, the power ratios of different
authentic signals are different, but the power ratios of different spoofing signals are
approximately equal. Based on the above analysis, the following metric named
normalized differential power ratio is presented for spoofing detection.

RiðkÞ ¼ ½PRiðkÞ � PRref ðkÞ�=PRref ðkÞ ð7Þ

where PRref ðkÞ is the power ratio reference which is used for normalization.
PRref ðkÞ is defined as follows

PRref ðkÞ ¼ 1
M

XM
i¼1

PRiðkÞ ð8Þ

where M is the total number of satellites. Small RiðkÞ indicates that the signals come
from the same direction. Different from the two-antenna power correlation coeffi-
cients, the normalized differential power ratios can detect a spoofing attack
regardless of the motion of the receiving antennas.

3 Experiments

In this section, experimental results are presented to show the spoofing detection
performance of the proposed metrics. GPS L1 C/A signals are applied in the
experiments. The signal processing parameters are set as follows. The coherent
integration time is 1 ms. L0 and L1 in Eqs. (1) and (3) are set to 10 and 100,
respectively. Therefore, the processing interval is 1 ms � 10 � 100 = 1 s. In order
to reduce the effects of noise, the power measurements are further smoothed every

10 points. The length of the power vector pðjÞi is 300 s.
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3.1 Configurations of Experiments

The configurations of experiments with different two-antenna geometries are shown
in Fig. 2. The receiving antenna of the spoofer receives GNSS signals in L1 band
and sends them to the replaying module. Then, the signals are delayed and sent to
the transmitting antenna. After that, the spoofing signals are transmitted to the
receiving antennas of the victim receiver. There are two different configurations,
namely S1, S2, respectively. In S1, both the antennas are static. In S2, one of the
antennas is static and the other one is moved randomly.

3.2 Experimental Results

Experimental results of S1 and S2 are presented and compared in this subsection,
respectively.

Fig. 2 Configurations of GNSS spoofing experiments
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3.2.1 Results of S1

Figure 3 shows the two-antenna power correlation coefficients of different satellites
in S1. Figure 3a, b show the correlation coefficients of authentic and spoofing
signals, respectively. It can be seen that the correlation coefficients of the authentic
signals change randomly, but those of the spoofing ones are all larger than 0.97.

The average correlation coefficients of authentic and spoofing signals are shown
in Fig. 3c. The metrics of authentic signals are between −0.3 and 0.3, indicating
that the two-antenna powers of authentic signals are not correlated. However, the
metrics of the spoofing ones are very close to 1, indicating that the two-antenna
powers of spoofing signals are highly correlated, thus the signals can be recognized
as spoofing ones.

Figure 4 shows the two-antenna power ratios and normalized differential power
ratios in S1. Figure 4a, b show the power ratios of authentic and spoofing signals,
respectively. It can be seen that the power ratios of different authentic signals are
quite different, but those of the spoofing ones are approximately equal. Therefore,
normalized differential power ratios of the authentic signals are different, but those
of the spoofing ones are very close to 0, as shown in Fig. 4c, d.

3.2.2 Results of S2

Figure 5 shows the two-antenna power correlation coefficients of different satellites
in S2. Similar to Fig. 3, the correlation coefficients of authentic signals change

Fig. 3 a Correlation coefficients between two-antenna powers of authentic signals; b correlation
coefficients between two-antenna powers of spoofing signals; c average correlation coefficients
between two-antenna powers. The solid and dotted lines correspond to the authentic and spoofing
signals, respectively. In S1, both the antennas are static
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randomly in the experiments. But the results of the spoofing signals decrease
dramatically. However, the correlation coefficients of spoofing signals are still
higher than those of the authentic ones since the motion of receiver is mild.

The average correlation coefficients of authentic and spoofing signals are shown
in Fig. 5c. Results of spoofing signals are still higher than those of the authentic

Fig. 4 a Power ratios of authentic signals; b power ratios of spoofing signals; c normalized
differential power ratios (NDPRs) of authentic signals; d normalized differential power ratios
(NDPRs) of spoofing signals. In S1, both the antennas are static

Fig. 5 a Correlation coefficients between two-antenna powers of authentic signals; b correlation
coefficients between two-antenna powers of spoofing signals; c average correlation coefficients
between two-antenna powers. The solid and dotted lines correspond to the authentic and spoofing
signals, respectively. In S2, one antenna is dynamic and the other one is static
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ones, but it can be inferred that the correlation coefficients of spoofing signals will
further decrease when the velocity of the antenna is higher. Then, the metric may
fail to detect a spoofing attack.

Figure 6 shows the two-antenna power ratios and normalized differential power
ratios in S3. Compared with Fig. 4, the power changes of authentic signals are more
intense, and the power ratios of spoofing signals are no longer constant due to the
motion of the antenna. Nevertheless, the normalized differential power ratios of
spoofing signals are still very close to 0, which means that the metric can still be
applied to detect a spoofing attack.

4 Conclusions

In this paper, two metrics are proposed based on two-antenna signal-plus-noise
power, namely correlation coefficient and normalized differential power ratio. Since
the propagation paths of authentic signals are different, while it is assumed that the
spoofing signals come from a common source, the proposed metrics show different
characteristics when the receiver processes authentic and spoofing signals. When
authentic signals are processed, the correlation coefficients of different signals will
be randomly distributed, their average values will be small, and the normalized
differential power ratios will be non-zero. When spoofing signals are processed, the
correlation coefficients will be close to one and the normalized differential power
ratios will be very close to zero. Therefore, a spoofing attack can be detected with
the proposed metrics. Furthermore, the power measurements do not need to be

Fig. 6 a Power ratios of authentic signals; b power ratios of spoofing signals; c normalized
differential power ratios (NDPRs) of authentic signals; d normalized differential power ratios
(NDPRs) of spoofing signals. In S2, one antenna is dynamic and the other one is static
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highly synchronized as the powers change continuously and slowly, and they can
be obtained in the tracking stage, thus the alert-time of spoofing attacks can be
shortened.
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Application Strategy and Receiver
Verification for the New Generation
of BeiDou Navigation Satellites

Bin Tang, Jinlong Li, Qian Wang and Jiazheng Fu

Abstract Since March 30, 2015, BeiDou satellite navigation system (hereinafter
referred to as the BDS) has launched five new generation of satellites and two
BDS-2 satellites, which means BDS is expanding from regional to global. The new
generation of Beidou navigation satellites are the 17th to 21st BDS satellites. They
will be used for the verification of new navigation signal, inter-satellite links and
other for the BeiDou global satellite navigation system. For the two BDS-2 satel-
lites, which are the 22nd and 23rd BDS satellites, and how to replace the current
satellites? The application strategy of the five new generation of BeiDou navigation
satellites and two BDS-2 satellites from the view of application, then which will be
verified by BDS receiver. The conclusion will be used to support BDS smooth
transition from regional to global.

Keywords BDS � The new generation of satellites � Application strategy �
Receiver verification

1 Introduction

Since 2000, China started to build BeiDou satellite navigation system, and grad-
ually formulated a three-step strategy of development: to complete BDS-1 by the
end of 2000; to complete BDS-2 and provide services for the area of Asia-Pacific
by the end of 2012, and the space constellation of BDS-2 was consisted of 14
satellites—5 Geostationary Earth Orbit (GEO) satellites, 5 Inclined
Geosynchronous Satellite Orbit (IGSO) satellites and 4 Medium Earth Orbit
(MEO) satellites; and to complete the construction of the BeiDou global system
around 2020 [1].
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BDS-2 satellites were launched from 2009 to 2012, and the GEO satellites and
IGSO satellites were first launched, which have the larger contribution to the ser-
vices of positioning than MEO satellites. From now to 2020, when the BeiDou
global system provides services, the BDS-2 satellites will gradually to be failure. If
there is no smooth application strategy of the satellites, the BDS services for the
existed users will be affected. In the expanding process from BDS-2 to BeiDou
global, China has launched five new generation of satellites and two BDS-2
satellites from March 30, 2015 to the end of 2016. The new generation of BeiDou
navigation satellites are the 17th to 21st BDS satellites, which are two IGSO
satellites and three MEO satellite. Two BDS-2 satellites are the 22nd and 23rd BDS
satellites, which are a IGSO satellite and a GEO satellite [2].

The new generation of BeiDou navigation satellites will be used for the verifi-
cation of the new navigation signal, inter-satellite links and other validation work
for the BeiDou global system [3]. For the two BDS satellites, how to replace the
current satellites? The impact of the BDS-2 satellites failure will be studied before
2020, then the corresponding application strategies of the five new-generation
BeiDou navigation satellites and the two BDS-2 satellites will be put forward based
on the view of application. These application strategies will be verified by BDS
receiver, and the conclusion of validation will be used to support BDS smooth
transition from regional to global.

2 The State of BeiDou Satellites

According to the Beidou official website, before the end of 2014, the state of
BeiDou satellite is listed in Table 1 [4].

Table 1 The state of BeiDou
satellite

BeiDou satellite Date Orbit State

1st 2007.04.14 MEO Test

2nd 2009.04.15 GEO Failure

3rd 2010.01.17 GEO Available

4th 2010.06.02 GEO Available

5th 2010.08.01 IGSO Available

6th 2010.11.01 GEO Available

7th 2010.12.18 IGSO Available

8th 2011.04.10 IGSO Available

9th 2011.07.27 IGSO Available

10th 2011.12.02 IGSO Available

11th 2012.02.25 GEO Available

12th, 13th 2012.04.30 MEO Available

14th, 15th 2012.09.19 MEO Available

16th 2012.10.25 GEO Available
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As can be seen from Table 1, the 1st satellite of the BDS is a test satellite, the
2nd satellite has been disabled. By the end of 2012, when the BDS-2 was com-
pleted, there were fourteen satellites for the BDS-2, including five GEO, five IGSO
and four MEO satellites. From 2015, the 17th to 21st satellites, which are the new
generation of BeiDou navigation satellites. A new dedicated platform a number of
new technologies were used in these satellites for the verification of inter-satellite
links, satellite atomic clock and downlink navigation signal [5]. The 22nd satellite
and 23rd satellite will be in service with other satellites in orbit after completion of
the on-orbit test, which will further enhance the stability of the system constellation
and strengthen the service of BDS-2 [6]. The 22nd satellite and 23rd satellite are
called the backup satellites of BDS-2 [7].

3 Application Strategy for the New Generation
of BeiDou Navigation Satellites

3.1 The Impact of the BDS-2 Satellites Failure

The life of BeiDou satellite in orbit is generally 8 years. By the end of 2018, there
will be five BDS-2 satellites to be end of life, including three GEO and two IGSO
satellites. By the end of 2019, three IGSO satellites will be end of life. By the end of
2020, all the remaining satellites of BDS-2 will be end of life. From the current to
2020, when BeiDou global system can provide services, if there is no corre-
sponding smooth application strategy of satellite, the existed users of BeiDou will
inevitably affected.

According to the construction plan of BeiDou global system, the goal is to
provide basic services to the countries along the Belt and Road and in neighboring
regions by 2018, and to complete the constellation deployment with the launching
of 35 satellites by 2020 to provide services to global users [1]. In November 2016,
the latest release of BeiDou Satellite System Signal In Space Interface Control
Document Open Service Signal (Version 2.1) (hereinafter referred to as the BeiDou
ICD) was published, the open service signals B1I and B2I was defined. B2I signal
will be gradually replaced by the better performance signal [8]. In other words, the
current B1I will be retained for at least a certain period of time, which will be
broadcast through the global satellite to ensure a smooth transition for the existed
BDS-2 users.
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3.2 The Application Strategy for the New
Launching Satellites

Because of the launch schedule of BeiDou global satellites is uncertainty, it is very
necessary to make full use of five new generation of satellites and two BDS-2
backup satellites. The service capabilities of BDS will be ensured, and the existed
users will not be affected.

3.2.1 The Application Strategy for the New Generation of Satellites

BDS-2 has been a continuous and stable system. The new launching satellites and
the later satellites of global system, which are controlled by different ground sys-
tems. How to get satellite services from different ground control system at the same
time. The ground control system of the new generation of satellites is also inde-
pendent of the BDS-2, which can be just to carry out the relevant test for BeiDou
global system.

Because of the ground system the new generation of satellites is only for the test,
the operating state can not meet the reliability requirements of the online operating
system, these satellites will be put into the BDS-2 to operate. In summary, the
application strategies of five new generation of satellites are as follows:

1. Because of the new generation satellites and the BDS-2 satellites belong to
different ground systems, the positioning test based on these satellites will be
carried out to provide feasibility validation. By adjusting the clock difference
parameter a0 of the new generation satellite, the UERE of new-generation
satellite and the BDS satellites will be consistent, which ensures that the posi-
tioning accuracy from the two types of satellites is not degraded. At last, the
common BDS receiver is used to receive the signals from two types of satellites
at the same time, the satellite UERE and the positioning accuracy of receiver is
studied to support for the smooth transition service of BDS.

2. After the ground control system of BDS-2 is updated, the five new generation of
satellites will be controlled by BDS-2. It is completely feasible in technology,
not to go into details in this paper. It is necessary to consider the application of
the existed user.

• According to the BeiDou ICD (version 1.0) released in 2012 and the
BeiDou ICD (version 2.0) released in 2013, the space section of BDS-2 are
composed of five GEO satellites, five IGSO satellites and four MEO satel-
lites [9, 10]. The PRN of these satellites are numbered 1–14. So some
BeiDou receivers are designed to receive the signals only from PRN 1 to 14
satellites. In order to ensure the use of these receivers, the new generation of
satellites should be priority to use PRN 1–14. This is also true for the global
system satellites which will participate in a smooth transition.
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• The rate of D2 navigation message in B1I signal broadcast by GEO satel-
lites, is 500 bps, while the B1I signal broadcast by IGSO and MEO satellites,
whose message rate is 50 bps. The demodulation method of the receiver is
different for the two types of messages. The PRN of GEO satellites are 1–5,
and the new generation of satellites are non-GEO satellites, so the PRN 1–5
can not be used when the new generation satellite numbers are reconstructed
to within 14.

3.2.2 The Application Strategy for the Backup Satellites of BDS-2

The 22nd and 23rd satellites are the IGSO satellites and GEO satellites, respec-
tively. As the backup satellites can be operated by the ground control system of
BDS-2 directly, the UERE is also consistent with the current BDS-2 satellites.
The PRN of satellite is only considered.

The application strategy of the backup satellites will be same as the new gen-
eration of satellites. The PRN of satellites will be within 14, and the numbers 1–5
will not be used by the non-GEO satellites. The detailed application strategies are as
follows:

1. As the current satellite of PRN 13 has been failure, the 22nd satellites can use
PRN 13 to provide services. This replacement strategy has been recognized by
the official website of BeiDou [11].

2. The 23rd satellite is a GEO satellite, which will not be replaced until the current
GEO satellites are failure. If this GEO satellite need to be used currently, the
BeiDou ICD will be revised to avoid using error for the receiver.

3. If there are backup satellite of BDS-2 in the follow, which will obey the above
application strategy.

4 Receiver Verification

The feasibility of the application strategy needs to be verified by the user receiver.
The new generation of satellites are operated by BDS-2, and the ground control
system of BDS-2 will be updated adaptively, there is no technical problem. So only
the feasibility of the positioning services from the satellites which are belong to
different ground control system need to be verified. Positioning accuracy is deter-
mined by the UERE and DOP of the satellites. The new generation of satellites are
added into BDS-2, the visible of satellites will be increased, so the DOP value will
generally be decreased, then the impact of positioning accuracy will be only UERE.
In the process of re verification, the signal from BDS-2 satellites and new
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generation of satellites are received to analyze UERE by the receiver at the same
time. The observation equation of the satellite signal received by the receiver can be
approximately described as:

Pi
i ¼ q j

i þ cðdt � dt jÞþ Trop j þ ion j
i þM j

i þ e ji ð1:1Þ

where Pj
i is the observation of pseudo-range, q

j
i is the distance between satellite and

earth (including the orbit error of satellite, the error of receiver position), c is the
speed of light, dt is the clock error of receiver, dt j is the clock error of satellite,
Trop j is tropospheric error, Ion j

i is ionospheric error, M
j
i is multipath error, e ji is the

error in addition to the above-mentioned error, including noise, i is the frequency,
and j is the number of the satellite. The coordinate of the receiver is known, so there
is only the error of satellite orbit included in q j

i . The coordinate of receiver, tro-
pospheric model correction, and ionospheric model correction are put into (1.1),
then the linearized residuals of observation can be obtained. The residuals of the
multiple satellites can be averaged to eliminate the influence of the clock error of
receiver, at last the UERE of each satellite can be counted. In this paper, the B1I
signal of the new generation of satellites and the BDS-2 satellites were continuously
received from August 26 to September 2, 2016. The statistical results of UERE are
shown in Fig. 1.

In Fig. 1, C01 to C14 are the satellites of BDS-2, C15 is the 22nd satellite, B31
to B34 are the new generation of satellites. In August 30th, the clock difference
parameter a0 of the new generation satellites was adjusted, and the UERE of the
new generation of satellites is consistent with the satellites of BDS-2. The posi-
tioning accuracy of the receiver with B1I is shown in Table 2.

Fig. 1 The statistical results of UERE
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5 Conclusion

The result of receiver verification indicates that the new generation satellites can
provide the service together with the BDS-2 satellites, and only the clock difference
parameter a0 need to be adjusted, so that the two kinds of satellite UERE will be
consistent. When the UERE of these satellites are consistent, the positioning
accuracy of BDS-2+ the new generation satellites will be improved than positioning
with BDS-2 satellites alone. By this verification, it is further explained that the new
generation of satellites can be incorporated into the BDS-2. The same method can
also be used for the following BeiDou global satellites to provide smooth transition
for the users of BDS-2.
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A Polarization Anti-jamming Algorithm
Based on Space-Frequency Constraints

Yongxiang Zheng, Chao Ren and Gang Hu

Abstract Polarization sensitive array (PSA) is an array system composed of
polarization sensitive elements which consist of electromagnetic vector sensor.
Compared with the conventional array, the PSA not only can obtain the spatial
information of the signal, but also can perceive the polarization state information of
the signal. As a result the anti-jamming processing in the polarization domain can
increase the anti-jamming degree of freedom, as well as improve the anti-jamming
performance. Based on the PSA, this paper extends the existing spatial and
polarization domain filtering model to the spatial, spectral and polarization domain
for wideband signal processing. A polarization anti-jamming algorithm based on
space-frequency constraint is proposed. The algorithm transforms the received
signal into the frequency domain, constraining the polarization domain and spatial
domain on every frequency bin of interest with polarization-spatial domain steering
vector by the linearly constrained minimum variance (LCMV) criterion. While
suppressing the interferences, the processing loss of the desired signal can be
reduced, enhancing the anti-jamming ability. The simulation results show that the
proposed algorithm can effectively suppress the interference and fully validates the
effectiveness of the proposed algorithm. The algorithm can be widely used in
satellite navigation anti-jamming receiver, significantly improving the availability
and sensitivity of the receiver in a complex environment.

Keywords PSA � Anti-jamming � Space-frequency � Constraint � LCMV
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1 Introduction

As we know, in the satellite navigation system, the landing signals are extremely
weak after making a long journey from satellites, which are vulnerable to inter-
ferences, so anti-jamming technology has always been an important issue in the
field of satellite navigation. Many classical algorithms have been developed to
eliminate interferences, processing the signals in time domain, frequency domain
and space domain [1]. Algorithm in polarization domain which is based on the PSA
is another effective approach [2]. Comparing with the ordinary antenna array, the
PSA obtains not only the spatial information of the signal, but also the polarization
information. Thus, anti-jamming algorithms carried out in the polarization domain
increase the degree of freedom and anti-jamming performance. Over the past
decades, researchers have conducted an in-depth study and made a lot of
achievements in the field of PSA [3, 4]. Applications of the PSA in anti-jamming
processing has been analysed in detail in [5, 6], where desired signals and inter-
ferences cannot be separated in space domain, the interference can be effectively
suppressed in the polarization domain [7]. An adaptive polarization filter is pro-
posed, and the relationship between the theoretical performance of the adaptive
polarization filter and the signal-to-noise ratio (SNR) is deduced in [8]. A joint
polarization and space domain anti-jamming method is proposed for satellite nav-
igation signals in [9, 10] respectively, which can effectively suppress the interfer-
ence and enhance the desired signal. A new method of interference detection and
suppression is proposed from the view of polarization diversity in [11].

After reviewing the signal model of PSA, the polarization anti-jamming model is
described in Sect. 2. A new polarization anti-jamming algorithm based on
space-frequency constraint is proposed in Sect. 3. Results obtained from computer
simulations of the new algorithm are presented in Sect. 4. Finally, in Sect. 5, we
conclude the paper.

2 Polarization Anti-jamming

2.1 Signal Model for PSA

Assuming there is a polarization sensitive array centered at the origin of the
coordinates, which is a uniform circular array (UCA) of biorthogonal electric
dipoles as shown in Fig. 1. In order to simplify the analysis, we make the ideal
hypothesis on the electromagnetic signal, the propagation medium, the array state
and the environment.

There is the incident electromagnetic waves coming from ðh;uÞ, of which the
polarization parameter is ðc; gÞ, then the polarization vector can be expressed as
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sp ¼ Ex

Ey

� �
¼ � sinu cos h cosu

cosu cos h sinu

� �
cos c
sin cejg

� �
ð2:1Þ

where Ex and Ey denote the polarization component of the direction x and y,
respectively.

Let the radius of the uniform circular array be R ¼ k=2, where k is the wave-
length of the carrier. According to the phase relation of each element to the
coordinate origin, the spatial steering vector of array is

sa ¼ ejn cosðu�r0Þ; ejn cosðu�r1Þ; . . .; ejn cosðu�rmÞ
h iT

ð2:2Þ

where n ¼ 2pR
k sin h ¼ 2p sin h and rn ¼ 2p

M m; ðm ¼ 1; 2; . . .;MÞ.
Assuming that the incident signal is sðtÞ, then the signal received by the whole

polarization sensitive array can be expressed as

XðtÞ ¼ SsðtÞþNðtÞ ð2:3Þ

where NðtÞ represents the Gaussian white noise and S ¼ sp � sa is defined as the
polarization-space joint steering vector, where � denotes the Kronecker product of
the matrix.

2.2 Polarization Anti-jamming Model

Assuming that there are H desired signal and L jamming signal arrive at the
polarization sensitive array simultaneously

Fig. 1 Electromagnetic wave
reception of a uniform circle
array
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SðtÞ ¼ s1ðtÞ; s2ðtÞ; . . .; sHðtÞ½ � ð2:4Þ

JðtÞ ¼ j1ðtÞ; j2ðtÞ; . . .; jLðtÞ½ � ð2:5Þ

The received signal of the array is

XðtÞ ¼ SsSðtÞþ SjJðtÞþNðtÞ ð2:6Þ

where Ss and Sj are the steering vectors of the desired signals and the interfering
signals respectively.

The array output signal YðtÞ is the sum of the array received signal vector XðtÞ,
shown as

YðtÞ ¼ WHXðtÞ ð2:7Þ

where W is the weight of the polarization and space domain filtering.
The optimal weight under the LCMV criterion can be obtained by

min
W

WHRXXW s:t: CHW ¼ f ð2:8Þ

where RXX ¼ XðtÞXHðtÞ is the correlation matrix of the received signal, and C is the
steering vector of the constrained signal and f is a constant, usually 1 or 0.

Using the Lagrangian algorithm, the optimal weight can be expressed as

Wopt ¼ R�1
xx CðCHR�1

xx CÞ�1f ð2:9Þ

3 Polarization Anti-jamming Model Based on Space
Frequency Constraints

Since the satellite navigation signal usually has a certain bandwidth, the conven-
tional polarization and space domain algorithm focus only on the frequency of the
carrier, while ignoring the influence of other frequency points in the bandwidth. By
Fourier transforming the received signal into the frequency domain, polarization
and space domain algorithm is carried out on every frequency bin of the desired
signal band which can improve anti-jamming capability and have less SNR lost.

Performing a discrete Fourier transform on signals received by the array
described in the Eq. (2.6), we obtain a wideband model as follows

XðfkÞ ¼ SsðfkÞSðfkÞþ SjðfkÞJðfkÞþNðfkÞ; k ¼ 1; 2; . . .;K ð3:1Þ

where XðfkÞ is the received signals on frequency bin fk, SðfkÞ, JðfkÞ and NðfkÞ are
Fourier transformed desired signal, interference and noise respectively.
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The frequency domain steering vector of desired signal and interference is SsðfkÞ
and SjðfkÞ respectively, expressed as follows:

SsðfkÞ ¼ ½ss1ðfkÞ; ss2ðfkÞ; . . .; ssHðfkÞ� ð3:2Þ

SjðfkÞ ¼ ½sj1ðfkÞ; sj2ðfkÞ; . . .; sjLðfkÞ� ð3:3Þ

where sshðfkÞ ¼ sphðfkÞ � sahðfkÞ ðh ¼ 1; 2; . . .HÞ is defined as the joint polarization
and space domain steering vector of the desired signal of the fk frequency bin,
sjlðfkÞ ¼ splðfkÞ � salðfkÞ ðl ¼ 1; 2; . . .LÞ is defined as the joint polarization and
space domain steering vector of the interference of the fk frequency bin.

The array filter output in frequency domain on fk frequency bin is

YðfkÞ ¼ WHðfkÞXðfkÞ ð3:4Þ

where WðfkÞ is the weight of the polarization and space domain on the fk frequency
bin. Finally, the time domain output of the array can be obtained by performing the
inverse discrete Fourier transform.

The same method can be used in Eq. (2.8) to obtain the WðfkÞ. Without loss of
generality, we choose the joint polarization and space domain steering vector of the
first desired signal as the constraint steering vector C, where

C ¼ ss1ðf1Þ; ss1ðf2Þ; . . .; ss1ðfKÞ½ � ð3:5Þ

The optimal weight based on the space-frequency constraint can be obtained by
introducing the formula (1.14) into (1.9) as

WJFPSðfkÞ ¼ R�1
xx ðfkÞCðCHR�1

xx ðfkÞCÞ�1f ð3:6Þ

where f ¼ 1; 1; . . .; 1½ �, which means the amplitude of first desired signal are all set
to 1.

4 Computer Simulations

The following two computer simulations are going to test the proposed
anti-jamming algorithm in the case of single interference and three interferences
respectively. The experiment is based on the array structure shown in Fig. 1, and
the desired signal and wideband interferences are of the same frequency. The
bandwidth is 20 MHz, sampling rate is 62 MHz, and FFT point is 1024.

Example 1: Single Interference Example The spatial and polarization parameters of
the desired signal and interference is hs ¼ 20�, /s ¼ 40�, cs ¼ 30�, gs ¼ 80� and
hi ¼ 20�, /i ¼ 40�, ci ¼ 70�, gi ¼ 40�. Obviously, the direction of arrival of the
desired signal and interference are the same and the polarization parameters are
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different. Figure 2 shows the polarization domain array pattern on center frequency
bin of band, since the other frequency bins have the similar results. There forms a
null in the polarization domain direction of interference, and the gain of desired
signal has almost no loss. Figure 3 shows the space domain array pattern at the
direction of interfering, which forms a deep null. Figure 4 is the space domain array
pattern at the direction of signal, which has no loss. In short, the interference both in
the polarization domain or space domain, have been nulled, and desired signal
always remain the same because of the constraint.

Example 2: Three Interferences Example The polarization and space domain
parameters of the desired signal are the same as described in Example 1. The
number of interference sets to three, and the parameters are defined as: interference
1:hs ¼ 20�, /s ¼ 80�, cs ¼ 70�, gs ¼ 40�, interference 2: hs ¼ 80�, /s ¼ 150�,
cs ¼ 30�, gs ¼ 70�, interference 3: hs ¼ 50�, /s ¼ 270�, cs ¼ 10�, gs ¼ 20�.
Figure 5 shows the polarization domain array pattern. The corresponding apace
domain array pattern is shown in Fig. 6. As can be seen from the figure, the three
interferences have been deeply nulled in both polarization and space domain.

Fig. 2 Polarized domain
array pattern

Fig. 3 Space domain array
pattern for interference
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Fig. 4 Space domain array
pattern for desired signal

Fig. 5 Polarization domain
array pattern

Fig. 6 Space domain array
pattern
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5 Conclusions

In this paper, a polarization anti-jamming algorithm based on space-frequency
constraints is proposed. The key of the algorithm is to utilize the information of the
polarization, space and frequency domain of the wideband signal at the same time.
The polarization and space domain steering vector is constrained to all frequency
bins of the desired signal band by the LCMV criterion. With constraining the
desired signal gain to be 1, desired signal has almost no loss while eliminating the
interference. Finally, several simulation examples demonstrate the effectiveness of
the algorithm.
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Navigation Terminal Test Decision
Scheme Design and Verification

Zhiheng Zhang, Weiwei Qiu and Zi Wang

Abstract This paper conducts some essential theoretical research on navigation
terminal test. Technical details are studied including model set up, project design
and simulation verification. Moreover, based on the technical details navigation
terminal test methods are studied.

Keywords Test � Project design � Simulation verification

1 Introduction

A GNSS navigation terminal, in general, is an electronic device that receives and
digitally processes the signals from a GNSS satellite constellation in order to
provide position, velocity and time (of the receiver) [1]. Various Navigation ter-
minals are widely used in GNSS ground control systems and used by the users.
Thus, navigation terminal test is vital for the function of the terminal [2]. Especially
the batch test, which could test several terminals in parallel, can improve test
efficiency dramatically. This paper conducts some essential theoretical research on
navigation terminal test and carries on the study and verification of batch test theory

2 Design of Test Batch Decision

According to the classification of batch decision making, the decision problem of
batch testing of navigation terminals can be considered as a multi-objective decision
problem.
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2.1 Target Type and Attribute Value Normalization Mode

Assuming there are m targets G1;G2; . . .;Gm and n decision plan A1;A2; . . .;An.
Under the target Gj i ¼ 1; 2; . . .;mð Þ the attribute of plan Aj j ¼ 1; 2; . . .; nð Þ is aij,
then the decision matrix is A ¼ aij

� �
m�n. Marked as M ¼ 1; 2; . . .;mð Þ,

N ¼ 1; 2; . . .; nð Þ. The target types can be divided into the benefit type goal, the cost
type goal, the fixed type goal, the deviation type goal, the interval type goal gen-
erally, deviate the interval type goal. Cost-type goal is the goal of the smaller the
better goal; fixed target is the target value which is better closer to a fixed value ai;
deviation type target is the target value deviates from a fixed value bi; interval-type
goal is the target value is closer to a fixed interval qi1; q

i
2

� �
(Including falling into the

interval); deviation from the target interval is the target value deviates from a fixed
interval qi1; q

i
2

� �
.

Let I ¼ [ 6
i¼1Il, Il represent profit type, cost type, fixed type, deviation type,

interval type, deviation from the interval of the target set of subscripts respectively.
In order to eliminate the influence of different physical dimensions on the

decision results, the decision matrix A ¼ aij
� �

m�n can be transformed into nor-
malized matrix R ¼ rij

� �
m�n, where

rij ¼ ðaij �min
j

aijÞ=ðmax
j

aij �min
j

aijÞ; i 2 I1; j 2 N ð1Þ

rij ¼ ðmax
j

aij � aijÞ=ðmax
j

aij �min
j

aijÞ; i 2 I2; j 2 N ð2Þ

rij ¼ 1� aij � ai=max
j

aij � ai; i 2 I3; j 2 N ð3Þ

rij ¼ ðaij � bi �min
j

aij � biÞ=ðmax
j

aij � bi �min
j

aij � biÞ; i 2 I4; j 2 N ð4Þ

rij ¼
1� maxfqi1�aij;aij�qi2g

maxfqi1�min
j

aij;max
j

aij�qi2g
; aij 62 ½qi1; qi2�

1; aij 2 ½qi1; qi2�

8<
: ; i 2 I5; j 2 N v ð5Þ

rij ¼
maxfqi1�aij;aij�qi2g

maxfqi1�min
j

aij;max
j

aij�qi2g
; aij 62 ½qi1; qi2�

0; aij 2 ½qi1; qi2�

8<
: ; i 2 I6; j 2 N ð6Þ

2.2 Decision—Making Process

Due to the complexity of objective things and the vagueness of human thinking, it
is often difficult to give a clear target weight, but only to provide its possible range
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of changes. We can set the weight vector of the target as x ¼ x1;x2; . . .;xmð ÞT ,
0� ai �xi � bi ; i 2 M;

Pm
i¼1 xi ¼ 1, where bi, ai are upper limit and lower bound

of xi. The overall attribute value of Aj is

zj ¼
Xm
i¼1

xirij; j ¼ 1; 2; . . .; n ð7Þ

The multi-objective decision-making of a finite number of schemes is essentially
a comparison of the ranking of these schemes. Obviously, the greater the overall
attribute value, then its corresponding program Aj becomes more excellent.

First look at the individual properties of Aj j ¼ 1; 2; . . .; nð Þ, the overall program
to take the optimal value, the corresponding weight of each target. To this end, the
following single-objective decision-making model is established by

max
Xm
i¼1

xirij

0� ai �xi � bi; i 2 N
Xm
i¼1

xi ¼ 1

Solution of this model, will be optimal target weight vector xðjÞ ¼

xðjÞ
1 ;xðjÞ

2 ; . . .;xðjÞ
m

� �T
of each plan Aj j ¼ 1; 2; . . .; nð Þ corresponding to the pro-

gram. Then we use normalized matrix R ¼ rij
� �

m�n and weight vector

xðjÞ j ¼ 1; 2; . . .; nð Þ to find the optimal coordination weight vector of the target. Let
the weight vector xðjÞ j ¼ 1; 2; . . .; nð Þ make up as matrix

W ¼

xð1Þ
1

xð1Þ
2

. . .

xð1Þ
n

xð2Þ
1

xð2Þ
2

. . .

xð2Þ
n

. . .

. . .

. . .

. . .

xðnÞ
1

xðnÞ
2

. . .

xðnÞ
n

2
666664

3
777775

Then the weight vector is obtained by linear combination of n weight vectors as

x ¼ W � w ð8Þ

x ¼ x1;x2; . . .;xm

� �T
is the combination of weight vector, w is a n� 1 column

vector to be determined and meet the constrain condition
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wTw ¼ 1 ð9Þ

Let rj ¼ r1j; r2j; . . .; rmj
� �T

j ¼ 1; 2; . . .; nð Þ, then R ¼ r1; r2; . . .; rnð ÞT from (7)
and (8) we can get

zj ¼
Xm
i¼1

xirij ¼ xTrj ¼ ðWwÞTrj ð10Þ

We should choose weight vector x ¼ x1;x2; . . .;xmð ÞT So that the overall
attribute values of all schemes are as large as possible. To this end, the following
multi-objective decision model is constructed

ðMOD max z1; z2; . . .; zn;f g
s:t: wTw ¼ 1

Since there is no prior preference relationship for each attribute, the above
multi-objective decision-making model can be transformed into equal-weight
single-objective decision problem:

SOD2ð Þmax ¼ ZTZ
s:t: wTw ¼ 1

z ¼ z1; z2; . . .; zn;ð ÞT

Let f wð Þ ¼ ZTZ, from (10) we know

f ðwÞ ¼ zTz ¼ wTðRTWÞTðRTWÞw ð11Þ

According to matrix theory, f ðwÞ has the max value, which is maximum

eigenvalue kmax of RTWð ÞT RTWð Þ, w is the corresponding eigenvectors. Because

the matrix RTWð ÞT RTWð Þ is symmetrical non-negative, According to the
Perron-Frobenius theorem of non-negative irreducible matrices: kmax is single root,
eigenvector w[ 0. So, from (8) we can get Combining weight vector (best coor-
dination weight vector), and get the comprehensive attribute value of each scheme,
and sort them out.

To sum up, we get the following decision-making algorithm as follows.

(1) There are m targets G1;G2; . . .;Gm in the targer-decision problem and n
decision plans A1;A2; . . .;An. The attribute value of Plan Aj j ¼ 1; 2; . . .; nð Þ
under the condition Gi i ¼ 1; 2; . . .;mð Þ is aij, so we get the decision matrix
A ¼ Aij

� �
m�n;

(2) According to (1)–(6) we transform matrix A into matrix R ¼ rij
� �

m�n;
(3) By experts (or by other means, such as the Analytic Hierarchy Process) target

weight range of possible changes;
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(4) From single-goal decision model

SOD1ð Þ max
Pm
i¼1

xirij

s:t: 0� ai �xi � bi; i 2 N
Pm
i¼1

xi ¼ 1

To get the optimal target weight vector xðjÞ ¼ xðjÞ
1 ;xðjÞ

2 ; . . .;xðjÞ
m

� �T

j ¼ 1; 2; . . .; nð Þ
(5) n weight vectors xðjÞ j ¼ 1; 2; . . .; nð Þ make up the matrix W ¼ x j

i

� �
m�n,

calculate the maximum eigenvalue kmax and feature vector W of

RTWð ÞT RTWð Þ;
(6) To find combined weight vector (the optimal coordination weight vector) and

carry on normalization processing, and then from (7) to get the comprehensive
attribute value Zj ðj ¼ 1; 2; . . .; nÞ of each scheme;

(7) Sort the order of Zj ðj ¼ 1; 2; . . .; nÞ from large to small to find the order of
Aj ðj ¼ 1; 2; . . .; nÞ;

(8) End.

3 Simulation Test Validation

Mainly to the GPS navigation terminal receiver batch test as an example, analysis of
navigation terminals on the test batch decision-making problems.

Examples include: GPS signal simulation generator 1, cost about 10 million;
Assuming that the computer used in each test value of 5000 yuan; for each batch
test in the test station value of 2000 yuan. At the same time assume that each
computer can handle up to 8 terminal test results (taking into account the serial data
transfer rate is limited).

Here consider the following five test programs, namely, 1, 4, 1, 1, 8, 1, 1, 12, 16,
16, and 1 min 32 of the batch test program. Respectively, as A1, A2, A3, A4,
A5. The attribute values for the individual scenarios are listed in the following table.

In the target concentration, the test cost and the signal attenuation belong to the
cost type goal, the single test quantity is the benefit goal, uses the above design
method to carry on the decision-making, the concrete step as follows:

(1) Established by the decision matrix data in Table 1.

A ¼
11:3 12:1 13:4 14:2 18:4
4 8 12 16 32
6 9 10:8 12 15

2
4

3
5
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(2) Converting the decision matrix into a normalized decision matrix according to
the normalization criteria:

R ¼
1 0:887 0:704 0:592 0
0 0:143 0:286 0:429 1
1 0:667 0:467 0:333 0

2
4

3
5

(3) Assuming the weight range of the target is:

0:1�w1 � 0:6; 0:2�w2 � 0:5; 0:01�w3 � 0:3

(4) For the decision-making program A2, the goal decision model is established
by

max 0:887w1 þ 0:143w2 þ 0:667w3f g
s:t: 0:1�w1 � 0:6; 0:2�w2 � 0:5; 0:01�w3 � 0:3

w1 þw2 þw3 ¼ 1

The optimal target weight vector corresponding to the scheme can be solved
w(2) = (0.6 0.2 0.2)T.
Similarly, using the same method, find the optimal target weight vector cor-
responding to other schemes:

wð1Þ ¼ 0:5; 0:2; 0:3ð ÞT

wð3Þ ¼ 0:6; 0:2; 0:2ð ÞT

wð4Þ ¼ 0:6; 0:39; 0:01ð ÞT

wð5Þ ¼ 0:2; 0:5; 0:3ð ÞT

(5) Vector w jð Þ j ¼ 1; 2; 3; 4; 5ð Þ make up the matrix

W ¼
0:5 0:6 0:6 0:6 0:2
0:2 0:2 0:2 0:39 0:5
0:3 0:2 0:2 0:01 0:3

2
4

3
5

Table 1 Scenario properties table

Aims Program

A1 A2 A3 A4 A5

Testing cost (ten thousand yuan) 11.3 12.1 13.4 14.2 18.4

Single test 4 8 12 16 32

Signal attenuation (dB) 6 9 10.8 12 15
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calculate matrix RTWð ÞT RTWð Þ, we get

ðRTWÞTðRTWÞ ¼

1:6656 1:7059 1:7059 1:5149 1:2431
1:7059 1:7479 1:7479 1:5543 1:2743
1:7059 1:7479 1:7479 1:5543 1:2743
1:5149 1:5543 1:5543 1:4444 1:2229
1:2431 1:2743 1:2743 1:2229 1:0686

2
66664

3
77775

which has maximum eigenvalue kmax and its corresponding feature vector

kmax ¼ 7:5282;x ¼ 0:4684; 0:48; 0:48; 0:4346; 0:36418ð ÞT

(6) From (8) we get combined weight vector (best coordinating vector) and
normalized to

w ¼ 0:8272; 0:4602; 0:3223ð ÞT

then from (7) to get the comprehensive attribute value of each scheme:

Z1 ¼ 1:1495;Z2 ¼ 1:0145;Z3 ¼ 0:8645;Z4 ¼ 0:7945;Z5 ¼ 0:4602

(7) Z1 [Z2 [Z3 [Z4 [Z5

At this point, you can get in the test conditions under the decision-making
results. It should be noted that in practical applications, there are two parameters
that need to be set by specific application specific, one is the original property
values for each program, the need for accurate test of the actual cost of such
statistics; its Second, the weight range under different objectives, the need to test the
specific needs of the task set. Here only for example.

4 Conclusions

This paper built up a multi-objective decision for the batch test of navigation
terminals and proposed a heuristic solution for this problem. Moreover, Simulation
verification was conducted to demonstrate the feasibility for the model and test
scheme given in this paper. The batch test scheme could be applied in real navi-
gation terminal test.
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Study on Identification Parameters
and Updating Mechanism of Beidou
Navigation Message

Hailing Wu, Hui Liu, Rufei Zhang, Cheng Liu, Hang Ruan
and Jun Mo

Abstract In the application of high-precision satellite navigation and positioning,
differential GNSS positioning technology is used to eliminate the influence of
various errors in order to improve the performance of positioning accuracy. The
mathematical physics of differential GNSS positioning technology is based on the
same space-time datum (the same orbit and difference parameters). Thus, in the
RTCM/RTCA differential protocol, an IOD field is constructed based on the
parameters of the GNSS navigation message parameters. The base station transmits
the IOD parameter to the rover and compare it with the IOD parameters that formed
by rover itself, then it can determine whether they are using the same ephemeris and
clock difference parameters. The IOD field in the differential protocol is generally
constructed based on a unique parameter in the GNSS navigation message for a
certain period of time. There is no special field used to identify the parameter group
in the BeiDou navigation message. Therefore, it is necessary to analyze the
parameters of the existing navigation message, discuss the mechanism of parameter
formation and constrain the broadcasting mechanism of the message so as to solve
the obstacles in the scale application of BeiDou high precision differential. In this
paper, the technical background of BeiDou RTCM IOD is discussed, the solution is
studied and the experimental results show that it is feasible and effective to con-
struct BDS RTCM IOD parameters based on Toe.
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1 Overview

As important parameters of GNSS, ephemeris and clock error broadcasting in
navigation data are received by user for satellite position and time solution. Further,
user position and time can be solved with satellites’ ranges. Due to the constant
change of satellite’s positions and time, the ephemeris and clock error both have
their own timelines. They are usually updated every hour. In the differential tech-
nologies such as RTK (Real-Time Kinematic) and CORS (Continuously Operating
Reference System), infrastructures such as base stations and users such as moving
stations receive satellite navigation signals respectively for solution. And the dif-
ferential information is transformed from base station to moving station for dif-
ferential technology applications. The differential technology requires the same set
of ephemeris and clock error for solution, so parameter identifies the timeliness and
consistency of ephemeris and clock error need designed. It’s the foundation of the
application of differential technologies such as RTK and CORS. Currently, the
international universal differential data format is RTCM (Radio Technical
Commission for Maritime Service) SC-104. It limits the IOD parameter with 8 bits
to identify the timeliness and consistency of ephemeris and clock error of GNSS.
The BeiDou workgroup was founded since 2013 to research specialized about
BeiDou joining RTCM format. The IOD parameter issue has already become the
main block of BeiDou standardization work.

GPS designed IODE (Issues of Data, Ephemeris) and IODC (Issues of Data,
Clock) respectively in its navigation data, and made convention that the same set of
the ephemeris’s IODE is always the same with the IODC’s last 8 bits in its ICD
document. On the other hand, RTCM SC-104 generate GPS IOD (Issues of Data)
according to IODE and IODC to identify the uniqueness ephemeris and clock error.
Similar measures with slightly difference were adopted in GLONASS (Global
Navigation Satellite System) and Galileo.

BDS (BeiDou Navigation Satellite System) navigation data has no specialized
parameter to identify navigation data sets, but AODE (Age of Data Ephemeris)/Toe
(time of ephemeris) and AODC (Age of Data Clock)/Toc (time of clock) are
designed instead. However, regarding currently system status, this two sets of
parameters can either identify or distinguish a specific set of ephemeris parameters.
And it is a puzzle that the 8 bits IOD parameter which identifies timeliness and
consistency of ephemeris and clock error must be based on the parameters above.
To solve this problem, currently navigation data should be analyzed and the
parameter generation mechanism should be discussed, and the navigation data
broadcasting mechanism should be ordered in system operating and controlling
phase. Thus the optimum scheme could be found with sufficient test and verify.
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2 Ephemeris and Clock Error Analysis of Other GNSSs
Navigation Message

2.1 IOD Field of GPS Navigation Message

In order to insure the smooth and correct processing of navigation signals, GPS
identities specific constraints of navigation message uploading and update strategy
in IS-GPS200H, and identities the update mechanism and comovement relation of
the main parameters. The GPS IOD field in RTCM is also defined by the parameters
such as IODE, IODC, Toe and Toc of ICD. The constraint mechanisms of ephe-
meris and clock error of GPS are stated in following:

(1) Constraint to IODC: the IODC parameter occupies 10 bits, providing in sub
frame 1, and provides convenient method to detection clock error parameter
status. The broadcasting IODC value will not repeat in 7 days.

(2) Constraint to IODE: the IODE parameter occupies 8 bits, providing in sub
frame 2 and sub frame 3, any changing of sub frame 2 and sub frame 3 will
cause the IODE’s changing at the same time. It provides a convenient method
to detection ephemeris parameter status. The broadcasting IODE value will not
repeat in 6 days.

(3) Relationship of IODC and IODE: IODE in frame 2 and sub frame 3 should be
accordance with IODC’s low 8 bits in sub frame 1. Mismatch of them indicates
updating of data set, and the new message needs to be collection.

(4) About message’s normally updating: In the beginning of a new GPS week, no
matter which message is broadcasted at last week end, subframe 1–5 will start
from subframe 1 and 25 circulation pages of subframe 4, 5 will start from 1st
page. When the message broadcasted by subframe 1–3 needs to be updated,
new message always starts from the edge (GPS time is the integral multiples of
30 s); when the message of subframe 4–5 need to be updated, new message
may broadcast from any page. Generally, broadcast gap of subframe 1–3 is 2 h
and correspondingly, matching gap is 4 h.

(5) About message uploading update (including failure recovery): besides newly
updated 1st group of message dataset, updating of new message dataset only
happens around one hour. Newly updated 1st group of message dataset
broadcasts from frontier of the frame, but also may update at any time among
the one hour so that the gap may shorter than one hour. Ground operation and
control make sure that the Toe value of newly uploading 1st dataset is different
form that before updating. During the updating, ground operation and control
will introduce slight change in Toe so that there will be gap between Toe and
one hour border and the Toe value will broadcast in the 1st dataset by satellite.
2nd dataset after 1st dataset may also show the same gap. When there is gap
before uploading, ground operation and control will introduce additional

Study on Identification Parameters and Updating Mechanism … 879



difference during uploading. Difference of Toe value can indicate the difference
of data concentrated value. If Toe is not integral point, it means there is new
uploading during last four hours.

Under above restriction mechanism, in RTCM standard format, GPS system
generates data issue field IOD according to its IODE and IODC parameters (8 bit,
same with IODE).

2.2 GLONASS Satellite Ephemeris Identify Parameter

Similarly, GLONASS designs Ephemeris time (8 bit) in its satellite navigation
message that can use tb to identify satellite ephemeris. Tb is time gap based on UTC
(SU) +3 h. In RTCM standard format, IOD of this system generates, 8 bit among
which 0–6 bit is the least significant bat constituted by tb and 7 bit is set to be zero,
ignore. In difference application, user can compare difference message with tb of
GLONASS satellite message to decide if user equipment and reference station
correction are based on same group of satellite orbit determination [6–9].

2.3 Galileo Satellite Data Age

Similar to GPS, Galileo has designed IODnav field identify satellite ephemeris and
IOD identify almanac parameters. RTCM difference agreement plan adopts 10 bit
IODnav identify satellite ephemeris. Because IOD data field in difference agree-
ment is only 8 bits, Galileo system IOD is constituted by top digit 0 and 7 least
significant bits of IODnav. In practical application, there may be 7 least significant
bits of two border epoch IOD are equal, at this moment Galileo IOD top digit value
is 1 [6, 7, 9, 10].

So, different ephemeris data correspond to different IOD fields. When satellite
ephemeris parameters change, identify fields will change accordingly. When base
station and used generate satellite ephemeris IOD according to the same regulation
and base station sends IOD fields to users, uses will compare it with their own IOD
fields to know whether both sides use the same satellite ephemeris data.

3 Analysis on Identity Parameter of Ephemeris
and Clock Error of BDS Navigation Data

The navigation message design of China’s BDS is different with GPS and
GLONASS. There is no identify field of ephemeris parameter such as GPS IODE
and GLONSS tb in BDS, and parameter sets of AODE (5 bits) and Toe (17 bits),
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AODC (5 bits) and Toc (17 bits) instead. Toe is the ephemeris reference moment,
and AODE is the latest observation moment of Toe and the calculated ephemeris
parameter. Toc is the clock error reference moment, and AODC is the latest
observation moment of Toc and the calculated clock error parameter. However,
according to currently system, these two sets of parameters might not be changed
with the ephemeris and clock error parameters. Thus cannot be used to identify a
specific ephemeris parameter set.

In this regard, BDS navigation data changes every hour, and it starts from the
beginning moment of the first sub frame. The same ephemeris and Toe param-
eters will be broadcasted in the same hour, with Toe is generally on time, and
other set of ephemeris parameters will be updated and broadcasted after an hour,
pointing to the next Toe on time. Due to the updating of GEO and entering
MEO/IGSO every hour, the AODE value of the domestic BDS satellites is always
1, so the AODE parameter cannot be used to identify a specific ephemeris
parameter set. The off-time update will happen when the satellite fast recoveries
form fault, and it may cause the situation that ephemeris parameter has already
been calculated anew but the Toe parameter corresponding is still ancient. In this
case, whether individual Toe and AODE or their combination can not be used to
identify a specific ephemeris parameter set. AODC and Toc parameters have the
same issue.

According to reference 11 and experiment data analysis of this paper, the dis-
cipline of BDS AODE and AODC parameters updating is described as below.

(1) BDS AODE and AODC have no specific relationship, and the difference of
them is less than 1 in most cases.

(2) The values change of BDS AODE of GEOs are very small and are equal to 1
and less than 4 in most cases.

(3) The values change of BDS AODE of IGSOs present a law with 1 h cycle, and
the values are equal to 1 and less than 8 in most cases.

(4) The values range of BDS AODE of MEOs are 0–31, with large value changing
and inconspicuous law.

Through the study of phenomenon above, because of the relative rest of BDS
GEOs and earth, the continuous communication of satellites and control center
could be maintained. The difference of reference moment and latest moment is
always less than 1, presenting as the AODE value is equal to 1 in most cases [12].
Currently, BDS control centers distributed in all of the world are uneven—mainly
focus on Chinese mainland, so the difference of reference moment and latest
moment will reduce and value of AODE will reduce relevantly while IGSOs and
MEOs are gradually close to Chinese mainland. Otherwise, value of AODE will
increase.
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4 Construct BDS RTCM IOD Parameters Based on Toc

1. The appropriate constraints are put forward for the parameters generation
mechanism of the control system

Normally, the navigation message is updated at the whole point and the corre-
sponding Toe and Toc values are changed at the same time when the navigation
message is updated (the current Compass ICD document only marked the AODE
and AODC are updated at the whole point in BDT).

In the case of a navigation message needs to be re-injected due to some reason
such as a satellite failure recovery:

(1) In case of recalculate and update satellite navigation message, be insure to
change the Toe and Toc values at the same time. That is in the case of the
update is not at the whole point, ensure the Toe and Toc of the first ephemeris
not taken whole point and return to normal whole point update at next whole
point;

(2) The satellite navigation message is updated at the beginning of a main frame.
The purpose is to ensure that different groups of ephemeris parameters will not
be broadcast in a main frame;

(3) Toe and Toc align with the start time of a main frame. That is the value
corresponds to the start time of sub-frame 1 of the D1 navigation message or
the start time of the page 1 of the sub-frame 1 that belongs to the D2 navigation
message.

2. Generate BDS RTCM IOD field based on Toe and Toc

After the Compass Toe and Toc parameters (17 bits, scale factor is 8 s) are
generated according to the constraint mechanism described above, an 8 bit
BDS RTCM IOD field can be constructed and used for the differential protocol
between the infrastructure and the user to uniquely identify a group ephemeris and
satellite clock parameter changes, to ensure the Beidou system differential appli-
cation services in the RTCM standard.

A possible construction is:

BDSRTCM IODE ¼ mod Toe; 28; 800ð Þ=120;
BDSRTCM IODC ¼ mod Toc; 28; 800ð Þ=120;

In this definition, it can guarantee the IOD field will not be repeated for up to
8 h. This is sufficient to provide normal differential application service within the
Beidou observable arc, since the observable arc of the Beidou satellite is less than
8 h.

3. In the follow-up ICD file upgrade of Beidou system, the update mechanism of
Toe and Toc will be supplemented and explained.
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5 Relevant Test Verification

5.1 BDS IOD Test Verification Based on Toe

In order to verify the Beidou navigation message identification parameters, this
paper collected 10 days of GPS and Beiou navigation message data, and the IOD
problems of two systems were tested respectively. For the sake of simplicity, this
paper only analyzes the GPS 3 satellite, Beidou 3 (GEO satellite), 7 (IGSO satel-
lite), and 11 (MEO satellite) satellite. The results are as follows:

As can be seen from Fig. 1, GPS satellite IODE and IODC are changed every
two hours. Both IODE and IODC are incremental over one week time and fully
synchronized.

As can be seen from Figs. 2, 3 and 4, the AODE values change of Beidou GEO
satellite are very small and most of time is 1 and generally not more than 4; the
AODE values of Beidou IGSO show a 1d change rule, most of time the value is 1
and the upper limit is 8; the AODE values of Beidou MEO satellite vary greatly,
and the regularity is not obvious but the value has a certain range from 0 to 31.

Fig. 1 GPS 3 satellite experimental results
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The experimental results of GPS and BDS system are coincided with the content
described in Chap. 2.

5.2 BDS Broadcast Ephemeris Update Monitoring
After BDS-SIS-ICD2.1 Released

After BDS-SIS-ICD 2.1released, the changes of Toc/Toe/AODC/AODE was tested
when the BDS navigation message was updated. The observation period of the date
used in experiment is from 08:24:51 on July 8, 2017 to 02:50:00 on July 14, 2017.
The results are as follows:

As can be seen from Fig. 5 that the Toe changes of five GEO satellite are
generally gentle and updated at the whole point. However, the corresponding Toe
of satellite 1, 2, 4 and 5 appears non-integral update at 151,227 epoch because the
ephermeris updated at non-integral. So, it is feasible and effective to construct
BDS RTCM IOD parameters based on Toe.

Fig. 2 BDS 3 (GEO satellite) satellite experimental results
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6 Conclusion

GNSS systems need to design fields that indicate the timeliness and consistency of
ephemeris and satellite clock parameters to ensure that the user uses the correct
ephemeris and satellite clock data for resolution. Beidou satellite navigation system
does not design ephemeris parameter identification field such as GPS IODE, but
AODE and Toe, AODC and Toc two sets of parameters were designed. But, for the
current system state, these two sets of parameters cannot absolutely identify a group
of ephemeris parameters. This brought new difficulties for Beidou high-precision
applications and also become the primary obstacle for Beidou join the RTCM
international standard.

Since the beginning of 2014, Beidou Receiver International General Data
Standards Working Group has organized domestic and foreign experts and insti-
tutions study on this issue for several times. Finally, after the discussion of Beidou
Receiver International General Data Standards Working Group, the Beidou
Engineering General and the relevant departments, the adjustment program of the
Beidou message identification parameters and update mechanism was proposed
according to the existing Beidou ICD file, and the technical feasibility evaluation

Fig. 3 BDS 7 (IGSO satellite) satellite experimental results
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Fig. 4 BDS 11 (MEO satellite) satellite experimental results
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Fig. 5 Toe changes of BDS GEO satellites after BDS-SIS-ICD2.1 released
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were carried. The experimental results show that it is feasible and effective to
construct BDS RTCM IOD parameters based on Toe. Research suggests that the
method is feasible and can meet the urgent need of the application of the Beidou
differential system. It also provides useful references for the more comprehensive
and in-depth international standards and application of the Beidou system.
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Research on Multipath Interference
Suppression Algorithm Based on Blind
Equalization

Dengao Li, Chong Han, Jumin Zhao, Xiaofang Zhao
and Doudou Deng

Abstract Multipath interference is the main source of error in the urban envi-
ronment. In order to effectively suppress multipath interference and improve the
continue tracking performance. So, in this paper, the blind equalization algorithm is
introduced in the tracking loop to meet the design requirements of high precision
receiver. In harsh environment, multipath interference can cause large position
error. The decision feedback blind equalization (CMA-DFE) algorithm is used to
recover the original signal, which can reduce the impact of multipath interference
on the position accuracy. Therefore, the algorithm can improved the performance of
the mitigation multipath effect. Firstly, the signal model is established and the effect
of multipath interference on tracking loop is analyzed. Then, the tracking loop
based on decision feedback blind equalization is proposed. Finally, according to
experimental results, the algorithm could effectively suppress multipath interference
and improve position accuracy.

Keywords Multipath interference � Blind equalization � Tracking loop

1 Introduction

In the urban environment, serious multipath interference is one of the main sources
of error, which may cause phase and navigation data distortion. The multipath
signals increase the measurement error of the receiver, such as code phase, carrier
frequency, Doppler shift, thus affecting the positioning accuracy of the receiver.
Therefore, it is necessary to reduce the multipath affect by using the suppression
algorithm.
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As the study of multipath signal estimation and suppression had been proposed
for a long time, the narrow correlation technology [1] and multipath estimation
delay locked loop (MEDLL) has good performance of multipath suppression. The
narrow correlator [2] has good performance in suppressing multipath signals by
reducing the delay correlator space. But it can only suppress the long delayed
multipath signals [3] together with the degradation of dynamic performance [4].
While the MEDLL [5] uses the estimation algorithm in the tracking loop to estimate
and eliminate multipath signal parameters, such as genetic estimation algorithm [6],
maximum likelihood estimation algorithm [7] and particle filter based on Bayesian
criterion [8], which can improve the estimation accuracy of the multipath param-
eters. However, it only has good performance in the case of changing multipath
signal slowly. Jiang’an et al. [9] proposed a multipath approximation method based
on genetic algorithm aiming at solving the short delay problem. It transforms the
multipath signal estimation problem to the optimal fitting problem. The genetic
algorithm is used to optimize the approximation, and the suppressions of the direct
and multipath signals are established respectively. Cheng et al. [10] established a
model of the pseudo-range of NLOS signals to measure the influence on the GNSS
pseudorange data, and used the edge likelihood ratio detection algorithm to identify
and estimate the deviation caused by NLOS signals and then to improve the GNSS
receiver navigation and position accuracy. Zhao et al. [11] estimated signal delay by
using the prior information of multipath signals and the posterior probability
density function of the multipath signals obtained by particle filter. Dong et al. [12]
used novel neural network algorithm to suppress multipath signals, and a full
function of neural network is embedded into the GNSS navigation receiver to
suppress the influence of multipath signals.

In order to effectively suppress multipath signals, the blind equalization algo-
rithm is introduced into the tracking loop to compensate the received signal dis-
tortion. The decision feedback blind equalization algorithm is used to recover the
original signal, which can effectively reduce the positioning error. In this paper, the
influence of multipath interference on the tracking loop is analyzed and the mul-
tipath signal model is established. Then the tracking loop based on blind equalizer
is proposed. Finally, the experimental results show that the proposed algorithm can
effectively suppress multipath interference and improve the positioning accuracy.

2 Multipath Interference Suppression Algorithm

2.1 Multipath Signal Model

In the urban canyon environment, due to the reflection and scattering, multipath
effect is very obvious. The effect of scattering on the pseudorange measurement
precision is not obvious, so the scattering signals can be regarded as additional low
frequency noise. The propagation path of multipath signals is longer than direct
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signals, so the multipath signals always delay. Generally, the amplitude of multi-
path signal is less than direct signal, and will cause the power attenuation when the
signal is reflected. The IF signal can be shown as (1) when the multipath signals is
N.

SN tð Þ ¼ A0c t � s0ð Þ cos xc t � s0ð Þ½ � þ
XN
i¼1

aiAic t � sið Þ cos xc t � sið Þþ hi½ � þ n tð Þ ð1Þ

where Ai is the amplitude of the received signals, cðtÞ is the pseudo-random code,
xc is the angular frequency of carrier, si is the delay of the multipath signals, hi is
the i th carrier phase, nðtÞ is the noise.

The code-related interval of early-late correlator is d, the multipath signals SN tð Þ
and local carrier is demodulated as baseband signal, then through integral accu-
mulation with the local code, the obtained advanced, instant and lag correlation
value is:
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2

� �
sin hið Þ ð7Þ

where ŝ ¼ _s� s0 is code error of tracking loop, si and hi is code delay and carrier
phase error respectively, R sð Þ is pseudo-code autocorrelation function. Because of
the influence on the multipath interference for carrier is far less than influence on
code loop, so the carrier is totally removed.
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2.2 The Influence of Multipath Interference
for Tracking Loop

2.2.1 The Influence of Multipath Interference for Code Loop

Using the early late envelopment discriminator to analysis the influence of multi-
path interference on DLL phase function, the phase function is:

F¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2E þQ2

E

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2L þQ2

L

q
ð8Þ

For calculation convenience, usually assume that the received signal contains a
direct signal and a multipath signal, the formulas (3), (4), (6) and (7) can be put into
(8) to obtain the phase function:

F¼A0

2
R ŝþ d

2
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� R ŝ� d
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2
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2
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2

� �� � ð9Þ

where ŝ ¼ _s� s0 is code error in the tracking loop under the influence of the
multipath interference, se ¼ _s0 � s0 is the code delay error, c is the code element
width, s ¼ s1 � s0 is the code relative delay during multipath signals and direct
signals. F = 0 in (9), the code phase tracking error can be as:

se ¼

A1s
A0 þA1
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2
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>>>:

ð10Þ

According to Eq. (10), it is known that code-related interval; M/D (the amplitude
ratio of the multipath signal and direct signal) and multipath signal code delay all
have some influence on the code tracking error. Therefore, this paper proposed a
tracking loop based on blind equalizer to eliminate the effect of multipath signal on
the tracking loop and reduce the code tracking error.

2.2.2 The Influence of Multipath Interference on Carrier Loop

When the receiver works in the environment of multipath interference, the phase of
the local carrier generated by the phase locked loop is locked in the offset phase of
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the composite signal, and there is an offset compared to the phase of the direct
signal. The function of discriminator of carrier loop is expressed as:

V ¼ arctan
QP

IP

� �
ð11Þ

The Eq. (12) can be obtained by substituting (2), (5) into the above (11):

V hð Þ ¼ arctan

A0
2 R ŝð Þþ PN

i¼1

Ai
2 R ŝ� sið Þ sin hið Þ

A0
2 R ŝð Þþ PN

i¼1

Ai
2 R ŝ� sið Þ cos hið Þ

0
BBB@

1
CCCA ð12Þ

where h is the difference between the phase of the composite signal and the phase of
the direct signal. The phase-locked loop pulls the V value near to zero, let
V hð Þ ¼ 0, then we can get:

h ¼ arctan
A1R ŝ� sið Þ sin h1ð Þ

A0R ŝð ÞþA1R ŝ� sið Þ cos h1ð Þ
� �

ð13Þ

The tracking error is related to the multipath delay, amplitude ratio of multipath
signal to direct signal, the phase of the reflected signal. The maximum phase
tracking error is analyzed according to calculate the maximum value of (13).

2.3 The Tracking Loop Based on Blind Equalizer

Equalization method is one of the most effective methods to suppress multipath
interference. In order to recover the distortion of the received signal caused by
multipath interference and eliminate the multipath error, a feedback blind equalizer
algorithm is introduced in the tracking loop, the structure of the proposed method is
show as Fig. 1. The satellite signal is converted to the intermediate frequency signal
SN tð Þ by the receiver RF front-end and down-conversion. Then the baseband signal
is correlated with the local C/A code to obtain the correlation function, and the
correlation function is used as the input of the equalizer. The complex represen-
tation of the correlation function of the I/Q is shown in Eq. (14). The output of the
decision feedback blind equalizer is, and it is used as the input of the carrier and
code loops.

r nð Þ ¼ rI nð Þþ jrQ nð Þ ð14Þ

The length of the forward feedback filter for the decision feedback blind equalizer is
NA, tap coefficient vector is xf ðnÞ, the input of the forward feedback filter is rðnÞ,
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the length of the forward feedback filter is NB, tap coefficient vector is xbðnÞ, from
Fig. 1 we can obtained r̂ðnÞ is the decision output at time n, the chip interval signal
in the feedback filter is r̂ðn� 1Þ; � � � ; r̂ðn� NB þ 1Þ½ �, therefore, the current time
signal is estimated as follows:

~r nð Þ ¼ yf nð Þ � yb nð Þ ð15Þ

The CMA algorithm is used in the proposed method, the error function is
e nð Þ ¼ r̂ðnÞj j � R2, cost function of decision feedback blind equalizer is
J ¼ 1

2E e2ðnÞ½ �, and then the tap coefficient can be updated as Eq. (16):

x nþ 1ð Þ ¼ x nð Þþ lDJ ð16Þ

where, R2 is the modulus of high-order statistical characteristic, which can be show

as R2 ¼ E rðnÞj j4f g
E rðnÞj j2f g, DJ ¼ @DJ

@x , l is the step size of CMA algorithm, and it is show as

Eq. (17):

l nð Þ ¼ l n� 1ð Þ � r ð17Þ

where, r ¼ E ~r nð Þ � r nð Þð Þ2
h i

.

When the receiver works in the environment of serious multipath interference,
the blind equalizer is used to feedback the distortion caused by multipath inter-
ference. In the early stage of the algorithm, a larger step size is adopted, and then r
is used to adjust the step size, which can effectively improve the convergence speed
of the equalizer and reduce the injustice. It can eliminate the influence of multipath
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Fig. 1 Tracking loop based on blind equalization
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interference on the correlation, recover the symmetry characteristic of the correla-
tion peak, reduce the tracking error, and improve the positioning accuracy.

3 Simulation Experiment

The data is collected by GNSS IF signal sampler and used to simulate and analyse
via the software MATLAB receiver. The paper shows the suppress effecting of the
algorithm mainly on two sides: carrier phase error and positioning accuracy.

The effectiveness of the proposed algorithm is verified by comparing the per-
formance of the traditional tracking loop and the improved tracking loop. As shown
in Fig. 2, a large code tracking error is caused by multipath interference. The code
phase average error of the traditional tracking loop is about 0.65 chips, and the error
of the tracking Loop Based on Blind Equalizer is about 0.5 chips. In order to better
illustrate the performance of the improved tracking loop to suppress multipath
signals, the difference between the improved algorithm and the traditional algorithm
is shown in Fig. 3. Compared with the traditional algorithm, the code tracking error
is reduced by 0.15 chips.

In addition, the carrier phase error of the traditional tracking loop and the
improved tracking loop are analyzed. As shown in Fig. 4, when the M/D is 5 dB,
the traditional algorithm, narrow correlation algorithm and strobe correlation
structure are compared. When the multipath delay is less than 10/16 chips, the
proposed algorithm has better performance.

The code tracking error and the carrier phase error are analysed in Figs. 2 and 4.
In the condition of serious multipath interference, the tracking loop based on blind
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equalizer is to improve the accuracy of pseudorange and pseudorange rate, and
increase the positioning accuracy of the receiver, as shown in Fig. 5. As can be seen
from Fig. 5, the proposed algorithm reduces the positioning error compared to the
strobe correlation structure and the narrow correlation algorithm. Based on the
above analysis, the tracking loop based on blind equalizer can effectively suppress
multipath signals.
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4 Conclusion

In this paper, the blind equalizer is introduced in the tracking loop, which can
effectively compensate the distortion of the channel, and solve the problem of low
accuracy in the serious multipath interference. The blind equalizer reduces the effect
of multipath interference on the tracking loop and ensures the positioning accuracy
of the receiver. The experimental results show that the new algorithm can effec-
tively suppress the multipath interference and improve the positioning accuracy.
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A Fundamental Architecture
of Anti-spoofing GNSS Receiver

Li He, Hong Li and Mingquan Lu

Abstract Spoofing attack is growing into a great potential menace to future GNSS
systems and related applications, featured by its stealth. Spoofing signal can deceive
victim receivers by changing ranging observables covertly, leading to wrong posi-
tioning or timing solutions. It is reasonable to keep the power of spoofing signal similar
to the power of authentic signal, in addition to its signal structure and navigational data.
Therefore, there still are chances to track authentic signal along with received signal.
Changing transmit time observables is essential to a successful spoofing attack. Based
on this fact, we propose an acquisition and tracking framework in which transmit time
plays a core role. This framework combines several algorithms, namely multi-peak
acquisition algorithm, multiple tracking algorithm and repetitive signal cancelation
regime. A receiver, equipped with the proposed framework, can continuously acquire
all existing signals and then tracks them, regardless of their authenticity. Moreover,
experiments on GPS simulator attack and meaconing spoofing signal are shown.

Keywords Software receiver � Anti-spoofing � Multiple peak acquisition �
Multiple peak tracking

1 Introduction

GPS system and its vast application have achieved such a great success that almost
every sector of today’s society relies on its functionality. Therefore, criminals
would be more motivated to sabotage it. Recent years have witnessed a rapid rise of
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incidents caused by GPS interference both unintentionally and intentionally.
Amongst these interferences, a method named spoofing has drawn large attention
because of stealth and dangerous potential. Spoofing is able to covertly coerce a
GPS receiver to output incorrect timing and positioning solution. Spoofing device
transmits signals that resemble true GPS signal in vicinity of intended victim, in
order to disturb victim’s tracking of authentic signal, finally capture its tracking
loop.

No concern on GPS security was spent during construction, especially the C/A
signal on GPS L1 frequency. Most civilian receivers have no precautions against
spoofing. They would utilize any signal available to estimate observables in pur-
pose of positioning. This straightforward but fragile logic leaves a backdoor to
various spoofing and interference.

Many methods have been proposed to tackle with malicious interference and
spoofing against GPS. Some of them need modification to hardware of existing
receivers, such as adding AGC monitor [2] (to monitor signal power), or adding
more antenna or cooperation between receiver [3] (to estimate direction of arrival).
However, the expense makes updating hardware of existing receivers impossible.
Some papers propose single-antenna receiver defence method based on baseband
signal processing, requiring no modification to hardware of receivers and signal
regime.

Reference [4] proposes that, anomaly occurred during the capture of tracking
loop can be detected by monitoring the symmetry of triangular-shaped correlation
function of ranging code. This method has high false alarm rate in strong multipath
environment, and its transient nature easily confuses with false alarm. Reference [6]
points out that monitoring abnormal changes in carrier to noise ratio (C/N0) has
potential to detect spoofing. Meanwhile, reference [6] also points out this method is
limited without hardware modification. Reference [7] uses cross-correlation of
in-phase component of correlation value to discriminate whether the received sig-
nals are transmitted from one antenna. But this requires receiver moving in a
shading-variation scenario. Reference [1] intensively reviews this type of defence
methods.

In summary, methods based on signal feature are somewhat flawed, leading to
limited effectiveness in actual use. Considering these facts, this paper proposes a
fundamental framework supported by a novel running logic. This framework
converts extra computation capability in a receiver into the ability of anti-spoofing.
By acquiring and tracking all signals regardless of authenticity, this framework
enables defence against various spoofing methods (including simulator attack,
meaconing attack and intermediate spoofing attack) after knowing signal
characteristics.

This rest part is arranged as follow. The second section characterizes the
assumptions and features of spoofing signal, and roughly analyses viable defence.
The third and fourth sections introduce the proposed mechanism for the acquisition
and tracking of spoofing signal. The fifth section shows experimental results on
over-the-air GPS signal. The sixth section comprises conclusion and discussion.
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2 Analysis of Spoofing Attack

2.1 Assumptions and Premises

According to their nature, attacks on GPS receivers can be roughly categorized into
two types, i.e., jamming and spoofing. Jamming refers to attack in which trans-
mission of interference signal disrupts tracking or acquisition of satellite signal.
Some jamming signal suppresses the amplifier of victim receiver into non-linear
state, blocking receiver baseband processing away from true signal. Some jamming
triggers loss of lock in tracking loop. Nonetheless, this type of attack will raise
alarm by disrupting normal working of receiver, thus preventing further damage.
On the contrary, spoofing signal needs infiltration into baseband and capture of
tracking loop. This precludes extremely large signal power. Spoofing signal with
power larger than true signal can be detected by power monitoring [2].

All spoofing methods mentioned above are coarse and primitive, especially
compared to the novel and inexpensive spoofing method proposed by [5]. The most
advantage of this method is stealth. It does not cause any loss of lock and cannot be
detected by power monitoring. Concerning its characteristic, we make several
assumptions as follow:

1. The low noise amplifier (LNA) of receiver still works in linear state;
2. Spoofing signal has similar power with authentic signal;
3. No nulling or shading of true signal transmitted from GPS satellites.

The assumptions of spoofing signal are reasonable. We only focus on advanced
and cost-limited spoofing approaches, not those can be defeated by simple defense
methods such as power monitoring. Therefore, these assumptions agree with the
capability of existing spoofing techniques, and suffice to circumvent simple
anti-spoofing methods.

2.2 Characteristics of Spoofing Signals

Several premises about spoofing and authentic signal have been previously
assumed. In this section, characteristics of the signal under assumptions above will
be analyzed:

Assumption 1 guarantees that the receiver still is able to receive and acquire GPS
signal (no matter of the authenticity);

Assumption 2 ensures that spoofing signal neither does not simply suppress true
signal under noise floor, nor the inter-address interference is large enough to pre-
vent acquiring the true ones;

Assumption 3 guarantees the availability of true signal, which means true signal
still can be acquired.
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With these assumptions, the received signal is the mixture of spoofing signals
and authentic ones, and both can be acquired and tracked steadily. As we can see
from Sect. 1, most spoofing techniques (ranging from simplest simulator attack to
sophisticated spoofing) aiming at civilian receivers need “drag” the timing and
positioning solution of a victim from its real time-space point, while a GPS receiver
resolves by measuring the transmit time of present signal. Consequently, most
spoofing attempts necessarily deviate from true signal in transmit time observables.

This mixed signal appears more than one recognizable peak in the correlation
domain used in acquisition. This phenomenon differentiates itself from the single
peak scene under normal circumstance. Therefore, this mixed signal could be
named as “multi-peak signal”. In next section we propose an acquisition algorithm
in purpose of acquiring multi-peak signal.

3 Multi-peak Acquisition

From the analysis of the characteristic in previous section, it could be seen that the
multi-peak signal can be discriminated by the multiple peaks in the correlation
domain.

3.1 Recognition and Acquisition of Multi-peak Signal

In the discrete code phase-Doppler frequency domain used in acquisition stage, a
correlation peak comprises several relatively large values on adjacent grids. True
signal only contains one correlation peak, if no strong multipath or spoofing signal
imposed. Whereas the mixed signal shows multiple correlation peaks (when
transmit time or Doppler frequency differs from each other), meaning that there
would be several areas containing relatively large correlation values in the men-
tioned domain.

The acquisition algorithm of a normal receiver often searches for the maximum
of correlation values and corresponding code phase and Doppler frequency, or find
the correlation value larger than a preset threshold in a sequential search. The
naivety of this strategy incapacitates acquiring all correlation peaks stemming from
mixed signal. Thus, some modifications to the traditional acquisition strategy are
necessary. Existing acquisition algorithm can be modified to output information
about multiple correlation peaks rather than only one peak. Maximum search
method should be changed into multiple maxima search method; threshold method
should find all correlation points exceeding the threshold as output. Thus,
multi-peak acquisition algorithm outputs several code phase and Doppler frequency
pairs that can initialize tracking channels.

However, one correlation peak always causes several relatively large correlation
values (or larger than preset threshold) on code phase-Doppler frequency grids.
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Hence, if these acquisition results are directly utilized to initialize tracking channels,
there would be a great waste in computation resources. By analyzing the structure
of correlation peak, we could cluster these raw results to reduce computing
consumption.

Correlation peak clustering exploits the structure of correlation peak, and these
raw results originated from a single correlation peak are contiguous. This fact
facilitates the clustering and recognition algorithm based on comparing the code
phases and Doppler frequencies of raw results. The procedure can be listed as:

(1) Clustering the raw results according to their code phases and Doppler fre-
quencies. Ensures that within same correlation peak set the range of code phase
does not exceed one code chip, and the range of Doppler frequency does not
exceed coherence bandwidth;

(2) The number of points accumulated in a correlation peak set is marked as
“support” of the correlation peak set;

(3) In high C/N0 scenario, delete all the correlation peak set with support of 1, and
the rest is remained as initial values for tracking channels, which would reduce
computation burden largely. In low C/N0 scenario, all the raw results are
needed to prevent missing any potential signal (Fig. 1).

3.2 Parameters and Performance

For multi-maxima method, the only configurable parameter is the number of
multi-maximum. Since one correlation peak causes several maxima according to
the configuration of acquisition, and the number of correlation peaks have linear
impact on the multiplicity of maxima as long as the overlapping of different cor-
relation peak is limited. Therefore, to set the number of maxima, parameters of
acquisition and the expected number of correlation peaks have to be taken into

Fig. 1 Acquisition of multi-peak signal
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consideration. If the parameter N is set too low, there probably would be miss
detection of possible correlation peaks; if too large, it would aggravate computation
burden.

The threshold decision method only relies on the threshold itself. If the threshold
is set too low, there would more false alarm due to the increased noise; if too high,
there would be more miss detection.

Usually, in complex signal environment, any fixed parameter has its failure area.
In fact, the optimal parameter setting is to change it dynamically considering signal
environment fluctuation. Unlike normal acquisition, the mathematics behind
multi-peak acquisition is a ternary hypothesis test, which requires further analysis.
Further mathematical derivation is omitted for the brevity of this paper.

4 Multiple Tracking Strategy

Multi-peak signal acquisition can only detect the presence of spoofing signals, but
what is more desirable is the ability to distinguish the authenticity of the signal. The
foundation of further discrimination and mitigation of spoofing signal is the
tracking of all possible signals.

4.1 Logic and Procedure of Tracking

The computation resource of civilian GNSS receiver is structured as channels, and
the identification of a specific channel is the PRN code it tracks. In premise of
multi-peak signal, however, PRN number does not suffice to identify different
channels clearly. Consequently, the tracking logic and procedure of receiver call for
modification.

First of all, how to uniquely identify different signals. As previously analysed,
the transmit time of spoofing signal should deviate from the authentic ones, then the
PRN and transmit time pair is sufficient to uniquely identify the signal being
tracked. Therefore, the channel-based architecture still works, only with little
change of identifying channels by the mentioned pair.

The most resource consumed in multi-peak tracking is computation capacity. So,
a receiver with multi-peak tracking ability inevitably requires more computation
capacity, leading to more power consumption. Thus receivers with configurable
channels are more suitable for multi-peak signal tracking (Fig. 2).
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4.2 Repeating Acquisition and Duplicate
Signal Cancellation

The acquisition strategy of normal civilian receiver only tries to acquire the PRN
that is not under tracking, rather than those already under tracking. The reason
behind is that receiver has no prior knowledge of emerging satellite (because of
satellite position and signal fading environment), while those already in tracking
require no more acquisition attempts.

Similarly, we possess no prior knowledge about when spoofing begins, when the
spoofing signal captures tracking loop, or when the transmit time of spoofing signal
deviates. In a word, we have no idea about when the normal signal becomes
multi-peak signal. Consequently, existing acquisition strategy cannot timely counter
spoofing signal in long-term operation.

Accordingly, to detect spoofing signal in time, multi-peak acquisition process
needs to be repeated for all PRN codes (whether or not a channel is assigned for it).
However, this repetition will certainly cause re-acquisition of same signal and its
redundant tracking as a consequence. It is obviously not reasonable to assign two
channel to track one replica of same signal, while missing an existing signal is more
undesirable.

The “PRN-Transmit Time” pair can uniquely determine the signal represented
by a single correlation peak in multi-peak signal. Therefore, by comparing the
transmit times with same PRN, if the difference of transmit times is smaller than the
error performance of tracking loop (typical tracking error performance is around
10 ns), they can be identified as signal represented by a single correlation peak; if
the transmit time difference exceeds the error of tracking loop, then we believe that
the signals compared originate from different correlation peaks.

But the repeating acquisition leads to re-entry of the signal from the same
correlation peak, then there would certainly be two channels with transmit time
difference less than tracking error. The extra channels tracking same correlation
peak need to be cancelled in purpose of saving resources. To avoid the confusion
about cancelling which channel, another feature is necessary for discriminating the
channels. The duplicate channels tracking same correlation peak can only stem
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Track Channel 
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Fig. 2 Tracking of multi-peak signal
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from successive multi-peak acquisitions, because of correlation peak clustering.
Thus the channel of which the tracking duration is longer should outlive the others.
Then through comparing PRN number, transmit time and tracking duration of
channels, the repeating multi-peak acquisition can work along with the multi-peak
tracking. This mechanism satisfies both the purpose of saving computation resource
and missing no possible signal (Fig. 3).

5 Experimental Results

After establishing experimental platform, we have conducted experiments both on
GPS simulator signal and receiver-spoofer meaconing live signal. The configuration
of platform is depicted in Fig. 4. To test the function of the proposed architecture,
we can send spoofing signal (at similar power as true signal) into the receiver by
adjusting the attenuator.

Figures 5 and 6 shows actual results on the multi-peak signal formed by true
signal and spoofing signal transmitted from simulator and receiver-spoofer,
respectively.

Fig. 3 Recursive acquisition
and cancellation of multi-peak
signal
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In Fig. 5, the simulator-generated signal is readily separated by transmit time
clustering algorithm (in the upper part). There are 8 replayed satellites in Fig. 6 that
are discriminated from their authentic counterparts. In summary, the receiver
equipped with the proposed architecture can readily defence the spoofing attacks
with reasonable power that is launched by simulator and receiver-spoofer.

Fig. 4 Meaconing spoofing platform

Fig. 5 Result on GPS simulator attack

A Fundamental Architecture of Anti-spoofing GNSS Receiver 907



6 Conclusions

In this paper, we propose a fundamental receiver architecture and its supporting
algorithms. This architecture can be utilized to acquire and track the multi-peak
signal that is often encountered in spoofing scenario. The proposed architecture
exploits the extra computation resource, and has no requirements of modifying
existing RF frontend or IF device.

It is worth mentioning that the proposed architecture cannot discriminate and
mitigate spoofing signal. However, the capability of acquiring and tracking
multi-peak signal endowed by this architecture lays a cornerstone for further dis-
crimination, mitigation and localization of spoofing signal.

The comparison of signal features enables discrimination of spoofing signal from
the true one. For example, the transmit times of signal from GPS simulator always
cluster in a small range, while separated from the transmit times of true signal.
Meaconing signal does also show a strong pattern. The transmit time extracted from
meaconing signal is earlier than true signal, and the differences equal over all
satellites. On a receiver in motion, the time history of signal features (such as carrier
Doppler frequency and carrier phase) can lend a hand in discrimination.

After distinguishing the spoofing signal, their observables will be excluded from
position calculation. This mitigates the impact of spoofing signal, boosts the
robustness of receiver. Conversely, the feature and observable of spoofing signal
facilitate the localization of spoofer.

Fig. 6 Result on meaconing attack
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In summary, the architecture proposed in this paper exchange extra computation
resource for capability of acquiring and tracking multi-peak signal. This architec-
ture lays foundation for detection, discrimination, mitigation and localization of
spoofing signal.
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Performance Analysis on High Dynamic
Signal Acquisition of INS-Aided BDS
Receiver

Xiaqing Tang, Shulei Chen, Xuwei Cheng,
Junqiang Gao and Zepeng Sun

Abstract Improving the dynamic performance and signal acquisition performance
of BDS receiver aided by INS is the hot spot of the current navigation research.
Through the comparison between fundamentals of traditional acquisition algorithm
and the acquisition algorithm aided by INS, this paper analyzes the effect of INS
velocity errors on doppler errors of BDS receiver. By simulating the carrier tra-
jectory in high dynamic state and assisting the acquisition of BDS by INS in
different accuracy grades, the accuracy grades suiting the needs will be chosen
according to the results of acquisition performance. The experiment results illustrate
that the signal acquisition sensibility of INS-aided BDS receiver is improved and
the selected equipment has a very high cost performance. Besides, according to
specific application conditions, inertial sensors in different accuracy grades are
needed to be chosen. The results can serve as good instruction for the choice of
integrated navigation sensors and models.

Keywords BDS � INS-aided � Signal acquisition � High dynamic state �
Performance analysis

1 Introduction

The emergence of the Beidou Navigation Satellite System (BDS) is conducive to
break the monopoly of GPS of the US in the global navigation business, it also
provides a reliable approach for the national-defense and civil satellite navigation
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application in China. The receiver’s research is one of the hot spots for current
national-defense science and technology development and how to improve the
rapidity and accuracy of the satellite signal acquisition of receiver is the key point
of the research as well. Satellite signal strength will be greatly weakened in the
complex battlefield environment, the BDS receiver needs higher performance to
acquire satellite signals in high dynamic and high interference environments [1].

The problems of satellite signal acquisition and tracing can be solved by two
means. On the one hand, the method of hardware upgrade can be taken; on the other
hand, the multi-sensor such as inertial navigation system can be taken to integrate
information so as to support the work of BDS receiver. As for the former, massive
man power and material resources are required to research and develop, which is
used to upgrade the receiver antenna and other hard wares. The latter, even if the
sensor with the lower accuracy can also get a larger receiver performance
improvement. At present, the navigation and positioning of the integrated naviga-
tion system of the inertial navigation system aided satellite receiver is adopted.

In this paper, a serial sliding correlation acquisition algorithm is used to capture
the Beidou satellite signal and add INS and ephemeris information to assist Beidou
satellite receiver, Although a lot of research on integrated navigation, there are little
analysis of which INS accuracy can be achieved greater performance and can get
the maximum cost performance in the high dynamic conditions. Firstly we analyze
the principle of INS aided receiver acquisition. Then, the relationship between the
velocity position error of INS and the Doppler error and the code phase error is
calculated. By emulating carrier’s movement under high dynamic date, acquisition
auxiliary signals with the INS of various accuracy s. Finally analyze the results,
structure the ascending curve of carrier’s acquisition performances to different INS
under specific dynamic condition, and select the INS with optimal cost perfor-
mance. This research is embodied with guiding significance for the inertial sensor in
integrated navigation area.

2 Principle of Signal Acquisition with the Aid of INS

2.1 Serial Sliding Correlation Search Method

The satellite signal transmitted by the Beidou satellite can generate the Doppler
frequency shift and the code phase shift by the relative motion between the satellite
and the ground receiver, so it is necessary to determine a satellite signal from two
dimensions of frequency and code phase. Serial sliding correlation acquisition
method will reduce the search range by changing the frequency and code phase of
the local signal and acquire the signal finally [2] Fig. 1 is the serial sliding corre-
lation search view.

When the serial sliding correlation acquisition method is used, the uncertain
frequency range and the uncertain codes range are assumed to be func and tunc [3].
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Frequency search step and code search step are fbin and tbin. The total number of
search units is

Ncell ¼ 2functunc
fbintbin

ð1Þ

The Beidou satellite navigation system has three kinds of satellite constellations,
which are GEO, IGSO and MEO. According to the maximum satellite velocity, the
maximum value of the satellite Doppler shift is

fGEO ¼ VGEO
fB1
c

� 70 � 8Hz ð2Þ

fIGSO ¼ VIGSO
fB1
c

� 2207 � 4Hz ð3Þ

fMEO ¼ VMEO
fB1
c

� 4496 � 5Hz ð4Þ

The error of RF front-end receiver of satellite clock oscillators can not be ignored
and 1 ppm RF crystal deviation will make B1 frequency 1.56 kHz frequency
deviation, what’s more, environmental impact and other factors also affect the
Doppler frequency shift, High speed carrier Doppler frequency shift range is [−10,
+10 kHz]. The number of Beidou navigation satellite chips in one cycle is 2046 and
when the frequency of the search step is 500 Hz and code phase of the search step is
0.5 chip. The total number of search units is

...

...

...

...

...

...

...

...

...

... PRN1
PRN2

PRN35

Search step

Search step

Starting unit
Frequency 

search 
unterval

Code search interval 2048chips

Fig. 1 Serial sliding correlation search
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Ncell ¼ 2 * 10; 000 * 2046
500 * 0:5

¼ 163; 680 ð5Þ

The time of a search step is Tdwell, detection probability is Pd , loss factor is kp and
kp¼1, false alarm probability is Pfa, integral time is T , there is the following
formula

Tdwell ¼ 2� Pd

Pd

� �
kp Pfa þ 1
� �

T ð6Þ

So the total search time is

T ¼ Tdwell Ncell ð7Þ

In the case that the search step size is determined, the less the search scope is, the
less time is needed. Use INS and ephemeris almanac information to assist receiver,
then estimate the motion information of the satellite and the carrier in this paper,
finally reduce the Doppler range and the code phase range. If the ephemeris
almanac information is accurate, then the influence factor og the receiver acquisi-
tion performance is mainly the accuracy of INS [4].

2.2 The Analysis of INS-Aided

Speed and position information of the INS with ephemeris information are sent to
the BDS receiver and estimate Doppler frequency shift, then narrow the
two-dimensional search range of the signal.

f ¼ �fs + frev � Dfs þDfrev ð8Þ

where, the Doppler shift generated by satellite motion is fs, the Doppler shift
generated by the motion of the carrier is frev, the frequency drift caused by the clock
error of the Beidou satellite is Dfs, the frequency drift of satellite receiver clock
error is Dfrev. If the main consideration is the Doppler frequency shift of the relative
motion [5]. The formula (8) can be simplified as follows

f � frev � fs ¼ ðVrev � VsÞ e!
k

ð9Þ

The movement speed Vs of the satellite can be obtained by satellite ephemeris
solution, the movement speed Vrev of the carrier is estimated by INS, the unit vector
~e can be got from the relative position of the carrier and the satellite, and carrier
wave length is k.
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The performance of receiver is closely related to Doppler error and code phase
error, and the satellite speed can be accurately given by ephemeris information, so
the Doppler error is mainly related to the carrier velocity error of the INS solution.

We can get the formula by partial derivation of formula (9)

rf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~e � EðdVrevðdVrevÞTÞ �~eT

k2

s
ð10Þ

where, receiver velocity error is dVrev, the code phase offset generated by the
relative motion can be expressed as follows

DsdynðtnÞ ¼ DRLOSðtnÞ
c

¼ 1
c

Ztn
t0

arx �~edt ¼ Vrx �~e
c

ð11Þ

where, the distance from the satellite to the receiver over a period of time in the line
of sight (LOS) is DRLOSðtnÞ, carrier mean velocity is Vrx, So the code phase shift
error is

rDs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~e � EðdVrevðdVrevÞTÞ �~eT

c2

s
ð12Þ

3 Experimental Design

The satellite receiver will receive the signal into IF signal, the IF signal is mixed
with the local sinusoidal signal and cosine signal, the two signals are integrated and
get the decision variable, and then detect whether there is a corresponding satellite
signal, if the corresponding satellite signal does not exist, the frequency and code
phase of the local signal will be changed, and then continue judgment. INS and
ephemeris almanac information can make sure the scope of the search, then greatly
reduce the number of code and frequency search, the acquisition with the aid of INS
structure is shown as follows (Fig. 2).

Assuming the carrier does high speed movement to a BeiDou satellite and the
initial speed is 340 m/s, the attitude angle is 0, the average acceleration is 2 m/s2

and run 280 s. The starting point is the star that you can see from the figure, the
motion trajectory is as follows (Fig. 3).

The receiver uses 10 sets of different accuracy INS to assist signal acquisition,
the 10 sets of INS cover the MENS level, tactical level and navigation level. Their
gyro accuracy and accelerometer accuracy are as follows (Table 1).

Because of the different accuracy of INS, the Doppler shift error and the code
phase error are different in acquisition. So the detection probability is different.
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We use the detection probability in different carrier to noise ratio as the most
important index to reflect the performance of the receiver. For non coherent inte-
gration, the decision variable Z is

Signal detector

IF signal
Carrier

generator

Pseudo 
code

generator

I integrator

Q integrator

Threshold

Control signal
INS and ephemeris 

information

cos()

sin()

I(t)

Q(t)

Fig. 2 Acquisition with the aid of INS structure

Fig. 3 Carrier trajectory

Table 1 The accuracy of different equipments

Group number 01 02 03 04 05 06 07 08 09 10

Gyro accuracy
(deg/h)

100 100 100 50 50 10 10 1 1 1

Accelerometer
accuracy (mg)

10 1 0.1 10 1 1 0.1 10 1 0.01
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Z ¼ 1
K

XK
K¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2K þQ2

K

q
ð13Þ

When the signal to be acquired does not exist, the decision variable Z is in the
Rayleigh distribution, so false alarm probability is as follows

Pfa ¼
Z 1

Vt

pðzjH0Þdz ¼ e
� V2t

2r2n ð14Þ

If threshold value for detection is Vt, noise power is r2n, So the threshold value
can be detected as follows [6]

Vt ¼ rn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�2 InPfa

p ð15Þ

If there is a signal that can be acquired, detection probability is as follows

PdðBÞ ¼ Q1

ffiffiffi
k

p

rn
;

ffiffiffi
b

p
rn

 !
� Q1

ffiffiffiffiffiffiffi
CN

p

N0fs
;

ffiffiffiffiffiffiffi
Nb

p
N0fs

� �
ð16Þ

where, Q1ð�; �Þ is 1st order Marcum’Q-Function, it is as follows

QKða; bÞ ¼ 1
aK�1

Z þ1

b
xKe�

x2 þ a2
2

� �
IK�1ðaxÞdx ð17Þ

where, IK�1 is K−1 order bessel function, so the detection probability is expressed
as follows

PDðBÞ ¼
1� 1� e

�ð B
2r2n

Þ
� �

N � e�
B

2r2n

	 

N

:Q1
A
rn

;

ffiffiffi
B

p

rn

� �
ð18Þ

The influence diagram of Doppler error on detection probability when the code
phase error is 0.5 and the influence code phase error on detection probability when
Doppler error is 100 Hz are as follows (Fig. 4).

When the detection threshold is 0.95, Doppler error is less than 200 Hz and the
code phase error is less than 1/4 chip, the sensitivity of receiver is high.
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4 Experimental Result Analysis

The carrier frequency of B1 is 1561.095 MHz, 1 ms contains 2046 chips of code.
In the simulation process, we use the velocity error and position error at 150 s. And
the speed error and position error can be got, finally Doppler shift error and code
phase shift error are calculated, Table 2 is the simulation data table.

According to the above formula, the Doppler shift error and code phase shift
error can be got, then we can get 10 groups of the detection probability with
different INS aids when the time is 150 s. Thus the acquisition sensitivity of the
receiver can be got as follows (Table 3).

Though the above data, we can use 2D interpolation of simulation software to
construct the relationship view between the acquisition sensitivity with different
INS aids. Where the X axis is the gyro constant drift, the Y axis is accelerometer
constant drift, the Z axis for capture sensitivity. The relationship view is as (Fig. 5).

Table 2 Simulation data

Group
number

Speed error
(m/s)

Position error
(m)

Doppler shift
error (Hz)

Code phase
shift error

01 75 4924.43 393.38 0.512

02 74.33 4272.01 389.87 0.508

03 74 4121.04 388.14 0.505

04 36.24 2469.82 190.05 0.248

05 35.11 2404.16 184.18 0.239

06 7.57 400 39.69 0.052

07 7.28 400 38.18 0.049

08 1.81 136.38 6.92 0.012

09 1.32 130.62 9.46 0.009

10 0.83 125.39 4.39 0.006

Fig. 4 The influence of Doppler frequency shift error and chip error on the acquisition sensitivity
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We can know that when the detection threshold is 0.95, Doppler error compu-
tation is less than 200 Hz and the code phase error is less than 1/4 chip according
the above, acquisition sensitivity is very high. If we use the research method in this
paper, we can get that, if use the INS composed of 55 deg/h accuracy gyros and
10 mg accuracy accelerometer to assist receiver, the acquisition performance can be
better and the cost performance is high. By the simulation, use this precision INS
for assistance, we could have a comparison with no aid of INS on acquisition
sensitivity as follows (Fig. 6).

If use the clock whose sampling frequency is 4.092 MHz, there will be a
sampling point on a code chip, the number of points calculated on the code phase is
4092, so n = 4092.

The data is always dispersed in receiver operating process. IðsÞ and QðsÞ can be
dispersed as IK and QðkÞ (k = 0, 1, …, n−1). If we adopt regular serial acquisition
method, every change in the value of k would require n times of multiplication and
addition operations. Because there are n values of k, n2 times of multiplication and
addition operations are required in a carrier frequency. For M times of frequency
searches, Mn2 times of calculation are needed. Thus, we can make calculation
analysis based on the changes of the acquisition scope. If Use this INS with low
accuracy as mentioned above to assist, the Doppler frequency shift search range can
be reduced to [−200, +200 kHz] in a short time, this range is smaller than the

Table 3 Acquisition sensitivity of different devices

Group
number

01 02 03 04 05 06 07 08 09 10

Acquisition
sensitivity
(deg/h)

55.8 55.2 55 42.2 39.8 37.0 36.5 36.2 36.1 36.0

Fig. 5 Acquisition
sensitivity of diffierent INS
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frequency search step. In summary, we can List the calculated quantities with or
without INS assistance as follows (Table 4).

With the aid of INS and ephemeris, the calculation of acquisition can be reduced
a lot. So the acquisition time will be much shorter.

If the detection probability Pd of Beidou receiver is 0.95, the false alarm
probability Pfa is 0.01, the time domain integration time of acquisition is 2 ms, the
receiver clock frequency is 5.714 MHz [7], so the acquisition time without the aid
of INS is

T ¼ Tdwell
2 functunc
fbintbin

¼ 362 s ð19Þ

The acquisition time with the aid of INS is

TINS ¼ Tdwell
2 functunc
fbintbin

\2 s ð20Þ

So the acquisition time can be reduced greatly by the aid of INS. In this paper,
the Doppler error and the chip error are mainly caused by the INS error, So the
acquisition performance of the receiver is mainly affected by INS, If the satellite

Table 4 Calculation analysis

Acquisition
mode

With or without
INS aid

Search scope Number of
search units

Calculation

Serial acquisition Without [− 10 kHz, 10 kHz] 163680 670,433,280

Serial acquisition With [− 200 Hz, 200 Hz] <10 40,960

Fig. 6 Acquisition
sensitivity contrast with or
without the aid of INS
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signal acquisition method and the signal sampling rate are changed, the selection
method of inertial sensor will still have good effect.

5 Conclusion

In order to improve the performance of satellite receiver under high dynamic state
And consider the price and technology and other factors. In this paper, use many
groups of INS whose accuracy is different assist the receiver to acquire the signal.
Through analysis, choose the right INS equipment. The results show that, if use the
INS what’s chosen to assist receiver under setting conditions, the calculation of
acquisition will be reduced greatly, what’s more, the acquisition time will be
shortened and the acquisition sensitivity of receiver will be enhanced, it is important
that the equipment selected has an absolute advantage in price.

This paper provides reference for the selection of INS in high dynamic navi-
gation. It has guiding significances to design integrated navigation system with
lower price and higher accuracy.
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The Real-Time Realization
and Performance Analysis
of BDS Vector Receiver

Cailun Wu, Song Xie, Jianwei Zhang and Yachuan Li

Abstract In this paper, the principle of vector receiver is introduced in details.
According to the characteristics of real-time receiver, the real-time vector receiver
architecture and real-time implementation flow are given. The vector receiver was
successfully run on the hardware platform and evaluated the positioning accuracy,
computational complexity and sensitivity performance. In this paper, the effect of
clock drift and integration time on the tracking performance of vector receiver is
given, which provides a good reference value for different series of crystal selec-
tion. Finally, for different application areas, this paper evaluates the vector receiver
performance with the loop NCO update rates and the different measurement update
rates, thus laying a good foundation for the subsequent implementation of
GNSS/INS deep combination hardware.

Keywords Vector receiver � Real-time � Weak signal � High dynamic � Vector
loop

1 Introduction

With the application of Beidou satellite navigation system more and more popular,
satellite navigation receivers for different applications have become more diverse.
Compared with the conventional receiver, the vector receiver has excellent per-
formance in aspects of the high sensitivity, anti-jamming, high dynamic and so on.
Especially, the system combined with INS is one of the trends of future integrated
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navigation system. Therefore, the vector receiver has always been a hotspot of the
development of GNSS receiver technology. So far, the domestic truly-realized
real-time vector receiver is rare. The essence of the vector receiver is the idea of
utilizing the joint tracking of multiple channels to get the benefit in signal pro-
cessing, which have obvious advantages especially in some critical applications like
weak signal tracking and re-acquisition of loss lock.

In addition to independent vector receivers, and the combination system with
inertial navigation systems is also the main direction of development. The intro-
duction of inertial navigation makes the Kalman filter of integration filtering more
simple in dynamic model estimation and can obtain more advantages in dynamic
performance. Therefore, the deep-integration navigation system based on vector
architecture becomes a hot research direction. In essence, the vector receiver is the
core of the deep-integration navigation system, so in order to achieve
deep-integration system, it is necessary to understand the principle of vector
receivers, especially real-time vector receiver. Zhao Sihao of Tsinghua University
gives the vector receiver architecture, simulation results and the performance
analysis of vector receivers from different Q matrix and R matrix [1]. Zhu
Zhen-Zhen of National University of Defense Technology (NUDT) has also studied
the overall architecture of the vector receiver and presented the implementation
framework of VDLL and VFLL [2]. Zhang Xin of Shanghai Jiaotong University
also independently completed simulation work of the vector receiver, mainly for
high-dynamic scenes, which have no detailed reports of specific results [3]. So far,
domestic real-time vector receivers have not appeared in mature products or
models. With the increasing demand of GNSS/INS deep integrated navigation
systems, the research of real-time vector receivers has reached the point that must
be solved.

2 The Principle of the Vector Receiver

Traditional receivers use a single channel to complete independent tracking, the
channel does not affect each other. Compared with traditional receivers, the idea of
vector receiver is to use the position and speed of the receiver and combine the
satellite’s position and velocity calculation code and carrier Doppler frequency to
close the loop instead of directly using phase detector and loop filter. And the
processing gain of the vector receiver is about 10–15 dB. The main difference is
that the coherent phase-discriminator or the non-coherent phase-discriminator [1].

2.1 The Basic Principle

In traditional satellite navigation receivers, correlation operation between the AD
samples and the local carrier and pseudo-codes is necessary in order to achieve
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stable tracking of satellite signals. The correlation values are processed in the code
and carrier frequency discriminators and the corresponding loop filter to obtain the
code frequency and the carrier frequency error. Then, the receiver uses the code
frequency and carrier frequency error to update the code NCO and carrier NCO.
The receiver will adjust the local code and carrier output until it is perfectly aligned
with the pseudo code and carrier of the input signal. While the vector receiver uses
the co-processing of all channels and uses position/velocity information and clock
skew to close the receiver loop. Therefore, finding the relationship between position
error and code phase error is the primary problem of vector receivers.

Figure 1 presented the relationship between the receiver position and the code
phase. Assumed that the estimated position of the receiver is rather close to the true
position, the light-of-sight direction of them is approximately parallel, since both
are far away from the satellite.

Projecting the position error in the line-of-sight direction, the distance error in
the line-of-sight direction is obtained. The error term embodies the impact of the
code phase error and clock error. And the relationship between the code phase error
and the position error can be expressed as follows.

Dqj ¼ dP � aj þ tb þ ej ð1Þ

In which the subscript j represents the satellite number; dP is the receiver
position error; tb is receiver’s clock error; aj is normalized vector of the line-of-sight
direction; e is the un-modeled error. Based on the same assumption, the relationship
between the carrier frequency error and the receiver speed error can be expressed as
following.

D/j ¼ dV � aj þ td þ gj ð1:2Þ

In the above equation, td is the clock drift; dV is the receiver velocity error; gj is
the un-modeled error. Through derivation of the two above equations, the direct
relationship between the position and velocity information and loop tracking has
been established, thus overcome the constraints of the traditional two-level structure
of loop processing and positioning solution.

Real Position Estimated Position

Position Error

Projec
tion on LOS

(Code P
hase

 Erro
r)

Satellite j
Fig. 1 The relationship
between receiver position and
code phase
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2.2 The Model Analysis

The previous section gives the basic idea of the vector receivers, the following
section will focus on the derivation of the implement of the vector receiver
architecture. The vector receiver omits the traditional loop, and uses the Kalman
filter to realize the joint processing of tracking and positioning directly. The state
transition model is used to predict the position and velocity at time k + 1. Then
position and velocity information can be obtained as follows.

Pkþ 1 ¼ Pkþ 1 þDt � Vk ð3Þ

V̂kþ 1 ¼ Vk ð4Þ

In which, “^” represents the predicted value of the corresponding variable; Dt is
the time interval between time k and k + 1. It is assumed that the receiver already
get the code frequency/phase (uj,k/fcode,j,k), the carrier frequency (fj,k), the signal
transmission time t, the clock deviation (tb), and the clock drift (td) of the j-th
satellite signal accurately at time k, as well as the position (Pk) and velocity (Vk) of
the receiver. With the position and velocity information at time k + 1, the code
phase/frequency and carrier frequency of the received signal at time k + 1 can be
predicted from the calculation of satellite position and velocity according to
ephemeris. The code phase/frequency and carrier frequency predictions for the j-th
satellite are calculated as follows

ûj;kþ 1 ¼ uj;k þðDPj;k;kþ 1 � Dt � VkÞTaj;kþ 1 þDt � c ð5Þ

f̂code;j;kþ 1 ¼ ½1þ td;k þðVj;k � VkÞTaj;kþ 1� � fco=c ð6Þ

f̂j;kþ 1 ¼ ½1þ td;k þðVj;k � VkÞTaj;kþ 1� � fn=c ð7Þ

where DPj;k;kþ 1 is the displacement vector of the j-th satellite between time k and
k + 1; Vj;k is the velocity vector of the satellite j at time k; fcode and fn are the
nominal frequency of the pseudo-code and the carrier, respectively (For B1, fcode ¼
2:046 MHz and fn ¼ 1561:098 MHz); c is the speed of light. By using the above
formulation the loop NCO can be updated the loop can be closed.

The vector receiver can reproduce the local code and carrier based on the cal-
culated pseudo-code and carrier NCO. The code phase error ðDqÞ and the carrier
frequency error ðD/Þ can be obtained by processing the correlation values using the
code and carrier discriminators.

The carrier frequency discriminator is used rather than a phase discriminator in a
vector receiver, mainly due to the lack of linearity of the phase discrimination and
the fact that the velocity change in a larger dynamic can’t be fully reflected in the
phase change. Due to the existence of clock error and clock drift in the real-time
receiver, it is necessary to fully consider the influence of clock error and clock drift
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in closed-loop receiver. From time k to k + 1, the deviation of clock is entirely
determined by the clock frequency error within the present and previous period, and
the clock frequency error can usually be considered to change relatively slowly.

After clarifying how to update the loop, the following describes the relevant
variables for the Kalman filter in the vector receiver. The vector receiver uses the
Kalman filter to estimate the position and velocity information of the receiver for
the correction of the predicted value. Therefore, the position error, the velocity error
and the total error are selected as the Kalman filter states. If using in the deep
integration, the states will contain the inertial error, the dimension of states will
increases. In the early development stage, the state transition models can be used
constant velocity model, so the state transition matrix is extremely simple, not
repeat them here.

After description of the states and the state transition matrices, the rest is the
observation and observation matrix. The observed quantity is the code phase dis-
criminator error and the carrier frequency discriminator error, then the observation
is as follows:

Zk ¼ HXk þVk ¼ zco;1;k zca;1;k . . . zco;n;k zca;n;k½ �T1�2n ð8Þ

The observation matrix represents the correspondence between the discriminator
error and the states error, expressed by the direction cosine matrix H, and the
formula is:

H ¼ ajx;k ajy;k ajz;k 0 0 0 1 0
0 0 0 ajx;k ajy;k ajz;k 0 1

� �
ð1:9Þ

where ajx;k; ajy;k; ajz;k are the three components of the unit line-of-sight direction
vector from the receiver to the j-th satellite at time k. Through the above analysis,
the states, the state transition matrix, the observations and the observation matrix
are obtained. The overall architecture of the Kalman filter of the whole vector
receiver is basically formed.

3 The Real-Time Realization of Vector Receiver

After completing the above theoretical analysis, the entire system can be used to
build in hardware. The real-time vector receiver using FPGA + DSP architecture,
the FPGA is similar with the conventional receiver, which completes the capture
function and correlator parts. Given the resources to consider, the FPGA chip
selection is the Altera’s CycloneV series A9 chips, which the resources is about
300 K LEs, to meet the operational requirements of vector receivers; the DSP chip
is the TI’s 6748 chip, and embedded double-precision floating-point multiplier to
improve floating point computing ability. The block diagram of the whole process
is shown in Fig. 2.
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It can be seen from Fig. 2, the biggest difference between the conventional
receiver and the vector receiver is addition of vector processing unit. The traditional
receiver architecture still exist, including the antenna, RF and correlators and
baseband signals and information processing part. In addition to this, the baseband
signal pre-filtering process and the Kalman filter process and the calculation section
of the code and carrier NCO control module are added.

The whole real-time vector receiver processing flow is as follows:

1. The traditional receiver starts and completes the positioning;
2. Initialize the vector receiver according to the positioning information, including

opening the pseudo-code generator, initializing the loop NCO (if necessary,
closing the traditional receiver);

3. Initialize the correlator to start correlation;
4. Complete phase detection and output phase error;
5. Pre-filter processing is performed and the pseudo-range residual and

pseudo-range residual are output;
6. Implementation of Kalman filter processing, the output of the new navigation

solution and clock error and clock drift;
7. Calculate satellite position and calculate LOS and NCO control volume;
8. Update the loop NCO;
9. Repeat steps 4–8.

From the above process can be seen, compared with the conventional receiver,
the vector receiver cancel the traditional loop processing. The use of pre-filter to get

Fig. 2 The architecture of real-time vector receiver

928 C. Wu et al.



pseudo-range residual and pseudo-range rate residuals, and send into the Kalman
filter, and finally the Kalman output used to completing the entire loop update. The
update rate of the Kalman filter and the NCO update rate can be set differently
depending on the application and the hardware performance level.

4 Performance Analysis

The main performance evaluation of real-time vector receiver includes positioning
accuracy, computational complexity and weak signal tracking ability evaluation. In
order to realize the positioning accuracy evaluation, the traditional receiver and the
vector receiver both are used in the realization process at the same time. The whole
receiver uses BDS B1 signal to verify, the vector receiver works in the normal
receiver and the vector receiver mode at the same time, and outputs the positioning
result synchronously.

It can be seen from Fig. 3, the position accuracy of the two receivers are basi-
cally the same. But the short-term error jitter of the vector receiver using Kalman
filter is less than the conventional receiver.

The vector receiver uses many matrix inversion and other operations, therefore
its real-time processing capability determines whether the vector receiver can run in
real-time. This receiver uses TI’s 6748 chip to complete the calculation of the
vector computation part. To facilitate the evaluation, TI’s BIOS operating system
was used to analyze CPU load changes.

As can be seen from Table 1, with the Kalman filter update rate increases its
computational complexity varies greatly. The increase of the processing channel
will not result in the increasion of the computational complexity, nor will the
change of the update rate lead to an increase in the computational complexity.
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Finally, the tracking performance of the vector receiver is evaluated. In this
paper, we only use 1 ms coherent integration time to estimate the weak signal
tracking ability. When the signal power level is reduced to −150 dBm, the receiver
can still output the positioning solution by gradually reducing the power level of the
simulator. The carrier to noise ratio changes as shown below:

As can be seen from Fig. 4, the vector receiver has a strong tracking ability, only
1 ms coherent integration of the track sensitivity can reach 22 dB-Hz. Note,
however, that increasing the correlation integration time does not result in a linear
increase in sensitivity.

5 Conclusion

Through the research of this paper, it solves the architecture and realization problem
of the BDS real-time vector receiver. The performance is satisfactory, and further
analysis and optimization are needed. In addition, if there is an abnormal channel,
how to ensure the robustness of the vector receiver problems to be further studied.

Table 1 The computational load of real-time vector receiver

Process mode KF update (Hz) Loop update (Hz) Channels CPU load (%)

1 1 100 6 24

2 1 100 8 28

3 2 50 6 31

4 2 100 8 36

5 5 50 6 43

6 5 50 8 45

7 10 100 6 52

8 10 100 8 56
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In the future, the inertial system will be introduced into the structure based on the
vector receiver, and the GNSS/INS deep integrated navigation system will be
realized, and the high dynamic performance of the vector receiver will be solved.
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Parameters Design Method of Kalman
Filter-Based Tracking Loop in GNSS/INS
Deep Integration

Bing Li, Wenfei Guo, Xiaoji Niu, Nesreen I. Ziedan and Jingnan Liu

Abstract This paper proposes a parameter design method of a second-order KF
tracking loop in the deep integration architecture according to inertial sensor errors
and receiver oscillator errors. Firstly, the effects of INS aiding on the state-driven
and measurement noises of KF tracking loop are analyzed. Secondly, through
coordinate frame transformation and LOS projection, the variances of the two
accelerometer noises in the Earth-centered Earth-fixed (ECEF) frame and LOS
direction are obtained. Lastly, the performance of KF-based tracking loop in the
deep integration architecture is tested through the data collected from the
GNSS/INS hardware simulator, and is compared with the conventional tracking
loop in the deep integration architecture. The test results show that the proposed
parameter design method makes the channel KF in the deep integration share the
comparable performance to the conventional tracking loop in the deep integration.
The test results illustrate the correctness and effectiveness of the parameter design
method proposed in the paper. Since each parameter is set according to its physical
meaning in the paper, the empirical and tentative trials in the parameter opti-
mization process are avoided.
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noise
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1 Introduction

In the GNSS/INS deep integration architecture, the inertial navigation system
(INS) provides Doppler aiding information for GNSS receiver tracking loops,
which substantially improve receiver’s tracking and navigation performance.
Therefore, GNSS/INS deep integration technology has been widely used under
various challenging environments, such as high dynamics, weak signals and
anti-interference.

For conventional carrier phase tracking loops, parameters including loop order,
bandwidth and coherent integration time need to be designed. In conventional
receivers without INS aiding, the effects of noise performance and dynamic
response should be taken into consideration in the tracking loop design [1]. While
in the deep integration architecture, the INS aiding guarantees the dynamic response
of the tracking loop, but brings about the INS aiding error which influences the loop
tracking performance and should be considered consequently [2]. For a KF-based
tracking loop, measurement noise covariance matrix R, state-driven noise covari-
ance matrix Q and state estimation error covariance matrix P should be designed.
The parameter design method of KF-based tracking loop without INS aiding has
been widely investigated. In Won [3], the measurement noise covariance R was set
according to the real time estimates of carrier-to-noise ratio (C/N0), while the
state-driven noise covariance Q was chosen to make the resulting equivalent
bandwidth swing within an empirically feasible range. Thus, the tracking loop
automatically adjusted its bandwidth under different GNSS signal strengths to
maintain accurate carrier phase tracking performance. In Won [4], the structural
equivalence of conventional and KF-based tracking loop, as well as the relationship
between the loop bandwidth and the covariance matrix P, Q, R were analysed,
based on which it was proposed that the covariance matrix of KF should be set
according to the empirical or priori knowledge and the bandwidth of conventional
tracking loop. In Sun [5], the noise covariance was set according to its physical
meaning. The measurement of KF-based tracking loop was taken from the carrier
phase discriminator output. Therefore, the measurement noise covariance R should
be calculated through the formula of the discriminator output variance. Moreover, it
was analysed that the state-driven noises are comprised of the receiver oscillator
noise and line-of-sight (LOS) dynamic change. The characteristic of the receiver
oscillator noise was determined by the oscillator type, while the LOS dynamic
change was caused by the motion of both satellites and receiver. With the
assumption that the receiver was static, the corresponding state-driven noise vari-
ance was set by calculating the maximum acceleration of the satellite motion in the
LOS direction.

In GNSS/INS deep integration architecture, the signal tracking loop only needs
to track the residual dynamics because of the INS aiding. Therefore, the KF-based
tracking loops need to adjust its noise covariance parameters to maintain the best
tracking performance. However, the parameter design method of KF-based tracking
loop in the deep integration architecture was not given in details in many works.
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Based on previous research, we analyse the effects of INS aiding on the state-driven
and measurement noises of KF-based tracking loop. Moreover, a parameter design
method of a second-order KF carrier phase tracking loop in the deep integration
architecture according to inertial sensor errors and receiver oscillator errors is
proposed and verified through simulation tests.

2 Model of KF-Based Carrier Phase Tracking Loop

In conventional GNSS receivers without INS aiding, the state vector of a 2nd order
KF-based carrier phase tracking loop is comprised of the carrier phase error
between the incoming and local signals xu in unit of radian, and the carrier Doppler
frequency of the incoming signal xx in unit of rad/s. The system measurement is the
carrier phase discriminator output Dukþ 1 in unit of radian. The state transition
equation and the measurement equation are expressed as:

xu
xx

� �
kþ 1

¼ 1 T
0 1

� �
xu
xx

� �
k
� T

0

� �
wNCO;k þ 1 0 0

0 1 1

� � wb

wd

wa

2
4

3
5

Dukþ 1 ¼ 1 T=2½ � xu
xx

� �
k
� T

2 wNCO;k þ vkþ 1

8>>>><
>>>>:

ð1Þ

where T is the coherent integration time in unit of second, wNCO;k is the carrier
Doppler frequency of local signal in unit of rad/s, vkþ 1 is the system measurement
noise. wb is the driven white noise of the receiver oscillator clock error with power
spectra density (PSD) qb in unit of (rad/s)2/Hz. wd is the driven white noise of the
receiver oscillator clock drift with PSD qd in unit of (rad/s2)2/Hz. wa is the driven
white noise of the LOS velocity random walk with PSD qb in unit of (rad/s)2/Hz.
The state-driven noise covariance matrix can be expressed as:

Q ¼ qb
T 0
0 0

� �
þ qd

T3

3
T2

2
T2

2 T

" #
þ qa

T3

3
T2

2
T2

2 T

" #
ð2Þ

In a conventional receiver, a KF-based tracking loop needs to track all the signal
dynamic changes caused by the motion of satellite and receiver, and the oscillator
errors. While in the deep integration architecture, the majority dynamics of the
receiver is tracked by INS. Combined with the estimate of the satellite dynamics
through the ephemeris data, the INS aiding information to the GNSS tracking loop
already includes the relative motion between the satellite and the receiver in the
LOS direction. Moreover, the receiver oscillator errors can be estimated by PVT
algorithm or loosely-coupled algorithm. Therefore, the signal tracking loop only
needs to track the residual LOS relative motion and residual oscillator errors. In
other words, the tracking loop works in the quasi-static mode due to the INS aiding,
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which means that the noise covariance parameters of KF-based tracking loop
should be re-designed.

3 Parameters Design Method of KF-Based Carrier Phase
Tracking Loop in Deep Integration Architecture

In the deep integration architecture, the measurement of KF-based tracking loop is
still the carrier phase discriminator output. Therefore, the measurement noise
variance R is set in the same way as in the conventional receiver, i.e. through the
formula of the discriminator output variance as expressed in the following [3, 6]:

R ¼ 1
2T � C=N0

1þ 1
2T � C=N0

� �
ðrad2Þ ð3Þ

where C=N0 ¼ 10cn0=10. cn0 is the carrier to noise ratio in unit of dB-Hz.
The driven noise characteristics of receiver oscillator errors are determined by

the oscillator type itself. Although the oscillator errors can be estimated by PVT
algorithm and loosely-coupled algorithm and are compensated to the INS aiding
information, the stochastic characteristics of the oscillator errors do not change,
neither does the design method of the oscillator driven noise variance. Given the
oscillator H parameters, the clock noise spectra densities are given by [7]:

qb ¼ h0=2 ð4Þ

qd ¼ 2p2h�2 ð5Þ

In the deep integration architecture, wa denotes the driven noise of the residual
dynamics in the LOS direction caused by the calculation error of INS mecha-
nization and ephemeris data. In [8] the accuracy of the satellite position and velocity
solutions derived from broadcast ephemeris was assessed with the solutions derived
from precise ephemeris taken as the reference true value. The results showed that
the satellite position error of broadcast ephemeris was within 2 m, and the satellite
velocity error was within 1 mm/s. In the GNSS/INS deep integration architecture,
INS mechanization results are corrected by GNSS single point positioning
(SPP) measurements through loosely-coupled integration. Therefore, the long-term
accuracy of INS mechanization in the deep integration architecture depends on the
accuracy of GNSS measurements. In general, the GNSS position error is at the
meters level, and the velocity error at the centimeters or decimeters level. The
meter-level position error has very little effect on the calculation of LOS unit vector,
while the GNSS receiver velocity error is obviously much larger than the satellite
velocity error. Therefore, compared to the INS mechanization error, the calculation
error of broadcast ephemeris can be neglected.
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Since wa is a driven noise at the Doppler rate (acceleration) level, it can be
assumed that the INS mechanization error comes from the inertial sensor errors,
which will be discussed in the following subsections.

3.1 Sensor Errors of Gyroscope

The white noise and bias instability in the gyroscope output cause the calculation
error of attitude update in the INS mechanization, which results in inaccurate
gravity compensation and the consequent horizontal acceleration errors, velocity
and position update errors as well. In the deep integration architecture, INS
mechanization is periodically corrected by GNSS measurements and the systematic
part of the inertial sensor errors are compensated as well. Therefore, it’s necessary
to assess the gravity compensation error in horizontal acceleration caused by the
gyroscope white noise and bias instability during consecutive two GNSS
corrections.

It is assumed that the PSD of gyroscope white noise is Pwg in unit of ðdeg= ffiffiffi
h

p Þ2.
The bias instability is modeled as a 1st order Guassian-Markov process with root
mean square rbg in unit of deg/h. The gravity compensation error caused by the
gyroscope white noise during GNSS correction period T (unit: s) is approximated
as:

Dawg ¼
ffiffiffiffiffiffiffi
Pwg

p �
ffiffiffiffi
T

p
� g ð6Þ

where g is the gravitational acceleration which is taken as 9.8 m/s2 in the paper. The
gravity compensation error caused by the gyroscope bias instability is approximated
as:

Dabg ¼ rbg � T � g ð7Þ

The MEMS grade MTi-G and tactical grade FSAS are taken as example in the
later analyses, and the corresponding inertial sensor errors are summarized in
Table 1. Generally the longest GNSS correction period T is one second. For FSAS
the maximum acceleration error caused by the gyroscope bias instability and white

Table 1 Parameters of typical IMU sensor errors

Gyroscope Accelerometer

MTi-G (MEMS grade) Bias instability: 100 deg/h Bias instability: 2000 mGal

White noise: 3 �=
ffiffiffi
h

p
White noise: 0:12 m/s/

ffiffiffi
h

p

FSAS (tactical grade) Bias instability: 0.1 deg/h Bias instability: 1000 mGal

White noise: 0:1 �=
ffiffiffi
h

p
White noise: 0:03 m/s/

ffiffiffi
h

p
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noise is 4:75� 10�6 and 2:85� 10�4 m/s2, respectively. Compared to the standard
deviation (STD) of the accelerometer bias instability 0.01 m/s2, it can be concluded
that the acceleration error caused by FSAS gyroscopes during one second is much
smaller than that caused by accelerometer bias instability. For MTi-G the maximum
acceleration error caused by the gyroscope bias instability and white noise is
4:75� 10�3 and 8:55� 10�3 m/s2, respectively. Compared to the STD of the
accelerometer bias instability 0.02 m/s2, the same conclusion can be drawn that the
acceleration error caused by MTi-G gyroscopes can be neglected.

Based on the analyses above, it can be seen that during one second GNSS
correction period, the acceleration error caused by the gyroscopes in the MEMS and
tactical grade INS can be neglected compared to that caused by the accelerometers.
Moreover, shorter GNSS correction period leads to smaller acceleration error
caused by gyroscopes. But the acceleration error caused by accelerometers remains
the same. Therefore, the sensor errors of gyroscope is not considered in the paper
when setting the noise variance of wa.

3.2 White Noise of Accelerometer

In general, a triad of accelerometers in an inertial measurement unit (IMU) share the
same model and white noise characteristics. Since the accelerometer output is in the
body frame, it should be transformed into the ECEF frame and then projected onto
the LOS direction to obtain the white noise variance of the triad of accelerometers
for one GNSS receiver channel. The white noise covariance matrix of the triad of
accelerometers in the body frame can be expressed as:

Pb ¼ E ~wacc~w
T
acc

� � ¼ r2 0 0
0 r2 0
0 0 r2

2
4

3
5 ð8Þ

where ~wacc is the white noise vector of the triad of accelerometers, r2 is the white
noise variance of one accelerometer. Therefore, the white noise covariance matrix
of the triad of accelerometers in the ECEF frame can be expressed as:

Pe ¼ Ce
bPbC

b
e ¼ Ce

nC
n
b

r2 0 0
0 r2 0
0 0 r2

2
4

3
5ðCe

nC
n
bÞT ð9Þ

where Ce
b, C

e
n, C

n
b are all coordinate frame transformation matrices. b denotes the

body frame, e denotes the ECEF frame, and n denotes the local level frame.
Assuming that~u (1 * 3 dimensions) is the LOS unit vector for one GNSS tracking
channel, the white noise variance value of the triad of accelerometers in the LOS
direction can be expressed as:
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r2LOS ¼~uPe~u
T ð10Þ

3.3 Bias Instability of Accelerometer

The bias instability discussed here in the paper refers to the residual part after the
error compensation of accelerometers. It can be seen from the estimation error
covariance matrix P that each accelerometer has a different estimation error vari-
ance of bias instability. Therefore, it’s necessary to take coordinate frame trans-
formation and LOS projection to obtain the final noise variance for one signal
tracking loop.

The bias instability is usually modelled as a 1st order Gaussian-Markov process,
while the state-driven noise of a KF is required to be a Gaussian white noise. To
deal with the residual bias instability the following three approaches are considered:

(1) The residual bias instability is simplified as a state-driven white noise, and its
variance in the body frame is directly taken from the corresponding elements of
P matrix representing the bias instability estimation error variance. Referring to
the expressions (8–10), the subsequent coordinate frame transformation and
LOS projection is given by:

r2b;LOS ¼~uCe
nC

n
b

r2x 0 0
0 r2y 0
0 0 r2z

2
4

3
5ðCe

nC
n
bÞT~uT ð11Þ

where rx, ry and rz are the STDs of bias instability estimation errors from P
matrix.

(2) The residual bias instability is added to the KF-based tracking loop model as an
external input. However, the real value of the residual bias instability is not
available, since P matrix only gives its variance. Therefore, this approach is
unfeasible.

(3) The residual instability is modelled as a 1st order Gaussian-Markov process and
is estimated as a state of KF-based tracking loop. In this case, the 2nd order KF
is extended to a 3rd order filter. Obviously it increases the complexity of each
tracking loop. Moreover, the residual bias instability is estimated by KF only
using the measurements from each channel itself, which undermines its esti-
mation accuracy.

Therefore, the first approach is taken to deal with the residual instability in the
paper. Based on the analyses of this section, it can be concluded that the mea-
surement noise variance and the driven noise variances of receiver oscillator errors
do not change in the deep integration architecture. During one second GNSS
correction period, the calculation errors of ephemeris data and the sensor errors of
gyroscopes can be neglected. The state-driven noise wa mainly consists of the white
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noise and bias instability of accelerometers. Since these two sensor noises are
independent and uncorrelated, the variance of wa should be the geometric sum-
mation of the variances of the accelerometer white noise and bias instability.

4 Simulation Test Results

The GPS and IMU data used in the simulation tests are generated by the hardware
simulator from US Corporation NavLabs and are collected by the hardware receiver
platform developed by GNSS Research Center of Wuhan University. The data are
stored in a binary file for post-processing through a deep integration software
receiver. The receiver remains static at the beginning and then experiences several
low dynamic motions, including accelerations, decelerations and turns.

The deep integration architectures based on 2nd order conventional and
KF-based tracking loops are tested in the paper. The IMU adopted is FSAS of
tactical grade. The coherent integration time of carrier phase tracking loop, the
period of GNSS PVT algorithm and the update period of loosely-coupled inte-
gration are all set as 10 ms. The receiver oscillator type is OCXO. The noise
variances in Q and R matrices of KF-based tracking loop are set according to the
parameter design method proposed in the paper. Then according to [7] the equiv-
alent bandwidth of KF is calculated as 6 Hz. Based on the analyses in [9], the
optimal bandwidth of a FSAS-aided second order conventional carrier phase
tracking loop at the 40 dB-Hz carrier-to-noise ratio and 1 g dynamic is within
3–5 Hz. And 5 Hz is chosen here in the paper for the conventional tracking loop.

Figure 1 demonstrats the carrier phase discriminator outputs and Doppler fre-
quency error of one tracking channel (PRN 3). It can be seen that the discriminator
outputs and Doppler frequency errors of KF-based tracking loop and conventional
tracking loop are almost the same, which shows that the two tracking loops share
the comparable carrier phase and Doppler frequency tracking performance in the
deep integration architecture.

Figures 2 and 3 demonstrates the position and velocity errors of the receiver
PVT algorithm. Obviously the deep integration architectures with KF-based and
conventional tracking loops share the same navigation performance.

The above simulation test results clearly show that the KF-based tracking loop
which adopts the parameter design method proposed in the paper share almost the
same tracking performance with the conventional tracking loop with the opitimal
bandwidth. It is proven that the proposed method is correct and feasible in the
parameter design of INS-aided KF-based tacking loops, and is also beneficial for
conventional tracking loops choosing the optimal bandwidth in the deep integration
architecture.
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5 Conclusion

This paper analyses the differences between the 2nd order KF-based tracking loops
with or without INS aiding, and then proposes a parameter design method for KF
tracking loop in the deep integration architecture according to the inertial sensor

-5

0

5

C
ar

rie
r p

ha
se

 e
rr

or
 (d

eg
)

Carrier phase error PRN=3

 

 
KF PLL
Conv PLL

0 50 100 150 200

-0.4

-0.2

0

0.2

0.4

Time (-110540s)

D
op

pl
er

 e
rr

or
 (H

z)

Doppler Tracking error of PLL PRN=3

 

 
KF PLL
Conv PLL

Fig. 1 Carrier phase and Doppler frequency tracking errors (PRN3) of KF-based/conventional
PLL in deep integration

0 50 100 150 200
0

5

N
or

th
 (m

)

Position error of GNSS PVT

 

 
KF PLL
Conv PLL

0 50 100 150 200
2

4

6

Ea
st

 (m
)

0 50 100 150 200
-10

-5

0

U
p 

(m
)

GPS time (-110540s)

Fig. 2 PVT position error of deep integration receiver with KF-based/conventional PLL

Parameters Design Method of Kalman Filter … 941



errors and receiver oscillator errors. The simulation test results illustrate the cor-
rectness and effectiveness of the parameter design method proposed in the paper.
Since each parameter is set according to its physical meaning, the empirical and
tentative trials in the KF parameter optimization process are avoided. Moreover, the
proposed parameter design method also provides a reference for the conventional
tracking loop choosing the optimal bandwidth in the deep integration architecture
since these two types of tracking loops share the equivalent structures.
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Optimal Carrier Tracking PLL
in the Presence of Phase Noise
in GNSS Receiver

Shenhui Xue, Xinming Huang, Zengjun Liu, Xiangwei Zhu
and Guangfu Sun

Abstract Carrier tracking phase lock loop (PLL) applied extensively in GNSS
receivers and high-precision time transfer systems. The PLL is one of the important
structures for carrier phase tracking in receivers. Generally, carrier phase noise can
be degraded by local frequency references. However, this modification induces
phase jitter, so that the accuracy of carrier phase in PLL will be reduced. On this
basis, the characteristic of phase noise in carrier tracking is analyzed under the
classic power law model and the variance of carrier phase jitter is calculated in
the conventional second-order carrier PLL. Optimization is analyzed to obtain the
optimal design of loop bandwidth, damping factor and coherent integration time
(CIT) under the influence of phase noise in GNSS receivers. As a result, it is useful
for carrier tracking to improve the performance of carrier PLL in the presence of
phase noise and to reduce the variance of carrier phase jitter.

Keywords Phase noise � Power law model � PLL � Loop bandwidth � Damping
factor � Coherent integration time

1 Introduction

The process of carrier phase tracking is vulnerable to the phase noise of local
frequency references, resulting in phase jitter and tracking error of carrier phase,
even loss of lock for input signal. In most consumer-grade GNSS receivers, fre-
quency references often do not satisfy the requirement of very high frequency
stability and may become the main source of phase noise. Thus the PLL in GNSS
receivers must be optimized for the performance of local frequency references.
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So far, the traditional analysis of PLL has been in the frequency domain and it
has developed a general method which is deriving the PLL transfer function
including discriminator, loop filter and numerically controlled oscillator (NCO),
and obtaining the output power spectrum of phase noise. In [1], calculations of
variance of phase jitter induced by phase noise are performed based on digital PLL,
and the relationship between phase jitter and the combination of loop bandwidth
and coherent integration time is given. However, there are not any optimal loop
parameters for PLL design. Reference [2] analyses the mathematical model of phase
noise and gives the variance of phase jitter induced by propagation for received
signals. However, the phase noise induced by local frequency references is not
taken into account. In [3], local oscillator is introduced into noise sources and the
transfer function of digital PLL is derived under discrete model. Though the work
of [3] gives analysis of carrier phase jitter and optimization of loop parameters, it
has ignored the influence of flicker frequency noise in the model.

The work of this paper is to introduce the characteristic of phase noise, which
includes flicker frequency noise, induced by local frequency references, and to
explain the influence on second-order carrier tracking PLL under power law model
and give the optimization method for stationary GNSS receiver. Furthermore, the
optimization is introduced in the presence of phase noise and thermal noise in
second-order PLL and the optimal parameters of designing PLL are given for
reducing the tracking carrier phase jitter.

2 Carrier Tracking Phase Lock Loop

2.1 Modeling of Phase Noise

2.1.1 Definition of Phase Noise

The frequency stability of local oscillator refers to the changes of frequency
accuracy within a certain time interval, reflecting its ability to maintain a constant
frequency [4]. Usually short term frequency stability refers to frequency or phase
changes within the time interval in seconds and the frequency accuracy fluctuation
generated by them. One of the random fluctuations is mainly caused by the internal
noise of frequency reference, random in nature, characterized and processed by
mathematical statistic methods. This frequency random fluctuation is defined as
phase noise [4].

Without the effect of random amplitude fluctuation in practical, the output of
oscillators can be expressed as

VðtÞ ¼ V0 sin 2pm0tþu tð Þ½ � ð1Þ
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where V0 and m0 are the nominal amplitude and frequency, u tð Þ is randomized
phase generated by the internal noise modulation (PM or FM) in frequency refer-
ences, which is phase noise [5].

2.1.2 Description in Frequency Domain—Power Law Model

Phase noise is characterized by various kinds of power spectrum in frequency
domain. The relative frequency spectral density Sy(f) is defined as the mean square
value of relative frequency fluctuation, at f deviated from the center frequency
within unit bandwidth, whose unit is Hz−1 [5].

Considering phase noise is non-stationary process, the most widely used
description is the power law model. This model assumes that the relative frequency
spectral density can be taken as a sum of series of frequency items with different
integer exponent [6], that is Syðf Þ ¼

P2
a¼�2 haf

a, fl\f\fh, where fh is the effective
noise bandwidth, ha is the noise factor. Table 1 lists the noise factor reference
values of several common oscillators.

In practice phase noise mainly consists of five independent common noise which
is shown as follows

Sy fð Þ ¼ h2f
2 þ h1f

1 þ h0f
0 þ h�1f

�1 þ h�2f
�2 ð2Þ

Here in the Eq. (2) index h are white phase noise ða ¼ 2Þ, flicker phase noise
ða ¼ 1Þ, white frequency noise ða ¼ 0Þ, flicker frequency noise ða ¼ �1Þ and
random walk frequency noise ða ¼ �2Þ. The phase spectral density of flicker phase
noise and white phase noise is relatively lower than the others, which has less
impact on phase jitter [1], so they are negligible and this paper mainly considers
random walk frequency noise, flicker frequency noise and white frequency noise.

Since the phase spectral density Su(f) is associated with Sy(f), it can be shown as

Su fð Þ ¼ m20
f 2

Sy fð Þ ¼ m20
f 2

X2
a¼�2

haf
a; fl\f\fh ð3Þ

where m0 is the center frequency. Phase spectral density can also be characterized by
power law model.

Table 1 Parameters of
different clock model

Oscillator h−2 h−1 h0
TCXO 2.00 � 10−20 1.00 � 10−20 1.00 � 10−21

OCXO 2.51 � 10−22 2.51 � 10−23 2.51 � 10−26

Ru 1.30 � 10−26 1.00 � 10−22 1.00 � 10−23

Cs 4.00 � 10−29 7.00 � 10−23 2.00 � 10−20
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2.1.3 Description in Time Domain—Allan Deviation

Phase noise is characterized by all kinds of phase jitter deviation in time domain.
One of the most commonly used models is Allan deviation. Because the practical
relative instantaneous frequency deviation cannot be achieved in actual measure-
ment, smoothing time is considered instead. What Allan deviation describes is the
fluctuation of adjacent frequency difference. Its convergence solves the problems of
divergence and characterization uncertainty for standard deviation [4].

Description of phase noise in frequency and time domain can be converted to
both sides. When the relative frequency spectral density is known, Allan deviation
can be expressed as

r2y sð Þ ¼
Z1
0

Sy fð Þ 2 sin4 pf sð Þ
pf sð Þ2 df ð4Þ

2.2 Modeling of Phase Tracking Loop

Typical carrier tracking PLL in GNSS receivers is shown in Fig. 1, which includes
mixers, accumulators, discriminator, loop filter and NCO.

Input signals of carrier tracking PLL can be expressed as [3]

r k½ � ¼
ffiffiffi
2

p
c k½ �d k½ � sin 2pfkTs þ h k½ � þw k½ �ð Þþ n k½ � ð5Þ

where k is the index, Ts is the sampling period, c½k� is the spreading code sequence,
d½k� is data, h½k� is the phase error due to satellite Doppler and Doppler shift, w½k� is
the phase error due to local oscillators.

After correlated with local replica code, and mixing of input signal with local
in-phase and quadrature signals, output signals can be represented as [1]

ISum & Dump

Discriminator

Sum & Dump

Loop Filter

NCO

r[k]

cos

sinCode NCO
Q

Fig. 1 Block diagram of GNSS PLL
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I k½ � ¼ d k½ �R s k½ �ð Þ sin c dx k½ �Tcoh
2

� �
cos dhþ ni k½ � ð6Þ

Q k½ � ¼ d k½ �R s k½ �ð Þ sin c dx k½ �Tcoh
2

� �
sin dhþ nq k½ � ð7Þ

where Rðs½k�Þ is the autocorrelation function of spreading code, dx½k� is carrier
frequency error, Tcoh is coherent integration time, dh is phase tracking error and n½k�
is zero-mean Gaussian white noise. Without considering the effect of code phase
error and frequency error, Rðs½k�Þ sin cðdx½k�Tcoh=2Þ � 1. Signals of I and Q
channel are input to discriminator for phase detection. The arctangent discriminator
is mostly used which has the maximum linear phase range.

The equivalent linear model of PLL under the steady-state is shown in Fig. 2 [9].

Gain of discriminator KD = 1 is normalized. hi is the input phase. bh is estimation of
carrier phase, so that the estimation of phase error is expressed as

dh ¼ hi � bh ¼ duþ nh ð8Þ

where dh is phase tracking error, du is phase noise introduced by local oscillators.
nh is thermal noise. These two uncorrelated noise can be analyzed independently for
linear loop model. Using the loop transfer function, further analysis of phase noise
can be made.

3 Effects of Phase Noise on PLL

3.1 Theoretical Analysis

3.1.1 Transfer Function of Phase Lock Loop

From linear model of the loop, closed-loop transfer function and transfer function
between phase tracking error and phase noise and thermal noise are given as
follows for second-order PLL.

H xð Þ ¼ x2
n þ ja2xnx

x2
n � x2 þ ja2xnx

ð9Þ

Fig. 2 Linearized PLL
model
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Error transfer function is expressed as

He xð Þ ¼ 1� H xð Þ ¼ x2

x2 � x2
n � ja2xnx

ð10Þ

The relationship between a2 and second-order loop damping factor n is a2 ¼ 2n.
Thus a2 is the same as damping factor. xn is the nature frequency of second-order
PLL, and is associated with loop noise bandwidth as [10]

BL ¼ 1þ a22
4a2

xn ð11Þ

3.1.2 Tracking Loop Error

Effect on PLL phase tracking error can be analysed by phase jitter. Relationship
between variance of phase jitter and output phase spectral density is expressed as

r2u ¼ 1
2p

Z1
0

Suo
xð Þdx ð12Þ

Using power law model of phase noise, phase spectral density can also be
expressed as

Su xð Þ ¼ 2pm0ð Þ2
x2 Sy xð Þ; 0\x\xh ð13Þ

Variance of phase jitter induced by phase noise goes as [11]

r2u ¼ 2pf 20

Z2pfh
0

4p2h�2

x4 þ 2ph�1

x3 þ h0
x2 þ h1

2px
þ h2

4p2

� �

� x4

x4 þ a22 � 2
� �

xxn þx4
n

dx ð14Þ

where f0 is the center frequency, fh is the effective noise bandwidth given by
fh = 1/2Tcoh [12]. Expressions between phase jitter and loop bandwidth can be
inferred with Eq. (12).
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3.2 Numerical Analysis

GPS L1 signal is adopted for theoretical and numerical analysis. Carrier frequency
is 1575.42 MHz and reference values of noise factors under power law model are
given in Table 1.

3.2.1 Loop Phase Jitter

For second-order PLL, temperature compensated crystal oscillator (TCXO) in
Table 1 is used. Factor a2 ranges from 0.2 to 4 with an interval of 0.1. The cor-
responding damping factor ranges from 0.1 to 2. Loop noise bandwidth BL ranges
from 3 to 50 Hz with an interval of 1 Hz. Output phase jitter caused by phase noise
is shown in Fig. 3.

From Eq. (16), phase jitter is related with loop noise bandwidth, loop filter and
coherent integration time. From Fig. 3, phase noise has great impact on PLL phase
jitter. It is likely to cause lost lock of the loop when bad loop parameters are
selected. Hence, it is necessary to find out the effect for different loop parameters.

3.2.2 Effect of Loop Parameters

Effect of loop noise bandwidth Four kinds of frequency reference in Table 1 are
analysed respectively. a2 is set to a common value of 1.414 [10] and coherent
integration time is 10 ms. Curves of phase jitter versus loop noise bandwidth are
shown in Fig. 4.
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The curves show that, for different oscillators, phase jitter decreases with loop
noise bandwidth. Therefore, it is a useful way of increasing loop noise bandwidth to
reduce phase jitter induced by phase noise.

Effect of damping factor From Fig. 3 it can be seen that phase jitter is related
with damping factor. Under the condition of noise bandwidth 10 Hz and coherent
integration time 10 ms, relationship between phase jitter and damping factor is
shown in Fig. 5.

Parameter a2 is associated with loop noise bandwidth. It can be seen from Fig. 5
that for different frequency references, damping factor is 0.5 when output phase
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jitter achieves the minimum and a2 = 1 corresponds to the smallest loop noise
bandwidth. Therefore it is the best value of n without dynamic stress of PLL.

Effect of coherent integration time Coherent integration time is very important
in design of PLL. From Sect. 2.1.3, Allan deviation and relative frequency spectral
density can be converted between time and frequency domain, which shows how
the integral factor sin4ðpf sÞ=ðpf sÞ2 affects Allan deviation in time domain. It varies
as sin c function with the change of time. Figure 6 shows the curves of phase jitter
versus coherent integration time.

It shows that longer CIT results in better noise filtering with smaller passband
bandwidth of integral filter. But for phase noise, Fig. 6 shows that in the case of
small noise bandwidth, phase jitter will fluctuate with the change of CIT. Thus,
coherent integration time should be set to a higher value and dodge these values
which make phase jitter significantly increased.

4 Optimization of Phase Lock Loop

4.1 Loop Tracking Error in the Presence
of Phase Noise and Thermal Noise

It is inevitable to consider the effects of thermal noise in receivers. Optimization of
PLL in the case of phase noise and thermal noise is also necessary because char-
acteristics of thermal noise and phase noise are different. Phase jitter variance
induced by thermal noise gives as [10]
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r2n ¼
BL

C=N0
1þ 1

2Tcoh � C=N0

� �
ð15Þ

where C/N0 is the carrier to noise ratio (CNR) for input signals, BL is loop noise
bandwidth, Tcoh is coherent integration time. Figure 7 shows the thermal
noise-induced phase jitter versus CNR and loop noise bandwidth.

In contrast with Fig. 3, for thermal noise, phase jitter decreases with CNR.
However, loop noise bandwidth controls the noise energy getting into PLL. Phase
jitter induced by thermal noise increases with loop noise bandwidth. This runs
totally contrary to the phase jitter induced by phase noise. Therefore, it is important
to find the optimal value.

In the presence of phase noise and thermal noise, output phase jitter variance can
be expressed as

r2u ¼ 2pf 20

Z2pfh
0

4p2h�2

x4 þ 2ph�1

x3 þ h0
x2 þ h1

2px
þ h2

4p2

� �
� x4

x4 þ a22 � 2
� �

xxn þx4
n

dx

þ BL

C=N0
1þ 1

2Tcoh � C=N0

� �
ð16Þ

The total phase jitter is shown in Fig. 8. From the diagram, it can be inferred that
higher CNR results in lower noise power and smaller phase jitter. However, in the
case of narrow noise bandwidth, thermal noise can be rejected so that phase jitter is
mainly caused by phase noise, and no longer decreased with CNR rapidly.

Fig. 7 Phase jitter induced
by thermal noise
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Total phase jitter is not always monotonous with loop noise bandwidth, but
associated with CNR of input signal. Thus further optimization of loop parameters
in the presence of phase noise and thermal noise can be made to reduce the tracking
error of PLL.

4.2 Optimal Loop Parameters

In light of total phase jitter variance, phase jitter is mainly related with CNR, loop
noise bandwidth, damping factor and coherent integration time, which can be
further optimized respectively.

4.2.1 Optimal Loop Noise Bandwidth

Curves of total phase jitter with noise bandwidth are shown in Figs. 8 and 9 under
the condition of different CNR. When CNR is low, output phase jitter decreases
firstly and then increases with noise bandwidth. Theoretically there is an optimal
noise bandwidth minimizing output phase jitter, and the optimal value increases
with CNR. When CNR is high, phase jitter decreases monotonically with noise
bandwidth.

From Sect. 4.1, phase jitter caused by phase noise and thermal noise changes
oppositely with loop noise bandwidth. When CNR is low, thermal noise power is
strong and has obvious effect on phase jitter. So the optimal noise bandwidth can be
found which gets the minimum phase jitter. At the same time, the optimal noise
bandwidth value increases with CNR.

Fig. 8 Phase jitter induced
by phase noise and thermal
noise
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4.2.2 Optimal Damping Factor

From Sect. 3.2.2, there is the best value of damping factor in the case of phase
noise. Since phase jitter caused by thermal noise has no direct relationship with
damping factor, taking thermal noise into account does not affect the optimal value
of damping factor. Figure 10 shows that the optimal damping factor does not
change with coherent integration time at different CNRs.
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4.2.3 Optimal Coherent Integration Time

In Sect. 3.2.2 phase jitter does not change monotonically with CIT but fluctuates in
the case of phase noise. Figure 11 shows the output phase jitter curves with CIT at
30 dB Hz CNR when thermal noise is introduced.

The diagram shows that given small noise bandwidth, phase jitter, mainly caused
by phase noise, still has fluctuation with the change of CIT. Under the condition of
large noise bandwidth, phase jitter is increased with the decrease of CIT, where
phase jitter is mainly caused by thermal noise and extending integration time is
good for noise filtering.

Influences of CNR on CIT mainly reflect on the phase jitter caused by thermal
noise. When CNR is low, thermal noise power dominates so that phase jitter
decreases with CIT increasing. When CNR is high, phase jitter caused by phase
noise dominates and total phase jitter will be shown as Fig. 6.

In all, CIT should be as big as possible to reduce the impact of noise. However,
under the condition of low CNR, the choice of CIT should avoid some peak values
of phase jitter fluctuation.

5 Conclusion

This paper analyzes the second-order carrier tracking PLL under the influence of
phase noise, deduces phase jitter variance caused by phase noise of frequency
references including flicker frequency noise. Furthermore, performance of
second-order PLL is examined through theoretical and numerical analysis in the
presence of phase noise and thermal noise. The results are given as follows:

Fig. 11 Phase jitter
depended on CIT and BL
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(1) Large loop noise bandwidth is the optimal since it has good effect on sup-
pression of phase noise. In the case of low CNR, there is an optimum loop noise
bandwidth which increases with CNR.

(2) The optimum value of damping factor is n ¼ 0:5 in the presence of phase noise
and thermal noise. Only in this way the PLL can be optimized.

(3) Long coherent integration time is an optimal for phase noise rejection. Under
the condition of low CNR, choice of time value should be careful to avoid some
peak values of phase jitter fluctuation.
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A GNSS Spoofing Detection Technique
Based on Signal Spatial Correlation

Zhenglin Geng, Junwei Nie, Zhibin Xiao, Xiangwei Zhu
and Feixue Wang

Abstract The gain of a GNSS receiving antenna is a function of signal arrival
angle which consists of azimuth and elevation. Thus, the antenna direction
changing would make impact on the gain of the received signals, which would be
reflected on the signal CNR estimated results. Since the spoofing signals are gen-
erally transmitted from a single source, they always have the same arrival angles.
Therefore, the CNR variations of spoofing signals have high correlativity as the
receiving antenna direction changing, which could be used to differentiate the
authentic and spoofing signals. In this paper, the influence of receiving antenna
direction changing on CNR estimations for authentic signals and spoofing signals is
analyzed, and the relativity of CNR variations is studied to differentiate the
authentic signals and the spoofing signals. Furthermore, the effectiveness of
the spoofing detection technique is verified by a series of experiments, in which the
CNR estimations with a rotating antenna are monitored and utilized to distinguish
the spoofing signals.

Keywords GNSS � Spoofing detection � Spatial correlation

1 Introduction

GNSS signals are vulnerable to the jamming and spoofing signals [1]. A spoofing
attack is more menacing than jamming since the target receiver is not aware of the
threat. Several anti-spoofing techniques have been proposed in the open literature
recently. Such as amplitude discrimination, time of arrival (TOA) discrimination,
consistency of navigation inertial measurement unit (IMU) cross check, polarization
discrimination, angle of arrival (AOA) discrimination, cryptographic authentication
[2, 3] and AGC monitoring [4].
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Moreover, a spoofing detection technique that comparing the theoretical phase
differences and the practical phase differences observed by two fixed GNSS
antennas in order to discriminate the spoofing threat is proposed [5, 6]. However,
this technique needs to know the orientation of the antenna array and the azimuth
and elevation of each satellite, and it takes a long time (about 1 h) to discriminate
against the spoofing signals.

In order to present a credible navigation solution to the receiver, a spoofer is
required to transmit at least 4 GNSS signals simultaneously. However, utilizing a
set of spoofers to transmit each different GNSS signal separately is not deemed
practical [6], as different spoofing transmitters should be synchronized precisely.
Generally, it is assumed that the spoofing signals are transmitted from a single
source. Figure 1 shows the signal receiving scenario.

Based on the assuming, a synthetic array spoofing discrimination method [7]
based on signal amplitude spatial relativity is proposed. This method requires
receiver to move a long distance to construct a synthetic array, so, the signal
amplitude could have a detectable variety.

In this paper, a spoofing detection technique based on signal spatial correlation is
proposed, which could avoid the receiver to move a long distance by utilizing the
gain directivity of the receiving antenna.

2 Signal Receiving Model

Considering the GPS L1 C/A code, the received signal subjected to a spoofing
attack can be modeled as,

receiver
spoofer

Fig. 1 The signal receiving scenario
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r tð Þ ¼
XNa

m¼1

GR hm;/mð Þ ffiffiffiffiffiffi
pam

p
Fa
m tð Þþ

XNs

q¼1

GR hq;/q

� � ffiffiffiffiffi
psq

q
Fs
q tð Þþ g tð Þ ð1Þ

where,

Fa
m tð Þ ¼ dam t � sam

� �
cam t � sam
� �

ej/
a
m þ j2pf amst ð2Þ

Fs
q tð Þ ¼ dsq t � ssq

� �
csq t � ssq

� �
ej/

s
q þ j2pf sq t ð3Þ

where t is time, Na and Ns is the number of authentic signals and spoofing signals
respectively. /, f and s are the phase, Doppler frequency and code delay of the
received signals respectively. p is the receiving signal power on the antenna
aperture, the superscripts a and s represent the authentic and spoofing signals, and
the subscripts m and q represent the m�th authentic and q�th spoofing signal
respectively. g tð Þ is the complex additive white Gaussian noise with variance r2.

In this model, d tð Þ and c tð Þ represent the navigation data bits and the PRN code.
Considering the directivity of antenna gain, GR hm;/mð Þ represents the gain on the
direction of azimuth angle /m, elevation angle hm, and GR hq;/q

� �
represents the

gain on the direction of azimuth angle /q and elevation angle hq. As the different
distributions of satellites, authentic signals have different azimuth angles /m and
elevation angles hm, namely, hm 6¼ hn, /m 6¼ /n, m; n 2 Ja;m 6¼ n, thus, their gains
GR hm;/mð Þ are different generally. However, the azimuth angle /q and elevation
angle hq of the spoofing signals are the same, namely, hp ¼ hq, /p ¼ /q,
p; q 2 Js; p 6¼ q, so the gains of spoofing signals GR hq;/q

� �
are all the same, where

Ja and Js are the sets of authentic and spoofing signals.
According to the Friis formula [8]

PR ¼ PT
GTGRk

2

4pDð Þ2 ð4Þ

where PR is the received signal power, PT is the transmitted power, GT and GR

represent the gains of transmitting antenna and receiving antenna, respectively. k is
the wave length, D is the propagation distance from the transmitting antenna to the
receiving antenna. Then, the signal power on the receiving antenna aperture could
be expressed as Eq. (5).

p ¼ PT
GTk

2

4pDð Þ2 ð5Þ

When the receiving antenna rotates only, PT and GT nearly remain unchanged in a
period of time, and the changes of k and D are relatively slow. So, the p in Eq. (5)
could be regarded as a constant. And the CNR could be calculated as,
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CNR ¼ PR

N0
¼ GR h;/ð Þp

N0
ð6Þ

where N0 is the noise power spectrum density, and GR h;/ð Þ is the antenna gain on
the direction of azimuth angle / and elevation angle h. Here, the superscript and
subscript of p, / and h are omitted.

It is obvious that a signal’s AOA determines the gain of the receiving antenna for
the signal, further, the CNR is determined. So, the antenna direction change would
result in the variation of the AOA and CNR.

For the spoofing signals, the AOAs change uniformly, so the CNR variation
trends of spoofing signals are approximately the same, but the CNRs of the
authentic signals vary respectively because the authentic signals have different
AOAs. Consequently, the spoofing signals could be detected according to the
correlation coefficients of CNR variations.

For a typical GNSS receiving antenna, the difference in antenna gain at high and
low elevation angles is approximately 8 dB [9], and the CNR difference is 8 dB
correspondingly. It determines the CNR variation range while receiving antenna
rotates. Figure 2 shows the gain pattern of the microstrip antenna in use.
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Fig. 2 Gain pattern of the microstrip antenna in use
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Assume that the receiving antenna rotates randomly, Ts represents the time
interval, the arrival angles of the m�th authentic and the q�th spoofing signal at

nTs could be represented as ham nTsð Þ;/a
m nTsð Þ� �

and hsq nTsð Þ;/s
q nTsð Þ

� �
respec-

tively. Ga
m and Gs

q are the gain vectors on N different directions respectively.

Ga
m ¼

GR ham Tsð Þ;/a
m Tsð Þ� �

GR ham 2Tsð Þ;/a
m 2Tsð Þ� �

..

.

GR ham nTsð Þ;/a
m nTsð Þ� �

2
6664

3
7775 ð7Þ

Gs
q ¼

GR hsq Tsð Þ;/s
q Tsð Þ

� �

GR hsq 2Tsð Þ;/s
q 2Tsð Þ

� �

..

.

GR hsq nTsð Þ;/s
q nTsð Þ

� �

2
6666664

3
7777775

ð8Þ

Correspondingly, cam nTsð Þ and csq nTsð Þ are the estimated CNR of m�th authentic
signal and q�th spoofing signal at nTs respectively. Ca

m and Cs
q are the CNR vectors

of authentic and spoofing signals on N different directions respectively.

Ca
m ¼ cam Tsð Þ; cam 2Tsð Þ; . . .; cam NTsð Þ� �T ð9Þ

Cs
q ¼ csq Tsð Þ; csq 2Tsð Þ; . . .; csq NTsð Þ

h iT
ð10Þ

where,

cam nTsð Þ ¼ PR

N0
¼ GR ham nTsð Þ;/a

m nTsð Þ� �
pam nTsð Þ

N0
ð11Þ

csq nTsð Þ ¼ PR

N0
¼

GR hsq nTsð Þ;/s
q nTsð Þ

� �
psq nTsð Þ

N0
ð12Þ

In a logarithmic way, Eqs. (9) and (10) could be expressed as

Ca
m ¼ Ga

m þ pam � N0 ð13Þ

Cs
q ¼ Gs

q þ psq � N0 ð14Þ
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where, pam, psq and N0 denotes the vectors pam Tsð Þ; pam 2Tsð Þ; . . .; pam NTsð Þ� �T ,
psq Tsð Þ; psq 2Tsð Þ; . . .; psq NTsð Þ
h iT

and N0;N0; . . .;N0½ �T in a logarithmic way,

respectively.
Generally, the authentic signals’ CNRs are between 38.5 and 46.5 dBHz [9], and

the spoofing signals’ are higher. Because the p in Eq. (5) is different for each signal,
the average of CNRs could be different for each signal, so observation Xa

m and Xs
q

are proposed to present the changes of CNRs.

Xa
m ¼ Ca

m � E Ca
m

� � ð15Þ

Xs
q ¼ Cs

q � E Cs
q

� �
ð16Þ

E �ð Þ denotes an expected value operator, as assumed before, the p and N0 could be
regarded as constants in a short period of time. Then,

E Ca
m

� � ¼ E Ga
m þ pam � N0

� � ¼ E Ga
m

� �þ pam � N0 ð17Þ

E Cs
q

� �
¼ E Gs

q þ psq � N0

� �
¼ E Gs

q

� �
þ psq � N0 ð18Þ

Bring Eqs. (13), (14), (17) and (18) into Eqs. (15) and (16),

Xa
m ¼ Ga

m � E Ga
m

� � ð19Þ

Xs
q ¼ Gs

q � E Gs
q

� �
ð20Þ

Finally, the variations of gains could be got. Herein a correlation coefficient is
utilized to measure the correlation between different PRNs. The correlation coef-
ficient between i-th and j-th signal is defined as

qij ¼
XH
i Xjffiffiffiffiffiffiffiffiffiffiffi

XH
i Xi

q ffiffiffiffiffiffiffiffiffiffiffi
XH
j Xj

q ð21Þ

where i and j indicate the index of the GNSS signals. If i ¼ j, qij ¼ 1, when i 6¼ j,
the qij decreases along with the correlation weakening between Xi and Xj, the
spoofing signals could be discriminated with correlation coefficients.

3 Spoofing Detection Technique

The proposed GNSS spoofing detection methodology process is shown in Fig. 3.
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It could be summarised as follows,

(1) The receiver tracks all received signals after signal acquisition.
(2) Estimate and record the CNRs of all the received signals while the receiving

antenna rotates. Note that the rotation rate should not be too slow, otherwise
the CNR variations would be unobvious and the gap of correlation coefficients
between authentic case and spoofing case would be too small to differentiate.

(3) Calculate the correlation coefficients of every two signals based on the
recorded CNR data.

(4) Compare the correlation coefficients with the threshold, then, classify the
signals into two groups, the spoofing group and the authentic group. However,
the spoofing signal is probably mistakenly sorted into the authentic group
when just only one spoofing signal exists, so the signals in the authentic group
need to be confirmed ulteriorly. And the receiver autonomous integrity
monitoring (RAIM) method could be used here due to its effectiveness for the
case that there is only one spoofing signal [10].

(5) Utilize the RAIM to detect the spoofing signal which is mistakenly sorted in
the authentic group.

Signal acquisition and
tracking

Waiting for 
confirmation

Calculate the Correlation
Coefficients of any two 

signals

Estimate the CNRs of all
signals

Spoofing detection
based on the correlation

coefficients

Spoofing signals

Less than 
threshold

More than
threshold

RAIM detection

Authentic signals

Fig. 3 Process of the proposed GNSS spoofing detection methodology
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4 Experimental Results

The experimental results of this single antenna spoofing detection technique are
provided in this section.

In these experiments, all the experimental measurements are based on the BDs
signals. A signal source which could receive and regenerate BDs signals are used
for spoofing generation, and a BDs receiver is fixed on a platform which could
rotate in azimuth and elevation. During the experiments, the CNRs estimated results
of authentic and spoofing signals are estimated and recorded while the platform
rotates randomly. Then, the recorded data are used for spoofing detection.

Figure 4 shows the CNR variations for different PRNs in spoofing scenario. As
evident, the signal CNR variations are highly correlated in the spoofing case.

Figure 5 shows the measured correlation coefficients of signal CNR variations
shown in Fig. 4. It is could be seen that the correlation coefficients under spoofing
scenario are all approximately to 1.

Figure 6 shows the CNR variations for different PRNs for authentic signal case.
In the authentic signal case shown in Fig. 6, the signal CNR variations are changing
independently.

Figure 7 shows the measured correlation coefficients of signal CNR variations
shown in Fig. 6.

As shown, the pairwise correlation coefficients in the case of authentic signals
are much smaller compared with the spoofing signals case.
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Fig. 4 CNR variations for different PRNs in spoofing scenario
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5 Conclusion

A spoofing detection method based on signal spatial correlation is investigated in
this paper. Experimental results show that spoofing signals transmitted from a
single source can be detected effectively based on the CNR correlation coefficients
while the receiving antenna direction changes.

This technique is easily equipped on common GNSS receivers because it is not
necessary to redesign the hardware of the receiver, and furthermore, the CNR
estimation is an fundamental function for the receivers, so, it could be used directly
for spoofing detection and needs little modifying in software.
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Abstract For modern wireless transceiver terminal, more and more modes are
integrated on the same chip. All the frequency spectrum of transceiver channels
coexist on the single chip, beside increasing isolation, how to plan and reduce the
implementation difficulty to avoid spectrum interference has become a new prob-
lem, especially for high frequency broadband system. Transponding type of
Chinese Area Positioning System (CAPS) using the transponder on the active orbit
communication satellite as the relay, sending the ranging codes and navigation
message data which were produced by the ground control station to the user to
realize the navigation. At the same time with the satellite transponder is rich in
resources, developing navigation and two-way communication transceiver terminal,
can make the system achieve navigation and communication integration. Based on
the above background, this paper shows an RF transceiver chip design to meet the
requirements of the performance of CAPS terminal. Propose a novel spectrum
allocation scheme, which employ two-step-up/down conversion architecture in
frequency spectrum shifting, reuse the PLL synthesizers in TX first-step-up,
through the calculation of each non-overlap spectrum conditions, thus only four
PLLs can cover all three broadband channels. So the communication receiver,
navigation receiver and communication transmitter, the three channels can work at
the same time without interference with each other, but also solve the problem of
image rejection and side-band suppression. And combined with the Power
Amplifier (PA), Low Noise Amplifier (LNA) and other off-chip components, the
composition of the RF terminal system can meet the needs of the miniaturization of
communication and navigation integration.
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Keywords Chinese area positioning system (CAPS) � Communication and navi-
gation integration � Transceiver chip � Spectrum allocation � Phase error

1 Issues Proposal

Transponding type of Chinese Area Positioning System (CAPS) using the
transponder on the active orbit communication satellite as the relay, sending the
ranging codes and navigation message data which were produced by the ground
control station to the user to realize the navigation [1]. At the same time in view of
high-frequency and broadband, it can also achieve a total capacity of 1 million units
of voice communications (which is not available in Beidou RDSS [2]), more than
10 million short message service. This system has variable frequency, variable
coding and strong anti-interference ability. So the trend of Radio Frequency
(RF) chip design for purpose of communication and navigation integration terminal
is a must.

For modern wireless transceiver terminal, more and more modes are integrated
on the same chip. All the spectrum of transceiver channels coexist on the single
chip, besides strengthening the isolation at the same time, how to plan and reduce
the implementation difficulty to avoid spectrum interference has become a new
problem, especially for terminal systems such as CAPS which utilize high fre-
quency and broadband.

CAPS by virtue of the communications satellite using the C band spectrum, as
shown in Table 1.

For the CAPS terminal, in uplink side, the baseband only provides single-ended
IF analog signal and requires single carrier output with suppressed side-band. For
the uplink side, not providing quadrature IF means it cannot construct quadrature
upconverter to suppress the side-band signal, and even provide quadrature inter-
mediate frequency signal, the quadrature LO (Local Oscillator) signal is also nee-
ded to construct quadrature mixer, which is relying on the two times of the LO
frequency of the oscillator to obtain. For an RF signal frequency is as high as
6.5 GHz, the corresponding frequency of oscillator which produce quadrature LO
will be nearly 13 GHz, but in the current integrated circuit manufacturing process is
almost impossible. Generally speaking with non-zero IF, the downlink frequency

Table 1 C-band spectrum for CAPS

C band spectrum Radio frequency
(MHz)

Intermediate frequency (MHz)

Navigation downlink spectrum 3624–4200/5020 21 ± 13

Communication downlink
spectrum

3624–4200 5 ± 3

Communication uplink
spectrum

5849–6423 15 ± 3 (single-ended analog
input)
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band also needs to suppress image signal, which is also need to build into the
quadrature signal to obtain. Two receiver and one transmitter all work in the near
each 600 MHz bandwidth without interfering with each other, but also to achieve a
reasonable image (in receiver side) rejection/side-band (in transmitter side)
suppression >30 dB requirements. This puts forward the requirements for single
chip spectrum allocation.

2 Implementation Scheme

2.1 Solutions [3]

Because the frequency of the uplink is higher than the downlink, the spectrum
allocation for a single chip integration should give priority to uplink spectrum
shifting. For the uplink side, using the two-step-up conversion architecture in fre-
quency spectrum shifting, can meet the side-band suppression requirement on the
one hand, and on the other hand, the difficulty of frequency synthesizer to realize
high frequency is reduced. Specifically, as shown in Figs. 1 and 2, firstly, IF signal
mixes with a fixed LO namely TX1_LO, double side-band output two signals
namely TX1_LO + IF and TX1_LO-IF, select one as high IF signal namely
TX_HIF, the other band is the side-band (SB), then selecting an external SAW
(Surface Acoustic Wave) filter can easily to achieve suppression of side-band more
than 30 dB, then the high IF signal mixes with the variable frequency LO namely
second TX2_LO, which cover the uplink bandwidth, upper side-band output, and
the lower side-band spectrum can be filtered by an off-chip filter, the final output
spectrum would be TX_HIF + TX2_LO. So the variable frequency of this

Fig. 1 The diagram of two-step-up/down TRX
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second-step-up conversion LO is the uplink spectrum frequency minus the high IF
frequency, which reduces the two-step-up of the LO frequency.

On the downlink side, using the two-step-down conversion architecture can also
simplify frequency spectrum shifting process. The frequency synthesizer which
generates the first LO frequency TX1_LO can be reused, and the orthogonal
RX2_LO of the receiver second-step-down frequency conversion can be generated
by the frequency divider to realize the rejection of the receiver image signal.
Specifically, as shown in Fig. 1, firstly the receiver downlink spectrum RX mixes
with the variable frequency RX1_LO to generate a high fixed frequency high IF
namely (RX_HIF), the coverage of the variable RX1_LO would be the downlink
bandwidth, and RX_HIF mixes with the second orthogonal LO to the final inter-
mediate frequency (IF), using poly-phase or complex filter can easily achieve the
image signal rejection more than 30 dB. The selection of lower LO mode in the
first-step-down process (i.e., the LO frequency is lower than the receiver frequency)
can reduce the LO frequency. In the first-step-down it will also need an image
signal rejection, which the spectrum frequency and the downlink spectrum fre-
quency is far apart, can be easily filtered by an off-chip filter.

Due to the same frequency of the downlink receiver spectrum of navigation and
communication, the radio frequency circuits of the two receiving channels can be
reused. Simple but also brings the problem, is when the two channels of the input
frequency are close, how to ensure normal work without mutual interference. Due
to the adoption of the two-step-down conversion architecture, the RX spectrum is
made up of RX1_LO plus RX2_LO (IF is ignored), where RX1_LO is variable
frequency, the coverage for the downlink bandwidth, and RX2_LO frequency is
generated by the divider which frequency is produced by the first-step-up TX

Fig. 2 The spectrum diagram of two-step-up TX
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synthesizer. Then we can put it into two situations: No. 1, when the two receiver
downlink frequency is far apart (for example, >50 MHz), the two paths produce the
first LO frequency RX1_LO of the RX_VCO in different frequency, the final
receiver IF would be not affected. No. 2, when the two receiver downlink frequency
is relatively close (for example, <50 MHz), resulting in RX1_LO frequency is
closer to RX_VCO and may cause frequency pulling mutual interference. Clarify its
mechanism then how to set up regulations to avoid this possibility would be easy.
In the 2nd situation, to change the frequency of one path RX2_LO while the other
path remains, the corresponding frequency of its RX1_LO will also be changed, so
that the phenomenon of frequency pulling can be avoided. Specifically, as shown in
Fig. 3, the frequency of RX2_LO can be designed is formed by TX1_LO divide by
two or three in frequency, when the two receiver spectrum are close, one of the
second-step-down LO remains for the divide by two mode means RX2_LO = (1/2)
*TX1_LO, then switching the other path to divider by three model means
RX2_LO = (1/3)*TX1_LO, close spectrum can be determined by baseband
detection, so as to generate two RX_VCO the frequency of the first variable LO
becoming far and not be disturbed. The divide by two or three mode can be easily
implemented in the circuit.

Fig. 3 The spectrum
allocation on single chip for
CAPS
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2.2 Implementation Steps

The scheme includes the following steps:
1. Firstly, determining the LO frequency of first-step-up conversion which is a

fixed frequency, and can be used as a two RX channel second-step-down frequency
conversion LO after the frequency divider. Therefore, the frequency synthesizer can
be reused, which can simultaneously provide the LO signal for the three channels,
which directly determines the allocation of the LO spectrum of each channel. In
order to meet the requirements of the three channels of the CAPS terminal all
working at the same time, and considering the requirements of the image rejection
and side-band suppression, the spectrum of each channel is not overlapped after the
allocation, which is restricted by the following conditions:

Condition 1: after the first-step-up conversion, the frequency of TX_HIF as
intermediate frequency must satisfy its high product does not fall into the variable
LO spectrum range of second-step-up conversion. Because the signal strength of
the TX is generally large, and the harmonics due to nonlinear (usually an odd
number, even number can be suppression by the differential mode) interfere the
variable frequency TX2_LO (the LO is directly produced by VCO, also belong to
the large signal). Specifically, the influence of the 3rd harmonic which is the
maximum does not fall into the variable spectrum. For the first-step-up TX1_LO
(MHz), the second-step-up TX2_LO (MHz), uplink output spectrum of 5849–
6423 MHz, then 3*TX_LO1 (3rd harmonic signal) > 6423-TX1_LO (the highest
frequency of the variable frequency spectrum), or 3*TX_LO1 (the 3rd harmonic
signal) < 5849-TX1_LO (the lowest frequency of the variable frequency spectrum).
Thus calculated TX1_LO > 1605, or TX1_LO < 1460.

Condition 2: the LO spectrum of the second-step-up does not fall into the
receiver input spectrum. When the receiver and transmitter channels both work at
the same time, the large signal of the second-step-up LO may cause interfere to the
receiver spectrum, for 3624–4200 MHz of the downlink spectrum, 5849-TX1_LO
(the lowest frequency of the LO spectrum) > 4200 (the highest frequency of
receiver spectrum), then calculated TX1_LO < 1650.

Condition 3: The side-band spectrum of the second-step-up conversion does not
fall into the receiver input spectrum. The same condition as No. 2, when receiver
and transmitter both work at the same time, during the second-step-up conversion
two signals will be generated, one, the upper side-band (the sum frequency) as
output signal and the other, the lower side-band (the differ frequency) as the
side-band signal, the lower frequency as the lower side-band signal, may cause
interfere to the receiver spectrum, for receiver spectrum 3624–4200 MHz,
6423-2*TX1_LO (the highest frequency of the side-band spectrum) < 3624 (the
lowest frequency of receiver spectrum), thus calculated TX1_LO > 1400.

976 S. He et al.



Condition 4: the VCO frequency which generate the first-step-up conversion LO
does not fall into the receiver of the first-step-down variable LO spectrum. Because
the VCO’s output as large signal, falling into the LO spectrum, it may cause the
same frequency mutual interference. The first-step-up synthesizer of the LO fre-
quency is divider by two as the second-step-down LO frequency, namely
0.5*TX1_LO, 2*TX1_LO (the VCO frequency) > 4200-0.5*TX1_LO (the highest
frequency of the fist-step-down LO spectrum), or 2*TX1_LO (the VCO
frequency) < 3624-0.5*TX1_LO (the lowest frequency of the fist-step-down LO
spectrum), then calculated TX1_LO < 1450, or TX1_LO > 1680.

In summary, at the same time to meet the above conditions is
1400 < TX1_LO < 1450.

2. After determining the frequency of TX1_LO, then the frequency synthesizers
frequency spectrum of each channel should be determined. Choose a suitable SAW
filter in frequency after the first-step-up conversion, then choose the USB (Upper
Side Band) or LSB (Lower Side Band) as in the pass band, and the other side would
be arranged at the stop band, the 30 dB suppression can be easily satisfied; in the
choice of an off-chip filter, meet the uplink spectrum frequency offset 2*TX1_LO
which the lower side-band spectrum (i.e. uplink spectrum-2*TX1_LO) more than
30 dB suppression, the specification can be easy to achieve; in the choice of an
off-chip filter at the front of the receiver, meet the image spectrum of downlink
spectrum frequency offset at TX1_LO (i.e.downlink spectrum-TX1_LO) 30 dB
rejection, the specification can be easy to achieve. This can both meet the
requirements of image rejection and side-band suppression.

3. In order to meet the two receiver channels when two frequency closing can
still work without interference, the frequency divider by two or three switching
mode can be designed to avoid possibility of the two VCO with the same fre-
quency. When the two receiver frequency are close, which can be detected by the
baseband chip firstly, given the two RX IF were 21 ± 13 and 5 ± 3 MHz
respectively, can be set when the two downlink frequency interval is less
than <50 MHz, start the switch mode, one will switch to the divider by three mode,
the other will keep constant mode divide by two. Given the different
second-step-down LO frequency (more than hundreds of MHz interval), thus the
first-step-down VCO frequency which generate LO will have hundreds of MHz
intervals without interference.

3 Implementation Effect and Conclusions

By using the above spectrum allocation scheme, through the two-step-up/down
conversion architecture, communication uplink spectrum 5849–6423 MHz com-
munication downlink spectrum 3624–4200 MHz and navigation downlink
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spectrum 3624–4200/5020 MHz can work at the same time without interference
with each other in a single chip to achieve spectrum coverage. The chip integrates
LNA, Mixer, ADC, AGC, a complex filter, a temperature sensor, a sigma delta
fractional-N PLL and capless LDO circuits, using the 130 nm CMOS process, the
measurement results show that: the output phase noise in-band integral degree of
less than 2°, adjacent channel suppression of more than 30 dB, the output power of
the chip temperature stability is less than 1 dB, 3rd order inter-modulation is less
than −30 dBc, side-band suppression more than 35 dBc, the phase error is less than
3°; the receiver AD output Spurious Free Dynamic Range(SFDR) is more than
35 dB, the equivalent number of bits is greater than 3.5, image rejection is more
than 35 dBc, the automatic gain control range is more than 50 dB; and the module
which add the off-chip LNA and PA together to achieve the output power of more
than 33 dBm, and the noise figure is less than 2 dB. Meet the requirements of
CAPS radio frequency terminal.

Measurement results: as shown in Fig. 4, add the IF frequency 15 MHz,
−15 dBm analog signal, output spectrum by spectrum analyzer: point 1 for the
output of the main tone signal, point 2 for the frequency offset of 15 MHz carrier

Fig. 4 TX SSB output spectrum
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leakage, and point 3 for the carrier frequency offset 15 MHz side-band suppression,
point 4 for the 2nd harmonic, point 5 for the 3rd harmonic. This ratio with the main
tone, the carrier leakage suppression is −39 dBc, side-band suppression is
−39 dBc, 2nd harmonic suppression is −63 dBc, the 3rd harmonic suppression is
−50 dBc.

As shown in Fig. 5, sweep the TX IF frequency to get the output filter char-
acteristics. Its band (+3 MHz) flatness is less than 0.5 dB, adjacent channel sup-
pression (±6 MHz) 34.5 dB.

As shown in Fig. 6, the output phase noise in-band is less than 2°.

Fig. 5 Filter characteristics of TX output
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As shown in Fig. 7, transmit input 1 MHz offset two-tone signal, output 3rd
order intermodulation, OIP3 is 12 dBm, the 3rd order intermodulation is less than
−45 dBc.

As shown in Fig. 8, TXIF add 15 MHz, −15 dBm, BPSK as the symbol rate of
4.2996 Msps modulation signal generated by the vector signal generator, trans-
mitter output through the spectrum analyzer 89601 vector signal analysis software
to calculate the phase error is less than 3°.

In Fig. 9, the image rejection test of navigation receiver channel and the com-
munication receiver channel. Adding two tones with the same amplitude one is the
useful radio frequency signal, the other is the image radio frequency signal, the

Fig. 6 Phase noise performance of TX output
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navigation IF analog output at 21 MHz is the useful signal, and at the 1 MHz
frequency offset is the image signal, the image rejection is 45.2 dBc. Similarly, the
image rejection is 45.4 dBc in communication receiver channel.

As shown in Fig. 10, the digital output performance of the navigation channel
and communication channel. Two sets of 4 bits ADC are integrated in two receiver
channels, through the logic analyzer analysis software, it reads that SFDR were
36.4, 37 dB, the equivalent bits were 3.7, 3.8 bit respectively.

Fig. 7 3rd Intermodulation performance of TX output

A Multi-mode Multi-channel C Band CAPS Terminal … 981



Fig. 9 Image rejection performance of RXN&RXC

Fig. 8 EVM performance of TX output
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Fig. 10 Digital output performance of RXN&RXC
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Parameters Estimation Method for LFM
Interference to GNSS Uplink Injection

Shuren Guo, Hang Ruan and Hailing Wu

Abstract Satellite navigation system has been widely used in military and civilian
realms in the world. As applications of satellite communication and radar increases,
the electromagnetic environment becomes more and more complex. For middle and
high orbit navigation satellites, various intentional or (and) unintentional interfer-
ences exist in the same frequency band of the uplink injection, which may reduce
the quality of the uplink data, increase the error rate, and further, if in severe
condition, affect the operation of satellite navigation system. Currently, radar signal
is a main type of unintentional interference for the uplink injection of the navigation
satellite. In this paper, the interference signal power level from ground radar to
uplink injection is analyzed. For the typical linear frequency modulated
(LFM) radar signal, a method based on fractional Fourier transform (FrFT) is
proposed to estimate the signal parameters, and simulation experiment is performed
to demonstrate the validation of the method. The results of this paper could be used
for reference for the space electromagnetic environment monitoring for satellite
navigation system.

Keywords GNSS � Uplink injection � Linear frequency modulated (LFM) �
Parameters estimation � Fractional fourier transform (FrFT)

1 Introduction

Global Navigation Satellite System can be divided into space, ground and user
segments. Among them, ground segment mainly consists of master control station,
monitor station and uplink injection station. Under the control of master control
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station, uplink injection station mainly aims to send information about navigation
data, massage and control instruction to orbit satellites, it can also be used for
distance measuring and time synchronization between space and ground, which is
the key point to operate satellite navigation system and provide serves of precise
position and time synchronization. Uplink injection link includes injection station
on the ground and the receiver equipment of uplink injection on the satellite. Once
some interferences exist in the receiver, it may reduce the quality of the uplink data,
increase the error rate, and further, if in severe condition, navigation data and
massage even may be failed to inject, which may affect the stable operation of the
whole satellite navigation system. Comparing to the interferences exist in the
receiver of down-link of the user segment, its influence is always global.

With the development of technology, the quantity and types of the ground
communication and radar equipment are increasing, the working frequency band is
being various, which contributes to a more and more complex electromagnetic
environment that GNSS has to face. The distribution of radar’s working frequency
band is 1215–1400 MHz [1], determined by International Telecommunication
Union (ITU), overlap with GNSS uplink injection working frequency band, 1300–
1350 MHz. Because of the pulse and the high peak power characteristics of most
radar signals, when the radar operates, due to its similar frequency of radiation with
uplink injection, it will bring some interferences to uplink injection receiver, and
influence the receiver’s normal reception of uplink injection information. For all
this, this paper will firstly analyze the interference from ground radar to uplink
injection in terms of signal power level. For the typical linear frequency modulated
(LFM) radar signal, a method based on fractional Fourier transfer (FrFT) is pro-
posed to estimate the signal parameters, and simulation experiment is performed to
demonstrate the validation of the method. In the end of this paper, come up with the
conclusion that satellite navigation system should have the ability to monitor the
space electromagnetic environment, to avoid interference in the case of interference
with some uplink injection strategies. The results of this paper could be used for
reference for the space electromagnetic environment monitoring for satellite navi-
gation system.

2 Analysis About the Interference Signal Power
from Radar to Uplink Injection

Uplinks of satellite navigation system usually adopt the Direct Sequence Spread
Spectrum technology (DSSS), which has a wide signal spectrum, and has some
characteristics like safe and hidden, the signal system itself has some ability to
against interference. But, as applications of various of ground radars increases,
especially the continuous development of L-Band large power pulse radar tech-
nology, satellite navigation system’s uplinks are facing such more and more serious
unintentional interference. When there is a stringent duty cycle of pulse signal of
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large power radar, its high peak power will increase the AGC setting time of uplink
injection receivers of satellite navigation system, and increase the error rate of
uplink injection signals in short time, it will be a threat to uplink injection security.
On the other side, when the duty cycle is large, it will continuous influence the error
rate, which brings worse harms [2].

Supposing equipment on the ground uplink inject signals have the power Pz, the
wavelength k, the transmitting antenna gain Gz, the distance between ground
injection station and satellite is Rz, the spaceborne uplink injection receiver’s
antenna gain is Grz, combined loss Lz, so the power of uplink injection signal
received by star based receiver is:

Prz ¼ PzGzGrzk
2

ð4pRzÞ2Lz
ð1Þ

Power of the spaceborne uplink injection receiver’s noise is:

N ¼ kTBz ð2Þ

Among them, k ¼ 1:38� 10�23 J/K is Boltzmann constant, T is noise temperature,
in Kelvin (K), Bz is noise bandwidth, usually, its value comes from uplink injection
signal before despreading.

Supposing radar signal has the transmitting power Ps, bandwidth Bs, the trans-
mitting antenna gain Gs, the distance between ground radar and satellite is Rs, the
spaceborne uplink injection receiver’s antenna gain in the direction of radar is
GrzðhÞ, combined loss is Ls, so the radar signal power received by the spaceborne
uplink injection receiver in the similar frequency is:

Prs ¼
PsGsGrzðhÞk2Bz

ð4pRsÞ2BsLs
; Bz �Bs

PsGsGrzðhÞk2
ð4pRsÞ2Ls ; Bz [Bs

8<
: ð3Þ

Among them, if the signal bandwidth from radar is wider than its from uplink
injection station, what really influence the spaceborne uplink injection receiver is
the signal power which exist within the receiver bandwidth, the rest of signal will
be filtered.

In this case, the power ratio of radar signal and uplink injection signal received
by the spaceborne uplink injection receiver is:

Prs

Prz
¼

PsGsGrzðhÞBzR2
z Lz

PzGzGrzBsR2
s Ls

; Bz �Bs

PsGsGrzðhÞR2
z Lz

PzGzGrzR2
s Ls

; Bz [Bs

8<
: ð4Þ

Supposing the effective isotropic radiated power (EIRP) of uplink injected signal
is 44 dBW, bandwidth is 10.23 MHz, the effective noise temperature of the
spaceborne uplink injection receiver is 350 K, in this case the noise power can be
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calculated, which is about −133 dBW. For middle orbit navigation satellite, it is
estimated that the uplink injected signal power received by the spaceborne uplink
injection receiver is about −142 dBW, carrier-to-noise ratio is about 61 dBHz,
which meets the carrier-to-noise ratio range for the measured result that from the
spaceborne uplink injection receiver [3]. According to the estimate result, uplink
injected signal adopt the DSSS should have smaller power than noise power, so that
uplink injected signal could be hidden in the noise, and will be equipped with
stronger disguise and better performance of anti-interception.

As for L-Band ground radar, whose working range is more than hundreds of
kilometers, its typical peak power is about hundreds of KW magnitude. While such
as large early warning radar, COBRA DANE, its typical peak power reaches to
15.4 MW, its average power is 0.92 MW [4]. To consider it without losing gen-
erality, we suppose that radar peak power is 100 kW, antenna gain is 39.5 dB (with
a 10 m effective aperture), so EIRP of the radar is 89.5 dBW, supposing the
transmission loss from radar to satellite is 5 dB more than that from uplink injection
station to satellite, and 20% bandwidth of radar signal exist in the bandwidth of the
spaceborne receiver, considering that the uplink injection receiver antenna is always
ball beam, star based receiver antenna has the same gain between radar direction
and uplink injection station direction, so that we can calculate the radar signal
power what spaceborne uplink injection receiver receive, it is about −109 dBW,
this is 33 dB higher than uplink injected signal, even if the spread spectrum gain is
25 dB, radar signal is still 8 dB stronger than uplink injected signal, which will
influence the acquisition and tracking of uplink injected signal seriously.

3 Method to Estimate the LFM Radar Signal Parameters

From the previous analysis, we know that L-Band ground radar signal has some
interferences to uplinks of satellite navigation system, which will influence the
reception of uplink injected signal by satellite, and will have an impact on system
operation. Therefore, it has important significance for navigation satellite to have
some ability to monitor electromagnetic environment in the working frequency
bands. Using spaceborne electromagnetic environment monitoring equipment on
navigation satellite to identify various intentional or (and) unintentional interfer-
ences, is an important part to avoid influences caused by interferences, so it will be
particularly important to estimate signal parameters. Currently, pulse compression
technique has been widely used in the field of radars to realize the strong detec-
tion capability as wide-pulse radar and the high range resolution as narrow-pulse
radar synchronously. LFM is a kind of widely used signal in pulse compression
technique. Here, this section will discuss the method to estimate the LFM radar
signal parameters in spaceborne monitoring of electromagnetic environment.
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3.1 Parameter Estimation Method for Single LFM Signal

Generally, using short time Fourier transform, we can estimate LFM signal
parameters quickly, but short time Fourier transform has limited time or frequency
resolution, thus we can only get some rough estimated parameters.

Currently, the fractional Fourier transform (FrFT) has been used in the estima-
tion of LFM signal parameters. The fractional Fourier transform to signal xðtÞ can
be defined as [5]:

XaðuÞ ¼
Zþ1

�1
xðtÞKaðu; tÞdt ð5Þ

Kaðu; tÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j cot a

p
exp jp ðt2 þ u2Þ cot a� 2ut csc að Þð Þ;

a 6¼ np;
dðu� tÞ; a ¼ 2np;
dðuþ tÞ; a ¼ ð2n� 1Þp:

8>><
>>:

ð6Þ

Among them, n ¼ 1; 2; . . . ; Kaðu; tÞ is the kernal of FrFT, a is rotation angle. When
rotation angle a ¼ p=2, FrFT changes into traditional Fourier transform.

Traditional Fourier transform can be regarded as a transform spin from time-axis
to frequency-axis anticlockwise at angle p=2, while FrFT can spin at any angle, so
that FrFT can be regarded as a kind of generalized Fourier transform. As for FrFT,
if we choose suitable rotation angle a, we can highly gather the energy of LFM
signal in FrFT domain, which is shown in Fig. 1:

Fig. 1 FrFT schematic
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Supposing LFM radar signal can be expressed as:

sðtÞ ¼ A exp½j2pðf0tþ 1
2
ct2Þ� ð7Þ

Among them, A is amplitude, fs is center frequency, c is frequency modulation
slope.

The method to estimate LFM signal parameters using FrFT is: calculate the
value of FrFT at different rotation angles, searching the maximum absolute value
we get at all rotation angles, and find the angle a0 and the frequency u0 under the
condition of maximum absolute value, the frequency modulation slope and the
initial frequency can be calculated using:

c ¼ � cotða0Þ
f0 ¼ u0 cscða0Þ

�
ð8Þ

Considering the dimensional normalization in discrete Fourier transform
(DFT) calculating, the real frequency modulation slope and the initial frequency
should be calculated as formula (9):

c ¼ �ðcot a0Þ � fs=T
f0 ¼ u0 csc a=T

�
ð9Þ

Among them, T is sampling time while fs is sampling frequency.
To obtain the best rotation angle with high precision, the small rotation angle

search step length will be necessary, but at the same time, the computational cost
increases, the efficiency decreases. So that we can use the hierarchical search to
estimate the best rotation angle, while, we can start with a big step length to find a
rough value, and then we can search precisely around the range whose center is the
rough value, the specific steps are:

Step 1 According to the initial search scope ½0; pÞ, determine the initial search
step Da0 and the end search step Daend, while Da0 values a little bigger. (such as
0:1p).

Step 2 Obtain the peak value Si after FrFT when step is Da0, and its corre-
sponding best rotation angle ai.

Step 3 Take ai in step 2 as the initial search step, doing the following update
process:

aiþ 1;min ¼ ai � Dai
aiþ 1;max ¼ ai þDai
Daiþ 1 ¼ Dai=10

8<
: ð10Þ

Among them, ½aiþ 1;min; aiþ 1;max� is the search range for the iþ 1 times search,
Daiþ 1 is the search step for the iþ 1 times search, while Dai is the search step for
the i times search.
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Step 4 When Daiþ 1 �Daend, search as step 2 with a step Daiþ 1 and obtain its
peak value Siþ 1, otherwise, finish the search, and take Dai as the final best rotation
angle.

3.2 Parameter Estimation Method
for Multiple LFM Signals

In reality, there may be multiple LFM signals with different strength, which can be
expressed as:

siðtÞ ¼ Ai exp½j2pðf0;itþ 1
2
cit

2Þ�; i ¼ 1; 2; . . .; n ð11Þ

In this case, using the method to estimate FrFT parameters directly will brings the
problem that the strong signal components will cover up the weak signal compo-
nents, which causes a large error to the weak signal components’ detection and
estimation. Therefore, on the basis of analysis to single LFM signal parameters
estimation, we can combine CLEAN technology to realize the separation between
strong and weak signal components and the parameters estimation from large to
small in FrFT domain [5], the specific steps are:

Step 1 When estimating the i th component, do FrFT to echo sequences and
modulus them with step Da at different rotation angles, forming a two-dimensional
distribution Siða; uÞ in the FrFT distribution plane ða; uÞ.

Step 2 Search the peak value in the two-dimensional distribution plane ða; uÞ,
obtain the corresponding rotation angle ai and frequency ui of the peak value, using
formula (9) to calculate the initial frequency and the frequency modulation slope of
the i th component.

Step 3 Construct a narrow-band filter wiðuÞ with a center frequency ui, do
band-stop filtering processing in the FrFT distribution plane of the ith component,
do FrFT at the rotation angle �ai to the parts outside the filter band, which will be
taken as the original signal of next signal separation parameters estimation, while:

siþ 1ðtÞ ¼
Zþ1

�1
Siðai; uÞ 1� wiðuÞð ÞK�aiðu; tÞdu ð12Þ

Step 4 Replace i with i + 1, repeat the above steps, until the LFM components
with sharp peak value can not be detected.
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4 Simulation Experiment

To demonstrate the validation of the method, simulation experiment is performed
here, which demonstrates the parameters estimation performance of single LFM
signal and multiple LFM signals separately.

4.1 Parameter Estimation Method for Single LFM Signal

The simulation parameters are: LFM signal initial frequency 15 MHz, frequency
modulation slope 2 � 1012 GHz/s, initial search range for best rotation angle is [0,
p), initial search step 0.1 p, end search step 0.0005 p.

Figure 2 is the time-frequency domain distribution of single LFM signal (using
short time Fourier transform), Fig. 3 is the distribution of the signal in the FrFT
distribution plane after the fractional Fourier transform. According to calculate the
position of the peak point, the best rotation angle can be calculated, which is 111.6°,
while the position of peak point is 140. It can be obtained by calculation that the
frequency modulation slope is 2.0232 � 1012 GHz/s, the center frequency is
15.057 MHz. Thus it can be seen that the estimated values and the actual values are
very closed, the parameter estimation method for single LFM signal is effective in
this paper.

Fig. 2 Time-frequency
domain distribution
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4.2 Parameter Estimation Method
for Multiple LFM Signals

The simulation parameters are: 3 initial frequencies of LFM signal are 15, 10 and
15 MHz, frequency modulation slopes are 2 � 1012, 1.5 � 1012 and
−2 � 1012 GHz/s, amplitudes are 10, 10 and 5. Initial search range for best rotation
angle is [0, p), initial search step 0.1 p, end search step 0.0005 p.

Figure 4 is the time-frequency domain distribution of single LFM signal (using
short time Fourier transform), Fig. 5 is the distribution of the signal in the FrFT dis-
tribution plane after the fractional Fourier transform. The estimated values of best
rotation angle are 111.6°, 106.38°and 68.58°, the positions of peak values are 140, 97,

Fig. 3 FrFT plane
distribution

Fig. 4 Time-frequency
domain distribution
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140. The frequencymodulation slopes which the above parameters corresponding are
2.0232 � 1012, 1.502 � 1012 and−2.0046 � 1012 GHz/s, whose center frequencies
are 15.057, 10.11 and 15.039 MHz. Thus it can be seen that the parameter estimation
method for multiple LFM signals is effective in this paper.

5 Summary

Considering the spectrum interferences to satellite navigation uplink injection
receiver from increasing huge power ground electronic equipments, we suggest that
navigation satellites should have the ability to monitor the electromagnetic envi-
ronment in working band. Thus, after identify and positioning the interference
sources, influence will be avoid to a certain extent by changing the configurations
and the strategies of ground uplink injection, which ensures the security of the
uplink injection of navigation system, and improves the system reliability.
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Analysis of Threshold Setting
for Eigenvalue Ratio Based Interference
Detection Under Constant Missed
Detection Probability

Gangqiang Guan, Deyong Xian, Liu Shi, Jia Mu and Xinshu Zhao

Abstract Interference detection is very important for high reliability applications
with array-based GNSS receivers in complex electromagnetic environments, such
as shipping positioning in sensitive waters, electromagnetic environment monitor-
ing around the GNSS ground reference stations, etc. According to the common
hypothesis that the power of the interference is far greater than the received GNSS
signal, the interference can be detected using the ratio of the maximum eigenvalue
and the minimum eigenvalue of the sample covariance matrix. However, the
probability distribution function of the eigenvalue ratio is complex, it is difficult to
compute the optimized threshold and analyze the detection performance. To solve
these problems, the Tracy-Widom distribution is accurately approximated by using
the Gaussian distribution with suitable parameters, and the analytical formulas for
threshold setting are given under the constant probability of missed detection
condition for the first time, then threshold setting and detection performance under
different parameters are analyzed by simulation.

Keywords Interference detection � Eigenvalue ratio � Threshold setting � GNSS

1 Introduction

GNSS receiver is vulnerable to various intentional or unintentional interference, it is
necessary to detect the interference that may appeared in the antenna received data,
so as to take appropriate interference mitigation method in subsequent processing
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[1]. By the way of power estimation of the received data, such as energy detector,
interference detection can be achieved traditionally [2–4]. However, the probability
density function of detection metrics is related to the channel noise power, which
can significantly affect the detector performance. In recent years, with the rapid
development of spectrum sensing technology in cognitive radio, the presence or the
absence of a primary signal can be inferred based on the ratio of the largest and the
smallest eigenvalue of the received signal’s covariance matrix [5–7]. But because
the probability distribution function of eigenvalue ratio is complex, it is difficult to
analyze the threshold setting and the corresponding performance. According to the
existing related research literature, the analytic formula of the threshold setting
under the condition of constant false alarm probability is deduced in [8] when the
pdf of the maximum eigenvalue and the minimum eigenvalue are all approximated
to Gaussian distribution, but no more analysis under the constant missed detection
probability. In the literature [9], the interference detection metric is directly
approximated as Gaussian distribution, but the reason of this approximation is not
provided. Based on this, the analytic formula of the detection threshold is deduced
under the condition of constant missed detection probability, and the performance
of interference detection is simulated and analyzed under different parameter
settings.

2 Eigenvalue Based Interference Detection

2.1 Signal Model

Interference detection is used for inferring whether the intentional or unintentional
interference source is presented or not in the GNSS receiver operation environment.
Such signal detection problem can be summarized as a binary hypothesis testing
model [6, 9]

H0: x tð Þ ¼ n tð Þ
H1: x tð Þ ¼ H h;/ð Þs tð Þþ n tð Þ ð1Þ

where H0 and H1 represent the two hypothesis: the absence and presence of
interference signal, x(t) is the signal vector received by the antenna array, s(t) is the
interference signal waveform vector, H(h,u) is the steering matrix, h and u are the
azimuth and elevation angle of the incident signal, respectively, n(t) is the noise
vector.

Suppose that N antenna elements receive the plane wave signal incident from the
far field, and collect K data sampling snapshots within a specified period, the
overall receiving data can be arranged by N � K matrix, which can be denoted as
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X ¼

x1;1 x1;2 � � � x1;K
x2;1 x2;2 � � � x2;K
..
. ..

. ..
. ..

.

xN;1 xN;2 � � � xN;K

0
BBB@

1
CCCA ð2Þ

where xi;k is the k-th snapshot received by the i-th antenna element. The sampling
covariance matrix of the received data can be written as

Rx ¼ XXH ð3Þ

The eigenvalue decomposition of data covariance matrix can be written as

Rx ¼ u1; . . .; uN½ �
k1

k2
. .
.

kN

2
6664

3
7775 u1; . . .; uN½ �H ð4Þ

where kk k ¼ 1; . . .;Nð Þ is the k-th eigenvalue of the array covariance matrix. And
then

k1 � k2 � � � � � kP [ kPþ 1 ¼ � � � ¼ kN ¼ r2 ð5Þ

where uk is the eigenvector corresponding to eigenvalue kk .
According to the assumption that the interference power received by the receiver

antenna in a complex electromagnetic environment is much greater than the GNSS
signal, the large P eigenvalues of the covariance matrix correspond to the sum of
the interference energy and the noise energy, while the remaining N-P small
eigenvalues correspond to the noise energy. Therefore, the ratio of the largest
eigenvalue and the minimum eigenvalue can be used to infer whether the inter-
ference appears or not.

Then the detection metric can be defined as

T ¼ k1
kN

ð6Þ

Assume the detection threshold is c, when T < c, then H0 holds, which means
no interference appears. While T � c, H1 is judged to be true, which means that at
least one interference signal appear. Since the covariance matrix of the received
data is an approximate estimation of the statistical covariance matrix by a finite
number of data snapshots, the fluctuations of the eigenvalues of covariance matrix
will be random. Therefore the random matrix theory is used to analyze the detection
performance of the eigenvalue-based detector [10, 11].
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2.2 Probability Density Function Under H1

Under the hypothesis H1, to ensure the interference can be judged correctly by the
eigenvalue-based detector the interference-to-noise ratio needs to satisfy [6, 7]

q[
1ffiffiffiffiffiffiffi
KN

p ð7Þ

where q is the interference-to-noise ratio. Now we define

t1 ¼ Nqþ 1 ð8Þ

ls t1;N;Kð Þ ¼ t1 1þ N=K
t1 � 1

� �
ð9Þ

ts t1;N;Kð Þ ¼ t1 1� N=K

t1 � 1ð Þ2
 !1=2

ð10Þ

l0 N;Kð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
N � 1
K

r
� 1

 !2

ð11Þ

m0 N;Kð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
N � 1
K

r
� 1

 ! ffiffiffiffiffiffiffiffiffiffiffiffi
K

N � 1

r
� 1

 !1=3

ð12Þ

In this case, the probability distribution of the largest eigenvalue and the smallest
eigenvalue will be satisfied that

L1 H1j ¼ K1=2 k1 � r2ls t1;N;Kð Þ
r2ts t1;N;Kð Þ �N 0; 1ð Þ ð13Þ

LN H1j ¼ K2=3 kN � r2l0� N;Kð Þ
r2t0� N;Kð Þ � fW2 zð Þ ð14Þ

It means that when N;K ! 1, L1 H1j will converge to the standard normal
distribution and LN H1j will converge to the second-order Tracy-Widow distribution.

Then the detection metric T under H1 can be rewritten as

T ¼ k1
kN

¼K�1=2ls t1;N;Kð ÞL1 H1j þ ls t1;N;Kð Þ
K�2=3t0� N;Kð ÞLN H1j þ l0� N;Kð Þ ð15Þ

Then the probability density functions of the numerator and denominator of T
are
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f 0L1 H1j zð Þ¼ K=2pð Þ2=3
ts t1;N;Kð Þ exp � K

2t2s t1;N;Kð Þ z� ls t1;N;Kð Þð Þ2
� �

ð16Þ

f 0LN H1j zð Þ¼ K2=3

t� N;Kð Þj j fW2

K2=3

t� N;Kð Þj j lþ N;Kð Þ � z
� �� �

ð17Þ

The probability density function of T can be denoted by

fT H1j tð Þ ¼
Rþ1

0
xf 0L1 H1j txð Þf 0LN H1j xð Þdx; t[ 1

0; t� 1

8<
: ð18Þ

Although the probability density function of the interference detection metric T
based on the ratio of largest eigenvalue and the smallest eigenvalue is obtained
while the elements number N and the data snapshots K are all infinite, according to
the existing numerical analysis results, the probability density function represented
by Eq. (18) is also suitable when N and K are finite.

2.3 Threshold Setting Under Constant
Missed Detection Probability

According to the signal model of the binary hypothesis test, the false alarm prob-
ability and the missed detection probability of a detector can be defined as

Pfa ¼ Pr T � c H0jð Þ ¼ 1� FT H0j cð Þ ð19Þ

Pmd ¼ Pr T\c H1jð Þ ¼ FT H1j cð Þ ð20Þ

where FT H0j tð Þ and FT H1j tð Þ are the cumulative distribution function of the detection
metric under the assumptions H0 and H1 respectively. fT H0j tð Þ and fT H1j tð Þ are the
corresponding probability density function.

According to Eq. (20), when the probability of missing detection Pmd is given
the threshold may be set as

c Pmdð Þ¼F�1
T H1j Pmdð Þ ð21Þ

In order to obtain the analytic expression of the threshold setting when the
missed detection probability is constant, it is necessary to make a suitable
approximation and analyze the eigenvalue distribution under H1 condition.
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Since the distribution function of the detection metric under H1 is independent of
the noise power, we can suppose the noise power is 1, which cannot affect the
analysis result. According to Eq. (13), the maximum eigenvalue k1 can be written
as

k1 ¼ K�1=2ls t1;N;Kð ÞL1 H1j þ ls t1;N;Kð Þ ð22Þ

Since it follows the Gaussian distribution, its mean and variance are

l1 ¼ E k1½ � ¼ ls t1;N;Kð Þ ð23Þ

r21 ¼ Var k1½ � ¼ K�1t2s t1;N;Kð Þ ð24Þ

Likewise, according to Eq. (14), the minimum eigenvalue LN can be written as

kN ¼ K�2=3t0� N;Kð ÞLN H1j þ l0� N;Kð Þ ð25Þ

Since at the time N;K ! 1 L1 H1j and LN H1j converge to the Gaussian distri-
bution and the second-order Tracy-Widow distribution respectively, k1 and kN will
converge to the Gaussian distribution and second-order Tracy-Widow distribution,
too. In order to obtain an analytic threshold setting equation, the second-order
Tracy-Widow distribution can be approximated as a Gaussian distribution while the
corresponding mean and variance are

lN ¼ E kN½ � ¼ �1:771K�2=3t0� N;Kð Þþ l0� N;Kð Þ ð26Þ

r2N ¼ Var kN½ � ¼ 0:813K�4=3t02� N;Kð Þ ð27Þ

According to the analysis in [8], the accumulation distribution function of the
detection metric T0 under H1 condition can be approximated as

FT H1j tð Þ ¼ U
lNt � l1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2Nt2 þ r21

p
 !

ð28Þ

Therefore, the detection threshold at constant detection probability Pmd can be
written as

c Pmdð Þ¼ l1lN þ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21l

2
N þ r2Nl

2
1 � g2r21r

2
N

p
l2N � gr2N

ð29Þ

where g ¼ U�1 Pmdð Þ.
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3 Simulation Results

The probability density function and the cumulative distribution function of the
two-order Tracy-Widow distribution and the Gaussian distribution are contrasted in
Figs. 1 and 2, respectively. As can be seen, the second-order Tracy-Widow is
accurately approximated to the Gaussian distribution N �1:771; 0:813ð Þ. Therefore,
it is reasonable to use the Gaussian distribution to get the analytical formula of
detection threshold for simplifying the calculation process of the detection threshold
setting under constant missed detection probability.

Figures 3, 4 and 5 are the curves between the detection threshold and missed
detection probability, interference-to-noise ratio, the elements number N, respec-
tively. It can be seen from these figures that under the condition of constant missed
detection probability the threshold will be larger as the increase of the number of
elements and the interference-to-noise ratio, while the interference-to-noise ratio
has the greatest effect on the threshold setting. This is because the interference
signal energy basically determines the expected distribution of the detector metrics,
which is also consistent with traditional experience. Moreover, it can be seen from
Eqs. (15) and (29) that the probability distribution function under the condition H1

and the threshold setting under the constant missed detection probability are also
independent of the noise power.

-5 -4 -3 -2 -1 0 1 2
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

x

P
D

F

Tracy-Widow distribution

Normal distribution

Fig. 1 Probability density
function of Tracy-Widow
distribution versus normal
distribution pdf

Analysis of Threshold Setting for Eigenvalue Ratio … 1003



4 Analysis of Detection Performance

The detection performance is usually expressed by the receiver operating charac-
teristic (ROC) curve, which is the relationship curve between the false alarm
probability and the missed detection probability, as
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Pmd Pfa
� � ¼ FT H1j F�1

T H0j 1� Pfa
� �� �

ð30Þ

The ROC curves under different parameter settings are shown in Figs. 6 and 7. It
can be seen from the figures that the detection performance will be severely
degraded when the elements number N and data snapshot K are too small.
Therefore, to ensure the performance of the interference detector based on the ratio
of the maximum eigenvalue and minimum eigenvalue, N and K should be com-
promised between implementation complexity and detection performance.
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5 Conclusion

Interference detection by using the ratio of the largest eigenvalue and the smallest
eigenvalue of the received signal’s covariance matrix has the advantage of being
independent of the noise power. In order to simply the computation complexity of
the threshold setting under constant missed detected probability, the second-order
Tracy-Widow distribution to which the eigenvalues obey is approximated to
Gaussian distribution with appropriate parameters. In this paper, the analytic
expression of the detection threshold setting under the condition of constant missed
detection probability is deduced respectively under the Gaussian distribution
approximation, which can provide a theoretical basis for performance analysis of
the eigenvalue based detection method.
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Ranging Performance Analysis
and Discriminator Parameters
Optimization for Double Estimator
Technology
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Abstract Double Estimator Technology (DET) uses subcarrier tracking loop and
code tracking loop to track the Binary Offset Carrier modulated satellite navigation
signal, the two loops couple with each other, which causes difficulties for ranging
accuracy analyzing and discriminating parameters optimizing. While current
research never considered the couple characteristics of the two loops. In this paper,
a ranging performance analyzing method for DET is proposed, which considers
both the code and the subcarrier discriminating functions to describe the influence
of the couple characteristics. By using this analyzing method and taking Sine-BOC
signal for example, the influence of the code discriminating space on the ranging
accuracy was analyzed, and some special influencing features were first shown and
explained. The analyzing shows that, due to the couple characteristics and the
special two-dimension correlation function features, the influence of the code dis-
criminating space should not be ignored: when the code discriminating space equals
odd times of subcarrier square, the ranging accuracy is high and near to the BOC
signal theory accuracy, while the code discriminating space equals even times of
subcarrier square, the ranging accuracy degrades seriously, which can be 6–8 dB
lower than that for odd. These results can be reference for the discriminating
parameter selection and optimization for satellite navigation receivers.
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1 Introduction

Double Estimator Technology (DET) proposed in these years is suitable for pro-
cessing Binary Offset Carrier modulated (BOC) signals in Global Navigation
Satellite System (GNSS) [1–3], it can solve the ambiguity problem at the expense of
little signal performance loss and with low implementation complexity, thus has a
good application prospect in the BOC signal, especially for high order BOC signal
receiving and processing [4]. Currently, many improved technologies based on the
DET idea have been proposed and wide used in GNSS receiver, which can further
enhance the ranging precision [5] or reduce the complexity [6, 7].

Ranging accuracy is one key performance of the GNSS receiver. Ranging
accuracy usually relates to the parameters the technique uses, for example, for the
traditional C/A signal receiving, reducing the early-late discriminating space can
improve the actual ranging accuracy effectively [8]. DET uses code tracking loop
and subcarrier tracking loop to track the BOC signal, whose discriminating
parameters are more than that of the traditional method, thus it necessary to analyze
the relationship between the ranging accuracy and the discriminating parameters in
DET, which is help to optimize the parameters to get the optimal ranging
performance.

Current research on DET ranging often assumes that the code tracking loop and
the subcarrier tracking loop are independent from each other [2, 4], so the analysis
only focuses on the subcarrier loop. However, the code tracking loop and subcarrier
tracking loop couple with each other in fact [5], which means that the code dis-
criminating parameter also influences the final ranging performance. So the code
tracking loop parameters should also be considered when analyzing the DET
performance.

DET ranging performance and parameter optimization are investigated in this
paper based on considering the couple characteristic of the two loops. A general
method for analyzing the ranging performance of two coupled loops was proposed,
and the expression of “two-dimension correlation function” is also provided as the
key part of the analyzing method. By using the proposed method, the influence of
code discriminator space on DET ranging performance was analyzed for
Sine-phased BOC signal, based on which, code discriminator space optimization
choice is given. The analysis results show that: for finite bandwidth Sine-phased
BOC signal, when the code discriminator space is an odd number of the subcarrier
square width, the DET ranging performance is almost the same with the traditional
matching receiving method, when the code discriminator space is an even number
of the subcarrier square width, the DET ranging performance degrade seriously.
Thus, to get high ranging performance, an odd number of subcarrier square should
be preferred to an even number for DET code discriminator space choosing.
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2 DET and Couple Characteristic

2.1 DET Math Model

The baseband BOC signal model can be expressed as [9–11]

xðtÞ ¼
ffiffiffiffiffiffiffiffi
2Cs

p
� cðt � t0Þ � sðt � t0Þejh þ nðtÞ ð1Þ

where Cs is signal power, cðt � t0Þ is the pseudo noise (PN) code waveform whose
chip width is Tc, sðt � t0Þ is the subcarrier waveform whose square width is Ts (the
period of subcarrier is 2Ts), t0 is the path delay, h is the carrier phase, and nðtÞ is
complex Gaussian white noise with spectrum density N0.

DET uses both code tracking loop and subcarrier tracking loop to track the
baseband signal (carrier tracking loop is not discussed here). Considering the
coherent discriminator method, the discriminating function of the code tracking
loop and subcarrier tracking loop can be expressed as

ec ¼ < 1
T

ZT
0

xðtÞ � c t � t0c � Dc

2

� �
� c t � t0c þ Dc

2

� �� �
sðt � t0sÞ � e�jĥ � dt

8<
:

9=
;
ð2Þ

es ¼ < 1
T

ZT
0

xðtÞ � cðt � t0cÞ s t � t0s � Ds

2

� �
� s t � t0s þ Ds

2

� �� �
� e�jĥ � dt

8<
:

9=
;
ð3Þ

where ec is the code discriminator error, <f�g is real part operation, T is the
integration time, Dc is the code discriminator space, t0c is the local code delay, t0s is
the local subcarrier delay, ĥ is the estimate of the carrier phase, es is the subcarrier
discriminator error and Ds is the subcarrier discriminator space.

Based on these discriminating methods, an unambiguity and low precision
ranging measurement can be got from the code tracking loop, an ambiguity and
high precision ranging measurement can be got from the subcarrier loop, and the
final unambiguity and high precision ranging measurement can be got through a
nonlinearly combination of the two measurements, the final precision is determined
by the subcarrier loop [1–3].

2.2 Couple Characteristic

Ignoring the error of carrier phase estimate ĥ, (2) and (3) can be written as:
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ec ¼
ffiffiffiffiffiffiffiffi
2Cs

p
� R sc � Dc

2
; ss

� �
� R sc þ Dc

2
; ss

� �� �
þNc ð4Þ

es ¼
ffiffiffiffiffiffiffiffi
2Cs

p
� R sc; ss � Ds

2

� �
� R sc; ss þ Ds

2

� �� �
þNs ð5Þ

where sc ¼ t0 � t0c is the relative delay between the received signal and the local
PN code, ss ¼ t0 � t0s is the relative delay between the received signal and local
subcarrier, Nc is the real part of the code discriminator complex noise, Ns is the real
part of the subcarrier discriminator complex noise, Rðsc; ssÞ is the normalized 2
dimension cross correlation function of the received signal and the local signal,
which is calculated as:

Rðsc; ssÞ ¼ 1
T

ZT
0

cðtÞsðtÞ � cðt � scÞ � sðt � ssÞ � dt ð6Þ

Because of the complexity of Rðsc; ssÞ, the two discriminators is not independent
from each other, which means that ec does not only relate to sc but also to ss, and es
is also influenced by both sc and ss. This couple characteristic can be shown
through the discriminator curves, as Figs. 1 and 2 show.

Figures 1 and 2 show the discriminator curves for PN code and subcarrier
respectively, where BOCsð4; 1Þ signal, Dc ¼ 0:4 Tc and Ds ¼ 0:4 Ts is taken for
example. As these figures show, when there is a non-zero bias in one dimension, the
zero-crossing point of the curve in other dimension leaves away from the center.
Obviously, this characteristic may influence the tracking precision, which should be
considered in performance analysis and parameter optimization.
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3 Noise Performance Analysing Method

3.1 Analysing Method for Couple Discriminator

The two-dimension couple discriminating functions can be written in a general
form as

ec ¼ Kcðsc; ssÞþNc

es ¼ Ksðsc; ssÞþNs

(
ð7Þ

where Kcðsc; ssÞ is the function that map two delay errors sc and ss to code dis-
criminator output error, Ksðsc; ssÞ is the function that map two delay errors sc and ss
to subcarrier discriminator output error. The specific expressions of Kcðsc; ssÞ and
Kcðsc; ssÞ are determined by both Rðsc; ssÞ and the discriminating methods, and to
meet non-bias tracking constraints, Kcð0; 0Þ ¼ 0 and Ksð0; 0Þ ¼ 0 must be satisfied,
Nc and Ns are discriminator noise which usually assumed as White Gaussian Noise.

In steady tracking state, sc and ss are both very small, thus (7) can be written as a
linear expansion

ec � jcc � sc þ jcs � ss þNc

es � jsc � sc þ jss � ss þNs

(
ð8Þ

where

jcc ¼ @Kcðsc;ssÞ
@sc sc¼ss¼0j

jcs ¼ @Kcðsc;ssÞ
@ss sc¼ss¼0j

jsc ¼ @Ksðsc;ssÞ
@sc sc¼ss¼0j

jss ¼ @Ksðsc;ssÞ
@ss sc¼ss¼0j

8>>>><
>>>>:

ð9Þ
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Considering the non-bias tracking constraints, the two delay estimates can be
written as

ŝc
ŝs

" #
¼ j�1 ec

es

" #
¼ sc

ss

" #
þ j�1 Nc

Ns

" #
ð10Þ

Thus, the variance can be calculated as

varðŝcÞ varðŝc; ŝsÞ
varðŝs; ŝcÞ varðŝsÞ

� �
¼ j�1 � q � j�1

� �T ð11Þ

where varð�Þ is the variance operation, j is called slope matrix, q is called noise
variance matrix, the two can be calculated as:

j ¼ jcc jcs
jsc jss

� �
ð12Þ

q ¼ EðN2
c Þ EðNc � NsÞ

EðNc � NsÞ EðN2
s Þ

� �
ð13Þ

where Eð�Þ is expectation operation. As the ranging precision is determined by the
subcarrier loop, considering the loop filter influence [9], the final ranging variance
is

r2ss ¼ varðŝsÞ � 2BLT � ð1� 0:5BLTÞ ð14Þ

where BL is the loop bandwidth, and T is the integration time.

3.2 Key Part Calculation Method

The tracking precision calculation method for coupled loops is given, where slop
matrix j and noise matrix q are keys for calculation. For some specific discrimi-
nating method, j and q are both determined by Rðsc; ssÞ, thus the latter gives
Rðsc; ssÞ calculation method for finite bandwidth signal.

Considering the ideal self-correlation feature of PN code, (6) can be written as

Rðsc; ssÞ ¼ 1
Tc

ZTc
0

uðtÞsðtÞ � ½uðt � scÞsðt � ssÞ� � dt ð15Þ

where is the uðtÞ unit square wave with chip width Tc. According to the transfor-
mation between time and frequency domain in [9], (15) can be written as
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Rðsc; ssÞ ¼ 1
Tc

Zbr=2
�br=2

GBOCðf Þ� Gðss�scÞ
BOC ðf Þ � e�j2pf �sc

h i�
� df ð16Þ

where br is the signal band width, GBOCðf Þ and Gðss�scÞ
BOC ðf Þ are the Fourier trans-

formation of the received signal and the local signal, respectively, as (17) and (18)
show.

GBOCðf Þ ¼
ZTc
0

uðtÞ � sðtÞ � e�j2pf �t � dt ð17Þ

Gðss�scÞ
BOC ðf Þ ¼

ZTc
0

uðtÞ � s½t � ðss � scÞ� � e�j2pf �t � dt ð18Þ

When giving specific BOC signal and the discriminating methods, the expres-
sion of Rðsc; ssÞ, Kcðsc; ssÞ and Ksðsc; ssÞ can be got based on above method and the
ranging performance can be calculated further.

4 Noise Performance Analysis and Parameter
Optimization

4.1 Noise Performance Analysis

Using the proposed method and taking Sine-phased BOC signal for example, the
tracking performance of the DET will be analyzed in this section. As the couple
characteristic is focused, the key part is the influence of the PN code discriminator
space on the ranging performance.

Specifically, take BOCsð2; 1Þ and BOCsð6; 1Þ for instance, and the coherent E-L
discriminating method shown in (4) and (5) are used, the DET ranging precision
curves under different PN code space are shown in Figs. 3 and 4.

In Figs. 3 and 4, the subcarrier discriminator space Ds is 0:5Ts, the integration
time is 1 ms, and loop bandwidth BL is 1 Hz, the signal bandwidth is set to
including the two main lobes of BOC signal, that is 6 MHz for BOCsð2; 1Þ and
14 MHz for BOCsð6; 1Þ. The traditional matching receiving method with coherent
E-L discriminating function is also given for comparison, which is calculated
according to [9, 10]. As the two figures show.

(1) DET is not a strict full precision tracking method; the precision is loss com-
paring with the matching receiving, and the loss relates to the PN code space.
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(2) The DET tracking precision can be seriously influenced by the PN code space,
and the influence can be divided into two groups: when Dc is an odd number
of Ts, the tracking precision is relatively high; when Dc is an even number of
Ts, the tracking precision is relatively low. The difference between the two
groups can be 6–8 dB.

(3) In each group, the tracking precision rises with Dc degrades, and the difference
is around 1 dB.

The above features, especially feature (2) is first obtained, which is opposite to
the intuitive understanding. To test and verify this phenomenon, take BOCsð2; 1Þ
for instance, under the same conditions with Fig. 3, simulations were made for
comparison; the results are shown in Fig. 5.
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As Fig. 5 shows, when Dc is an odd number of Ts, the simulation results
coincide well with the theory results, when Dc is an even number of Ts, the sim-
ulation result is a little different from the theory results, which is due to the
approximation in theory analysis. However, the “group feature” in simulation
results coincide well with that in theory results: the noise variance when Dc is an
even number of Ts is much higher than that when Dc is an odd number of Ts.

This phenomenon can be explained by Fig. 6.
Figure 6 shows the PN code delay dimension shape of Rðsc; ssÞ for finite

bandwidth BOCsð2; 1Þ signal, and the subcarrier delay ss ¼ 0 here. As can be seen
in Fig. 6, when the Dc ¼ 2Ts or other even number of Ts, the slope of the corre-
lation function is very low, thus the code discriminator is not sensitivity to the code
delay error, which results in high jitters in code tracking loop, and because of the
couple characteristics, this high jitter influences the subcarrier tracking loop, which
final causes the bad ranging performance. While when Dc ¼ 3Ts or other odd
number of Ts, the slope of the correlation function is relative high, the jitter in code
tracking loop will be much smaller, which can make the final ranging performance
much better. Numerical analysis shows that, the slope difference between the two
situations can be as large as 10 times, which can fully result in 6–8 dB in ranging
precision.

4.2 Parameters Optimization for BOCs Signal

Selecting several BOCsðkn; nÞ signals to see the PN code delay dimension shape of
Rðsc; ssÞ, as Fig. 7 shows.

In Fig. 7, four kinds of modulation orders of BOCs signals are taken for ref-
erence, the signal bandwidths are set to include the two main lobes, and the Y axis
are added some offsets to show clearer. As Fig. 7 shows, all the shapes show the

35 38 41 44 47 50
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

CN0 / dBHz 

1 
σ  

 / 
m T      = 1ms 

B
L
    = 1Hz

β
r
   = 6MHz 

DET Theory  Δ
C
 = even T

s

DET Theory  Δ
C
 = odd  T

s

DET Simulation  Δ
C
 = even T

s

DET Simulation  Δ
C
 = odd  T

s

Traditional Theory

Fig. 5 The comparison of
the theory and the simulation
results for DET tracking
precision for BOCs(2, 1)
signal

Ranging Performance Analysis and Discriminator Parameters … 1017



similar features, that is “high slop when Dc is odd number of Ts and low slop when
Dc is even number of Ts”. These common features indicate that, the relationship
between slop and Dc is general in bandwidth limited BOCsðkn; nÞ signals, thus,
when using DET to processing BOCsðkn; nÞ signals, an odd number of Ts should be
preferred by Dc to an even number.

5 Summary

For the couple characteristic between the code tracking loop discriminator and the
subcarrier tracking loop discriminator in DET, a tracking precision analyzing
method as well as some key parts calculation method are proposed in this paper.
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Based on these methods and take Sine-phase BOC signal for instance, the tracking
performance of DET is analyzed, the special way that the code discriminator space
influence on ranging performance is first obtained and explained. The research
shows that, PN code discriminator space can affect DET ranging seriously, for
Sine-phase BOC signals, when PN code space is an odd number of subcarrier
square wave width, the ranging performance is relatively high, near to the full
precision; when PN code space is an even number of subcarrier square wave width,
the ranging performance degrades 6–8 dB comparing with that in odd. Thus, using
DET to receive sine-phased BOC signal, PN code space with an odd number of
subcarrier square should be preferred. For Cosine-phased BOC signal, DET per-
formance can also be analyzed through the ways provided in this paper.
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