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Inter-limb Coordination Assessment and Fall
Risk in ADL

Tomislav Pozaic, Anna-Karina Grebe, Michael Grollmuss,
Nino Haeberlen, and Wilhelm Stork

Abstract
Fall risk assessment research has largely been focused on
individual biomechanical measures or assessment in
clinical setting. The goal of the study was to evaluate
the fall risk from the inertial sensor data from activities of
daily living (ADL) based on the inter-limb coordination
assessment. Eight older adults with higher risk of falling
and eight adults with no risk of falling were monitored for
one week with hip and wrist sensor node. A one-way
analysis of variance and 95% confidence interval were
applied to investigate associations between extracted
temporal inter-limb coordination measures for these two
groups. Results have shown significantly higher asym-
metry in lower limbs and between contralateral arm and
leg for subjects with higher risk of falling, allowing us to
reliably distinguish these two groups.

1 Introduction

A leading cause of injuries in older adults is falling, causing
a heavy burden on the health care system. Each year, one in
every three adults aged over 65 falls [1]. Fall risk factors can
be divided into five domains [2]: sociodemographic factors,
medical and psychological factors, medication risk factors,
mobility factors and sensory risk factors. Epidemiological
studies have shown that transitions and walking are main
mobility fall risk factors causing 41% and 36% of all falls
respectively [3].

Previous studies have investigated mobility factors in
terms of variability of biomechanical measures, such as

stride time, walking speed, stride length, stance and swing
times and individual joint kinematics [4, 5]. The timing of
gait events in the lower limbs is more asymmetric and less
stable in older adults [6]. Additionally, gait stability and
inter-limb coordination are very well correlated and as such
good indicators for falls [7].

Inter-limb coordination primarily involves movements
requiring sequential and simultaneous use of both sides of
the body with a high degree of rhythmicity. More precisely,
it involves the timing of motor cycles of the limbs in relation
to one another [8]. Such actions are commonly divided into
two categories [9]: bimanual coordination (involves skilled
inter-limb coordination of the two arms or legs in a bimanual
action) and coordination between hands and feet (involves
the simultaneous coupling of the upper and lower limbs).

Many previous studies focused only on lower extremities
[10], assessed inter-limb coordination using camera based
tools [11] or in clinical settings during short periods of time
[12, 13]. While camera assessment tools are expensive and
subject of privacy concerns, clinical assessments oversim-
plifies geriatric fall risk, which can be more accurately
described with fuzzy boundaries as a multifactorial disorder.

Our work focuses on assessment of coordination of upper
and lower extremities in terms of fall risk in home envi-
ronment during ADL using a system of two sensor nodes.
A novel approach for inter-limb coordination assessment
enables optimization of the number of sensors, thus enabling
unobtrusive, user-friendly measurement during a longer
period of time (one week). We hypothesize that fall-prone
adults will have less coordinated movements and higher
variability of gait than adults with no risk of falling on a
weekly basis. Using features that uniquely describe inter-
limb coordination it should be possible to reliably distin-
guish between these two groups.
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2 Methods

2.1 Subjects

Sixteen older adults were recruited with the characteristics as
shown in Table 1. These show the mean values with corre-
sponding standard deviations. The study was approved by the
Ethical Committee of the Medical Faculty and the University
Hospital of Tübingen. All participants signed informed
consent according to the Declaration of Helsinki. Exclusion
criteria for the study were more than 10 points on Short
Orientation-Memory-Concentration (SOMC) test (cognitive
impaired subjects), inability to walk or terminal diseases.

2.2 Experiment Setup

Subjects were wearing two sensor nodes, one attached on the
wrist and one on the ipsilateral hip. Each sensor node con-
sisted of a 3-axis accelerometer BMA280, gyroscope
BMG160 and magnetometer BMC055 (all produced by
Bosch Sensortec GmbH). Accelerometer measurement range
was set to ±4 g, gyroscope to ±500°/s and magnetometer
to ±1000 µT. 14-bit accelerometer and 16-bit gyroscope
and magnetometer data were sampled with a sampling fre-
quency of 100 Hz. Each data package was transmitted over a
Bluetooth Low Energy (BLE) connection to an Android
phone (LG2 mini) attached at the belt around the waist.
Phone was requesting the time from the sensor nodes every
minute and correlated it with the real time. The round trip
between the phone and sensors is integrated into this map-
ping for synchronization purposes. Data corresponding to
one measurement day was stored in one file in order to
enable easier offline processing.

Data acquisition was performed for one week (seven
consecutive days) in the home environment of each subject.
Rechargeable lithium battery (170 mAh) supplying the
sensor node lasts for approximately 8 h. Subjects put on the
sensors in the morning and wore them during activities of
daily living. The battery and phone are charged over night.

On the first day of the measurement week the subject’s
supervisors collected anthropometric measures. The habitual
gait speed was determined by letting the subjects walk on a
straight line not shorter than 3.5 m and measuring the
elapsed time. The length of the walking line was adjusted to
various conditions in subject’s home (e.g. small apartments,
obstacles etc.).

Additionally subjects answered a fall risk assessment
questionnaire (FRAQ) containing 18 most significant factors
for risk of falling indentified in [2]. Answers were graded
with either 0 or 1 (depending if the indentified risk factor
was present or not), except the number of prescript medi-
cations and number of falls in the last 12 months. Total score
defined as the sum of all answers was used to split the
subjects into two groups: fallers and non-fallers. Fallers are
subjects with a total score of four or higher, while non-fallers
are subjects with a total score lower than four points.

3 Data Analysis

3.1 Preprocessing

Data was preprocessed offline using MATLAB R2012b.
Sensor data for the wrist and hip were synchronized using a
(proprietary) method for mapping the phone and sensor
times. Signals, particularly from the wrist, were affected with
data loss due to various artifacts in BLE connection (e.g.
various obstacles, distance between sensors and phone).
Thus, before further processing, the missing data was
interpolated using linear interpolation. Missing data is
detected when the time difference between two consecutive
BLE packages ti and ti�1 is ti � ti�1 [ 1:5 * TS, where TS is
defined sampling period. This action maintained data from
both sensors synchronized during the whole day and enabled
sample wise signal processing.

Inertial sensors (accelerometer, gyroscope and magne-
tometer) provide data in three perpendicular axes of their
local coordination system. To describe the orientation of
sensor’s local system in relation to the geodetic coordination
system approach with Euler angles (yaw, pitch and roll)
estimated from all three inertial sensors was used. The
relation is described with a Yaw-Pitch-Roll angle rotation
matrix MYPR defined by standard convention (“x-conven-
tion”) rotation order:

Table 1 Subject characteristics

Characteristic Fallers Non-fallers

N 8 8

Female (%) 75 25

Age (years) 68.5 ± 8.8 57.2 ± 6.5

Height (cm) 166.0 ± 13.8 173.9 ± 8.3

Weight (kg) 75.6 ± 18.4 81 ± 12.5

BMI, (kg/m2)a 27.7 ± 7.7 26.8 ± 3.9

SOMC (0–28)b 2.0 ± 2.4 1.5 ± 3.5

Habitual gait speed, (m/s) 1.0 ± 0.2 1.1 ± 0.2

History of falls 0.8 ± 0.7 0

FRAQc 7.4 ± 2.6 1.4 ± 1.2
aBMI Body Mass Index
bSOMC Short Orientation-Memory-Concentration test
cFRAQ Fall Risk Assessment Questionnaire

2 T. Pozaic et al.



at ¼ M�1
YPRa

0
t; ð1Þ

where a0t is one sensor sample at moment t and at is the
corresponding value in the geodetic coordination system.
Solving (1) for the acceleration signals the linear accelera-
tion of human movement is calculated.

3.2 Walking Bouts

Acceleration based step detector was previously developed
in C and used as binary mex file for processing sensor data in
MATLAB. The step detector algorithm is based on an
adaptive threshold approach over a sliding window of 300
samples. A walking bout is defined as the time between start
and end of walking. Start of walking is depicted with three
or more consecutively detected steps, while end of walking
is determined when no steps for maximum step duration
time (3 s) were detected.

Data for each day for each subject was processed and only
walking bouts longer than 10 s were taken into consideration.
Despite the fact that high step rate variability is present for
short walking bouts, they were still taken into consideration
due to the older age of subjects and the relatively small
number of long walking bouts (100 or more steps).

3.3 Gait Speed

Linear acceleration (defined as an acceleration in the direc-
tion of human movement), was used to calculate gait speed
of a particular walking bout. In order to remove tilt from the
acceleration signal, a following filter proposed in [14] was
applied:

xoutput ¼ xa � xa
cosða sinðxaÞÞ ; ð2Þ

where xa is linear acceleration signal and xoutput is signal
without tilt. To reduce additionally the signal drift due to
high frequency noise, data was filtered using moving aver-
age filter with window size of one second. The gait velocity
was then calculated by integrating the filtered acceleration
signal for each walking bout and then averaged over the
particular interval.

Previous systematic review of gait speed values for long
term care residents, which are at higher risk of falling, has
shown that usual gait speed in clinical setting is 0.58 m/s
[15]. Moreover, slow gait speeds have also been related to

higher risk of institutionalization and mortality. Thus, only
walking bouts with mean gait speed lower than 0.6 m/s were
taken into further consideration.

3.4 Inter-limb Coordination Features

Features extracted in this study for assessment of inter-limb
coordination and are as follows:

• inter-limb coordination index (IC),
• ipsilateral coordination index (YC),
• contralateral coordination index (CC),
• step time variability (STV),
• swing phase time variability (SPV).

STV and SPV features describe bimanual coordination,
while IC, YC and CC features describe hands/feet
coordination.

Gait cycle of human walking can be split into swing and
stance phase, where swing phase starts with toe off event and
ends with heel strike. Toe off event was detected from the
hip acceleration signal as the first local minima following the
heel strike of the opposite foot. SPV is defined as variability
of swing time duration of steps in each walking bout. STV is
defined as a variability of duration of steps detected for each
walking bout.

IC parameter is defined for each walking bout as a mean
time delay between highest backward or forward point in
arm swing and corresponding heel strike. Highest backward
point in the arm swing fits to the heel strike of ipsilateral
foot, while highest forward point in arm swing fits to heel
strike of contralateral foot.

Since it was defined that sensor should be worn always on
the same hip (subject arbitrarily chooses on first day of
measurement on which side the sensors will be worn), it is
possible to distinguish between left and right heel strikes
based on the gyroscope signal. Namely, empirically it has
been noticed that rotation of the hip while walking happens
before the heel strike and it is visible in the gyroscope signal
(angular velocity) on the side where sensor is worn. By
calculating the area under curve of the gyroscope signal
between two consecutive heel strikes, left and right steps
were distinguished. YC and CC features were then calcu-
lated as the mean time delay between arm swing and ipsi-
lateral and contralateral heel strike, respectively.

3.5 Statistical Analysis

Analysis of the features was performed on a weekly basis,
meaning that feature values for each particular subject were
averaged for all walking bouts satisfying above described
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conditions over the whole week (or at least for all days when
recording was successfully performed). A one-way analysis
of variance (ANOVA) was used to analyze the difference
between two defined groups for all five features (signifi-
cance, p). The mean (µ) values were extracted for each
feature together with corresponding 95% confidence interval
(95% CI). MATLAB built-in functions anova1 and paramci
were used for statistical analysis.

4 Results

From the total number of subjects, 8 were identified as non-
fallers (57.2 ± 6.5 years) and 8 were identified as fallers
(68.5 ± 8.8 years). There was no significant difference in
habitual speed between the groups (p = 0.21). Non-fallers
reported no previous falls in last 12 months, while fallers
reported 0.8 ± 0.7 falls. There was a significant difference
in FRAQ results (7.4 ± 2.6 and 1.4 ± 1.2 for fallers and
non-fallers respectively, p < 0.01).

In average 4.4 days per subject out of seven days of
recording were satisfying exclusion criteria. In total, non-
fallers performed 899 walking bouts which were longer than
10 s and had mean gait speed lower than 0.6 m/s (53% of a
total number of walking bouts), while fallers performed
1052 walking bouts with same features (81%).

Regarding our reference, STV and SPV features have
shown moderate to good relation with results of the FRAQ
questionnaire (Pearson’s r = 0.72, p < 0.01 and r = 0.70,
p < 0.01, respectively).

Figure 1 shows the difference between fallers and non-
fallers for features describing bimanual coordination (STV
and SPV). These features were significantly different for
fallers and non-fallers (p < 0.01 for both features). More
precisely, STV and SPV were significantly higher for fallers
(µ = 0.035 s, 95% CI = 0.029–0.041 and µ = 0.036 s,
95% CI = 0.031–0.042, respectively) than for non-fallers
(µ = 0.025 s, 95% CI = 0.021–0.030 and µ = 0.026 s, 95%
CI = 0.022–0.031, respectively).

Figure 2 shows relation of IC, YC and CC features for two
defined groups. The most significant difference was for CC
(p < 0.01). IC showed statistically moderate difference
(p = 0.17), while there was no difference between groups for
YC feature. CC was significantly higher for fallers than for
non-fallers (µ = 0.41 s, 95% CI = 0.40–0.42 and µ = 0.38 s,
95% CI = 0.36–0.40, respectively). Although there were
only moderate differences in mean values for IC (0.41 vs.
0.39 s, for fallers and non-fallers respectively), 95% CI were
rather wide (CI = 0.39–0.43 and CI = 0.37–0.41). YC
showed no difference between the two groups (µ = 0.40 s,
95% CI = 0.37–0.40 and µ = 0.39 s, 95% CI = 0.38–0.41,
respectively).

5 Discussion

The proposed method for subjects identified at higher risk of
falling has shown on a weekly basis significantly higher STV,
SPV and CC, which is in accordance with previous clinical
findings [4, 6, 7]. Results for theYC feature indicate that further
possibilities for improvements in distinguishing between left
and right steps should be investigated.Despite good assessment
ofCC feature,YC feature shows lowperformance probablydue
to poor hip rotation during walking, which could be related to
weakness in lower limbs and slower gait speed characteristic for
faller group. Additional features (e.g. frequency domain fea-
tures) or features assessed on daily or even walking bout basis
could give added value in distinguishing between the groups
once the population number increases and boundaries between
them become even more fuzzy.

Fallers have performed more walking bouts at mean gait
speed lower than 0.6 m/s than non-fallers, but to confirm lower
gait speeds as a good fall predictor further investigation on all
walking bouts is necessary.Analysis of allwalking bouts longer
than 10 s might have included some other activities during the
day, like climbing up or down the stairs, as these events are
difficult to differentiate based on accelerometer data used by our
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step detector. We used mean values of all walking bouts for
particular subjects averaging the extremes, although theymight
be more indicative (but noisy) for high risk of falling.

Although proposed multi-sensor system has given us a
better overview of the daily life activities of fallers and non-
fallers, there are still some challenges that have to be over-
come. For instance, improvement in the battery performance
and reduction of data loss could be resolved by using
internal memory (e.g. SD card) instead of BLE transfer of
data. Focus on monitoring of movement of only one hand
has still given us enough information for distinguishing
subjects based on lower limb coordination and coordination
between contralateral arm and leg (in respect to the side
where sensor system has been worn).

Recalling of previous falls in last 12 months might be a
challenging task (indicated by relatively small number of falls
for fallers) even for subjects with no or low cognitive impair-
ment (SOMC < 10) and has to be taken into account. This
challenge we tried to overcome by assessing 18 different fac-
tors relevant for the fall risk. In respect to that results of the
FRAQ were significantly higher (more than five times) for
fallers.

In conclusion, our method with proposed features can
reliably distinguish between fallers and non-fallers assessed
on a weekly basis. Additionally, proposedmethod can be used
for assessment of inter-limb coordination in cases where long
termmonitoring of motor features with high acceptance rate is
required (Parkinson’s Disease, post-stroke patients etc.).
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Optimization of the Amplicons Detection
System of Loop-Mediated Isothermal
Amplification on Microfluidic Compact Disk

Shah Mukim Uddin, Fatimah Ibrahim, Jongman Cho,
and Kwai Lin Thong

Abstract
Salmonellosis caused by the bacteria in the genus
Salmonella remains the most important foodborne disease
in both developing and developed countries. Since several
decades various microbial detection and quantification
methods have been developed. One of recently developed
gene amplification method is loop-mediated isothermal
amplification (LAMP) which has been developed on
tube-based platform. To facilitate the detection of
pathogenic diseases in remote areas, a microfluidic
platform has been developed called lab-on-a-CD. This
paper presents an improved endpoint detection system for
LAMP on Lab-on-a-CD platform. A set of ultraviolet
(UV) emitter and color sensor have been used in this
detection system to detect the emission level of LAMP
amplicons. A LAMP assay has been performed with
Salmonella bacteria DNA and calibrated the duty cycle of
UV emitter to optimize the amplicons detection system.

Keywords
Pathogens � Salmonella � Food safety � Diagnosis
Loop-mediated isothermal amplification
LAMP � Microfluidics � Compact disc
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1 Introduction

Most foodborne illnesses are caused by pathogenic bacteria
or viruses in food. One of the major bacterial foodborne
illness is Salmonellosis which is caused by Salmonella
bacteria. The conventional methods of Salmonella bacteria
diagnosis are limited by the high cost requirement with
lower sensitivity and specificity performance [1]. Food
contamination may cause a severe consequence with eco-
nomic burden and human health risk, unless we can identify
the source of contamination rapidly and accurately. Con-
ventional methods of microbial detection and identification
require special media to isolate the viable bacterial cells from
food [2, 3]. Hence, these methods requires 2–3 days to
achieve the initial results and 5–7 days for confirmation with
laborious and cumbersome work [3, 4].

In 1980s a gene amplification method had been devel-
oped called polymerase chain reaction (PCR) which is being
widely used for genetic testing [5, 6]. The steps required for
PCR are nucleic acid extraction, gene amplification, and
detection. These steps require skilled personnel, expensive
equipment, and facilities. To overcome these drawbacks, in
2000s an alternative gene amplification method had been
developed called loop-mediated isothermal amplification
(LAMP) that combines rapidity, simplicity, high sensitivity
and specificity [7–9]. The limitation to conduct LAMP assay
is laboratory requirement which restrain from performing
genetic test in remote places.

To overcome the drawbacks of accessibility, a micro-
fluidic device called lab-on-a-chip (LOC) has been devel-
oped which can perform biochemical assays with advantages
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of low reagent consumption and sample requirements, pre-
cise microfluidic volume control, automated operations, and
process integration [10, 11]. As an alternative microfluidic
method, lab-on-a-CD has been developed which integrates
all the biochemical steps onto a single disc-shaped micro-
fluidic device [12, 13]. Conducting genetic test for food
bacteria detection like LAMP in lab-on-a-CD platform can
lead to develop a point-of-care testing (POCT) device in
order to provide rapid services to patients at the point of
care.

In this study, LAMP assay has been conducted following
tube-based method utilizing thermal cycler and then the
resultant DNA amplicons has been transferred to the detec-
tion chamber of microfluidic compact disk (CD). Then, the
loaded microfluidic CD has been tested with the developed
amplicons detection system to optimize the calibration of
ultraviolet (UV) emitter excitation.

2 Methodology

The developed endpoint detection system of LAMP ampli-
cons by Shah et al. [14] has been optimized by controlling
the pulse-width modulation (PWM) signal for UV emitter.
The optimization for the detection system was performed by
conducting LAMP assay, fabricating microfluidic compact
disk, developing the control circuit hardware and software,
and improving the mechanical structure of the detection
system.

2.1 LAMP Assay

The LAMP assay was conducted following the protocol by
Thong et al. [15, 16]. The reaction mix composition and the
Bst DNA polymerase was taken from Loopamp DNA
Amplification Kit (Eiken Chemical Co., Ltd., Tokyo, Japan).
The reaction mix contains 40 mM Tris-HCl (pH8.8), 20 mM
KCI, 16 mM MgSO4, 20 mM (NH4)2SO4, 0.2% Tween20,
1.6 M Betaine, and 2.8 mM each dNTPs. Each of the LAMP
reaction of the LAMP assay was performed with 12.5 µL of
reaction mix composition, 40 pmol of each FIP and BIP
primer, 5 pmol of each F3 and B3 primer, 20 pmol of each
LF and LB loop primer, 1.0 µL of 8 U Bst DNA polymerase,

2.0 µL of deionized water and 2.5 µL of DNA template of
Salmonella. To conduct the negative control of LAMP
assay, deionized water was used instead of DNA template.
The primers were designed based on the fadA gene of Sal-
monella enterica Typhimurium (GenBank accession number
NC003197.1) using the LAMP Primer Explorer V4 software
[17]. The primer sequences are proprietary information.
DNA extraction was performed by direct cell lysate boiling
method and NanoDrop 2000 UV-Vis Spectrophotometer
was utilized to measure the DNA concentration. The LAMP
assay was conducted in a heat block at 65 °C for 60 min,
then 80 °C for 2 min to inactivate the enzyme. At the end,
LAMP assay was cooled off at 4 °C. 1 µL of tenfold diluted
SYBR Green I dye was added with each of the resultant
LAMP amplicons (25 µL) to distinguish the positive results
from the negative one. The positive results turns from orange
to yellowish green and negative results maintain its original
color which is orange.

2.2 Microfluidic Compact Disk Fabrication

The microfluidic compact disk (CD) are featured with six-
teen detection chambers. The geometry of each detection
chamber is optimized on volume of 26 µL. The detection
chambers have two inlet/outlet holes to facilitate the loading
of LAMP amplicons. All detection chambers are arranged in
four groups and each group has four individual chambers.
The microfluidic CD has an interrupting edge which is
cooperating with the detection system. Figure 1 shows the
assembly of the microfluidic CD fabrication.

The features of microfluidic CD were designed with
AutoCAD design software. The microfluidic CD has two
transparent PMMA (poly methyl methacrylate) layers which
are sticked together with one PSA (pressure sensitive
adhesive) layer in the middle of them. The thickness of top
and bottom PMMA layers are 2 mm and 4 mm, respec-
tively. The features of PMMA layer and PSA layer was
fabricated utilizing computer numerical control (CNC) ma-
chine and digitally controlled cutting plotter machine,
respectively. In the bottom PMMA layer, the detection
cambers was engraved in a depth of 1 mm. In the middle
PSA layer, the detection chambers were cut-through. In the
top PMMA layer, the inlets/outlets holes were cut-through.

Fig. 1 Assembly of the
microfluidic CD
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After fabricating, all the layers were positioned together on
top of each other with the alignment hole and pressed all
together with a custom manufactured screw-compressor-
clamp to bind strongly.

2.3 Development of the Detection System

(1) Overview

The detection system has been developed in three stages;
(a) design and construction of the electronic circuitry for the
detection system, (b) design and fabrication of an optical
noiseless mechanical structure of the detection system, and
(c) developing a software for the control circuitry. The mixer
of LAMP amplicons and SYBR Green emit green color light
in UV excitation [14]. To excite the LAMP amplicons, a UV
emitter (peak wavelength: 365 nm) has been used. To cal-
culate the color light emission level from the LAMP
amplicons, a color sensor has been used. A UV filter has
been used on the light way to omit the unwanted UV wave
passing through the detection chamber. Figure 2 shows the
structure of the sensor holder which composites of a UV
emitter, a UV filter, and a color sensor.

The developed detection system consists of a stepper
motor with a motor driver, a photo interrupter, a LCD dis-
play, a microcontroller, a set of navigation keys (start, next,
previous, and restart), and other supporting electronic com-
ponents. To place the detection chamber aligning with the
UV emitter and color sensor, a unipolar stepper motor has
been used which is driven by a motor driver (darlington
transistor arrays). The photo interrupter is acting as a posi-
tion sensor which is cooperating the stepper motor to place
the detection chamber on desire position. The LCD display
is visualizing the detection results from the color sensor
interpretation. The microcontroller is controlling the rota-
tional direction, speed, and steps of the steeper motor, pro-
cessing the photo interrupter output voltage, controlling the
UV emitter which is driven by an IGBT transistor and LED
driver IC, processing the color sensor output pulse train,
processing the display of LCD, and processing the input

from the navigation keys. Figure 3 shows the developed
amplicons detection system of LAMP for microfluidic CD
platform.

(2) Operation of the Detection System

By pressing the start key of the detection system, the
stepper motor starts to rotate stepwise. The motor continues
its rotation cooperating with the photo interrupter until the
first detection chamber of the microfluidic CD is placed
aligning with the UV emitter and color sensor. Then the UV
emitter is enabled and afterward the color sensor state is
changed to enable by the microcontroller. The color sensor
senses the emission level from the LAMP amplicons and
generates the corresponding pulse train as an output. The
microcontroller calculates the frequency of the color sensor
output and compares with the detection condition. The fre-
quency of the output pulse train is different for the positive

Fig. 2 Sensor holder of the detection system; a perspective view,
b exploded perspective view

Fig. 3 Naked eye inspection of
the LAMP amplicons in tube.
Tubes 1–3 are negative control
and tubes 4–6 are positive control
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control and negative control of LAMP amplicons. The
detection condition interpretation of LAMP amplicons
detection is executed to display on LCD screen in terms of
“Positive” or “Negative”. Following the same fashion of
detection, the system reads, processes, and displays the
results for rest of fifteen detection chambers. To facilitate the
review of detection results, the navigation keys can be
utilized.

2.4 Optimization of the Detection System

The interpretation of the color sensor varies for different
intensity levels of the UV emitter. To achieve the optimum
intensity, the UV emitter (driving current 350 mA) is con-
trolled by a microcontroller and an IGBT transistor. By
changing the duty cycle (range of 10–100%) of the PWM
signal generated by the microcontroller, the average current
flowing through the UV emitter is controlled. The UV
emitter intensity is proportional to the power consumption.
Hence, the intensity level of UV emitter varies for the cor-
responding duty cycle of PWM signal.

3 Results and Discussion

A LAMP assay was performed with the DNA from Sal-
monella bacteria. The concentration of the DNA template
was 25 ng/lL. Figure 4 shows the photograph of the resul-
tant LAMP amplicons mixed with SYBR Green I in tube.
Tubes 1–3 were negative controls (NC) (DNA template was
replaced with deionized water) and tubes 4–6 were positive
controls (PC). The negative controls maintained the original
orange color of SYBR Green I and the positive controls
changed to yellowish green color. After conducting the

LAMP assay, these LAMP amplicons were transferred to the
detection chambers of the microfluidic CD.

The microfluidic CD loaded with LAMP amplicons was
tested with the developed detection system at different
intensity levels of the UV emitter. The intensity level of the
UV emitter was controlled by changing the duty cycle of UV
emitter. Table 1 shows the normalized sensor reading (fol-
lowing feature scaling method) for the corresponding UV
emitter duty cycles.

It was reported earlier that the normalized pulse duration
was greater than 0.8 for negative control and less than 0.1 for
positive control [14]. As much the deference between the
minimum pulse duration (Tmin) of NC and maximum pulse
detection system will be in optimum calibration. Figure 5
shows the graph for the effect on sensor reading for different
intensity levels of the UV emitter. From the Table 1 and Fig. 5,
the maximum deference between Tmin of NC and Tmax of PC
is 0.892 µs (normalized value) at 70% duty cycle. So, it can be
concluded that the optimum excitation of the UV emitter can be
achieved when the UV emitter duty cycle is 70%.

Fig. 4 Developed amplicons detection system of LAMP for micro-
fluidic CD platform

Table 1 Sensor reading for
different duty cycles of UV
emitter to detect LAMP
amplicons with the developed
detection system

Normalized pulse duration (T)

Sample no. 1 2 3 4 5 6 Diffa

Duty cycle (%) Negative control (NC) Positive control (PC)

10 0.937 1.000 0.841 0.087 0.000 0.508 0.333

20 1.000 0.879 0.948 0.607 0.289 0.000 0.272

30 0.589 0.869 1.000 0.000 0.054 0.321 0.268

40 0.894 0.716 1.000 0.000 0.645 0.447 0.071

50 1.000 0.935 0.946 0.000 0.176 0.133 0.759

60 0.998 0.954 1.000 0.139 0.000 0.051 0.815

70 1.000 0.959 0.943 0.000 0.032 0.050 0.892

80 0.976 1.000 0.923 0.042 0.000 0.037 0.881

90 0.934 1.000 0.963 0.009 0.072 0.000 0.862

100 1.000 0.967 0.919 0.000 0.090 0.000 0.828
aDifference between minimum pulse duration (Tmin) of NC and maximum pulse duration (Tmax) of PC
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After analyzing the test results with Salmonella bacteria
DNA to optimize the UV emitter excitation, it can be con-
cluded that the developed detection system can perform the
detection in optimum calibration when the duty cycle of UV
emitter is 70%. Previously reported detection test results
with Salmonella bacteria DNA were performed at 100%
duty cycle of UV emitter.

4 Conclusion

In this paper, the amplicons detection system of LAMP to
detect Salmonella bacteria DNA has been calibrated to its
optimum UV excitation level and the mechanical structure
has also been improvised. The detection test indicates that
the optimum excitation could be achieved when the duty
cycle of the UV emitter was 70%. This developed amplicons
detection system can lead to develop a point-of-care testing
(POCT) device to prevent food bacterial diseases by early
pathogens detection in suspected remote areas. In future, this
detection system can be further improved by compositing a
feature like detection results transmission function to remote
places through a smart phone.
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Implementation of an Electronic Prescription
System for Ambulatory Care

Marc Nyssen and Yelina Piedra

Abstract
After a two-year pilot, including the ICT (Information and
Communication Technology) developments and small
scale tests, the Recip-e project for ambulatory electronic
prescriptions is currently in national roll-out phase. Along
with the operational secure data-flow, an important
number of parameters are captured and taken along;
these parameters are processed and archived, enabling us
to make a first evaluation regarding the approach taken in
Belgium, both from a technical point of view and from a
methodologic point of view, regarding the technical
developments and the involvement of all stakeholders.

1 Introduction

Prescriptions are a cornerstone in most health systems: in the
paper world, the prescribing health worker (general practi-
tioner, specialist, dentist) writes down a medical prescription
on a pre-formatted piece of paper, signs it and usually hands
it over to the patient. The patient then collects the medica-
tion, written on the paper prescription, in a pharmacy. Here,
health systems may differ greatly: in some countries the
choice of the pharmacy is not free (e.g., Denmark where this
is determined at the time of prescribing, and often limited by
physical constraints: islands with a single pharmacy [1]). In
other countries, the choice of the pharmacy is free: the
patient determines where he will collect the prescribed
medication. This last case corresponds to the Belgian situ-
ation [2].

In this paper, we will highlight the main design features
of the ambulatory electronic prescription system “Recip-e”

[3] in the Sects. 2 and 3, then in Sect. 4 (Results) the roll-out
process is quantified and discussed in Sect. 5.

2 Materials and Methods

The objective set forward for the Recip-e project phase 0
was to realize an in depth study to identify the elements
required to realize the theoretical model. This theoretical
model resulted from a study performed in the context of the
Belgian Ministry of Health and Social Affairs in 2002 [2].

The pilot study covered following topics:

(1) Evaluate the functional, technical and operational
requirements for a realistic implementation

(2) Make a stakeholder analysis
(3) Benchmark equivalent projects abroad
(4) Study the financial implications
(5) Communication/Interaction with the stakeholders
(6) Propose a roll-out plan.

Figure 1 shows the current flows of the paper and elec-
tronic prescriptions in Belgium: from the prescribing physician
via the patient to the pharmacy which he can choose freely.

Benchmarking with Sweden and Denmark, also the
Netherlands [4–7], teaches us that the introduction of EPP
(Electronic Pharmaceutical Prescriptions) can take several
years. Innovations in the medical sector are confronted with
the relatively high inertia of the sector.

This understanding leads to following eight border con-
ditions for the technical solution of the “Electronic Medical
Prescription” (EMP) in Belgium, where we need a system:
Allowing perfect co-existence between paper and electronic
prescriptions during the roll-out phase, which might take
some time; at least allowing continuity in characteristics and
identical functional possibilities versus the paper prescrip-
tions; and requiring minimal legal modifications. These points
were identified at the start of the project. They obtained a
consensus within the project team and were acknowledged by
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the sector representatives we consulted. Taking into account
these border conditions, we designed the conceptual flow
model, fitting into the Belgian health system and complying
with the national and European privacy regulations [8, 9],
resulting in the flow diagram of Fig. 1. The flow of the
electronic medical prescription starts at the prescribing
physician (generated by the prescription module of his med-
ical package) and goes to the EPP system. While in the first
phase (during roll-out), the patient still obtains his printed-out
paper prescription, after the roll-out phase, paper tokens will
become obsolete and identification at the pharmacy will be
performed by the appropriate identification system selected by
the sector in dialog with the authorities.

3 Technology Description

3.1 Data Format

The building blocks required to realize an electronic pre-
scription system are based on an existing technology:

1. Internet communication protocols/web-services
2. The Kind Messages for Electronic Health Records

(KMEHR-bis) XML format for medical messages [10],
including the medical prescription

3. Patient and medical worker identification by the appro-
priate electronic cards (eID or equivalent) [11]

4. Advanced digital signature, via the eID signing certifi-
cate, recognized equivalent to handwritten signature [12]

5. Accessible and sound encryption technology
6. Adequate authentication portals, identifying the role of

prescriber and pharmacist

7. Operational common medication databases. [13–15]

KMEHR-bis XML messages play a central role in Bel-
gium: since 2002, about 30 XML formatted messages were
defined, corresponding to the most used messages in the
Belgian health system. Through labeling sessions, enforcing
the implementation of relevant KMEHR-bis messages, the
Ministry of Health’s efforts and incentives resulted in the
situation where all accredited software packages for general
practitioners are now able to generate and read in the
KMEHR-bis messages such as the pharmaceutical pre-
scription. The pharmaceutical packages will reach this level
mid-2015.

The KMEHR-bis message “pharmaceutical prescription”
comprises an administrative header, followed by a folder
(containing the data which are found on a paper prescription)
such as the prescriber’s identity, the patient and as many
items elements as there are medications on the prescriptions.

This number would be limited to 9, due to space limits on
the paper prescription. The items comprise the market name
of the medication, the unique Belgian identifier code for a
given drug (CNK), the packaging and quantity, posology,
way of administration, and the frequency (daily,
morning/afternoon, …) and free text instructions for
patients.

3.2 Building Blocks

Modules realized are (Fig. 2):

The Recip-e portal allows access by individual patients to
their pending electronic prescriptions.

Fig. 1 Recip-e dataflows
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The Recip-e Application Programming Interface (API):
Recip-e is mainly be accessed through the API of the
physicians or the pharmacists software package.
The Recip-e engine contains modular building blocks, sur-
rounding the secured prescription database.
Links to authentic sources for authentication and identification
of roles will be made through the eHealth-platform (national
infrastructure supporting the generic building blocks).

Some building blocks needed by the Recip-e engine are
provided by the eHealth-platform (time-stamping, logging,
authentication, encryption, …) as for the whole e-health
sector.

3.3 Data Flows and Interactions

Step 1: Creation of a prescription by the prescriber. The
prescriber creates an electronic prescription, normally via his
medical package or via a web prescription program. The
prescription is signed digitally (either each prescription is
digitally signed or the prescriber’s session is authenticated
via the e-ID + pin code of the prescriber, if a similar pro-
cedure can be accepted as in the intra-muros prescription).
Then the prescription is transmitted in encrypted format to
the Recip-e server. See Fig. 2.

Here, some formal verifications are performed: identity of
prescriber and patient´s identity. If all tests passed, a RID
(Recip-e ID == unique identifier for each accepted pre-
scription within the system) is attributed. The RID is sent in

response to the prescribing system within seconds (max.
5 s). The prescription is then printed, using the legal format,
comprising the RID as a bar-code (Fig. 3). Otherwise, a
meaningful error message is generated and transmitted to the
prescribing system.

For security reasons, the prescription is divided into
several data-blocks:

1. administrative (patient, RID)
2. administrative prescriber (ID, …)
3. medical: (medication, posology, …)

blocks 2 and 3 are encrypted with a key, kept by the
eHealth-platforrm, while encrypted data are stored in the
Recip-e database.

The prescriber will automatically add the prescription to
the medical patient record [16] (outside the scope of
Recip-e) and the patient obtains the printed-out prescription.

3.4 Technical Implementation

During the pilot phase (2011–2013), three infrastructures
were set-up:

The test-environment at the software developer Accenture
(main software developer of the project)
The acceptance environment, integrated into the
eHealth-platform’s acceptance bus, servers and database
hosted by Belgacom (the national telecom company and
commercial datacenter provider)

Fig. 2 Recip-e components
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The production environment, integrated into the
eHealth-platform’s production bus, servers and database
hosted by Belgacom, managed by Recip-e.

These three were maintained throughout the pilot phase
of the project and the current roll-out phase. Developments
are first made and tested on the test server of the software
developer, then transferred to acceptance and made available
for testing purposes by software vendors of EMR’s and
pharmaceutical softwares and the Recip-e team. After
approval, updates are then transferred from the “acceptance”
to the “production” servers, accessible to the end-users.

In the roll-out phase, a fourth environment was set-up on
independent servers, on another location (Uniweb), for the
logging and monitoring functions, exclusively accessible to
the Recip-e technical team.

Authentication of end-users, both in acceptance and in
production environments is performed by a combination of
the following elements:

• The national identity card and associated pin-code to
authenticate the individual

• A certificate associated with the health worker and
attributed via the eHealth-platform.

which result in “sessions”. During such session, the health
worker can access the system and perform the actions,
associated with his role in the health system: a GP can create
prescriptions, a pharmacist can deliver and a patient can
consult the pending prescriptions, for himself as shown in
Table 1.

3.5 Management by the Patient

The patient can manage (list, delete, forward) the prescrip-
tions, related to himself, residing on the Recip-e server via a
portal, that will be made available via the network of mutual
insurance instances of the country and other health portals.

Step 2: The patient selects the care provider (pharmacist in
case of pharmaceutical prescription) of his choice. He
identifies himself by his electronic ID and (in the transition
period, while paper prescriptions remain the only legally

Fig. 3 Paper “token”
prescription with RID bar-code
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valid ones, he/she will then recover the pending prescription
(s) via his professional package and will deliver what is
written on the prescription). The electronic prescription is
removed from the prescription server upon archiving by the
care provider. This way, we avoid a huge accumulation of
sensitive medical data in a single place.

4 Results

4.1 Deployment with the GP’s

After the “pilot phase”, national roll-out was prepared and
effectively started in May 2013 by involving all recognized
vendors of electronic medical records for general practi-
tioners (17) and software for pharmacies (9), active in the
country. Via the “registration procedure” managed by the
Federal state’s institution “eHealth-platform”, vendors of GP

software were required to implement access to the secure
webservices of the health system and a number of applica-
tions, amongst which the electronic ambulatory prescriptions
via Recip-e. Several mini-lab sessions were held to assist the
software vendors and to assess the operation (end-to-end) via
real-life scenarios. By November, all passed the tests.

Progressive end-user deployment resulted in a consistent
increase in the generation of electronic prescriptions as
shown in Fig. 4, taken on May 19th 2015. In May 2015,
about one quarter of the GP’s were active and half of the
country’s pharmacies.

We could also measure the rate of incoming prescriptions,
versus the time of the day, as shown in Fig. 5. The most
active part of the day is between 8:30 am. and 11:30 am., it
is followed by a serious slow down between 12:00 and
16:00, then an active afternoon runs from 16:00 to about
20:00, be it at a slower pace than the morning period. These
data should be taken into consideration to establish the
required performance at full deployment.

Table 1 Recip-e functions and
permissions

Function GP Pharmacy Patient

Create prescription *

Revoke (delete) prescription * * *

List open prescriptions * *

Print prescription content * * *

Mark as delivered *

Mark as undelivered *

Archive prescription *

Announce prescription *

Create feedback messages *

List feedback messages *

Fig. 4 Daily produced
e-prescriptions versus time
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4.2 Informing Stakeholders

A major effort was deployed to inform all stakeholders,
including the end-users of the introduction of electronic
prescriptions.

Software vendors were invited to participate in info ses-
sions and mini-labs. Software demos were prepared, show-
ing all the Recip-e functions in full-source, readily
down-loadable and operational within hours in the “accep-
tance environment”. A technical help-desk, ticketing system
and interactive follow-up were established.

For the end-users seminars, conferences and demos were
performed together with the respective professional associ-
ations (mostly GP’s and pharmacists) and on-line materials
are made available.

4.3 Deployment in Other Sectors of the Health
Care System

Next to deployment of ambulatory pharmaceutical pre-
scriptions by GP’s, following targets are in the pipe-line:
Prescriptions by specialists, dentist, ambulatory prescriptions
from hospitals and clinics, physiotherapy prescriptions,
nursing prescriptions, prescriptions by midwives.

For each of these, the methodology, as followed for the
pharmaceutical prescriptions by GP’s is followed, be it at
faster pace, because the same infrastructure and previous
experience can readily be applied.

4.4 Remaining Work

The paper-based prescription with additional RID-bar-code
was intended as a transition tool between the paper pre-
scription and the electronic one. In view of fully paperless
operation, the approach of how and when de-materialisation
will take place needs to be addressed in dialogue with the
stakeholders involved.

5 Discussion

The deployment of the electronic prescriptions evolves
consistently and although we have little leverage to force the
end-users to start sending in electronic prescriptions, they
start moving in. Once prescribers have observed how little
effort it takes, they continue to use the system.

For the benefits to become evident to the whole sector, we
need to obtain a higher deployment degree and familiarity of
the end-users with the more sophisticated functions such as
the feed-back messages and the verification of “list open
prescriptions” enabling GP’s to verify weather the patient
has at least collected previously prescribed medication.

Pharmacists have the possibility to link the electronic
prescription to their “robots”, but the ergonomy of their
softwares is a key factor.

Although in very few cases, inconsistencies between the
paper-based and the electronic prescription were observed,
due to software bugs and due to manipulation errors, in
general, the roll-out strategy works.

Fig. 5 Incoming prescriptions
versus time of the day
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6 Conclusion and Future Work

The purpose of the Recip-e project is to go fully digital,
thereby forcing prescribing in connection with the electronic
patient record and avoiding fraud by copying printed or
written prescriptions. After completing the roll-out of the
pharmaceutical prescriptions (or in parallel with the final
steps), we will move to the remaining types of prescriptions
and decide how and when full “de-materialisation” will take
place, liberating us from the paper-based prescriptions,
except in emergencies such as power breaks or other
catastrophes.
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Quantitative Coronary Analysis Using 3D
Coronary Reconstruction Based on Two
Biplane Angiographic Images: A Validation
Study

Panagiotis K. Siogkas, Lambros S. Athanasiou, Antonis I. Sakellarios,
Kostas A. Stefanou, Themis P. Exarchos, Michail I. Papafaklis,
Katerina K. Naka, Lampros K. Michalis, and Dimitrios I. Fotiadis

Abstract
The mortality rate due to Cardiovascular Diseases is
constantly gaining ground worldwide. Therefore, the
early detection of coronary hemodynamic abnormalities is
a non-trivial matter in today’s clinical practice. The
assessment of coronary lesions is made using either
invasive imaging techniques or by measuring the Frac-
tional Flow Reserve value which also requires the use of a
dedicated pressure wire. In this work, we present our
newly developed novel 3-Dimensional Quantitative
Coronary Analysis reconstruction method and its’ vali-
dation by comparing it to an already validated commer-
cial 3D-QCA software. We used the volumes of the 7 3D
reconstructed arterial segments as well as the virtual

Functional Assessment Index values as validation metrics
to compare the two methods. The obtained results show a
very high correlation between the two methods presenting
very high r2 values (0.98 and 0.99) and a very strong
agreement between them.

1 Introduction

According to the latest stats from the World Health Organi-
zation (WHO), the most predominant causes of mortality
worldwide are heart diseases, and more specifically
CardioVascular Diseases (CVD), such as ischaemic heart
diseases and strokes. Moreover, the mortality rate has followed
an increasing trend when compared to the respective data from
the past decade. The diseases of the coronary vasculature are
considered to be the most fatal between CVD’s. There are
several invasive or semi-invasive imaging modalities that
allow the clinician to assess the status of the coronary arterial
network, the most common of which are Optical Coherence
Tomography (OCT), IntraVascular UltraSound (IVUS),
biplane angiography, Computed Tomography (CT) etc.

In many cases, these imaging techniques are not sufficient
to draw a safe conclusion on the hemodynamic state of a
coronary vessel. The most widely known technique to assess
the hemodynamic status of a diseased coronary vessel is the
Fractional Flow Reserve measurement (FFR). The FFR
value is determined by calculating the ratio between the
pressure distal from the lesion and the pressure proximal to
the lesion, as it is shown in Eq. 1 [1]:

FFRmyo ¼ Pd

Pa
; ð1Þ

where Pa is the pressure proximal (aortic pressure) and Pd

the pressure distal to the stenosis. A stenosis is characterized
as severe when the FFR value is below 0.8 (Fig. 1).
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The continuous enhancement of the aforementioned
imaging techniques has constituted the accurate
3-dimensional (3D) reconstruction of the artery of interest a
trivial matter. Numerous 3D reconstruction techniques have
been documented in the literature. The most accurate com-
bine the fusion of two imaging modalities such as CT and
angiography [2], IVUS and angiography [3, 4] or OCT and
angiography [5]. Recently, however, several efforts have
been made to create 3D arterial models from a single
modality [6].

The aforementioned 3D arterial models, when combined
with Computational Fluid Dynamics (CFD) simulations
allow the calculation of crucial hemodynamic parameters
such as wall shear stress (WSS) as well as pressure values
throughout the vessel. Several publications can be found in
current literature on the aforementioned matter [7–19].

In this work, we validate our newly developed 3D-QCA
reconstruction method, comparing it to an already validated
3D-QCA commercial software [6] for 7 arterial segments,
regarding the volume of the generated 3D models, as well as
the calculated virtual Functional Assessment Index (vFAI).

2 Materials and Methods

2.1 Dataset

Our dataset constitutes of 2 Right Coronary Arteries (RCA),
1 Left Circumflex Artery (LCx) and 4 Left Anterior
Descending (LAD) arteries. Each patient was subjected to a
biplane angiography exam under the consent of the Ethics
Committee [20].

2.2 3D Reconstruction-QCA Method

The 7 arterial segments were reconstructed using our novel
in-house developed method based on biplane coronary
angiography. The user manually marks the luminal borders
of the artery of interest in two angiographic projections.
Then the centerline is automatically detected by our algo-
rithm in each projection and n equidistant points are selected
in each centerline. The centerline that is detected is extracted
in 3D so that it can be used in the next step. For each

centerline, the respective perpendicular line in each of the
n points is computed. In each projection, the perpendicular
lines intersect the luminal borders of the artery projections in

two points PAng
1 ;PAng0

1 , having a distance rP11 and rP21 from
the first and second luminal border, respectively. Then for
each of the n points, n circles (contours) are computed
having radius r1 calculated as:

r1 ¼ rP11 þ rP21
2

: ð2Þ

Figure 2 depicts the aforementioned reconstruction
method. The generated contours are placed perpendicularly
on the 3D centerline that was previously created, thus gen-
erating the 3D arterial model.

2.3 Blood Flow Simulations

In order to compare and validate our 3D-QCA reconstruction
method, we calculated the vFAI value for each case using
both 3D-QCA methods. In order to calculate the vFAI, we
used the method proposed in [20]. The finite element blood
flow simulation parameters are described below.

2.3.1 Rigid Wall Assumption
The Navier-Stokes and the continuity equations were used to
model blood flow:

q
@v
@t

þ qðv � rÞv�r � s ¼ 0; ð3Þ

r � ðqvÞ ¼ 0; ð4Þ

where v is the blood velocity vector and s is the stress tensor,
which can be defined as:

s ¼ �pdij þ 2leij; ð5Þ

where dij is the Kronecker delta, l is the blood dynamic
viscosity, p is the blood pressure and eij is the strain tensor
calculated as:

Fig. 1 Graphical representation of FFR assessment
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eij ¼ 1
2

rvþrvT
� �

: ð6Þ

Blood was treated as Newtonian fluid with density
1050 kg/m3 and dynamic viscosity 0.0035 Pa s. Blood flow
was considered laminar and incompressible. The Reynolds
number ranged from 229 to 830.

2.3.2 Boundary Conditions
At the inlet, a pressure value of 100 mm Hg was used in all
cases, corresponding to the average aortic pressure in
humans.

At the outlet, we applied a fully developed flow
(steady-state). In each case we performed two separate
simulations, applying flows of 1 ml/s and 3 ml/s, respec-
tively. These values correspond to the average blood flow
during rest and under stress (as obtained under the induction
of hyperemia using adenosine), respectively. Finally, the
pressure gradient was calculated in each case using the
pressure at the inlet (Pa) and the outlet (Pd). The obtained
results were then used to create the artery-specific pressure
gradient (DP)-flow relationship for each case. Then, using
Eq. (7), we calculated the vFAI for each case, which cor-
responds to the actual FFR value of each case. The following
quadratic equation was used in all cases:

DP ¼ 0þ fmQþ fsQ
2; ð7Þ

where DP is the pressure gradient, Q is the flow rate, fm is the
coefficient of pressure loss due to viscous friction and fs is
the coefficient of pressure loss due to flow separation [21].
Regarding the arterial wall, a no-slip boundary condition
was employed, indicating that the velocity of blood at the
interface between the wall and the lumen is equal to zero.

2.3.3 Mesh
All seven 3D models were discretized into tetrahedral ele-
ments with a minimum element face size 0.09 mm and a
maximum element face size 0.12 mm. The element size was
determined using a mesh sensitivity analysis. The maximum
number of iterations for the convergence of the solution was
set to 50 and the convergence criterion was set to 10−4.

3 Results

To validate our novel reconstruction method, we chose to
compare it to an already validated 3D-QCA commercial
software. We reconstructed in 3D 7 arterial segments using
the PIE Medical software [20] and then, using the exact
same angiographic frames and the same path we performed
the reconstruction with our in-house developed algorithm,
comparing the volume of the generated 3D models as well as
the calculated vFAI values from both methods. Figure 3

Projection A Projection B
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1
AngP

1
1
Pr
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1 2
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Fig. 2 3D reconstruction using
the proposed 3D-QCA method

Fig. 3 Luminal border
segmentation using PIE Medical
software (left image) and our
algorithm (right image)
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depicts the luminal border segmentation for the exact same
arterial segment using both methods (Table 1).

From the calculated volumes we can observe that the two
methods produce similar results, with the worst case scenario
having a difference of 6.17%. Figure 4 depicts the final 3D
models for the same case using both methods.

From the correlation diagram (Fig. 5) we can observe a
high correlation between the two reconstruction methods
with an r2 value of almost 0.98. Moreover, from the
Bland-Altman plot in Fig. 6 we can observe that the two
methods have a strong agreement since all produced values
are within the range of ±1.96 * SD.

We also calculated the vFAI values for all cases in
order to compare the two reconstruction methods.
Table 2 depicts the obtained results. We can observe that
the two methods produce almost identical results,
presenting a difference of 4.41% in the worst case
scenario.

A very high correlation is observed from the following
correlation diagram (Fig. 7) between the two methods with
the r2 coefficient reaching a value of nearly 0.99. Further-
more, the respective Bland-Altman diagram (Fig. 8) shows a
very high agreement between the two methods since all
values are within the range of ±1.96 * SD.

Table 1 Calculated volumes
using both reconstruction
methods

Pie medical volume
(mm3)

In-house measured volume
(mm3)

Percentage difference
(%)

Patient 1 162.2 165.3 −1.91

Patient 2 161.5 166.4 −3.03

Patient 3 248.5 249.2 −0.28

Patient 4 164.7 163.8 0.55

Patient 5 246.3 255.8 −3.86

Patient 6 108.4 101.8 6.09

Patient 7 246.4 231.2 6.17

Fig. 4 3D representation of the
same reconstructed case from PIE
Medical (left image) and our
algorithm (right image)

Fig. 5 Correlation diagram of
calculated 3D model volumes
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Fig. 6 Bland-Altman plot
regarding the calculated volumes

Table 2 Calculated vFAI values
for both reconstruction methods

vFAI pie medical vFAI in-house method Percentage difference (%)

Patient 1 0.68 0.65 4.41

Patient 2 0.26 0.26 0.00

Patient 3 0.64 0.66 −3.13

Patient 4 0.77 0.74 3.90

Patient 5 0.93 0.9 3.23

Patient 6 0.69 0.66 4.35

Patient 7 0.85 0.87 −2.35

Fig. 7 Correlation diagram of
calculated 3D model vFAI values

Fig. 8 Bland-Altman plot
regarding the calculated vFAI
values
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4 Discussion

In this work, we presented a validation study of our newly
developed novel 3D-QCA reconstruction algorithm. Our
dataset contained 7 arterial segments with mild or severe
lesions. All cases were reconstructed using both methods
and two validation metrics were used to examine the effi-
cacy of our proposed reconstruction method. We compared
the two modules by calculating the volumes of the final 3D
models as well as the vFAI values for all cases. The
obtained results showed an excellent correlation regarding
both calculated values for the two methods with very high
correlation coefficient values. Moreover, the generated
Bland-Altman plots presented a very strong agreement
between the two reconstruction methods. This fact con-
stitutes our newly proposed reconstruction method a
powerful tool for the clinician, since, when combined with
the vFAI calculation process, it can assess the severity of a
coronary lesion by utilizing only two biplane angiographic
images.

The limitation of our study lies on the relatively small
dataset that was used. However, we currently create a larger
dataset to enhance the validation strength of our newly
created 3D-QCA reconstruction method.

5 Conclusions

The present study validated the efficacy of our newly created
3D-QCA reconstruction algorithm by comparing it to an
already validated 3D-QCA software. The use of the afore-
mentioned algorithm makes the estimation of the severity of
coronary lesions almost non-invasive, since it requires only
an angiographic exam, which is a routine examination in
everyday clinical practice.
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mHealth Platform for Parkinson’s Disease
Management

Dimitrios Gatsios, George Rigas, Dragana Miljkovic,
Barbara Koroušić Seljak, Marko Bohanec, Maria T. Arredondo,
Angelo Antonini, Spyros Konitsiotis, and Dimitrios I. Fotiadis

Abstract
Parkinson’s is a complicated, chronic disease that most
people live with for many years/decades. For this reason,
a multidisciplinary disease management, involving sev-
eral professions working together (neurologists, physio-
therapists, speech and language therapists, occupational
therapists, dieticians), is important to ensure that the
patient retains his/her independence and continues to
enjoy the best quality of life possible. To address these
needs we describe an mhealth ecosystem for Parkinson’s

disease (PD) management facilitating the collaboration of
experts and empowering the patients to self-manage their
condition.

1 Introduction

Parkinson’s disease affects people of all races and cultures.
The facts are startling. Around 6.3 million people have the
condition worldwide—that’s less than one percent of the
total population [1]. More than one million people live with
Parkinson’s in Europe today and this number is forecast to
double by 2030 [2]. It is the second most common neu-
rodegenerative disease (after Alzheimer’s disease) and its
prevalence will continue to grow as the population ages. The
economic impact of the disease is high and its annual
European cost is estimated at €13.9 billion [3].

Even though many different studies can be found in the
literature addressing specific aspects of the disease there are
only a few research efforts that adopt a holistic approach in
order to address the diseasemanagement. The PERFORM [4],
the REMPARK [5] and the SENSE-PARK [6] systems are
intelligent closed-loop systems that seamlessly integrate a
range of wearable sensors (mainly accelerometers and gyro-
scopes) constantly monitoring several motor signals of the
patients and enabling the prescribing clinicians remotely
assess the status of the patients, adjust medication schedules
and personalize treatment. In addition, the REMPARK system
includes a belt-worn movement sensor that detects in real time
movement alterations that activate an auditory cueing system
controlled by a smartphone in order to improve patient’s gait.
CuPiD [7] is a closed-loop system for personalized and
at-home rehabilitation focusing on freezing of gait.

The PD_manager system proposes a holistic mobile
approach based on a set of unobtrusive, simple-in-use, off-
the-self, co-operative, mobile devices (a smartphone, an
insole and a wristband). It covers aspects such as patients’
and caregivers training and focuses on adherence to the
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medical recommendations. Moreover, the open, based on the
Internet of Things concept, knowledge management plat-
form that will be developed as well as the studies analysing
the clinicians diagnostic and prescribing behaviour and the
mobile apps for empowering patients adhere to nutrition and
physiotherapy plans are novel and along with the effort to
build a Decision Support System (DSS) that suggests mod-
ifications in the medication plan take the PD management a
step beyond the existing systems.

The approach that is being followed for the development
of the PD_manager system is:

Phase 1—Modelling of the behaviours of intended users of
(patients, caregivers, prescribing neurologists and other
healthcare providers). User needs analysis will examine
current practices around every-day and specialist manage-
ment of Parkinson’s disease, and identify where these
practices may be enhanced or complemented by technolog-
ical and/or process support. Detailed studies of the analytical
strategies and knowledge sets used by expert health-care
providers (e.g., neurologists undertaking diagnosis activities)
will inform the design of a DSS embedded within PD_-
manager. At the same time, the policy and ethical framework
under which Parkinson’s disease is managed will be asses-
sed. These outcomes of behavioural modelling will be val-
idated within a computational modelling framework, which
will establish the viability of, and constraints on, the PD_-
manager support environment.
Phase 2—Assessment of symptoms (initially of motor with
data collected prospectively from 20 advanced patients with
motor complications). Obtaining long-term, objective infor-
mation on motor status using an unobtrusive approach, that
minimizes visits to the clinicians’ office, is very important
for the assessment of disease progression. Specifically, the
patient, with the support of his/her caregiver, will be able to
monitor occurrence of motor symptoms such as tremor,
dyskinesia, bradykinesia, gait, posture, balance, with the
sensor insole, as well as the accelerometers of the wristband
and of the smartphone that will provide the necessary raw
data needed for that purpose. Data for non-motor symptoms,
including the emotional state, cognitive status, speech dis-
turbances and sleep disorders the patient may be experi-
encing will provide to clinicians a more complete picture.
Phase 3—Analysis and validation of strategies that help
physicians and healthcare professionals to search and eval-
uate the most diagnostic information (i.e., the information
that is most relevant to help PD patients to cope with their
symptoms, relief from them and make the best of their
resources). Usually consultations are very short so the
feedback needs to be short and integrated into the daily
working routine of the health professional. Moreover,
medical staff and patients usually decide the treatment plan

and its modifications together—shared decision making.
This decision making is on the basis of subjective experi-
ences by the patient/carer (self-report), and on the basis of
objective assessment (available thanks to PD_manager) of
motor, cognitive, and non-cognitive symptoms, as well as
the level of adherence to the suggested management plan
(with information about medication, nutrition, physiotherapy
and daily activity). Furthermore, objective data ought to be
combined with subjective symptoms (e.g., depression,
impulse control disorders, and cognitive dysfunction) refer-
red to by the patients to gain a holistic view on the patient’s
state. This holds true especially at the stage in which PD
patients’ response to medications becomes unpredictable and
clinicians have to make decisions about whether and what
changes in the disease management should be made. Thus
personalized suggestions for an optimal PD management
plan will be provided by the PD_manager DSS that will be
based on expert decision-making strategies and data mining
and will be calibrated by the treating neurologist before
referring it to the patient.
Phase 4—System evaluation. 100 patients and 100 controls
will be recruited during the pilot activities of the system. In
addition to the evaluation of the usability and usefulness of
the developed platform and mobile apps a detailed study for
the potential of PD_manager as a new care model in terms of
health outcomes, quality of life, care efficiency gains and
economic benefits will also be conducted.

2 Materials and Methods

2.1 Overall Architecture

The PD_manager overall architecture is provided in Fig. 1.
The mobile part, i.e. the gathering of data using as hub iOS,
Android and Windows Phone devices and data transmission
to the PD_manager cloud infrastructure, the implementation
of mobile apps and their hosting will be handled by Globo’s
proprietary platform [8]. The cloud infrastructure (services,
data management and storage etc.) will be hosted by
Biotronics 3D [9].

The sensors, Clowdflows for data mining and analytics
and Dexi for building DSS are presented in the next sections.

2.2 Data Collection

For the initial needs of the research activities, and especially
for the monitoring and assessment of motor symptoms, data
from 20 patients will be captured prospectively. Each of the
Fondazione Ospedale San Camillo (in Venice), Fondazione
Santa Lucia (in Rome), University of Ioannina and

30 D. Gatsios et al.



University of Surrey, will enrol 5 patients. The consenting
hospitalised, enrolled patients will be asked to use the
wristband and the sensor insole for 30 days at their home
environment. The annotated data, which will be captured
24/7, include:

• Measurements for distribution of pressure, acceleration,
weight-bearing, balance and motion sequences that will
become available from the insole sensor manufactured by
Moticon [10].

• Continuous heart rate patterns (with optical blood flow
sensor), motion (with 3-axis accelerometer and gyrome-
ter), skin conductivity measurements (with galvanic skin
response (GSR) sensors), activity (metrics for steps,
calories burned, duration accurately measured thanks to
the built in GPS) and periods of restful and light sleep
that will be captured with the Microsoft Band [11].

2.3 Motor Symptoms Evaluation

Tremor, Bradykinesia, Dyskinesia, Gait and Postural Bal-
ance will be assessed mainly with the OpenGo system
(Moticon). The OpenGo is based on a fully integrated,
ultrathin and flexible sensor insole (that can measure fre-
quencies at 5, 10, 25, 50, 100 Hz). With respect to the
analysis of motor symptoms, the sensor insole is capable to
continuously measure the centre of foot pressure (COP), the
partial weight-bearing as well as the tri-axial acceleration.
These parameters can serve for further analysis of stagger-
ing, dysbalance, gait variance, foot loading as well as for fall
detection or position monitoring. Analysis of the motor

symptoms of the upper limbs and body will be based on
signals received from the accelerometers and gyroscopes
built in smartphones and the wristband.

The most interesting results of the relevant, on-going
research by the involved groups include:

• a methodology for the automated levodopa-induced
dyskinesia (LID) assessment [12, 13].

• a method detecting freezing of gait (FoG) events [14].
• an automated method for analysis and detection of gait

parameters, i.e. gait modelling in PD [15].
• a smart algorithm for the bradykinesia detection [16].

2.4 Data Mining

The PD_manager data mining module will address the
problem of prediction of PD symptoms and their severity.
The goal is to monitor patient’s status, evaluate existing
therapy and, when necessary, suggest the new therapy plan.

The study will consist of two phases. In the first phase the
work will be done with raw data for patient’s symptoms,
therapy, adherence to disease management plans and any
other available data to analyse the patient’s status. The
analysis will be done throughout the rule discovery process
mainly with association rule mining algorithms. In the sec-
ond phase methods for the automatic recognition of symp-
toms based on time series data will be developed. This
prediction will be performed mainly by using decision trees.
To improve the predicting accuracy, the possibility of using
some ensemble methods, like bagging and boosting, will be
explored.

Fig. 1 The overall PD_manager
architecture
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The PD_manager data mining module will be imple-
mented as workflows of data processing and data mining
algorithms and will be included into the novel web-based
data mining platform ClowdFlows [17]. The implementation
of this module in the form of workflows provides the ben-
efits of repeatability of such workflows and potential sharing
results between different users. The platform has
user-friendly graphical user interface which facilitates effi-
cient feature selection, and wider selection of applicable data
mining and machine learning algorithms even from
non-experts such as the intended end users, i.e. the
clinicians.

2.5 Decision Support System

The PD_manager’s DSS supports the physician their mon-
itoring of patients and deciding about their therapies.
The DSS will employ mechanisms (models) that transform
the stream of measured patient’s data into suggested therapy
plans. This is a complex and typically a multi-stage process.
In the context of PD_manager, the two most important
stages are: (a) from patient data to recognise symptoms (to
identify patient’s status), and (b) from symptoms to pro-
posed decisions (to formulate necessary actions, treatment
plans, prescriptions). For both stages, corresponding models
will have to be developed and implemented in the DSS.
However, it is unlikely that all the needed information could
be extracted from data, which could also suffer from other
possible imperfections (incompleteness, insufficient quan-
tity, various errors and noise). For this reason, we will
supplement the data mining models with expert-developed
models. There are several possible ways to combine the two,
for instance by model revision [18], where an initial model is
developed by an expert and then algorithmically modified to
better correspond to some given data stream. A similar
approach can be used to address another difficult challenge
in PD_manager, the need to personalize the DSS models to
features of individual patients.

In PD_manager, the primary method for the development
of expert-developed models will be DEX [19]. DEX is a
qualitative multi-criteria modelling approach, aimed at the
assessment and analysis of decision alternatives. DEX
models have a hierarchical structure, which represents a
decomposition of some decision problem into smaller, less
complex sub-problems. The hierarchy is formulated in terms
of qualitative (symbolic) attributes and decision rules. DEX
has already been successfully used in healthcare [20, 21].

2.6 Mobile Apps for Patients, Caregivers
and Clinicians

The mobile apps that will expose the decision support
functionalities are:

• The clinicians’ app through which periodic reports with
major events for the patients will be available and sug-
gestions for modifications will be made, mainly, for the
medication plan based on the holistic picture of the
patient. Moreover, clinicians will be able to collaborate
with the other healthcare providers (neurologists, phys-
iotherapists, speech and language therapists, occupational
therapists, dieticians) involved in the management of PD
patients.

• The patients’ app through which recommendations for
modifications in medication, diet, physiotherapy and
activity will be sent to the patient.

• The caregiver app will have alerts when the patient is in
danger, e.g. in case of falls. The app will also provide
feedback about symptoms as well as the patient’s adher-
ence to the management plan in order to motivate him
comply with it and improve his condition. Recommenda-
tions for plan modifications will also be sent to the care-
giver in order to ensure that the patient will adopt them.

2.7 Evaluation—Pilot Activities

The PD_manager system with the DSS in its core will be
evaluated with the following approach:

Evaluation: outline of the stages of the clinical trial

• Ethical approvals and research governance will be com-
pleted in each site.

• Recruitment: 200 consenting patients with Parkinson’s
will be enrolled to the study through clinical centres in
Ioannina, Surrey, Venice and Rome. Patients with motor
fluctuations and significant disability (Hoehn and Yahr
stage 3 or greater) and with at least 2 h off time during
the day (based on MDS-UPDRS) will be eligible for the
trial.

• Baseline data collection will be conducted in each site by
a local researcher covering age, gender, indicator of
social status, time since Parkinson’s diagnosis, disease
stage, medications, and comorbidities. Baseline record-
ing of outcome measures will also be undertaken.
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• Group assignment: Participants will be randomly
assigned to receive either the PD_manager or to be in the
control group (i.e. 100 patients in each group). Separate
randomisation will be conducted for men and women to
ensure an even gender distribution between the groups.

• Intervention: Participants and their caregivers will be
trained in how to use the devices and the PD_manager
apps. The devices will be unobtrusive. The insole and the
wristband do not need to be initiated and they record
24/7. The responsible clinicians in each country will
receive a monthly report with the most important infor-
mation extracted for each patient and with the sugges-
tions of the PD_manager DSS. On the basis of this
information, the neurologist will be able to modify the
management plan accordingly, and send these modifica-
tions to the patients and their caregivers through the
mobile apps. The data captured by PD_manager for the
100 patients in the intervention group include: features
from motor symptoms; emotional status data (stress,
anxiety); sleep quality data; speech abnormalities; data
for compulsive behaviours; cognitive status data; data for
compliance with the suggested nutrition; adherence to
medication data; activity data; physiotherapy data.

• Assessment of outcomes will be undertaken by
researchers in each site at the end of the 60 day inter-
vention period. Outcome measures are chosen to show
effect of PD_manager:

(a) Clinical effectiveness (both groups)—a range of out-
comes will be collected including PD disability,
non-motor symptom scale, generic health related qual-
ity of life such as SF12, PD specific quality of life e.g.
PDQ-8, psychological status, self-efficacy. For carers,
the important measurement is the carer strain. Wherever
possible, validated scales will be used.

(b) Views about the PD_manager will be collected from
patients and carers by telephone interview (in inter-
vention group only). Usefulness, usability and interac-
tion with their neurologist will be explored.
PD_manager will generate compliance data and this
will be used to assess the extent to which the
patients/carers valued using the devices.

(c) All health professionals involved in use of PD_manager
will also be invited to take part in a telephone interview
to gain feedback on their view of its usefulness,
adaptability, interpretation of available data and inter-
action with the patients.

• An economic evaluation embedded in the clinical trial
will assess the resource implications and costs of using
PD_manager from the perspective of the health service
provider. All health professionals will be asked to keep a
log over the 60 day trial period of all activity and tasks
they have completed related to the delivery of PD_-
manager. Using national pay scales, inclusive of on costs
and overheads, the cost of the time spent for each pro-
fessional will be calculated. The health professionals will
be asked to keep a similar log for the patients in the
control group so that an assessment of the cost difference
in the delivery of care to the two groups over the trial
period can be estimated. Patients and carers in both
groups will also be asked to keep a diary of their use of
health and social services during the study period (in-
cluding that associated with PD_manager). Costs of this
service use will be calculated and will be used to explore
if PD_manager results in more or less overall service use.

• Data will also be collected from the PD_manager tech-
nical team about the costs of running the service
(equipment and staff time).

3 Conclusions

The validated PD_manager system will be the first of its
kind mhealth solution for the monitoring and management of
patients suffering from Parkinson’s. The system is applied
and engages the whole healthcare ecosystem as it is shown
in Fig. 2. The holistic approach described in this paper will
combine traditional machine learning and decision support
methods with modern mobile first and cloud based approa-
ches in order to deliver an ecosystem for the management of
Parkinsonian patients. Data on the clinical outcomes and
from the qualitative feedback and economic evaluation will
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be brought together in a cost-consequences framework that
will show the benefits and costs of the system to different
groups (patients, carers, neurologists, other HCP). The
implications of findings for practice and future research
needs will be consolidated.
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Design of a Serious Game to Increase
Physical Activity by Adding Direct Benefits
to the Game for Conducting Sport Activities

René Baranyi, Dennis M. Binder, Nadja Lederer,
and Thomas Grechenig

Abstract
“Dosis facit venenum,” or “the dose makes the poison,”
as first expressed by Paracelsus, is a universally valid
statement. Thus, being a little bit of a sedentary person
makes a whole lot of difference when this behavior turns
into a lifestyle. If combined with additional poor habits
like imbalanced food intake, little physical activity
becomes a number one risk factor in developing chronic
diseases later on. What is lacking are motivational
concepts and tools that pick up “active” as well as “less
active couch potatoes” with the purpose to prevent serious
health consequences by making sport activities more
attractive, interactive, fun and engaging. Thus, lowering
the barrier of overcoming one’s weaker self is pivotal. In
this paper, we propose a novel concept and Android-
based prototype of a serious game called Lazarus, which
aims to prevent chronic disease by using motivational
boosts to enhance physical exercise. 117 people helped
gathering basic information for the game and another 10
people evaluated the concept adhering to a User Centered
Design. The application takes advantage of an approach
to reward physical real-life activity (doing sports) with
virtual in-game benefits.

1 Introduction

On regular weekdays, people (aged 15–98 years) spend a
mean time of 309 min per day sitting according to a study
involving 32 European countries [1]. In theory, this is not
necessarily a bad thing. Much less so, one might think that an
adequate degree of physical activity may balance it out.

However, research suggests that even “active couch
potatoes”—people meeting physical activity level

guidelines, while experiencing much sedentary time—are at
risk in facing adverse health consequences. Breaks
in-between longer sitting hours as well as reduced sitting
hours overall are highly encouraged [2].

Sedentary behavior, which is defined as sitting or lying,
while being awake and expending <= 1.5 metabolic equiv-
alents in energy [3], together with physical inactivity and
imbalanced diet are known risk factors for lifestyle diseases,
including overweight and obesity, likely yielding nonalco-
holic fatty liver disease, type 2 diabetes, certain types of
cancer, hypertension, and stroke [4]. Poor lifestyle habits
and stressful job routines are seemingly demanding on
maintaining physical activeness.

Hence, motivation is probably a very important aspect in
terms of regular physical exercises. To increase the moti-
vation, the authors decided to develop the serious game
Lazarus: by doing sports and “checking in” to a sports
location people get benefits within the designed game.

Projects investigating the concept of rewarding physical
activity with virtual in-game benefits are already known in
the scientific community—a few of them are described
below.

Play!Mate encourages users to perform exercises, like
jumping up and down, during gameplay. Jumps are captured
by accelerometers and, as a direct result, enhance time
allowed to navigate a ball through a maze in an open-source
game called NeverBall. To account for player-dependent
gaming skills, difficulty levels were introduced. A refined
Play!Mate concept was then applied to the mobile game
Run, Tradie, Run!, where players may obtain in-game-
commodity-boosts in return for physical activity performed
during or outside of gameplay [5].

According to Consolvo et al., physical activity promoting
applications should meet four key design requirements [6].
Their research project Houston, which consists of a mobile
phone-based fitness journal, social interaction software and a
pedometer, addresses these requirements, while focusing on
increasing people’s daily step count. A similar project setup
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and goal was adhered to in Chick Clique, with the target
population being teenage girls [7].

Physical outdoor activity is encouraged in both the
application platform prototype Fitness Adventure and the
prototype FigureMeter [8]. In Fitness Adventure, a mobile
phone-based game uses location information via GPS to
provide a person with a fictional story about people’s sur-
roundings, taking into account historic or architecturally
relevant buildings, sights or nature trails while doing sports.
The prototype FigureMeter lets users receive benefits (e.g.
virtual assets, special skills) in games and online commu-
nities in return for physical activity.

The remainder of this paper is structured as follows:
Sect. 2 summarizes the project methodology, Sect. 3 delin-
eates results with the main focus on architectural details,
requirements and presentation of the prototype. Finally,
Sect. 4 presents a conclusion and Sect. 5 discusses positive
aspects, challenges and limits of the project and outlines
future work.

2 Methodology

The used methodology to gather requirements and to build a
prototype was divided into three steps (analysis, imple-
mentation, and evaluation). First, a literature analysis was
conducted to find any similar applications and gather more
detailed information on the topic of serious games in the
target area. After that, a brainstorming was conducted with
people from the proposed target group which led to an online
survey to get more quantitative feedback for the design of a
serious game to increase motivation for doing sports. Based
on the results of this survey, a User Centered Design
(UCD) process was conducted with the help of a low fidelity
prototype (throughout different iterations). Afterwards, a
high fidelity prototype was sequentially implemented.
Finally, this prototype was optimized and the results estab-
lished. The methodology can be found in Fig. 1.

3 Results

Based on the aforementioned methodology, the main results
are described in this chapter. First, an overview of the used
software architecture is given. Afterwards, an overview of
the basic results from the online-survey and the UCD is
given. Finally, some of the identified and all implemented
requirements are described and more details of the prototype
are given.

3.1 Architecture

The proposed name for the application is Lazarus and its
architecture (see Fig. 2) is divided into an application- and a
server-part. Both are programmed with Java 1.7.

The server (back-end) is built with the Dropwizard
framework [9]. Hibernate and MySQL is used for the data-
base, Jetty as web server and Maven as build- mana
gement-tool. The back-end handles all retrieving, storing,
editing and removing of the data in the database and does the
complex calculation operations and algorithms, e.g. deter-
mines which user gained which achievement.

The Lazarus-Client is developed for the Android version
4.1 Jelly Bean, thereby ensures that at least 85.8% of all
Android devices are able to run this app [10]. The client
contains an open source module from GitHub [11], which
provides the complete functionality to communicate and
exchange data with the Foursquare-Application Program-
ming Interface (API) [12].

The server as well as the client use a Representational
State Transfer (REST)-Service to communicate between
each other and with the Foursquare-API. This API was used
to gather location based information for the check-ins like
user proximity to a soccer court, swimming pool, gym and
so on.

Fig. 1 Methodology
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3.2 Online-Survey

A total number of 117 people took the online survey. They
are divided into 83 male (70.94%) and 34 female (29.06%)
individuals. The age range is from age 17 to 51 with a mean
of 27.4 and a median of 26. The questionnaire was about the
sports behavior and the concept of in-game feedback of the
planned application. The authors also asked users about their
favorite mobile games and sport applications. The partici-
pants had the choice to mention up to three favorite sports—
beginning with their most favorite one—which gives a total
number of 351 answers. Most people conduct running as
activity (n = 50, 14.25%) followed by swimming (n = 37,
10.54%) and cycling (n = 35, 9.97%). Only 37.61%
(n = 44) people do use an electronic device to track their
sport activities. These people use a classic heart rate
monitor/watch and different mobile applications like Run-
tastic, Nike + and Strava. The remaining 62.39% (n = 73)
mentioned that they have not found a device or software
fitting their needs, or they are not interested in tracking their
activities. According to their opinion, only competitive

sports people should do that. Some of them also forget to
start tracking before they work out, two people also men-
tioned that they track their sport data with pen and paper and
some do not want to track their activities.

A total number of 67 (57.26%) participants can be
motivated by achievements in a mobile game. Reasons
mentioned why achievements motivate, are that the users
like to target a concrete goal, like the appreciation,
achievements unlock special features, the achievements
reflect the users’ performance only because they are there
and the users like to collect them all.

Regarding some features and motivational aspects for the
proposed game, users said it should provide the possibility to
motivate the user. The participants could choose between
‘achievements’ (n = 49), ‘advantage in the game’ (n = 61)
and ‘other’ (n = 43). Answers mentioned in the ‘other’
category were money, voucher, free pro account, being
motivated by another person, no advertisement in the app,
increase of character values like dexterity, strength, endur-
ance, better equipment and other styling of equipment within
the game. Overall, the online-survey delivered 13 base
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requirements.

3.3 User-Centered Design

The whole UCD process was done with 10 people. Four of
them participated in the low-fidelity and another six in the
high-fidelity iterations. The low-fidelity process led to 27
additional requirements. One of the main findings was that
the participants do want real benefits like money or coupons
for online shops. All participants said that they enjoyed the
chosen game concept. All of them would actually use the
provided application—three of them with additional features
implemented, e.g. training schedule, support of external
sport apps and weight tracking. Another source of motiva-
tion are the provided achievements.

3.4 Requirements

During the online evaluation and the UCD, the authors
identified a total number of 67 requirements. The main
requirements, which were implemented, are shown in
Table 1. The remaining ones were skipped, but were eval-
uated and should give a brief overview of the proposed
functionality and overall scope of the app.

3.5 Prototype

All implemented requirements of the prototype can be
divided into four categories: game, exercise, achievements,
and highscore. The correlation of these categories is essential
for the understanding of the in-game feedback.

Achievements were triggered from the played games and
exercises of the users. Playing the game, doing sports and
earning achievements increases the highscore. Real life sport
activities generate a benefit, which can be used in the game
and grants an advantage over those, who did not conduct
sport activities. Doing a workout, which lasts at least
30 min, generates this benefit. In the app it is called ‘item’.
After the login, the user is redirected to the main screen.
A game or a training session can be started directly from the
home screen. Below those, the user can enter his/her training
plans and the live ticker is shown, which contains the pro-
gress made by his/her friends. Information like a level up,
earned achievements, completed workouts, friend requests
are displayed there. At the top of the page the user’s avatar,
current level, progress until the next level up and his/her
username is located. The game of the Lazarus app follows
the rock-paper-scissors principle, which is also widely used
and popular in a variety of games. It offers three possible
actions or directions: up, front and down. Each user has to
conduct an attack and a defense which is asynchronously

Table 1 Implemented
requirements

ID Description

01 The app should contain a game with a single-player mode against an Artificial Intelligence

02 To get a better overview of the completed exercises, there should be a management site for them

03 To track the conducted sport activity, the user needs a ‘Check-In’ before he starts to do his/her
workout

04 For motivational reasons, there should be achievements which can be unlocked via sport
activities/game playing

05 The GPS functionality of the mobile device should be used

06 The app should offer ‘in-game feedback’. Doing sport generates something that the user can use in
the game

07 For comparing all users and seeing which user has earned the most points, there should be a
Highscore

08 The application should be integrated on the cellphone

09 A so called ‘Autologin’ should be implemented

10 The app should have a registration so that the user can create an user account and grant access to the
app

11 Every sport activity should be supported by the app

12 The app should be free to download and at no charge

13 The app should not contain any ads
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compared to the opponent’s attack and defense. If player 1
hits ‘up’ in his/her attack phase, the opponent (player 2)
must also hit ‘up’ to block his attack, otherwise player 1 gets
a point. One game consists of three rounds, four attacks and
blocks. The player with the most points wins the game. The
sequence of one round can be seen in Fig. 3 and is as fol-
lows. First, the user chooses an opponent to play against.
Now, the user chooses the attacks and blocks. If available,
the user can choose an item (which is a specific reward
granted for doing sports and checking in—see Fig. 4) either
for the attacks or the blocks which is indicated by the coins
in the strategy overview. After this, the actions of the user

and his/her opponent will be compared. Round one shows
the attacks of the user on the left side (red arrows) and
his/her blocks (blue arrows) underneath. On the right side,
there are the blocks of the opponent and then his/her attacks.
An attack is successful and counts as a point, if the blue
arrow is not in the same direction as the red arrow. If not, the
attack is blocked and the offensive player does not get a
point. If an item was used for the attacks, the first attack hits
regardless of whether the defender chose the right direction
for the block. If an item is used for the defense, it blocks
every attack in every direction.

Fig. 3 Lazarus game procedure

Fig. 4 Sports tracking
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4 Conclusion

The here presented work tries to find a motivating way to
combine physical activities with a serious game. By doing
real life sport activities people get benefits within the game,
which should have a positive effect on them doing even
more sports. The results indicate that this approach might be
helpful, but delivered no significant answer to this question.

5 Discussion

The results of this research may point out that people are not
quite sure what motivates them to do sports more often. It
seems that everybody has different reasons for doing sports
as well as different ways to boost their motivation. The
authors took special care to deliver a concept that allows
tracking physical activity and engaging in gameplay as
separate activities, while ensuring that only real-life exercise
leads to in-game benefits. That way, experienced gamers
stand no chance to boost their character skills without
actually engaging in physical activity. Furthermore, the
authors are aware that an approach to link active lifestyle
with in-game benefits targets only those people, who are
fond of playing in general. Nonetheless, we propose that the
developed and herein presented serious game may be a good
starting point to have less-active couch potatoes (who are not
reluctant to play games) take charge in replacing their rather
sedentary behavioral pattern with a lifestyle of increased
physical activeness. Future research needs to evaluate this
assumption and the proposed real-life benefit in practice.
The results also suggest that people are competitive and tend
to interact with each other—which might be used to moti-
vate people further. People also like to see what they have
accomplished—which might indicate that they are motivat-
ing themselves by just keeping track of their activities.

During this research some problems occurred, one of
them being associated with using Foursquare for the
check-in—there are not that many places to check-in within
the city of Vienna, where the evaluation was conducted. It is
also not possible to reduce search results for dedicated sport
places.

In terms of future work, a few interesting aspects might be
implemented in the prototype which were mentioned
throughout the different phases by the users. Some of those
features are a ranking board, to see the activity of other

people, as well as the definition of goals for themselves. The
developed application should also be tested and evaluated
over a longer period of time. Also, the integration of dif-
ferent tracking devices is currently investigated.
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An Adaptive Compression Algorithm
for Wireless Sensor Network Based
on Piecewise Linear Regression

Jia-Heng Li, Xiao-Lin Zhou, Rong-Chao Peng, and Feng Lv

Abstract
The wireless sensor network (WSN) has limited band-
width, low power consumption, and may have redun-
dantly collected data. The effective compression of data to
reduce the energy consumption in transmission is of great
importance. To this end, we proposed a new
data-compression algorithm for WSN. The key idea of
the algorithm is based on an adaptive threshold and
piecewise linear fitting. The adaptive threshold is auto-
matically adjusted by error after the fitting model was
applied to the rationality of the adjusted model; subse-
quently linear fitting is used to determine the reasonable
range of subsection based on the detection of continuous
unfitting points. From the simulation results, the algo-
rithm is realized in low time complex but with a good
data compression effect, and then has a potential
practicability.

1 Introduction

Wireless sensor network may consist of hundreds of nodes
which are interrelated and communicate with each other. It is
widely used in various healthy and environmental monitor-
ing, disaster prevention, equipment diagnosis, target classi-
fication and other fields [1]. It also has potential applications
in many industrial systems, and can be widely used in the

Internet of Things. In the development of WSN, the energy
consumption is the primary factor to be concerned, because
the sensor node is equipped with the battery which has
limited energy and cannot be charged or changed. According
to related statistics, the transmission of collected data con-
sumes about 80% of the battery energy. Therefore, it is of
great importance to reduce the energy consumption on the
data transmission process by compressing the amount of
data [2].

The data collected from biomedical sensor nodes usually
change slowly over time. According to this feature, the data
can be compressed by linear regression. However, the data
waveform usually does not have an obvious trend. In addi-
tion, the result of the commonly used polynomial approxi-
mation has poor performance of fit and large computation
[3]. Therefore, we here in introduce the piecewise approxi-
mation of the data waveform, which used the method of
piecewise linear fitting to compress the data in the present
study.

There are many scholars have done a lot of research work
about the data compression algorithm based on linear
regression. In paper [4], an algorithm was proposed that used
the nonlinear fitting compression on the streaming data, and
set the fitting error threshold to reduce the number of fitting
adjustment, resulting in reduction of the algorithm com-
plexity and the transmission data. This algorithm can com-
press the data in many occasions, but if the data changes
frequently, the performance of the algorithm may be obvi-
ously affected. In paper [5], a low complexity-regression
method was developed, which has low variance of data
reconstruction and was suitable for the environment with
different types of noise and different density of WSN. In
paper [6], a compression algorithm of the piecewise linear
approximation was proposed, which reduced the complexity
of the algorithm and improved the fitting accuracy. In paper
[7], a linear regression model was adopted to fit the corre-
lation of the data at a single node, and then further com-
pressed the spatial redundancy at the collection node
(ODLRST). In paper [8], a piecewise linear fitting algorithm
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(CIRA) based on confidence interval was developed, which
well fitted the variation trend of data by determining the
confidence interval in different cases.

In this study, an automatically adaptive piecewiselinear
regression compression algorithm was proposed (ACPLR).
This algorithm introduced an adaptive adjustment mecha-
nism of fitting error and an optimized judgment mechanism
of fitting model, processed the data in piecewise linear fit-
ting, and tested regions of different density with different
thresholds. Finally, the simulation experiments were carried
out to compress the data with this algorithm and previous
algorithms. The test results showed that the proposed algo-
rithm could effectively reduce the amount of data and
transmit these data effectively.

2 Methodology

2.1 Fitting Model of Time Series

In WSN nodes, a series of data sets collected in time
sequence can be represented as S, and S = {(ti, yi)}, (i = 1,
2, 3…n). (ti, yi) records the data yi collected in the time of ti
and n represents the data number of the series. Because the
collected data within a certain time interval can be approx-
imated as a linear function, we can thus adopt a piecewise
line to fit the trends of the data.

For an acquired data sequence S = {(ti, yi), (i = 1, 2, 3…
n)}, the first order fitting regression line can be expressed as:

ŷ ¼ b0 þ b1tþ e; e 2 ð0; r2Þ ð1Þ
where e is the fitting error. b0 and b1 are the fitting coeffi-
cients. According to the least square theory, b0 and b1 can be
represented as:

b0 ¼
1
n

Xn

i¼1

yi � 1
n

Xn

i¼1

ti

 !
b1 ð2Þ

b1 ¼
Pn

i¼1 tiyi �
Pn

i¼1 ti
� � Pn

i¼1 yi
� �

Pn
i¼1 t

2
i � 1

n

Pn
i¼1 ti

� �2 ð3Þ

2.2 The Feature Representation of Fitting
Sequence

For the conventional linear fitting algorithm, the fitting
sequence can be expressed as {t1, t2, b0, b1}. The first two
parameters are the start and end time points of the sequence
and the last two are fitting parameters. After linear fitting of
continuous monitoring data, the fitting coefficients and start
and end time points are used to represent the time data

information and can greatly compress the amount of trans-
mission data.

In the proposed algorithm, we let the start time point of
each segmented sequence start from t1 = 1, then the
sequence can be simplified as: S = {(i, yi), (i = 1, 2, 3…n)}.
Since the start time point of the feature sequence of each
segmented sequence is 1, the start time point parameter t1
can be removed and only the end time point parameter t2 is
preserved, so that the sampling data can be further
compressed.

In addition, the proposed algorithm adds the judgment of
the cut-off point and the non-fitting point. The cut-off point
is the start data point for time series segments and the
non-fitting point is the point whose fitting error exceeds a
preset threshold in each segment. The non fitting points are
added to the three feature parameters of the fitting line and
then transmitted separately.

Finally, the feature of the segmented sequence is
expressed as: {t, b0, b1, (ti, yi)}, where (ti, yi) is the non
fitting points that need to be transmitted separately, and the
number of non fitting points is unfixed.

2.3 Algorithm Implementation

The meanings of parameters in the algorithm are shown in
Table 1.

Firstly, the normal range of the detection object is
determined by [ymin, ymax]. Three normal data are taken for
the generation of the initialization of the fitting model
ŷ ¼ b0 þ b1t. Subsequently, we read the next record, If it is
out of the normal range, we cut it off and use the fitted values
instead in the decoding process, which can play a role for
filtering the noise. Otherwise, it is further judged whether the
fitting error Dyi ¼ yi � ŷi is within the specified range or not;

Table 1 Meanings of parameters

Parameter Meaning

t The time point of sampling

y The value of sample

ymax Upper limit of normal sample

ymin Lower limit of normal sample

n n-2 is the number of adjustment times of fitting model

flag The sign of the initialization of fitting model

delta1 Fitting error

delta2 Fitting error to judge the non fitting points

P Line angle before model adjustment

Q Line angle after model adjustment

E Threshold for the fitting error

M Threshold for the angle
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If it is, the next record is followed to read; else, the fitting
model is thus adjusted.

(1) Adaptive Threshold for Fitting Error: The threshold for
fitting error is defined as a function of the slope of
fitting curve: E ¼ e0 log2ð b1j j þ 2Þ, where e0 is a con-
stant that can be adjusted according to the specific sit-
uations and accuracy requirements, so that the fitting
error can be adjusted adaptively and the fitting model
has an acceptable performance in the case of gentle
waveform or heavy fluctuation.

After the adjustment of the model, the angle between the
pre-adjusted and after-adjusted lines is calculated, and the
model can be considered reasonably if it is lay within the
specified angle threshold range.

(2) Definition And Judgment of Non Fitting Point: If the
model is considered reasonably then the next record is
read. Otherwise, the current point is temporarily labeled
as non fitting point and the next point is read. If the
fitting error between the next point and the fitting model
before adjustment is within the threshold range, the
current point is the non fitting point and need to be
translated separately; else, a new initialization fitting
model is set up from the current point.

Based on the judging mechanism of non fitting point, the
adjustment number of the model can be greatly reduced, and
then the time computational complexity of the algorithm can
be reduced.

(3) Pseudo Code of The Algorithm:

Step 1: Initialization of the fitting model

(i) if (!fin.eof()), algorithm ends.
(ii) if (flag == 1), read three normal records continuously

and initialize the fitting model.
(iii) else if (flag == 0), read a normal record and initialize

the fitting model with the last two records, set
flag = 1. Output the fitting result.

Step 2: Read data and adjust the fitting model

① if (flag == 1), read the next record and calculate
the fitting error.

② if (!eof()), output the fitting result; else if
(delta1 <= E), go to ①.

③ Adjust the fitting model, if (abs(P –Q) <= M), i.e.,
the angle of two linear model is within the thresh-
old M, go to①. else label it as non fitting point.

④ Read the next record, if (!eof()), output the fitting
result.
else if (delta2 <= E), add the non fitting point to
the end of the transmission data and adjust the
fitting model, go to ①.

⑤ Set flag = 0, go to step 1.

3 Results and Analysis

3.1 Experimental Setup and Evaluation Model

In this section, the proposed algorithm ACPLR is compared
with two other regression compression algorithms CIRA and
ODLRST.

Testing clincial data is downloaded from the MIT-BIH
Database (http://ecg.mit.edu/), this paper extracts 750 sam-
pling points of the data which are representative enough.

The computational complexity of the three algorithms
depends on the length of the fitting sequence. The space
complexity of the algorithm ODLRST is O(n), The space
complexity of CIRA and the newly proposed algorithm
ACPLR is O(1). There is no obvious difference between the
algorithm space complexity, and the performance of the
algorithm is evaluated by the data compression ratio
(CR) and the mean square of reconstruction error (RMSE).
Under the same testing condition, the less the value of CAR
and RMSE, the better the performance.

CR ¼ Data volume after compressed
Data volume before compressed

ð4Þ

RMSE ¼ 1
N

XN

n¼1

ðxi � yiÞ2 ð5Þ

3.2 Result Analysis

Three segments series of data with different features were
extracted and applied in the fitting compression experiment.
As shown in Fig. 1, Fig. 1a shows the arterial blood pressure
(ABP) waveform which is slowly changing (signal 1) in
periodic variation, Fig. 1b displays the fast changing data of
central venous pressure (CVP) with unconspicuous linear
trend (signal 2), Fig. 1c shows the data in 1(a) with artifical
noise added (signal 3).

Using the three different algorithms to compress the data,
the statistical results are shown in Table 2 and Fig. 2.

The experimental results are obtained under the high fit-
ting accuracy with setting the threshold of fitting error 0.5. It
shows that in the condition of normal sample data such as
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signal 1 and 2, the proposed algorithm ACPLR has almost
the same compression ratio with CIRA but its reconstruc-
tion accuracy is higher than CIRA. In contrast, neither the
compression ratio nor the reconstruction accuracy of
ODLRST has a good result. Furthermore, as shown in
signal 3, where the data has much noise, the proposed
algorithm has a much better compression effect than CIRA
and ODLRST, both in the compression ratio and the
reconstruction accuracy. Therefore, it can be inferred that
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Fig. 1 Three original signals with different characteristics
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Fig. 2 Tendency graphics of experimental results

Table 2 Comparison of the
three algorithms

Algorithm Parameters Signal 1 Signal 2 Signal 3

ODLRST CR 0.5400 0.3700 0.4970

RMSE 0.1836 0.0510 0.1345

CIRA CR 0.3330 0.3030 0.4670

ACPLR RMSE 0.1436 0.0375 0.1476

CR 0.3420 0.3130 0.3880

RMSE 0.0927 0.0307 0.1078
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the performance of the present algorithm is better than the
other two algorithms in a noisy environment.

Overall, for the algorithm ODLRST, the maximum length
of fitting model is determined, and the storage complexity
and the computation quantity are decreased, but the com-
pression rate is not improved. The parameters of algorithm
CIRA are not flexible enough for the abnormal data com-
pression. The proposed algorithm ACPLR uses adaptive
fitting threshold judgment mechanism as well as the indi-
vidual transmission mechanism of non fitting points, and
make the algorithm compression effect more excellent.

4 Conclusion

The existing compression algorithms based on the regression
model of WSN achieve excellent data transmission effi-
ciency, but they do not consider the dynamic change of
environmental monitoring data, and have an unflexible
confidence interval of the fitting error and lack of adapt-
ability in establishment of the linear model, leading to
constrained practicality of the algorithm.

In this paper, an adaptive linear predictive coding algo-
rithm was proposed to solve the existing problems. The
algorithm utilized the adaptive adjustment mechanism of
fitting error and the optimized judgment mechanism of fitting
model, which enhances the applicability and robustness of
the algorithm.
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Improving the Accuracy of the KNN Method
When Using an Even Number K of Neighbors

Alberto Palacios Pawlovsky and Daisuke Kurematsu

Abstract
The kNN (k Nearest Neighbors) method is a classification
method that could show low accuracy figures for even
values of k. This paper details one method to improve the
accuracy of the kNN method for those cases. It also
shows one method that could improve the accuracy of it
for biased classification sets and for odd values of k.

1 Introduction

There are many machine learning methods for data classi-
fication [1], and several of them have been used for breast
cancer prognosis and diagnosis [2–5].

This paper deals with the improvement of the kNN
(k-Nearest Neighbor) method [6]. It is a nonparametric
classification method that has high accuracy. It has even
been used to detect different stages of breast cancer [7, 8].
We have conducted research on the details of its use for
breast cancer diagnosis and prognosis [9, 10].

When using the kNN method for breast cancer prognosis
we have found that it has low accuracy when the number of
neighbors k is small and even. When k takes an even value
there are some cases where the data used for classification
splits in equal sized groups and the class is not chosen by
majority, but by the order of the groups used to determine
the class. To improve the accuracy in those cases we have
devised a method that is very effective for small even values
of k. It is detailed in the following section. We show in
section III the results of applying it to the breast cancer
prognosis data of UCI [11].

When evaluating the kNN method the target data is
splitted into two sets. One is used for classification and the
other one as a test set. Usually the test set is randomly
chosen in a typical implementation and this way of forming
it can give place to classification sets that contain data of
only one class. This type of sets will completely bias the
classification process and will also lower the average accu-
racy of the method when evaluating it. We also researched
on the use of an implementation that helps avoid these cases.
We also shown some details of its implementation and its
combination with the method to improve the accuracy for
even values of k.

2 The KNN Method

The k-Nearest Neighbor (kNN) method is an unsupervised
nonparametric machine learning method used for classifi-
cation tasks. To evaluate the accuracy of it and other clas-
sification algorithms we usually divide an already classified
data in two sets. One is used for the classification task and
the other one is used as a test set. Then one datum at a time is
taken from the test set and compared with the data in the
classification set. In Fig. 1 we show an example where an
unclassified data is brought to the classification set and the
similarity of it to the surrounding ones is measured.

Similarity is usually measured using the Euclidean dis-
tance between data, but other distances can also be used
[12]. In this example we use three neighbors to decide the
class or type of the datum. Since two of the three closest data
used in the decision are of type a, the new datum will be
assigned this class. In the kNN method if the number of
neighbors k is even and the number of classes is also an even
number, there will be cases where the class will not be
determined by majority, but by the class closest to the datum
to classify.

Figure 2 shows that the average accuracy of the kNN
method lowers for even values of k (data obtained using the
prognosis breast cancer data in the UCI repository). We have
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developed a method that in some of those cases it uses
optional data to classify a new datum. Details of this method
with its experimental results are shown in the following
section.

3 Improvement Method for Even Values of K

We used in this work our own implementation of the kNN
method. It uses the Euclidean distance as similarity metric.
One method widely used to evaluate the accuracy of a kNN
based method is ten-fold cross validation. In it a complete set
of classified data is divided in ten parts and one is used as a
test set and the remaining nine ones as the set for classifi-
cation (the ones surrounded by the point-line enclosure in
Fig. 3). Then the next part is used as a test set and so on,
repeating this process 10 times. The accuracy is given as an
average of the accuracies obtained in each step of the
process.

To further reduce bias we evaluated the kNN algorithm
and the method to improve it when k is even with nine
different sizes of the classification set. They go from 10 to
90% in increments of 10%. We also evaluated each setting
with its maximum number of possible neighbors.

Fig. 1 kNN method: classification example

Fig. 2 Prognosis results using
the kNN method

Fig. 3 Ten-fold cross validation
scheme: first and last
classification sets
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This maximum number is 19 for a classification set size
of 10% and 174 for a classification set size of 90% of all
available data (194 records). From this evaluation we found
that average accuracy for all set sizes reaches a maximum
before k reaches a value of 30 (Fig. 4). Low average accu-
racy values are seen for low even values of k for any clas-
sification set size. The method that helps to correct it is
detailed in the following section.

3.1 Method to Improve Accuracy for Even
Values of k

In our approach to improve the accuracy of the kNN method
we first divide all the classified data in its corresponding
classes. For the case of the UCI prognosis breast cancer data
it will be into two classes, the non recurrent cases and the
recurrent ones as depicted in Fig. 5.

Then, we calculate the average values of the items of
them (aN and aR). We implemented the kNN method with
an extension that detects the cases where the number of
neighbors causes a tie and the class can not be decided by
majority. In thoses case the datum to be classified is com-
pared with the class reference values and the class is decided
for the closests one (Fig. 6).

We evaluated this approach and found that we can obtain
improvements that goes up to a 12% of increment in the
accuracy. The corresponding results are shown in Fig. 7.

Fig. 4 Average accuracy results:
40% set size, all k values

Fig. 5 Class reference averages Fig. 6 Class processing when reaching a tie
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The accuracy obtained with an implementation without the
improvement is called a raw one and the one with it even.
The increments are shown as the differences between these
two implementations and for the ten classification set sizes
used in its evaluation. The increment in the accuracy is
clearer for small values of k up to 16. After that the
improvement is close to zero or zero.

While researching on this approach we found that there
are some case where the classification set contained only one
type of data or a large portion of it was only of one class.
These sets also lower the average accuracy. One approach to
deal with these cases is briefly explained in the following
section.

3.2 One Approach to Deal with Biased
Classification Sets

In a kNN method the data used as the classification set is
usually chosen randomly. This causes that some

classification sets are highly biased, containing only one type
of data or a large portion of the data is of only one type. We
implemented a modification of the kNN method, Fig. 8, that
checks if the classification set is biased and if it meets some
requirements, and if not forces the generation of a new one.

Fig. 7 Improvements in the
accuracy for all set sizes

Fig. 8 Detection and reprocessing of biased classification sets

Fig. 9 Accuracy Results for the
fix rate approach: 60% set size
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We set the requirement that the data in the classification
set has the same type percentages found in the total data.

In the UCI breast cancer prognosis data we have 46
recurrent cases and 148 nonrecurrent ones, so the percent-
ages are 23.7% and 76.3%, respectively.

The results for a classification set size of 60% are shown
in Fig. 9. We can see that with the fix rate (percentage)
constraint we can improve the accuracy for large values of
k. The change in the accuracy for all the classification set
sizes and for values of k up to 30 are shown in Fig. 10.

The fix rate approach in some cases lowers the accuracy
in a small amount for small sizes of k and for small sizes of
the classification set, but also brings improvements in the
accuracy for classification sets sizes of 80% and higher.

Fig. 10 Changes in the accuracy for the fix-rate approach

Fig. 11 Accuracy for the
combinations of approaches: 50%
set size

Fig. 12 Maximum and
minimum accuracies range: 50%
set size
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We also evaluated the combination of both of our
approaches. The results for a classification set size of 50%
are shown in Fig. 11 (standard = raw implementation).

The combination of our approaches also makes smaller
the differences between the maximum and minimum accu-
racy results, specially for large sizes of k (Fig. 12). Both
approaches in some way complements each other and brings
improvements to almost all the range of values of k and for
all sizes of the classification set.

Figure 13 shows the increments in the accuracy for all the
nine sizes of the classification set when combining the even
and the fix rate approaches.

Details of the best average values of the accuracy and the
number of neighbors to obtain them for all the classification
set sizes are shown in Table 1.

From the values of this table we can say again that the
even approach does not affect the best values of the accu-
racy. However, the fix-rate approach and the method that
combines the even and fix approaches increase, for several
classification set sizes, slightly the best values and lower the
number of neighbors k to obtain them. Reducing the number

of neighbors could help reduce the processing time when
working with large classification data sets.

4 Conclusions

When forecasting the recurrence of breast cancer using the
breast cancer prognosis dataset of the UCI repository we
found that the accuracy reduces in some cases when an even
number of neighbors k is used in the classification process
using the kNN method. We have shown a method that helps
to improve the accuracy in those cases. Experimental results
show that it is useful for several small values of k. It
improved the accuracy in almost 12% for values of k equal
to 2.

We also found that there are cases where the classification
set is biased and also introduced a method to handle them.
We also show results of combining these two approaches.
From them we can say that both could be very useful with
similar data sets. They do not increase too much the best
accuracies, but for several classification set sizes they reduce
the number of neighbors needed to obtain the best
accuracies.
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Effectiveness of Evidence-Based Venous
Thromboembolism Electronic Order Sets
Measured by Health Outcomes

Jacob Krive, Joel S. Shoolin, and Steven D. Zink

Abstract
In this retrospective causal comparative study, we
analyzed 5 years of electronic medical records
(EMR) data at two large teaching hospitals to determine
effectiveness of evidence-based VTE prophylaxis physi-
cian order entry systems (CPOE) order sets, measured by
acute VTE diagnosis, length of stay (LOS), and comor-
bidities outcomes. Results indicate lower VTE rate among
non-surgical patients, while surgical patients did not
benefit. Placing VTE orders via sets was not effective in
influencing LOS and comorbidities outcomes. The study
highlights the role of medical informatics in improving
patient outcomes through reduction of variability in
patient care practice.

1 Introduction

The prevalence of VTE in the United States is estimated at
600,000 to 1 million cases annually [1, 2], while 300,000
deaths are directly attributed to VTE [3]. Half of all cases are
related to hospitalization [4], while 18 to 65% of cases are
preventable [5]. VTE is the third most common cause of
hospital-related death and the most-common preventable
cause of hospital-related death [6]. VTE is a candidate for
technology enabled evidence-based prophylaxis guideline
review process. Order set is a core component of CPOE that
could have profound effect on ordering practices, leading to
patient outcomes improvement [7]. Yet, majority of the VTE
quality studies conducted to date focused on core measures
compliance as a result of order set implementation [8–14],
warranting a study dedicated to health outcomes.

2 Methods

Data was obtained via structured query language
(SQL) queries from the Enterprise Data Warehouse
(EDW) that receives information stored in EMR, patient
registration, clinical and financial decision support, and other
patient care and data analytics applications. The EDW uses
Kimball architecture and runs on Microsoft SQL Server
database. Paper sets, while still in limited circulation, were
excluded from the study7, as it would require manual efforts
to retrieve data and analyze outcomes. In this causal com-
parative study, we analyzed VTE patient data for the 2007–
2011 period. We focused on prophylaxis as the most bene-
ficial study of the potential CPOE impact on patient
outcomes.

VTE prophylaxis sets ordered within 48 h of admission
were selected for analysis of 92,000 EMR encounters that
were organized under the “order set” and “no order set”
groups. These groups were formed based on the EDW flag
that identifies whether physicians utilized a set for placing
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VTE orders in CPOE. Encounters selected for the study
excluded psychiatric, obstetrics, pediatric, and chronic VTE
patients. While organizational focus on utilization of the
order sets during studied period of time was weak, with
majority of the sets available in CPOE showing low use,
VTE prophylaxis sets were popular with physicians, ensur-
ing sizable comparison group: 39.6% of selected records
were in the “order set” category. On average, monthly uti-
lization of VTE sets hovered around 600 at one of the par-
ticipating hospitals and 500 at another.

The independent variable in this study was utilization of
the two order sets. Health outcomes—acute VTE, LOS, and
comorbidities—were defined as the dependent variables.
Race and sex were mediating variables analyzed in con-
junction with order set utilization to determine combined
significance in predicting health outcomes. De-identified
patient encounters were obtained via queries against the
EDW containing records from CPOE and patient accounting
applications. The data were entered into and manipulated in
Excel (filtering and cleanup), then loaded into the SPSS
application for statistical analysis.

Due to the retrospective nature of the study and limited
harm to patients, the internal review board (IRB) approval
was obtained under the Expedited de-identified category,
with a Health Insurance Portability and Accountability Act
(HIPAA) privacy waiver form requiring no consent from
patients. The data obtained from the EDW contained no
identifying information, such as social security numbers or
names. Records were identified via medical record number
(MRN), which is internal to EMR/CPOE applications.

Acute VTE outcomes were analyzed using logistic
regression, Pearson’s chi-squared, and Fisher’s exact meth-
ods. LOS and comorbidities (Charlson Comorbidity
Index/CCI) were analyzed by applying One-Way ANOVA
with Tukey and Bonferroni post hoc and Mann-Whitney U
tests. Outcomes were organized by surgical classification via
Agency for Healthcare Research and Quality (AHRQ)

PSI-12 standard defining technical VTE specifications, sex,
and race. Patients were assigned to the “order set” and “no
order set” groups based on VTE classification and physi-
cians ordering preferences. The qualified non-surgical
patient population N at the two hospitals was 28,271 and
38,813, and the surgical population was 10,237 and 17,329.
Table 1 displays an example of the VTE prophylaxis order
set content available for physicians’ consideration and use in
CPOE.

3 Results

The results indicated that VTE prophylaxis orders placed via
electronic sets were effective in prevention of acute VTE for
non-surgical patients at two participating hospitals [OR =
1.566; 95% CF 1.354–1.812; P < 0.01 and OR = 1.205;
95% CF 1.043–1.393; P = 0.011] and not effective for sur-
gical patients [OR = 0.67; 95% CF 0.452–0.992; P = 0.044
and OR = 0.497; 95% CF 0.383–0.645; P < 0.01].

The relationship between CCI and order sets was sig-
nificant [F (3,28271) = 94.297, P < 0.01 and F (3,38813) =
410.373, P < 0.01 non-surgical] and [F (3,10237) = 87.429,
P < 0.01 and F (3,17329) = 51.459, P < 0.01 surgical], but
the means indicated mixed results leading to inconclusive
outcomes. Results were mixed due to no agreement between
the actual means for comorbidity between the two hospitals
within each of the surgical and non-surgical categories. In
some cases comorbidity was higher, and in other cases it was
lower, likely pointing to external factors influencing CCI
beyond the scope of this study.

For LOS, the relationship was significant [F
(3,28271) = 172.499, P < 0.05 and F (3,38813) = 410.373,
P < 0.05 non-surgical] and [F (3,10237) = 101.509,P < 0.01
and F (3,17329) = 686.291, P < 0.01 surgical], but the mean
LOS for the “order set” group was longer under both ANOVA
and Mann-Whitney U test scenarios. Race and sex of the

Table 1 VTE prophylaxis order
set content

Content Details/Explanation

Patient activity Nursing orders for patient activity, i.e. ambulation, assistance needed,
etc.

Coumadin Medication

Heparin Medication

INR/PT Labs

Lovenox Medication

Nursing communication
order

A set of nursing instructions for patient care

Platelet blood count (PLT) Labs

Pulsation boot DVT prophylaxis device

Sequential compression
device

DVT prophylaxis device
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patients, as mediating variables in this study, did not have
significant effect on outcomes.

4 Limitations

A retrospective study performed on existing historical data
from EMR and other information systems is not sufficiently
flexible to offer ability for manipulating variables, control-
ling for all factors playing a role in the VTE diagnosis and
prevention, and evaluating clinical factors beyond the scope
of this patient data driven study. For example, CCI repre-
sented comorbidity. In this study, CCI could play a dual role:
(1) it could help explain LOS as an index of pre-existing
conditions, thus introducing comorbidity adjustment, or
(2) it could serve as a measure of complications due to
clinical interventions performed in the hospital. Therefore,
comorbidity calculation is separate instead of being utilized
as a mediating factor in the relationship between indepen-
dent (order set use) and dependent (health outcomes) vari-
ables in this study. Comorbidities could potentially explain
or provide better information about the differences between
comparison groups of patients in this study.

Another factor that could represent a difference between
comparison groups is risk for bleeding, warranting assign-
ment to the “no order set” group for exclusion from standard
anticoagulant therapy. Additionally, the mean LOS for the
“order set” patients in both surgical and non-surgical groups
was longer, compared to the “no order set” group, despite
acute VTE rate showing favorable results for the
non-surgical patients. Typically, prevention of VTE is
expected to lead to a shorter hospital stay, as VTE could
extend it by as many as a few days. This means that other
factors or baseline characteristics outside of the scope of this
study were in play.

5 Discussion

The study identified health outcomes measures where
evidence-based VTE prophylaxis methods applied via
CPOE sets were effective or lacked impact. Non-surgical
patients benefitted from orders placed via sets, in terms of
the acute VTE rate. Other measures were not positively
affected, with the likely explanation that these outcomes
were impacted by other variables beyond the scope of this
study. Mortality was not investigated, as VTE sets are aimed
at the deep vein thrombosis (DVT) and the pulmonary
embolism (PE) preventative measures and therefore cannot
be directly linked to cause of death. However, DVT can lead
to serious complications and prolonged hospital stay. Unlike
core compliance measures, health outcomes showed that
effectiveness of VTE prophylaxis measures applied via

CPOE templates could be limited for certain categories of
patients, in this case surgical ones, but still benefit a large
patient population.

6 Recommendations for Future Research

Quantitative follow-up studies on VTE, and CPOE order sets
effectiveness in general, should focus on observational or
experimental studies designed with greater variable and
baseline patient characteristics controls in mind. Such study
design could account for all typical characteristics of the
VTE patients, contain more focused list of exclusions, and
form more closely comparable “order sets” and “no order
sets” groups of patients. However, the study shall focus on
health outcomes exclusively, as opposed to the subjects of
core measures and clinical guidelines compliance, as the
latter research has been conducted in the past and revealed
positive results, yet core measures compliance may or may
not translate into improved patient outcomes such as reduced
VTE rate from following standardized clinical protocols for
VTE prevention.

Additionally, a study into harmful effects for patients who
get prescribed orders via standardized sets but do not con-
form to standard clinical prevention guidelines due to
comorbidities or other baseline characteristics is warranted
to discover potentially negative effects of the “one size fits
all” solutions using CPOE applications. And on another
accord, a qualitative study of reasons for physicians accep-
tance or resistance to using evidence-based ordering tem-
plates in CPOE could be beneficial in the process of
understanding utilization and improving applications.

7 Conclusion

This VTE prophylaxis order sets study addressed the subject
of medical informatics helping ensure that evidence-based
guidelines are followed in an effort to reduce variability in
patient care practices for situations and conditions where
process standardization could help improve quality and
reduce error rates. The study points to potentially promising
outcomes from care standardization efforts implemented via
CPOE templates for placing orders. At the same time, it
revealed challenges in analyzing history data to account for
all variables playing a role in following the entire continuum
of care. New sophisticated EMR, CPOE, and EDW appli-
cations are necessary to collect more granular data. There are
differences in the points of view among care providers on the
subject of evidence-based guidelines implemented via
medical informatics applications in patient care settings.
Quantitative studies such as this VTE order sets research are
necessary in order to produce tangible results in terms of the
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patient outcomes, needed to convince clinicians in effec-
tiveness of CPOE applications helping maintain
evidence-based care protocols.

Some 54% of the United States hospitals have imple-
mented CPOE by 2014 [15], and it is likely that many of
these hospitals have capabilities for utilization of electronic
VTE prophylaxis sets in their clinical workflows. This study
could serve as a catalyst to encourage further collaboration
between physicians and clinical informaticists in an effort to
identify effective applications for CPOE-enabled tools
grounded in methodology of evidence-based practices. Our
findings could positively influence patient safety and cost of
care. Improvements in these areas are important to health-
care facilities that are reviewing their evidence-based prac-
tices, CPOE investment, application utilization guidelines,
and order set governance policies.
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The Diabino System: Temporal Pattern
Mining from Diabetes Healthcare and Daily
Self-monitoring Data

Eleni I. Georga, Vasilios C. Protopappas, Eleni Arvaniti,
and Dimitrios I. Fotiadis

Abstract
In this study, we present an intelligent clinical diabetes
management system to support the processes of follow up
and treatment of diabetic patients. In addition, temporal
pattern mining is proposed as a tool for explaining and
predicting the long-term course of the disease. In
particular, a fast time-interval pattern mining algorithm
is utilized for knowledge discovery from a multivariate
dataset concerning not only long-term clinical diabetes
data but also daily self-monitoring data.

Keywords
Diabetes management � Temporal pattern mining

1 Introduction

Medical data mining aims at identifying established rela-
tionships among the recorded variables, determining poten-
tial risk factors and extracting new medical knowledge
regarding a disease. Diabetes data mining can be applied to:
(i) diagnosis, (ii) prognosis, (iii) therapy, (iv) monitoring and

(v) management of the disease [1]. The sequential nature of
diabetes data necessitates the utilization of association
analysis techniques able to handle both co-occurrence and
dynamic relationships. Moreover, modelling of Electronic
Health Record (EHR) data is very challenging because the
time series of clinical variables are acquired asynchronously
at irregular time intervals (i.e. at different frequencies). For
this purpose, innovative temporal data mining algorithms
have been proposed that consider the temporal dimension of
the data in opposite to typical data mining which treats data
statically [2–5].

Existing clinical information systems are limited to the
collection of purely medical data (i.e. clinical examinations
or laboratory results) and do not include knowledge about
the daily routine of the patient (e.g. glucose measurements,
medication adherence, physical activity, diet, etc.) [6, 7]. As
a result, they are not able to extract individualized and
quantitative knowledge that can support the interpretation of
the patient’s status and the individualization of treatment.
Nevertheless, the advances in mobile health devices and
cloud services have enabled monitoring of personal health
information on a more ubiquitous level [8, 9].

In this study, we present an innovative information sys-
tem that supports clinicians in the management of Type 1
and 2 diabetic patients by the efficient integration of health
and lifestyle data into its monitoring system [10]. In par-
ticular, we focus on the temporal analysis of the data which
is attempted through a recently published pattern mining
algorithm [11].
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2 The Diabino System

Diabino is a clinical system which has been designed to
provide an integral management of diabetic patients [10]. It
combines parameters that are usually disaggregated in order
to correlate them and extract knowledge out of them. The
system provides the following functionalities:

• recording of clinical, laboratory and daily self-monitoring
data,

• clinical reasoning and interpretation of the status of
diabetic patients,

• setting goals and customization of the treatment plan,
• extraction of new medical knowledge and prediction of

the long-term status of the patient.

The system, as it is shown in Fig. 1, consists of (i) pe-
ripheral devices including the Medtronic continuous glucose
monitoring system (CGMS), the activity trackers from
Withings, Fitbit, and Bodymedia and the Withings smart
body analyser, (ii) the Data Management Subsystem inte-
grating data stored on third-party computing cloud infras-
tructures and the Hospital Information System, (iii) the Data
Analysis and New Knowledge Extraction subsystem incor-
porating temporal data mining algorithms to identify
meaningful patterns and relationships either for an individual
patient or for a group of patients, (iv) the Treatment Planning
component concerning the intuitive representation of data
and the development of the treatment program including
clinical reasoning and setting of goals, and (v) the Graphical
User Interface through which physicians can access the
above-described functions.

It should be mentioned that the HL7 and the ICD-10
interoperability standards as well as the epSOS guidelines
are followed in the overall design of the Diabino system.
More specifically, the HL7 Reference Information Model
(HL7-RIM) is supported at a database level and the ICD-10

diabetes coding is used in the classification of diabetes types
and diabetic complications. Moreover, the oAuth security
protocol and JSON lightweight data interchange standard are
used for communication with third parties and importing
data from them, respectively. Moreover, drugs naming is in
accordance with the National Drug Organization.

3 Temporal Pattern Mining

3.1 The Dataset

Data were collected at the “Hatzikosta” General Hospital of
Ioannina during routine clinical visits. Diabetic individuals
who have been diagnosed at least 5 years ago were included.
The majority of cases are of non-insulin dependent Type 2
diabetes. We have digitized 114 health records acquired
from hard copy. Table 1 presents the baseline characteristics
of the dataset. The medical record of each patient, as it is
shown in Table 2, includes information on patient profile,
glucose-insulin control, therapy, laboratory and clinical tests,
and medical surveillance of comorbid conditions. In addi-
tion, the feature set has been extended with self-monitoring
information (e.g. physical activities, blood glucose, weight).

3.2 Problem Formulation

The process of temporal pattern mining in the Diabino
system is illustrated in Fig. 2. The raw time series of each
variable V is first transformed into an interval-based repre-
sentation [4, 11]:

v1 b1; e1½ �; v2 b2; e2½ �; . . .; vn bn; en½ �h i; ð1Þ
where vi 2 R is a temporal abstraction that holds from bi to
ei and R is the abstraction alphabet. Medication orders and
clinical diagnoses are already represented in a time-interval

Fig. 1 Diabino data flow
diagram and system’s
components
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format and R ¼ True;Falsef g. For numeric variables, the
trend and value abstractions are applied: (i) trend abstrac-
tions describe the local trends in each time series, and
(ii) value abstractions discretize the time series based on its
values [4]. Figure 3 illustrates an indicative example of
temporal abstractions for HbA1c parameter, whereas
Table 3 presents the value abstractions for a number of
laboratory and clinical variables, which have been provided
by expert physicians from the General Hospital of Ioannina.

An abstraction for a specific variable i.e. V ¼ v is called a
state, whereas a state that holds during an interval i.e.
V ¼ v; b; eð Þ is called a state-interval.
Therefore, the health record of each patient is represented

as a multivariate state sequence [4, 11]:

S1; b1; e1ð Þ; . . . Sl; bl; elð Þh i : bi � ei ^ bi � biþ 1; ð2Þ
where Si is a state and Si; bi; eið Þ is a state interval.

Table 1 Patient baseline
characteristics

Gender

No. Female 71

No. Male 43

Age (years)

Mean ± SD 68.7 ± 10.4

Range 29–85

Monitoring period (years)

Mean ± SD 10.0 ± 5.1

Range 2–28

Number of visits per patient

Mean ± SD 32.0 ± 21.3

Range 3–103

Table 2 Description of the
feature set

Demographic and clinical data

Patient profile Gender, Age, Diabetes duration, Family history, Obesity, Weight, Birth weight,
Habits (e.g. smoking)

Glucose-insulin
control

Glycated hemoglobin (HbA1c), Hypoglycemia, Fasting blood glucose, Insulin
concentration

Therapy Oral medication, Insulin therapy

Laboratory
examinations

Serum creatinine, Calculated GFR, Microalbumin, Potassium, Systolic and
diastolic blood pressure, Low- and high-density lipoprotein, Triglycerides, Hepatic
enzymes: AST, ALT, gGT, etc.

Clinical
examinations

Abdominal ultrasound, Skin and foot examinations, Fundus examination, Weight,
Body Mass Index, Systolic and diastolic blood pressure, Complications

Comorbidities Hypo/hyperthyroidism, Pernicious anemia, Celiac disease

Self-monitoring data

Physical activity Number of steps, Total distance, Total energy expenditure, MET levels, Physical
activity levels and duration, Lying down time etc.

Health and
lifestyle data

Continuous glucose concentration, Weight, Body composition, Sleep duration and
efficiency (Sleep Classification: showing minutes of light, deep and very deep
sleep)

Fig. 2 Diabetes data temporal pattern mining process
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A time-interval pattern is defined as [4, 11]:

P ¼ S1; S2; . . .; Skh i;Rð Þ; ð3Þ
where Si is the ith state of the pattern and R is defined as:

R : Ri;j ¼ r; i 2 1; . . .; k � 1f g ^ j 2 iþ 1; . . .; kf g; ð4Þ
where r is a temporal relation between Si and Sj [12]. Allen’s
temporal logic is used to describe the relation for any pair of
state intervals (Fig. 4).

Given a database of Ej j distinct entities described by a
symbolic time-interval series, the support of a temporal
pattern P is given by:

sup Pð Þ ¼ EPj j
Ej j ; ð5Þ

where EP is the set of distinct entities within which P holds
at least once. The pattern mining algorithm outputs all fre-
quent temporal patterns:

P 2 TP : sup Pð Þ�min supf g; ð6Þ

Fig. 3 An indicative example of
temporal abstractions for the
HbA1c parameter

Table 3 Knowledge-based
value abstractions defined by the
expert physicians

Feature Unit Value abstractions

Glycated
hemoglobin
(HbA1c)

mg/dl (−Inf, 6), [6, 6.5), [6.5, 7), [7, 7.5), [7.5, 8), [8, 9), [9, Inf)

Fast blood glucose mg/dl (−Inf, 100), [100, 125), [125, 200), [200, Inf)

Microalbumin mg/dl (−Inf, 0.2), [0.2, 1), [1, 1.9), [1.9, 5), [5, 10), [10, 20), [20,
30), [30, 120), [120,Inf)

Glomerular
filtration rate

mL/min/1.73 m2 (−Inf, 15), [15, 30), [30, 45), [45, 60), [60, 90), [90, Inf)

Low-density
lipoprotein

mg/dl (−Inf, 100), [100, 130), 130, 160), [160, 190), [190, 230),
[230, 300), [300, Inf)

High-density
lipoprotein

mg/dl (−Inf, 20), [20, 35), [35, 55), [55, Inf)

Triglycerides mg/dl (−Inf, 100), [100, 130), [130, 200), [200, 250), [250, 500),
[500, 800), [800, 1000), [1000, Inf)

Systolic blood
pressure

mm Hg (−Inf, 130), [130, Inf)

Diastolic blood
pressure

mm Hg (−Inf, 80), [80, Inf)

Body mass index kg/m2 (−Inf, 18.5), [18.5, 25), [25, 30), [30, Inf)

Fig. 4 Allen’s temporal operators
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where TP is the space of all temporal patterns and min_sup is
a minimum support threshold.

3.3 The KarmaLego Algorithm

We have implemented the KarmaLego time-interval pattern
mining algorithm, which consists of two phases [11]. In the
first phase, all of the frequent patterns of size 2 are generated
using a breadth first approach. In the second phase, a
recursive process extends the frequent 2-sized patterns into a
tree of longer frequent patterns. KarmaLego algorithm uses a
flexible version for all of Allen’s temporal relations which is
defined as:

t1 ¼e t2 iff t2 � t1j j � e and t1\et2 iff t2 � t1 [ e; ð7Þ
where t1 and t2 are two time points. In addition to Allen’s
relations, it defines three abstract temporal relations:

BEFORE ¼ beforejmeetsf g;OVERLAP;CONTAINS
¼ is finished byjcontainsjstartsjequalsf g: ð8Þ

Moreover, the before temporal relation is limited by a
maximum allowed gap time between consecutive events in a
pattern.

4 Conclusions

Temporal patterns of EHR data can reveal statistically sig-
nificant associations over time and, eventually, predict the
long-term course of the disease. The incorporation of
self-monitoring health and lifestyle information into the
pattern mining algorithm is also expected to enable clinical
experts to reason and quantify the effect of daily patient’s
context on his glycemic and overall clinical status.
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Adaptive Latent Space Domain Transfer
for Atrial Fibrillation Detection

Xing-Bin Qin, Yan Yan, Jianping Fan, and Lei Wang

Abstract
Atrial fibrillation (AF) is characterised by disorganised
atrial electrical activity and contraction. The complica-
tions of atrial fibrillation is varied, so it shows several
modalities in the Electrocardiogram (ECG). According to
our statistics, the beat features and duration time of AF
are different from person to person. The distribution of
available annotated source ECG date is not as the target.
Due to the rapid development of portable monitor, the
ECG data explodes. The existing algorithms for the
detection of AF perform well only in the training
database. Training a general used model requires a great
deal of labeled data for every user, this is a huge amount
of work that is almost impossible. In order to make full
use of the limited labeled ECG data and training a general
model, we propose an adaptive latent space domain
transfer method for the detection of AF. The model
learned from the source data is automatically adapted with
little annotated or none in the target data. The MIT-BIH
Atrial Fibrillation Database is regard as standard reference
for classifier. Then we carry the experimental verification
on the MIT-BIH Normal Sinus Rhythm Database and the
Long-Term AF Database. The transfer method shows
better performance than directly applied. It does make
sense for detection and analysis of clinical dynamic
electrocardiogram and individual ECG monitoring.

1 Introduction

Atrial Fibrillation is the most common sustained arrhyth-
mia. Lifetime risk over the age of 40 years is near to 2.5%.
The complications of AF include haemodynamic instabil-
ity, cardiomyopathy, cardiac failure and embolic events
such as stroke. The exact mechanisms behind AF reminds
uncertain, But it mainly contains two parts: focal activation
in which AF originates from an area of focal activity;
multiple wavelet mechanism in which multiple small
wandering wavelets are formed. So The AF shows irreg-
ularly irregular rhythm, no P waves, absence of an iso-
electric baseline, variable ventricular rate in the ECG
wavelet. There are also other complex shapes in AF sig-
nals. Detecting the different kinds of AF with high accu-
racy become a hard problem.

Several algorithms have been proposed for detecting AF.
The wavelet transforms have been use to detect and filter the
discrete data. The analysis of AF mainly uses the time
domain and frequency domain methods. Some methods
which measure the absence of P-waves [1, 2] or RR vari-
ability [3] are mature. But the accuracy is far from clinical
application. Rodrigo [4] presents an original hidden Markov
model approach for ECG signal analysis and obtains high
beat detection performance. Dash [5] describes a robust
Algorithm for automatic detection of AF and employs three
statistic parameters to characterize this arrhythmia. Most of
the methods work well in the standard ECG library, but
perform poor on other database or real application due to the
distributions of the dataset change.

In this paper, a method of latent space domain transfer for
AF detection is presented. It can take advantage of existing
well labeled signal and use them as sources into a new target
AF detection task. Here we apply transfer learning [6, 7] for
target ECG databases. The MIT-BIH Atrial Fibrillation
Database [8] is regard as source to train the model. The
MIT-BIH Normal Sinus Rhythm Database and the
Long-Term AF Database are used to verify the performance.
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The transfer method shows better result than directly applied
the model to target database.

The main contributions of our works are:

• Adapt a novel strengthen of R peak detection algorithm
with Mexican-Hat wavelet.

• Fix a window before R peak and mix with RR interval
informations as the features space to train the models and
automatically classify the atrial behavior types.

• Propose an adaptive latent space domain transfer method
for the detection of AF and generalizing the model to
different target dataset.

2 Features Space Transfer Towards Atrial
Fibrillation

In the preprocessing method, the R peak detection is most
important for RR interval and extracting the atrial activity
waves. But this is not the focus of this work, the algorithm is
described in brief. Instead, We aim at the transfer learning
method for AF detection and adapt it to the different distri-
bution dataset. The problem can be defined as: given a target
users, get an ECG data with n instances T ¼ ftiji 2 ½1; n�g to
be classified into AF and normal segments. A source labeled
data S ¼ fsiji 2 ½1;m�g will be used to help learn a mapping
f ¼ T ! Y in which Y ¼ fyijyi 2 f�1; 1gi 2 ½1;m�g, where
−1 represents normal signal and +1 represents AF signal.

2.1 The Strengthen of R Peak Detection
Algorithm

To locate the waves in the ECG signal more accurately, the
Mexican Hat wavelet is used to strengthen the R peak in the
signal and week others. By reconstructing the ECG signal
with the Mexican Hat wavelet adapted to the different
sampling rate and make the R peak more noticeable. Then
the wavelet transform method with high accuracy is used to
detect R peak. Mexican Hat wavelet is define as:

wðtÞ ¼ 2
ffiffiffi
3

p p�
1
4ð1� t2Þe�t2

2 ð1Þ

The transfer of the Mexican Hat wavelet is defined by a
scaling factor a ¼ 2

r
180 and a translation factor s ¼ 2ð

r
180�1Þ as:

wrðtÞ ¼ 2�
r

360wð2� r
180t � 1

2
Þ ð2Þ

where r is the sampling rate of the ECG collector. The
proposed Algorithm is done by fast Fourier transform
(fft) and rebuilt in the frequency domain:

f ðtÞ ¼ 1
ffiffiffi
a

p fftðwa;sÞ � conjðfftðECGÞ½t�ÞÞ ð3Þ

where conj() is the complex conjugate of the parameter.
Then we apply the inverse discrete Fourier transform to get
the better ECG signal. The performance is shown in Fig. 2.

2.2 Transferring Knowledge of Instances

The case that the source ECG data cannot be reused directly,
Parts of this data still be useful together with a few labeled
data by the experts in the target ECG data. But the labeled
data in the target is tiny, so those data are not enough to train
a best model. The source data whose distribution may differ
from the target, perhaps because of out-dated, collecting
device or the difference of group. To enable transfer learn-
ing, part of the source data that has the same distribution to
the target plays a role in building the classification model.
These data are assumed to be abundant, but the classifiers
learned from these data cannot classify the test data well due
to different data distributions.

Specifically, in the source ECG database, let Xs be the
same distribution instance space, Xd be the different distri-
bution instance space, Y = {−1, +1} be the set of labels. The
decision function f mapping X to Y, where X ¼ Xs

S
Xd.

The test ECG data set is denoted by T ¼ fðxtiÞg, where
xti 2 Xsði ¼ 1; . . .; kÞ. Here, k is the size of the test set which
is unlabeled.

In another case that the source ECG data cannot be reused
directly and no labeled data in the target ECG data. if we
directly use the classifier learned from source ECG data in
the target data, most of the signal will be classified incor-
rectly due to the different distribution. Transfer learning aims
to improve the learning of the target predictive function fTð:Þ
in target data using the knowledge in source data. However,
it is hard to estimate the probability distribution in the target
ECG data, the empirical risk can be used to measure the
distribution of the source and target domain data. The
problem changes to minimize the empirical risk:

h� ¼ argmin
h

LðhÞ
X

ðx;yÞ2DT

PðDTÞlðx; y; hÞ ð4Þ

where lðx; y; hÞ is the loss function of parameter h. But the
PðDSÞ 6¼ PðDTÞ, the above optimization (4) has to be
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modified with high generalization ability for the target ECG
data, as below:

h� ¼ argmin
h

X

ðx;yÞ2DS

PðDTÞ
PðDSÞ PðDSÞlðx; y; hÞ

� argmin
h

Xn

i¼1

PTðxTi ; yTiÞ
PSðxSi ; ySiÞ

lðxSi ; ySi ; hÞ
ð5Þ

By assigning each instance ðxS; ySÞ a corresponding weight
PT ðxTi ;yTiÞ
PSðxSi ;ySi Þ, we can learn a precise model for the target ECG

data. Since PðYT jXTÞ ¼ PðYSjXSÞ, PT ðxTi ;yTiÞ
PSðxSi ;ySi Þ ¼

PðxSi Þ
PðxTi Þ. So the

problem is to estimate PðxSi Þ
PðxTi Þ for each instance. Here, we use

the method of kernel-mean matching (KMM) proposed by

Huang et al. [9] to estimate b ¼ PðxSi Þ
PðxTi Þ. Each instance is

weighted by b for knowledge transferring. For the source
instances that close to the target distribution get a higher
weight. Then we user instances with high weight to adjust
the learner, transfer the classifier to classify the target ECG
data.

2.3 Weight Transductive Using Adaptive SVM

Cores and Vapnik [10] proposed the SVM which uses the
constrained optimization method to find the best margin of
two different classes in the feature space. Given a set of
training data ðxi; tiÞ; i ¼ 1; . . .;N; where xi 2 Rd and
ti 2 f�1; þ 1g. The problem is to minimize the separating
margin and to minimize the training errors ni:

Mimimize : LSVM ¼ 1
2 wk k2 þC

PN

i¼1
ni

Subject to : tiðW � /ðxiÞþ bÞ� 1� ni
ni � 0 i ¼ 1; . . .; n

ð6Þ

Based on the Karush-Kuhn (KKT) theorem, to train the
SVM is solving the dual optimization problem.

Adaptive SVM [7] extends the standard SVM to identify
the mathematical relation from classifier that has trained
from the source domain to an adapted one. The classifier is
adapted to learn the similarity to the features of the target
domain and then used to categorize the ECG signal in the
target database. The delta function is f ðxÞ ¼ f 0ðxÞþwT/ðxÞ.
The formulation of the adaptive SVM (aSVM) is defined as
follow:

Mimimize : LaSVM ¼ 1
2 wk k2 þC

PN

i¼1
ni

Subject to : yif 0ðxiÞþ yiwT/ðxiÞ� 1� ni
ni � 0 i ¼ 1; . . .; n

ð7Þ

where f 0ðxÞ is the classifier learned from the auxiliary
dataset. f ðxÞ is the classifier learned from the source domain.
w is the parameter learned using the Adaptive SVM. The
experiments is discussed below.

3 Electrocardiography Datasets
and Arrhythmia Annotation

In the presented method for AF detection, The MIT-BIH
Atrial Fibrillation Database (MIT-AF) [8] is regard as source
and use the labeled signal to train the ActiveTransfer and
Adaboosting classifiers. Then we transfer them to MIT-BIH
Normal Sinus Rhythm Database (MIT-NSR) and
Long-Term AF Database (LT-AF) to verify the performance.

3.1 The Database

The MIT-AF database [8] includes 25 long-term ECG
recordings with AF (mostly paroxysmal). Of these, 23
records are each 10 h in duration with two leads and sam-
pled at 250 samples per second with 12-bit resolution over a
range of 10 mV. Recording 04043, 08405 and 08434 iso-
lated data blocks from the original tapes were unreadable,
those records are removed. The MIT-NSR database includes
18 long-term ECG recordings of subjects that were found to
have had no significant arrhythmias, they are used to verify
the specificity of the models. The LT-AF database contains
84 long-term ECG recordings of subjects with paroxysmal
or sustained AF. Each record contains two simultaneously
recorded ECG signals digitized at 128 Hz with 12-bit reso-
lution over a 20 mV range. We randomly pick 10 records to
test the transfer methods.

3.2 Arrhythmia Classes and Labels

The MIT-AF database contains rhythm annotations of types
(AFIB-atrial fibrillation, AFL-atrial flutter, J-AV junctional
rhythm and N-indicates all other rhythms). The annotations
in this database have been revised for consistency with those
used for the other two databases. All the annotations are
mapped to AF segments or normal.
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4 Experimental Results

In this section, the experimental results of the R detection
and transfer learning algorithm are presented to evaluate the
accuracy of the methods.

4.1 Data Proportion and Distribution

According to our statistics, 10 recordings of the MIT-AF
database used each has 10 h in duration. Among them, there
are 204 atrial fibrillation fragments, total time of 83.42 h.
The MIT-BIH Normal Sinus Rhythm Database has no sig-
nificant arrhythmias, so all the signals in this database are
regarded as normal data and used to verify the specificity of
the classifiers. We randomly pick 10 recordings from the
LT-AF database. Record durations vary but are typically 24–
25 h and there are 373 atrial fibrillation fragments, total time
of 103.05 h. The proportion of the segments that contain AF
beat is 41.34% in the MIT-AF database and 43.43% in the
Long-Term AF Database. The Fig. 1 shows the feature
distribution of different database. The blue color represents
the data draw from the MIT-BIH Atrial Fibrillation Database
and the green is from the Long-Term AF Database. The
symbols *, + indicate the AF segments and the other is
normal. The distribution is various from each other.

4.2 R Detection and Features Extraction

R peak detection is the most important work in our experi-
ence. A reliable algorithm is necessary, especially to the
signal with high noise. According to the characteristics of
the QRS wavelet, we propose a frequency adaptive

algorithm to strengthen the R peak in the waves and weak
others signal with the Mexican Hat wavelet.

The AF shows irregularly irregular rhythm and no P
waves in the electrocardiogram. So we split the signal with
window size of 10 s and use R detection algorithm to find
the R peaks. Then we adapt another window to cut the signal
that contains P wave. Also manually extract some features
that reflect the RR gaps and combine those features with the
mean of the P wave windows. The Fig. 2 shows the progress
of features extraction. The features well express the RR gaps
and P waves information.

4.3 Performance Study

In the experiments, the MIT-AF database is divided into two
parts. 80% of the data is added to train the distinct models
and the left is used to test the model. All the MIT-NSR
database and the LT-AF database are acted as target test
data. The classifiers’ performance are evaluated in terms of
specificity (SPC) which describes proportion of the normal
segments divided into norm and accuracy rate (ACC) which
denotes the proportion of correctly classified segments. The
logical regression (LR) gets the accuracy of 86.96%, the
specificity is stable in the MIT-NSR and lower in the LT-AF
database. The extreme learning machine (ELM) with Gauss
kernel has the highest accuracy of 97.05% and same in the
target dataset. The neural network (NN) is similar with the
ELM. The SVM with Gauss kernel function works well on
the source database, but very low performance in the target.
At last, we use the transfer learning method to reweight the
SVM model and get a better result.

Table 1 illustrates the detail performance of the different
classifiers. The accuracy is remarkably improved with the
transfer learning by adaptive SVM. The test accuracy is very
high in the source database and the highest is 97.050%, but

Fig. 1 The features distribution of the different ECG database
visualizing with t-SNE [11]

Fig. 2 Capture the windows depends on R and features extraction
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the accuracy of those classifiers significantly decreases in the
other two target databases. By transfer learning, the accuracy
in the MIT-NSR database is 96.58% and the LT-AF database
is 72.440%.

5 Conclusions

Atrial fibrillation automatic Detection is a big challenge to the
massive Holter ECG signal. The proportion of occurrence
and feature space distribution are diverse. So the algorithms
used for AF detection are not stable. Training a general model
requires a abundant labeled data for every user, so we pro-
pose the adaptive latent space domain transfer method for the
detection of AF. We implement the transfer learning using
Adaptive SVM to utilize these labeled source ECG database
into the classification of target ECG signal for AF detection.

The experimental results show that the proposed method
could outperform the directly use of the classifiers on dif-
ferent target dataset. Using the transfer learning method, the
promotion in the MIT-NSR database is 64.29 and 24.75% in
the LT-AF database. Moreover, this method enhances the
classification accuracy with limited annotation ECG signal.

Acknowledgements This study was financed partially by the National
863 Program of China (Grant No. 2012AA02A604), the Next gener-
ation communication technology Major project of National S&T (Grant
No. 2013ZX03005013), the Key Research Program of the Chinese

Academy of Sciences, and the Guangdong Innovation Research Team
Funds for Image-Guided Therapy and Low-cost Healthcare.

References

1. M. Stridh and L. Sornmo, “Spatiotemporal QRST Cancellation
Techniques for Analysis of Atrial Fibrillation.” IEEE Transactions
on Biomedical Engineering, vol. 48, No. 1, Jan. 2001

2. M. Fukunami, T. Yamada, M. Ohmori, K. Kumagai, K. Umemoto,
A. Sakai, N. Kondoh, T. Minamino, and N. Hoki, “Detection of
Patients at Risk for Paroxysmal Atrial Fibrillation During Sinus
Rhythm by P Wave-Triggered Signal-Averaged Electrocardio-
gram.” Aug 1990

3. Xiaolin Zhou, Hongxia Ding, Benjamin Ung, Emma
Pickwell-MacPherson and Yuanting Zhang, “Automatic online
detection of atrial fibrillation based on symbolic dynamics and
Shannon entropy.” BioMedical Engineering OnLine, 2014

4. Rodrigo V. Andreao, Bernadette Dorizzi, and Jerome Boudy,
“ECG Signal Analysis Through Hidden Markov Models.” IEEE
Transactions on Biomedical Engineering, vol. 53, No. 8, Aug.
2006

5. S. Dash, K.H. Chon, S. Lu, and E.A. Raeder, “Automatic Real
Time Detection of Atrial Fibrillation.” Annals of Biomedical
Engineering, Vol. 37, No. 9, Sep 2009, pp. 1701–1709

6. Linda Argote, Paul Ingram, John M. Levine and Richard L.
Moreland, “Knowledge Transfer in Organizations: Learning from
the Experience of Others.” Organizational Behavior and Human
Decision Processes, vol. 82, No. 1, May. 2000, pp. 1C8

7. Jun Yang, Rong Yan, and Alexander G. Hauptmann, “Cross
domain video concept detection using adaptive svms.” 15th
International Conference on Multimedia, pages 188–197, ACM,
2007

8. Goldberger A.L., Amaral L.A.N., Glass L., Hausdorff J.M.,
Ivanov P.Ch., Mark R.G., Mietus J.E., Moody G.B., Peng C.-K.,
Stanley H.E. PhysioBank, PhysioToolkit and PhysioNet: Compo-
nents of a New Research Resource for Complex Physiologic
Signals. Circulation 101(23):e215–e220 [Circulation Electronic
Pages; http://circ.ahajournals.org/cgi/content/full/101/23/e215];
2000 (June 13)

9. J. Huang, A. Smola, A. Gretton, K. M. Borgwardt, and B.
Scholkopf, Correcting sample selection bias by unlabeled data. In
Proceedings of the 19th Annual Conference on Neural Information
Processing Systems, 2007

10. C. Cortes and V. Vapnik, “Support vector networks.” Machine
Learning, Vol. 20, No. 3, pp. 273–279, 1995

11. L.J.P. van der Maaten and G.E. Hinton, “Visualizing
High-Dimensional Data Using t-SNE.” Nov. 2008, pp. 2579–2605

Table 1 Comparisons with different learning methods

Approaches Source
(MIT-AF) (%)

Target
(MIT-NSR)
(%)

Target
(LT-AF) (%)

LR 86.960 86.995 76.365

ELM 97.050 87.315 87.715

NN 96.070 87.590 89.365

SVM 96.670 32.290 47.690

TL (aSVM) 96.670 96.580 72.440

Adaptive Latent Space Domain Transfer for Atrial Fibrillation … 71

http://circ.ahajournals.org/cgi/content/full/101/23/e215


Detection of Chewing Motion Using
a Glasses Mounted Accelerometer Towards
Monitoring of Food Intake Events
in the Elderly

Gert Mertes, Hans Hallez, Tom Croonenborghs, and Bart Vanrumste

Abstract
A novel way to detect food intake events using a wearable
accelerometer is presented in this paper. The accelerom-
eter is mounted on wearable glasses and used to capture
the movements of the head. During meals, a person’s
chewing motion is clearly visible in the time domain of the
captured accelerometer signal. Features are extracted from
this signal and a forward feature selection algorithm is
used to determine the optimal set of features. Support
Vector Machine and Random Forest classifiers are then
used to automatically classify between epochs of chewing
and non-chewing. Data was collected from 5 volunteers.
The Support Vector Machine approach with linear kernel
performs best with a detection accuracy of 73.98%� 3.99.

1 Introduction

Studies have shown that up to 15% of community dwelling
and home-bound adults aged over 65 are malnourished and up
to 45% are at risk [1, 2]. It is estimated that between 20 and
60% of hospitalised elderly and up to 85% of nursing home
residents are malnourished [3]. Malnutrition is most frequent
in the frailest of people, particularly those who are less
autonomous and require help performing daily tasks.

Furthermore, malnutrition has been identified as one of four
causes of frailty [4]. Frailty is considered to be a distinct
syndrome, characterised by weakness, a slow walking speed,
a low level of physical activity, unintentional weight loss and
exhaustion.

Nutrition is an important factor in the elderly’s health
status. Malnourishment is associated with decreased muscle
strength, poorly healing wounds, an increased hospital
admission length and increased hospital mortality rate [5].
Furthermore, malnourished elderly are more prone to
develop pressure ulcers and infections [6]. Preventing mal-
nutrition by means of a targeted nutritional intervention
could greatly improve the quality of life. Early recognition
and treatment should therefore be included in the routine
care of every elderly [7].

1.1 Food Intake Monitoring

Determining malnutrition can be done in a few ways. The
first is by means of a self-report diary. These have been used
to measure pain, sleep, illness or injury and health care use, as
well as eating-related issues such as binge eating, energy
intake and expenditure in weight loss treatment [8]. In the
case of malnutrition, the diary provides insight into two
aspects of nutritional intake. The first is to monitor a person’s
eating behaviour and food consumption on a daily basis in
order to see if enough meals are consumed, and second, to
record in detail all foods consumed for a nutrient analyses.
The person is instructed to record all food intake, usually
including location, time of day, quantity eaten, and nutrient
values. A self-report diary is typically in paper-and-pencil
format, but computerised solutions using a tablet-pc or ter-
minal specifically catered to elderly people also exist [9]. It is
clear, however, that a self-report diary has several limitations
when used to self-monitor elderly people. First and foremost,
keeping track of food intake and the need to look up foods in
a nutrient guide and record the amount of intake is a time
consuming task. The self-monitoring protocol is seldom
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followed adequately, resulting in an incomplete diary [8].
Furthermore, limited literacy skills or bad handwriting also
play an important role. Similar techniques such as 24-hour
recalls, food records or food frequency questionnaires share
the same limitations, especially in elderly care.

A different type and the most widespread tool for nutri-
tional screening and assessment is the Mini Nutritional
Assessment (MNA) [5]. The MNA contains 18 questions
grouped into 4 parts: anthropometry, general status, dietary
habits, and self-perceived health and nutrition states. Each
question is graded and summed up to a total of 30 points. The
result is defined by the following thresholds: a score below 17
indicates malnutrition; a score between 17 and 23.5 indicates
a risk of malnutrition; scores above 24 indicates a good status.

Other tools such as the Geriatric Nutritional Risk Index
(GNRI) [10] and Cumulative Illness Rating Scale (CIRS)
[11] have also been used in combination with the MNA to
provide further insight into the person’s health status [1, 5].

An important limitation, however, that instruments such
as the MNA all share is the requirement for a health care
professional to assist in taking and completing the test.
Neither are they taken at routine intervals due to their time
consuming nature [12]. They are therefore not used as a
preventative tool to detect malnutrition at an early stage. In
case of home-bound elderly receiving home care, tests such
as the MNA are typically never administered unless ordered
by a GP or after admission to a hospital. The results of these
tests are also not always on par with what care-takers
observe on a day to day basis.

1.2 Detecting Food Intake

A potential solution to replace manual self-monitoring
methods is through the use of wearable devices. A wear-
able device that is able to detect food intake events and
determine the amount of food ingested could replace manual
food diaries and questionnaires. Sazonov and Fontana [13]
demonstrated the use of a piezoelectric strain gauge sensor
fixed to the lower jaw to detect epochs of chewing with high
accuracy. In [14], the strain gauge sensor is incorporated in a
larger system together with a hand gesture sensor and an
accelerometer worn on a lanyard around the neck. In [15],
3D surface reconstruction from pictures taken with a mobile
phone was used to determine the amount and type of food
ingested. Detection of chewing and swallowing using a
wearable microphone was presented in [16] and [17].

In this paper, the use of an accelerometer mounted on
wearable glasses is proposed to measure the chewing motion
as part of a system to measure food intake. The use of an
accelerometer integrated into an already worn pair of glasses
would have little impact on the elderly’s comfort and is less
stigmatising than other alternatives. Glasses are typically

taken off to sleep, during which the sensor could be wire-
lessly charged on the night stand.

2 Methods

2.1 Glasses Mounted Accelerometer

Figure 1 shows the prototype setup used to capture the data.
We used the low-noise tri-axial accelerometer of a Shim-
mer3 unit with a sample frequency of 128 Hz to capture the
movements. The raw accelerometer signal is first filtered
using a 10th order Chebyshev band-pass filter with fL ¼ 1
and fH ¼ 45Hz in order to discard DC offset and high fre-
quency noise and prevent aliasing.

In order to determine the feasibility of this method to
detect chewing motion, the researcher himself consumed a
meal while recording the accelerometer signal. The meal was
recorded with a camera for annotation purposes. Figure 2
shows the captured signal in each of the three dimensions.
The overlaying square wave is the annotation signal indi-
cating an epoch of non-chewing (0) or chewing (1). As soon
as chewing starts around the 6 mark, distinct peaks can be
observed in all three dimensions, although different in
amplitude. After comparing the accelerometer signal with
what was visible in the video, we found that these peaks are
the result of the chewing motion: a peak is captured each
time the jaw is closed. The first four such peaks are high-
lighted in blue in Fig. 2. Since these peaks are visible in the
time domain, it should be possible to extract characterising
features from the signal to be used for classification.

2.2 Dataset

To construct the training and test dataset, data was collected
from 5 volunteers who were asked to consume a meal while

Fig. 1 Setup used for data collection. The Shimmer sensor is firmly
attached to the frame using cable ties
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wearing the acquisition setup. Annotation was done by an
observer. Two states were annotated: chewing (1) and
not-chewing (0). As soon as the food entered the mouth and
chewing started, the annotation was set to chewing until the
food was swallowed, after which the annotation was set to
not-chewing. Examples of activities that fall under the not-
chewing class are: talking to the observer, bringing food to
mouth, cutting food, etc. In order to get a representation of
every day meals, food items with different properties were
selected. The following meals were consumed: a crunchy
deli sub sandwich, a mixed salad with bread (two times),
mashed potatoes with vegetarian burger, and a hamburger.

Test subjects were also asked to walk around the room for
roughly 1 min. This was done to determine if we are able to
distinguish the chewing motion from other types of daily
activities. This resulted in a total of three classes: chewing,
not-chewing and walking.

2.3 Feature Extraction and Selection

From the triaxial accelerometer signal (x, y and z), the
resultant net acceleration r is calculated using Eq. 1.

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2 þ z2
p

ð1Þ
All data is then split up according to the recorded annotation.
For example, all data containing chewing is concatenated
serially to produce one signal containing only the chewing

activity. Likewise for the not-chewing and walking activity.
As discussed in Sect. 2.1, the signals are then filtered with a
band-pass filter with fL ¼ 1Hz and fH ¼ 45Hz. The filtered
signal is segmented into non overlapping windows of 5 s.
Concatenation is done to prevent windows containing data
from different classes in the training dataset. Window size
was experimentally determined to allow for enough win-
dows that don’t contain data from different classes when the
detector is used in real-time. Chewing typically takes
between 10 and 20 s, a window size of 5 s ensures that
enough windows completely contain data of only one class.
Features are subsequently extracted from the net acceleration
signal on a per window basis. Table 1 shows an overview of
the extracted features.

A forward feature selection based on [18] is performed on
the dataset to eliminate redundant features. This method
selects features with high correlation to the class, while
discarding those having high intercorrelation. The total of 11
features is reduced by the algorithm to a final set of three, as
shown in bold in Table 1: zero crossing rate, 75th percentile
value and dominant frequency (determined via FFT).

2.4 Classification

Equivalent to the feature extraction as described in the pre-
vious section, classification is done on a per window basis.
Two classifiers are evaluated: the Support Vector Machine
(SVM) and the Random Forest (RF) decision tree. Classifier
parameters were experimentally tuned to produce the highest
accuracy. For the SVM, we chose a linear kernel with cost
parameter C ¼ 1 and the RF was constructed with a maxi-
mum of 100 trees. It is worth noticing that a feature selection
is typically not required when using decision trees such as
Random Forest due to their already selective nature in
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Fig. 2 Illustration of the captured tri-axial accelerometer signal while
eating. The red annotation signal indicates epochs of chewing (1) and
not chewing (0). The highlighted peaks represent the closing motion of
the jaw (only the first four are highlighted) (Color figure online)

Table 1 List of extracted features. Highlighted in bold are those
selected by the forward feature selection

Name

1 Standard deviation

2 Mean

3 Power

4 Range

5 Skewness

6 # of zero-crossings of r

7 # of zero-crossings of d2r
dt2

8 25th percentile value

9 50th percentile value

10 75th percentile value

11 Dominant frequency
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features. However, we evaluated this and found that the RF
performed better using only the three features selected by the
feature selection.

Due to the limited size of the dataset, validation of the
classifiers is done using the leave-one-out method. One
person is excluded from the training set and used to test the
classifier. This is done for each of the five participants and
the results are averaged. We use the accuracy as performance
metric. This method provides the added value that the
classifiers can be tested on each person individually and
evaluate how well they work as a group model.

To construct the training dataset, the method described in
Sect. 2.3 is used. To construct the test set, a slightly altered
version is used. Because we want to simulate the use of the
classifiers in a real life setting, we segment the original
signal into windows of five seconds without the concatena-
tion step. This means, however, that a single window could
potentially contain data from different classes. When this is
the case, a choice is made: when a window contains data of a
certain class for over 50% of the time, this class label is
assigned to the window.

3 Results

Two experiments are conducted. In the first experiment, only
two classes are included: chewing and not-chewing while the
walking class is omitted from both the training and test set.
In the second experiment, the walking class is also included
together with chewing and not-chewing. Leave-one-out
validation as described in Sect. 2.4 is used in both cases.
Table 2 shows the results of these two experiments. The
table contains the accuracy and standard deviation of the
leave-one-out validation. We can see that the SVM classifier
performs slightly better than the RF classifier in both cases,
although the difference is statistically insignificant, with an
average accuracy of 73:98% � 3:99.

Table 3 shows the confusion matrices of the two exper-
iments for the SVM classifier. These matrices contain the
summed result of the leave-one-out validation, i.e. the con-
fusion matrix values for each participant that was left out are
added together.

4 Discussion and Conclusion

The average detection accuracy of 73:98% � 3:99 obtained
with the SVM indicates that our approach is able to correctly
classify chewing events, but a considerable amount of false
positives are still present. This can be seen in the confusion
matrices in Table 3. Averaged over the five participants, the
amount of false positives does not bias towards one specific
activity. However, we found the false positive rate to be very
person-specific. For example, when using the SVM classifier
and classifying between chewing and not-chewing, for two
out of five participants the chewing activity was frequently
incorrectly classified as not-chewing, while for the other three
participants the opposite was true. Likewise for the walking
activity: for three participants there were no false positives
for this activity, while the remaining two did have roughly
30% false positives. For all five participants, however, the
true positive rate remained higher than the false positive rate.

This difference in false positives per person can be
attributed to a couple of reasons. First, there is the fact that
the annotation is done by an observer during the meal and is
therefore not perfect. While this is not a problem for the
walking activity, some errors could be made when annotat-
ing between chewing and not-chewing. Secondly, the dataset
which was used to train and validate the classifiers is limited
to only five participants. It is also worth noticing that our
dataset is unbalanced, with less activities of the not-chewing
class and only a few of the walking class. In order to further
reduce the amount of false positives, a larger dataset would
have to be recorded.

Adding the walking activity to the list of included classes
lowers the detection accuracy. This indicates that there is
still room for improvement in our proposed method. Look-
ing towards future work, a possible improvement could be to
further incorporate features from the frequency domain in
the classifier or look into methods such as wavelet trans-
forms. Furthermore, while the five second window was

Table 2 Results of the leave-one-out validation (acc. � std.dev.)

Included classes SVM RF

Chewing–not-chewing 73.98% � 3.99 72:39% � 6:51

Chewing–not-chewing–
walking

71:93% � 5:03 69:79% � 8:79

Table 3 Confusion matrices for the SVM classifier. Sum of all
leave-one-out results

Chewing Not-chewing

Chewing 373 93

Not-chewing 120 230

Chewing Not-chewing Walking

Chewing 361 98 7

Not-chewing 115 228 7

Walking 6 9 23
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chosen based on a motivated choice, the effect of the win-
dow size on the accuracy still stands to be determined.

Different studies have shown that it is possible to detect
chewing motion using a group model with a jaw strain gauge
sensor or microphone system with accuracies ranging from
80 to 90% [14, 16, 17]. While our system did not improve on
these accuracies, it does offer the fact that the sensor can be
incorporated into an existing pair of glasses, either by using
a custom frame with the sensor built in or using a clip-on
system. This would have little impact on the comfort of the
wearer and makes the system more suitable for elderly
people. Before this can happen, however, more research
specifically targeting elderly people is required, starting with
a case-study examining the elderly’s and care givers’ will-
ingness to use such a system and the acquisition of a dataset
with test subjects in this demographic group.
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Intra-operative Tumor Tracking Using
Optical Flow and Fluorescent Imaging

Daniel Y. Kim, John H. Phan, and May D. Wang

Abstract
Image-guided surgery (IGS) can assist surgeons by
modeling and visualizing objects of interest (tumors,
nerves, etc.) that may be obstructed or difficult to
recognize during surgery. Models based on
pre-operative images are often not applicable during
surgery because of motion and deformation. Therefore,
real-time updates to IGS models are required. We propose
an automated intra-operative tumor tracking system in
which the initial tumor location is predicted using near
infrared (NIR) fluorescence with indocyanine green
(ICG), and the tumor is tracked using the Lucas-Kanade
(LK) algorithm, a multi-resolution coarse-to-fine optical
flow method. We simulate various conditions of
intra-operative tumor movement, including movement
speed and variations in image brightness. The LK method
can accurately track tumors when speed of tumor
movement and image brightness changes are low. How-
ever, when the speed of tumor movement increases or
when image brightness changes by more than 30%, the
LK method fails to track the tumor location. We compare
the LK method to several other optical flow algorithms
and find that LK has relatively high accuracy and
tolerance in both speed and brightness changes, although
each algorithm has strengths and weaknesses. In addition
to the proposed intra-operative system, the simulations

and metrics that we use in this study may serve as
benchmarks to assess the performance of intra-operative
tumor tracking algorithms.

1 Introduction

Tumor motion is a major challenge during surgical tumor
resection. Because of breathing and cardiac motion, the
location of the tumor can change. Thus, identification and
resection of tumor margins can be difficult, resulting in the
possibility of residual tumor remaining after surgery.
Therefore, medical imaging technology is required for
tracking the tumor location and providing this information to
surgeons in real time.

Systems for image-guided surgery (IGS) can produce
accurate, detailed, and specific models, providing real-time
visualization of tumors or internal structures during surgery
[1]. Previously, surgeons used pre-operative imaging infor-
mation during surgery. For example, the tumor location was
predicted by MRI before surgery, and the pre-operative
imaging information was used during surgery. However,
such systems could not account for deformations and organ
motion during surgery [1]. As a result, about 40% of patients
leave the operating room without complete resection of their
tumor [2]. Intra-operative systems were developed to address
these challenges. For example, using a pre-operative imag-
ing data set that is correlated with the operative field, MRI or
CT can detect and register tumor locations in real time [1].
CT and ultrasound can be combined to assess correlation of
a combination of signals extracted intra-operatively [3]. In
addition, advances in nanotechnology have made it possible
to visualize the tumor in vivo intra-operatively. For example,
quantum dots or indocyanine green (ICG) are fluorescent
nanoparticles that can bind to specific biomarkers to detect
tumors [4, 5]. The near infrared (NIR) fluorescence signals
from such nanoparticles can be analyzed by systems such as
FLARETM [6]. These intra-operative systems can guide
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surgeons in locating tumors to improve the results of
surgery.

We propose an intra-operative system that uses ICG to
locate a tumor pre-operatively, then uses optical flow to
track the tumor during surgery. We also develop benchmark
metrics for evaluating the performance of optical flow tumor
tracking systems. ICG is an FDA approved tumor marker
that binds to proteins in blood plasma and is excited by an
NIR wavelength of 780 nm [5]. Optical flow can accurately
track the movement of objects between successive images
without the continued use of the NIR system. Prolonged
exposure to NIR laser emissions may be hazardous [7].
Thus, the use of ICG and optical flow reduces exposure time
of the NIR laser and simplifies the optical system. Optical
flow methods include several classes: intensity-based
differential methods, phase-based methods, region-based
methods, and energy-based methods [8]. The Horn-Schunck
(HS) method assumes constant intensity and smoothness [9].
The phase-based method computes optical flow from the
phase behavior of band-pass filter outputs [10]. Brox et al.
[11] proposed a rotationally invariant model for optical flow
computation based on nonlinear constancy assumptions. We
evaluate one of the intensity-based differential methods,
Lucas-Kanade (LK), because of its computational efficiency,
accuracy, and robustness to noise [12]. In addition, we
compare it to two constant intensity based algorithms (i.e.,
HS and nonlinear constancy-based) and a non-constant
intensity based algorithm (i.e., phase-based). We compare

these methods under two scenarios that are expected to
occur during surgical operations: (1) varying tumor move-
ment speeds and (2) varying brightness of surgical field of
view. Although varying the brightness of the surgical field
of view violates the constant intensity assumption of the
HS and nonlinear constancy-based methods, we include
these methods as a baseline comparison of algorithm
robustness.

2 Methods

2.1 Identification of Initial Tumor Location

To identify and visualize the initial tumor location, we use
two types of videos. The first type of video captures the
visible spectrum. The second type of video captures the NIR
spectrum to monitor the scanned tumor in the tissue. First,
ICG is injected into the tissue to identify the tumor region.
The tissue is scanned with an NIR laser, and its fluorescence
is detected in the NIR spectrum. From the fluorescence, the
initial tumor location is predicted and updated in the visible
spectrum video (Fig. 1). Scanning the ICG-injected tissue
enhances the tumor region to more than three times brighter
than the normal tissue region [5]. Using the brightness dif-
ference, the boundary of normal tissue and tumor tissue is
obtained. A portion of the highly brightened tumor region
within the boundary is shown in Fig. 2.

Fig. 1 Intra-operative tumor
tracking using optical flow
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2.2 Optical Flow Analysis

Optical flow is a technique that calculates a motion vector
field to predict the apparent motion of an object [12, 13]. To
find a motion vector, the optical flow between the reference
(before movement) frame and the incoming (after move-
ment) frame is calculated. The motion vector is used to track
the location of the tumor in the incoming frame (Fig. 3). We
compare four optical flow methods: LK, HS, phase-based,
and nonlinear constancy-based methods [9–13].

2.3 Evaluation of Tumor Tracking Algorithms

In a surgical environment, multiple variables can change
simultaneously, causing difficulty in tumor tracking. These
variables include tumor shape, location, brightness, and
interrupting objects in the surgical field of view. To avoid
these confounding variables, we evaluate optical flow tumor

tracking algorithms in a simulated environment that focuses
on only two variables: (1) varying tumor movement speeds
and (2) varying brightness. In this initial study, we assume
that tumor deformation and interrupting objects in the sur-
gical field of view do not occur. We use two simulated
surgical scenarios to evaluate tumor tracking algorithms.
In the first scenario, we generate four videos with differ-
ent movement speeds, 1 � 1–8 � 8, 8 � 8–19 � 19,
20 � 20–28 � 28, and 30 � 30–50 � 50 (pixel) in each
frame, in which 1 � 1–8 � 8 (pixel) indicates that tumors
can shift randomly from 1 to 8 pixels in both the x and y
directions. Each pixel represents approximately 1–2 mm.
Each video is generated with randomly shifted pixel move-
ment in each frame, and optical flow is calculated in each
frame. We use the same movement patterns for each of the
four videos to maintain comparability. In the second sce-
nario, we generate three different videos. Each video uses the
same movement speed and pattern (i.e., 1 � 1–8 � 8 pixel),
but varies in terms of brightness changes (i.e., up to 10, 20,
and 30%). To validate the tracking accuracy of optical flow,
we compare actual movement to calculated movement in
terms of mean displacement error (in pixels) across all
frames in the each video.

3 Results and Discussion

The comparison between the actual and calculated dis-
placements using the LK method is shown in Fig. 4. The red
line indicates the actual displacements in each frame, and the
black line indicates the tracked displacements in each frame.
Figure 4a compares the displacement for 1 � 1–8 � 8
(pixel) speed. For 8 � 8–19 � 19 (pixel) and 20 � 20–
29 � 29 (pixel) speeds, the results are similar to Fig. 4a.
However, for 30 � 30–50 � 50 (pixel) speed, optical flow
fails to calculate displacement when speed is over 40 � 40
(pixel) (Fig. 4b). In Fig. 4b, 40 � 40 (pixel) speed begins at
the 9th frame, so LK results in inaccurate tumor location and
fails to calculate the next tumor location after frame 9.
Therefore, the calculated tumor location using LK is accu-
rate when movement speed is less than 40 � 40 (pixel).
Moreover, tolerance (i.e., percent of video frames success-
fully processed) of LK in the 30 � 30–50 � 50 (pixel)
speed video is low.

Figure 5 compares actual and calculated displacements
using the LK method with respect to different brightness
changes. As the change in brightness increases, tumor
tracking accuracy decreases. Changes in brightness of up to
10% have little effect on tumor tracking accuracy. For 20%
and 30% brightness changes (Fig. 5), tumor tracking fails
after frames 328 and 176 frames, respectively. Therefore,
tumor tracking using LK is accurate when brightness chan-
ges are less than 30%.

Fig. 2 ICG-enhanced tumor region highlighted within the boundary
line between normal and tumor tissue (red outline). The boundary is
obtained after adding all of the highly brightened tumor regions (Color
figure online)

Fig. 3 Updating tumor location using optical flow. The location of the
tumor in the new frame (red line) is obtained by displacing the original
tumor position (blue line). The black center arrow indicates the average
motion vector (Color figure online)
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We calculated mean errors of each optical flow algorithm
with different movement speeds. In a comparison of four
optical flow methods, we found that HS is the least accurate,
and nonlinear constancy-based is the second best accurate
algorithm (Fig. 6). Phase-based is the most accurate algo-
rithm but only has high tolerance (i.e., percent of frames
successfully processed) for movement speeds of up to
20 � 20 (pixel), whereas other algorithms have high toler-
ance for movement speeds up to 40 � 40 (pixel). The order
of accuracy (from highest to lowest) is phase-based, non-
linear constancy-based, LK, and HS. The order of tolerance

(from the highest to lowest) is nonlinear constancy-based,
LK, HS, and phase-based.

The phase-based algorithm is the most accurate method
when video brightness changes, and the nonlinear constancy-
based algorithm is intolerant to brightness changes (Fig. 7).
Compared to LK and HS, LK is more tolerant and accurately
tracks movement when brightness changes are less than 30%.
The order of accuracy in brightness changes (from the highest
to lowest) is phase-based, LK, HS, and nonlinear constancy-
based. The order of tolerance (from the highest to lowest) is
phase-based, LK, HS, and nonlinear constancy-based.
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Fig. 4 Comparison between
actual displacement and
calculated displacement (LK
algorithm) a for 1 � 1–8 � 8
(pixel) and b for 30 � 30–
50 � 50 (pixel) speeds. The solid
red line indicates the actual
displacement and the dashed
black line indicates the calculated
displacement. The x-axis is video
frame number and the y-axis is
displacement. In (b), the
algorithm cannot calculate when
movement speed is over 40 � 40
(pixel) (Color figure online)
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Fig. 5 Comparison between
actual displacement and tracked
displacement (LK algorithm) for
a 20% and b 30% brightness
changes. Changes in brightness of
up to 10% have little effect on
tracking accuracy. The solid red
line indicates the actual
displacements and the dashed
black line indicates the tracked
displacements. The x-axis is
video frame number and the
y-axis is displacement (Color
figure online)
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4 Conclusion

We developed an intra-operative tumor tracking system that
uses ICG to find the initial tumor location and tracks the
tumor by using optical flow algorithms. We also developed
benchmark metrics to evaluate tumor tracking algorithms
using two surgical scenarios: varying tumor movement
speed and varying brightness. The novelty of this study is
that the initial tumor location is detected by ICG and the
location is registered into tumor surgical videos to initialize

the optical flow. The combined intra-operative tumor
tracking system using optical flow and ICG is ideal because
it is accurate and it eliminates the need for continuous use of
an NIR system during surgery. This is beneficial because
(1) prolonged exposure to NIR could be hazardous, and (2) it
simplifies the optical system. By using the benchmark
metrics for evaluating the performance of optical flow
algorithms, we identified the strengths and weaknesses of
each algorithm. The phase-based algorithm is the most
accurate with the highest tolerance to changes in brightness.
However, it has the lowest tolerance to fast movement
speeds. The nonlinear constancy-based algorithm has high
accuracy and tolerance when movement speeds are fast, but
it is intolerant to changes in brightness. The HS method has
low accuracy and low tolerance to changes in brightness
compared to other algorithms. The LK method has high
accuracy and tolerance to both fast movement speeds and
large changes in brightness. Thus, our results indicate that
the LK method is robust in terms of movement speed and
variations in brightness, conditions that may arise during
surgical procedures.

There are some limitations to this study that may be
addressed in the future. First, the computed motion vectors
were averaged to shift the tumor location. However, in some
scenarios the tumor may also be deformed during surgery.
The current implementation of tumor tracking does not
account for such deformations when calculating tumor dis-
placement. Second, instead of using real tumor motion, the
data was artificially produced. Therefore, the current data
analyzed motion and brightness changes but did not consider
other variables such as interrupting objects in the field of
view during surgery. In the future, tumor tracking in a real
surgical environment with the possibility of deformation or
interrupting objects should be considered.
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Measuring Physiological Stress Using
Heart-Related Measures

An Luo, Siyi Deng, Michael J. Pesavento, and Joseph N. Mak

Abstract
Stress is an emergency response of our organism.
Although stress may be necessary in case of life
threatening situations, most of the stress experienced by
modern day human is misplaced, and spur from evolu-
tionary pressure that is not relevant in our societies.
Finding ways to monitor, control, and reduce stress has
become critical for the well-being of human societies. For
the purpose of developing real time applications to assess
and reduce stress for the general public using portable
devices, we designed an experiment to trigger stress in
laboratory conditions. Our results show that we success-
fully induced stress and that heart-related measures such
as heart rate, heart rate variability and spectral estimation
based on heart beats were reliable indicators of stress.

1 Introduction

Stress has been shown to speed up human aging and hinder
quality of life [1]. Finding ways to reduce stress has become
important for the well-being of human populations. It is not
easy to elicit stress in laboratory conditions since according
to a landmark review [2], stressful episodes involve:
(1) novel, and/or unpredictable circumstances; (2) the

individual must have the feeling that he/she does not have
control over the situation.

A recent meta–analytical review, performed using 208
stress studies, concluded that a stressor that involves
social-evaluative threat (e.g. when performance can be eval-
uated by others) is the most powerful way to induce stress in
laboratory conditions [3, 4]. The Trier Social Stress Test
(TSST) is one of the best-standardized tools to evoke stress
responses in a laboratory setting. Salivary cortisol levels after
the TSST reliably show a 2–4-fold elevation in cortisol above
baseline within 30 min. The TSST consists of delivering a
public speech in front of a ‘team of experts’, following a period
of 5 min of preparation. At the end of the speech, participants
are asked to serially subtract numbers as fast and as accurately
as possible. If a mistake occurs, the participant is stopped and
asked to start over from the initial number. Altogether, the
TSST lasts approximately 10 min. Saliva samples are usually
collected prior to the TSST (baseline, 0 min), after the speech
preparation, immediately after the speech and arithmetic
performance, and several times afterwards.

Multiple scientific studies [5–9] concluded that heart rate
(HR) and heart rate variability (HRV) derived from ECG are
strong markers of stress. Many derivatives of HRV, such as
the high frequency (HF) and low frequency (LF) components
of HRV and the ratio between them, have also been shown to
be indicators of stress levels. A portable device capable of
calculating these measures in real time would help quantify
stress for better stress management. Before this can be done,
it is however necessary to validate these measures in realistic
data collection conditions. This is the goal of this study.

2 Methods

2.1 Protocol

Cortisol should show a peak in concentrations within
10–30 min after the end of the TSST [10]. We have there-
fore adapted the experiment timing to this constraint.
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First, we asked subjects to sign the consent form. Then
we asked them to rinse their mouth with water. The exper-
iment then started. We collected subjective stress at 7 points
during the experiment (using questionnaire 2—Q2) and we
collected saliva samples 6 times. Questionnaire Q2 contains
4 questions: (1) “Rate your stress (S) level now” from 0 to 5;
(2) “Rate your excitement (E) level now” from 0 to 5;
(3) “Rate your fatigue (F) level now” from 0 to 5; (4) “Rate
your relaxation (R) level now” from 0 to 5. 0 indicated
“totally without”, 1 indicated “the least” and 5 indicated “the
most”. Subjects also filled a more general questionnaire Q1
before starting the task—to indicate their age, gender,
height, weight, average hours of work/study per day, average
number of hours of sleep per night, stress level of their
lifestyle from Relax 1 to Stressful 5, how much physical
activity per week, daily caffeine intake, smoking habits,
alcohol intake, pregnancy, diabetes, hormone intake, steroid
intake.

Each subject performed two tasks in the experiment. The
first task was to do a 5-min presentation on a random topic
given by the experimenter. The performance in the first task
determined the time given in the second task. The experi-
menter tells the subject that he/she will move to task 2 only
if what he/she says during the interview (task 1) is con-
vincing enough. In the second task, subjects were asked to
perform a mental arithmetic task: they had to keep sub-
tracting 13 from a given number. The duration of the second
task ranged from 3 to 6 min depending on the subject per-
formance—the experimenter stopped the experiment when
too many errors were made. Each subject received a com-
pensation of HKD $5, $4, $3, and $2 for the 1st, 2nd, 3rd,
and 4th to 6th min respectively.

The outline of the experiment with the duration of each
phase is outlined below. (Ex) indicates event x and these are
tagged in the ECG data record manually for subsequent
analysis (time 1–7 in Fig. 1):

• (E1) Saliva collection and subject fills Q2 and Q1, 2 min
• Place ECG electrode; connect ECG, 3 min
• (E2) Saliva collection and subject fills Q2, 2 min
• (E3) Saliva collection and subject fills Q2, 2 min
• Subject prepares for presentation, 5 min
• (E4) Subject fills Q2
• Task 1: subject presentation, 5 min
• (E5) Subject fills Q2
• Task 2: subject subtracts out loud, 3 to 6 min
• Rest, 5 min
• (E6) Saliva collection and subject fills Q2, 2 min
• Rest, 3 min
• Saliva collection, 2 min
• Rest, 3 min
• (E7) Saliva collection and subject fills Q2, 2 min.

2.2 Participants

47 subjects were recruited for the experiment. Subjects’mean
age was 22 years old (±3 years). Informed consent was
obtained from all participants in accordance with the guideli-
nes and approval of the NeuroSky Institutional ReviewBoard.
Three subjects were pilots and 6 subjects did not complete the
experiment, thus were not included in the data analysis. Our
final pool of subject for data analysis was 38. All of these
subjects were considered for the purpose of data analysis.

2.3 ECG Data Collection

ECG data was collected using a proprietary Bluetooth ECG
data collection device based on the NeuroSky BMD101 chip
[11]. ECG signal was collected with a recording electrode
placed in the middle of subjects’ sternum and reference
electrode on their left clavicle. The custom device was worn
as a necklace and communicated with Bluetooth to a stan-
dalone computer running a custom data collection program.
The data collection program allowed entering events as
keystroke to mark different event in the data (events E1–E7
as indicated in the protocol section).

2.4 Cortisol Data Collection

We used saliva swab and test service from ZRTlab, Inc.
Subjects were instructed to masticate the swab for about

Fig. 1 Questionnaire results for the 7 data collection periods. From
left to right, the stress, excitement, fatigue and relaxation levels. Data
collection 4 and 5 correspond to the stress induction period. We can
clearly see an increase in perceived stress and excitation as well as a
decrease in relaxation during the stress induction
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2 min. Then the swab was placed in a plastic tube, sealed,
labeled and refrigerated below −5 °C. Once all the swabs
from all the subjects had been collected, we sent the data to
ZRTlab by international refrigerated 2-day shipping. ZRTlab
assessed cortisol level using proprietary methods.

3 Results

3.1 Entry Questionnaire (Q1) Results

We first processed the questionnaire results for the general
questionnaire Q1. In particular we were interested to assess
which response was correlated with perceived stress. Some
questions were ignored because it did not concern any of the
subjects. None of the subject smoked, none were pregnant,
and none were taking hormones. 2 subjects were taking
steroids for minor injuries, and 3 were drinking minor
amount of alcohol on a weekly basis—these subjects were
included in our pool but we did not process these two
questions for lack of statistical power. Weight and height
were combined to calculate each subject’s body mass index
according to the formula BMI = Weight (kg)/Height (m)2.

Some variables were continuous and not normally dis-
tributed, so we used the nonparametric Spearman rank cor-
relation coefficient to assess their relationship with stress.
Some variables were ordinal so we used a chi square test of
independence to assess any dependence between the vari-
ables. Table 1 indicates the correlation between stress level
and the variables we recorded. In the table we also indicate
the sign of the correlation in the last column. We also
examined the correlation with the average subject response

across the seven Q2 questionnaires as indicated in the last 5
rows of Table 1.

Table 1 shows independent variables correlation with
baseline subjective stress level as recorded in Q1. Table 1
shows that daily caffeine was positively correlated with stress
(p < 0.01; df = 37). Average fatigue of the subject during
the experiment was also correlated with baseline stress
(p < 0.02) as well as the average stress during the experiment
(p < 0.04), the average excitation during the experi-
ment (p < 0.04), and the standard deviation of the stress
during the experiment (p < 0.05). This last measure indicates
that more variation in perceived stress during the experiment
is correlated with increased perceived baseline stress.

Other trends observed were a positive correlation
between the number of work hour per day and baseline stress
(p < 0.09) and a negative correlation between physical
health and stress (p < 0.08).

3.2 Short Questionnaire (Q2) Results

For each subject, we assessed if their subjective ratings using
Q2 were affected by the task. Figure 1 shows the evolution
of the responses on the 4 questions of the 7 recurrent short
questionnaires Q2. We clearly observe perceived stress
increasing and relaxation decreasing over the course of the
experiment. Excitement has a similar profile to stress with a
later onset. Fatigue increased slightly over the course the
course of the experiment although it decreased at the very
end. Shaded areas indicate the 95% confidence intervals for
each measure. 95% confidence intervals were calculated
using a bootstrap method [12].

Table 1 Correlation between
stress level in Q1 and other
psychometric responses

Variable Statistical test Significance

Q1 Gender v2 ns

Q1 Age Spearman ns

Q1 BMI Spearman ns

Q1 Work hour per day Spearman 0.09 (+)

Q1 Sleep hour per day Spearman ns

Q1 Activity hour per week v2 ns

Q1 Daily Caffeine v2 0.01 (+)

Q1 Physical health v2 0.08 (−)

Q1 Mental health v2 ns

Q2 average stress Spearman 0.04 (+)

Q2 average excitement Spearman 0.04 (+)

Q2 average fatigue Spearman 0.02 (+)

Q2 average relaxation Spearman ns

Q2 standard dev stress Spearman 0.05 (+)
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3.3 Cortisol Results

We collected Cortisol at six different times during the
experiment as indicated in the method section: three times
during the baseline period and three times after the stress
induction. We failed to observe significant difference
between pre and post-experiment cortisol levels, although
cortisol level between time 3 (rest) and 4 (after the stress
period) reached p = 0.1 (degree of freedom (df) = 37), and
subjects’ perceived stress levels were significantly higher
during the experiment. Since saliva cortisol reflects the stress
level 20–30 min prior to the saliva collection [4], we suspect
the first three saliva cortisol readings were more related to
the subjects’ physiological stress condition while they were
going to the data collection facility, thus were not a good
indicator of their no-stress cortisol levels.

3.4 Heart Measure Results

Figure 2 presents the heart related measures averaged across
subjects when the subjects filled up the psychometric Q2
questionnaires. The measures included HR, HRV in the form

of standard deviation of the inter beat intervals (SDNN), log
of the high frequency spectral power (HF) from 0.15 to
0.4 Hz, low frequency spectral power (LF) from 0.04 to
0.15 Hz, and the log of the ratio of HF and LF (LF/HF).
Only 30 beat-to-beat intervals were used to calculate these
measures, so they are expected to be quite different from
those based on 24-hour recordings.

The abscissa scale ranging from 1 to 7 is the same as the
one used for psychometric measures in Fig. 1. Event times 1,
2 and 3 are baseline (before the experiment starts). Event
times 4 and 5 are during the experiment. Event times 6 and 7
are after the rest period. So real stress only occurs at point 4
and 5. The shaded region indicates 95% confidence interval
calculated using the bootstrap method after removing each
subject mean measure value over all considered time periods
[12].

All measures are estimated using the NeuroSky Software
Development Kit, which has been validated against Matlab
implementations, and the Kubios HRV software [12].

Throughout our analysis, the calculation of HR, SDNN,
HF, LF and LF/HF are based on 30 beat-to-beat intervals
(one segment). For each subject, we had in between 65 and
220 (mean 126 ± 34) EKG segments throughout the

Fig. 2 Heart measurements
averaged across subjects,
including HR, SDNN, log of the
high frequency (HF) inter beat
interval from 0.15 to 0.4 Hz, log
of the low frequency (LF) inter
beat interval from 0.04 to
0.15 Hz, and the log of the ratio
of LF and HF. Time axis same as
in Fig. 1

Table 2 Heart measures during
the stress and the no-stress
periods

p df Stress No stress

HR (BPM) 3.0E−11 37 92.9 83.0

SDNN (ms) 4.0E−6 37 44.3 51.9

LF 0.01 37 8.48 8.74

HF 6.6E−4 37 5.89 6.22

LF/HF 0.015 37 1.51 1.46
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experiment. Some subject had fewer segments than others
because of missing or bad data. Some of these data segments
where during stress periods and some other during relax
periods (see Methods). For each subject, we computed the
mean SDNN for all the stress periods (periods 4, 5) for each
individual, and we also computed the mean SDNN for all the
non-stress periods (periods 1, 2, 3 as well as 6, 7). Paired
t-test showed that HR and the LF/HF ratio were significantly
larger in the stress than in the non-stress periods (see
Table 2). Other measures, including SDNN, HF and LF also
showed significant decrease during the stress period
(Table 2). Figure 3 further shows the difference between the
distribution of the difference in SDNN between the stress
and the no-stress periods.

4 Conclusion

In this study we investigate how heart related measures,
such as heart rate and heart rate variability, are affected by
stress. We adopted the widely used Trier Social Stress Test
and observed significantly elevated stress perceived by the
subjects. We found statistically significant increase in heart
rate and LF/HF, as well as significantly decreased SDNN,
LF and HF during the stress test, comparing to periods
before and after the test. These heart-related measurements
respond much faster to stress than hormonal ones such as
cortisol, and can be conveniently measured using a
single-lead ECG at much lower cost. These findings enable
the development of a real-time stress monitoring and
tracking system to better understand, assess and manage
stress for the general public.
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Associating Protein Interactions
with Disease Comorbidity to Prioritize
Colorectal Cancer Genes

Sayedeh Razieh Abdollahi Demneh, Sama Goliaei,
and Zahra Razaghi Moghadam

Abstract
Identification of disease causing genes is one of the most
important topics in human health that affects disease
therapy and understanding disease mechanism.
Genome-wide association studies focus on chromosomal
locus which contains many suspected disease genes. Gene
prioritization methods identify the most probable
unknown disease genes due to this locus. In this study a
network-based approach is proposed to prioritize col-
orectal cancer genes. Different methods involved in this
approach are random walk with restart, network propa-
gation and shortest path algorithms, which are separately
applied on protein-protein interaction network to priori-
tize genes. Then these methods are combined in different
ways to find the best combination of them for identifying
disease genes. Finally by looking through comorbid
diseases to colorectal cancer and extracting their causing
genes, the proposed approach is reconsidered. The
method is validated by cross-validation analysis and its
results are compared with other prioritization methods.
This comparison shows the better performance of this
new approach.

1 Introduction

Cancer is a genetic disorder that is one of the leading causes
of death in the world. Early detection and treatment of
cancer may prevent the death of patients. So, discovery of
involved genes and related drugs is important. Recently,
linkage analysis is used to identify chromosomal intervals

which contain many disease suspected genes, but investi-
gating these genes with experimental methods is an expen-
sive and time consuming process and is not always possible.
Computational methods help us to prioritize and identify
more possible disease genes for further studies. Prioritization
algorithms use known disease causing genes (achieved by
experimental methods, such as linkage analysis) as seed
genes to predict candidate genes for further analysis. These
methods integrate available data from different sources to
solve the problem. With the increase in available data of
human protein-protein interaction (PPI), considering human
PPI network with other disease information may help to
discover new disease related genes. This is because, genes
involved in the same or similar disease phenotypes tend to
have interactions with each other in PPI network [1]. So,
many approaches such as molecular triangulation [2],
shortest path [3] and direct neighbors [4] use the network
topological features to identify candidate genes. All these
methods use local information of the network and because of
considering direct interactions (not indirect functional rela-
tionships) [5] their final accuracies are vulnerable. Random
walks with restart (RWR) [6] and network propagation [7]
are methods that use global network information, so overall
effects of known disease gene to other genes are taken into
account. Therefore they have better performance than local
methods but worth mentioning that they do not consider
genes with poor connections in the network [8].

In some previous studies such as Endeavor [9] and
MetaRanker [10] many heterogeneous data sources are used
and overall information is utilized to prioritize genes. These
methods rank genes based on each data source and finally
combine their results. Some methods most use technical
strategies and network topological information such as RWR
and network propagation but the other ones are
knowledge-based and often utilize different gene information
and combine them for example Endeavour and MetaRanker.

In this paper, a hybrid method that uses local and global
information of the network and the disease comorbidity
knowledge is proposed to overcome disadvantages of
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aforementioned methods. RWR, shortest path and network
propagation, separately and in different combinations, are
applied on PPI network to prioritize genes. Then by con-
sidering comorbid diseases to colorectal cancer and their
causing genes, the prioritization is finalized. By this strategy
both advantages of knowledge-based and technique-based
methods are used. For the evaluation of the proposed
method, it is applied on colorectal cancer datasets. The
evaluation shows that using local and global network
information and the other disease knowledge leads to more
successful approach for identifying disease related genes in
comparison to other previous methods.

2 Methods

2.1 Protein-Protein Interaction Network

In this method, the PPI network which is constructed on
proteins interaction information and expert knowledge [11]
is used. In the construction of this PPI network, protein
interactions extracted from several of the largest databases
and weighted interactions by network topology and expert
knowledge. This network is an undirected and unconnected
network in which nodes represent proteins and edges are
interactions between them. By removing isolated nodes
(nodes with degree of zero), 12,884 nodes are remained. For
this proposed method, 1121 colorectal cancer genes are
extracted from DisGeNET [12] and mapped to the PPI
network as seed nodes (genes).

2.2 Disease Genes Prioritization

RWR, network propagation and shortest path algorithms are
applied separately on the PPI network. Also, disease
comorbidity information is used in this approach. All these
algorithms and information are briefly described in the
following:

(1) Random walk with restarts algorithm—RWR is an
algorithm for calculating proximity of nodes with ran-
dom walks on network. It defines by:

Ptþ 1 ¼ ð1� rÞWPt þ rP0 ð1Þ

Where W is weighted adjacency matrix with normalized
columns. P0 is a vector of primary probabilities of nodes. In
this vector equal probabilities are assigned to seeds and zero
probability to all other genes. Pt is a probability vector of
nodes at time t and r is a free parameter which determines
the probability of restarting at seed genes. In this proposed

approach, r is set to be 0.15. RWR repeats until the
difference between Pt and Ptþ 1 becomes less than 10�6 [6].

(2) Network propagation algorithm—Network propagation
uses network flow propagation to prioritize genes. Its
idea is very similar to RWR with a difference, in net-
work propagation matrix rows are normalized too, in
other words, both input and output flows of each node
are normalized [7].

(3) Shortest path algorithm—In this given approach,
Dijkstra [13] algorithm is applied to calculate the
lengths of shortest paths between seed genes and all
other genes. Then for each non-seed node, the mini-
mum lengths of all seed ones are selected. Obviously,
the smaller this score is, the more possible the node is to
be a disease gene. After calculating these three scores
for each non-seed node (gene), a total score based on
these three are assigned to each of them [3].

(4) Disease comorbidity information—Here, MalaCards
[14] database is used to find comorbid diseases to col-
orectal cancer. Their causing genes are extracted from
DisGeNet database; these diseases are listed in Table 1.
The previously assigned score of a gene is added by one,
if it is a causing gene of a comorbid disease. For
example, if a gene is a common causing gene of five
comorbid diseases, it’s previously score is added by five.

Previous steps are depicted in Fig. 1.

2.3 Comparison to Other Methods

For evaluating the performance of our proposed method,
leave-one-out cross-validation analysis is done and the
results are compared to other methods results. In leave-out
cross-validation analysis, each seed gene is removed from
seed genes set, one at a time and an artificial linkage interval
is constructed on its 99 chromosomal neighbors obtained
from UCSC database [15]. These 99 genes and the seed one
is considered as the candidate set and the remaining seed
genes make the new seed set. Our algorithm is applied on
this new seed set and its result is compared with the can-
didate set. To show the performance of the algorithm,
Receiver Operating Characteristic (ROC) curve is drawn to
plot sensitivity versus 1-specificity. Also, Area Under Curve
(AUC) is calculated for each curve. Here, sensitivity is
defined by the percentage of disease genes which are ranked
above a specific threshold while specificity is the percentage
of all genes ranked below the threshold. Additionally, Mean
Reciprocal Rank (MRR) is calculated which is defined by:

MRR ¼ 1
Qj j

XQj j

i¼1

1
ranki

ð2Þ
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Q is count of candidate sets and ranki is rank of removed
seed gene in ith candidate set. An average rank criterion is
the other measure to show the performance of an algorithm
and it is the average rank of seeds in their corresponding
candidate sets. 1% and 5% are also the other measures which
represent the percentage of seed genes that are respectively
ranked in top 1% and 5% of candidate sets. All aforemen-
tioned measures for different methods are shown in Table 2.

3 Results and Discussion

In this paper, a new prioritization method is proposed which
integrates disease comorbidity knowledge with PPI infor-
mation to use benefits of both. Comorbid disease probably
have same causing genes, in the other hand disease proteins
tend to have interactions with each other. Our PPI network

Table 1 Comorbid disease to
colorectal cancer

Disease name

Adenoma

Breath cancer

HIV infections

Familial adenomatous polyposis

Lunch-syndrom

Ovary cancer

Comorbid disease to colorectal cancer extracted from MalaCards database

Fig. 1 Our method
summarization, we apply RWR,
shortest path and network
propagation on PPI network to
rank genes separately then added
score of genes which are shared
between comorbid diseases to
colorectal cancer and merge
results. With this strategy we use
advantage of knowledge-based
and technique-based method
simultaneously

Table 2 Comparison different
methods

Methods AUC MRR Average rank 1% 5%

Our methods 0.92 0.35 8.04 0.22 0.52

Endeavour 0.76 0.25 10.5 0.10 0.40

ToppGene 0.70 0.28 10.94 0.14 0.34

DIR 0.91 0.28 9.6 0.18 0.38

RWR 0.90 0.25 10 0.12 0.40

SP 0.90 0.14 10.1 0 0.18

Network propagation 0.91 0.25 9.8 0.12 0.40

Summary of performance comparison in various disease gene prioritization methods
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has 12,894 gens in which 1121 genes are seed ones. RWR
and network propagation algorithms use network global
information to calculate proximity of two nodes and the
shortest path algorithm is based on network local informa-
tion. All these three algorithms are applied on PPI network
to overcome disadvantage of each method. Our method is
evaluated and compared with other algorithms and tools
such as Endeavour, ToppGene [16] and DIR [17] which use
different data sources to prioritize disease genes. ROC
analysis has used to compare different methods (shown in
Fig. 2). For more accurate comparison, AUC is calculated
for each curve. As it is shown in Table 2, the AUC of our
method is higher than the others. In %22 cases our method
ranks seed gene as the first candidate gene and its average
rank is the lowest amon all examined algorithms. Addi-
tionally its MMR is 0.35 which is higher than the other
methods MMR. Overally, it shows that our method has
better performance comparing to the other examined
algorithms.

4 Conclusions

We applied RWR, network propagation and shortest path
algorithm separately on PPI network and combine results,
then added comorbidity knowledge to rank genes. Our
results show that considering different information of genes
is important in disease gene identification and disadvantages
of exciting methods can be decreased by combining various
methods.
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Synchronization Analysis of EEG Using
the Hilbert Huang Coherence

Eiji Kondo, Masatake Akutagawa, Takahiro Emoto, Yoshio Kaji,
Fumio Shichijo, Kazuhiko Furukawa, Hirofumi Nagashino,
Shinsuke Konaka, and Yohsuke Kinouchi

Abstract
The short periods of synchronization of different brain
regions in particular frequency ranges during cognitive
activities is reported. In this study, the Hilbert Huang
Coherence (HHC) for analyzing the degree of synchro-
nization by using a Hilbert Huang transform with high
temporal frequency resolution is proposed. The authors
intended to verify the availability of the HHC. According
to computer simulation, it was found that temporal
frequency resolution of HHC is higher than that of
traditional coherence analysis for non-stationary signals.
Furthermore, the HHC was applied to EEG during closed
eyes rest. As results of them, the change of coherence in a
band was obtained higher temporal frequency resolution
than that of traditional coherence analysis.

1 Introduction

Cognition activities requires the integration of activities from
the many different regions of the brain and it has been
obtained research result that binding takes place through
short periods of synchronization in particular frequency
ranges [1]. Moreover, neural synchronization has been
demonstrated as having an important role in pathological

conditions such as epilepsy [2]. Therefore, it is considered to
be important that to capture the change of synchronization.

Although there are methods using the Fourier transform
and the Wavelet transform as methods for the temporal
frequency analysis, these methods have a trade-off between
temporal frequency resolution. Therefore, the frequency
resolution decreased in the short analysis time length.

In case of analysis for non-stationary signals, such as
whose characteristics are changing rapidly.

Analysis in a short period is required in order to capture
the change for the signal that to be constantly changing from
time to time as of the EEG, but since the frequency reso-
lution is decreased, the analysis method of no trade-off is
required. In this study, the synchronization analysis of the
Hilbert Huang Coherence (HHC) for analyzing the degree of
synchronization by using the Hilbert Huang transform
(HHT) [3] with high temporal frequency resolution is pro-
posed. We intended to verify the effectiveness of the HHC to
apply to the simulation using the non-stationary signals and
to a waves of EEG.

2 Hilbert Huang Coherence

2.1 Hilbert Huang Transform

The Hilbert Huang transform (HHT) [3] is effective method
for the temporal frequency analysis of the unsteady and
non-linear signal.

The HHT has the high frequency resolution to determine
the instantaneous frequency from the analytic signal
obtained by Hilbert transform (HT) to the Intrinsic Mode
Function (IMF) to decompose the signal to the IMF without
using the base by using the Empirical Mode Decomposition
(EMD).

The signal sðtÞ decomposed to the IMF by the EMD is
shown as (1) in the residuals rðtÞ and N number of IMF.
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xðtÞ ¼
XN
i¼1

ciðtÞþ rðtÞ ð1Þ

Also, if (1) is transformed analytic signal, it is shown (2).
(j: the imaginary unit)

zðtÞ ¼
XN
i¼1

aiðtÞ exp ðj
Z

xiðtÞdtÞþ rðtÞ ð2Þ

Here, the instantaneous amplitude is aiðtÞ and the
instantaneous angular frequency is xðtÞ of the time t in i-th
IMF. The spectrum H of temporal angular frequency
obtained from these called the Hilbert Huang Spectrum.
i ¼ 1; 2; . . .;Nð Þ

Hðt;xÞ ¼ aiðtÞ ðxiðtÞ ¼ xÞ
0 ðotherwiseÞ

�
ð3Þ

2.2 Hilbert Huang Coherence

Although typically the coherence analysis is performed
using the Short Time Fourier transform (STFT) and the
Wavelet transform (WT), there is a trade-off between tem-
poral frequency resolution in these methods, if either reso-
lution is increased, another resolution is decreased. In other
words, if you want to know the synchronization for each
frequency in the short period, it is necessary to take shorter
analysis time length of coherence, but the frequency reso-
lution is decreased.

Therefore, the coherence analysis of EEG using the HHT
that the frequency resolution does not depend on the analysis
time length has been proposed the HHC.

The HHT is decomposed into the narrow band signals
called the IMF signals using the EMD, but the IMF com-
prises what frequency is varied by the waveform of the

signal before decomposed, as it calculated the synchroniza-
tion between the IMF even the frequency shown synchro-
nization do not know only roughly. Also, when the degree of
synchronization calculated between two signals, IMF must
be selected whether to calculate the synchronization between
any IMF. If the frequency band of the IMF were divided
clearly in each of the IMF, it is easy to select the combi-
nation of the IMF but sometimes difference IMF have the
same frequency band.

Therefore, it is availabling that the coherence analysis of
each frequency by the HHT through selecting the time to
perform the coherence analysis based on instantaneous fre-
quency obtained by the HHT.

Then the specific analysis algorithm of the HHC shows
below.

For example, Fig. 1 is shown one of the IMF(upper)
when it was decomposed to the IMF by the EMD to a certain
EEG and the instantaneous frequency(lower). From Fig. 1,
this IMF can be seen to include the instantaneous frequency
of approximately 10–60 Hz.

The IMF consist of the multiple frequency bands do not
analyze the coherence of each frequency as it is. Here, if the
amplitude and the phase difference averaged to calculate by
extracting only the time to the instantaneous frequency of the
band that interest analyzed is 20–30 Hz band, the coherence
can be calculated of the specific frequency band within the
time period to be analyzed.

Figure 2 shows a flowchart for calculating the coherence
at the analysis frequency band k of the time series signal xðtÞ
and yðtÞ.

(1) First, two signal xðtÞ and yðtÞ which the time series
signal are decomposed the ~xðk; tÞ and ~yðl; tÞ which the
IMF by the EMD. k ¼ 1; 2; . . .;K; l ¼ 1; 2; . . .; Lð Þ

(2) The analytic signals of all of the IMF by the HT and the
instantaneous frequency uðk; tÞ and vðl; tÞ are calculated.

Fig. 1 The IMF of EEG and the
instantaneous frequency
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(3) Then, it extracts the time m in the frequency band of the
interest for the instantaneous frequency uðk; tÞ and to
calculate the correlation between all of the ~x and ~y in the
time band m� 1

2w�mþ 1
2w. w is calculated by (4) so

that the calculated length the cross-correlation becomes
the one period length of the instantaneous frequency.
(Fs: Sampling frequency, f: instantaneous frequency)
The cross-correlation is calculated in order to identify
the combinations of the IMF with most similar char-
acteristics in all of the IMF.

w ¼ Fs

f
ð4Þ

(4) The cross-spectrum HxyðkÞ that ~y is highest correlation
with k-th ~x is calculated in the time band
m� 1

2w�mþ 1
2w.

The n-th cross-spectrum HxyðkÞ is shown by (5) when
Hxðk; nÞ and Hyðk; nÞ are Hilbert Huang Spectrum of
xðtÞ and yðtÞ. � is the conjugate.

Hxyðk; nÞ ¼ Hxðk; nÞ � H�
y ðk; nÞ ð5Þ

(5) When it has finished the calculation at all ~x, the basis of
the ~y perform the same operation. However, the analysis
for the time that cross-spectrum has been already cal-
culated at ~x is excluded.

(6) Finally, HxyðkÞ was averaged the number of samples
that have been extracted, the power spectrum Hxxðk; nÞ
and Hyyðk; nÞ of x and y are normalized by the averaged

product of them and HCOHxyðkÞ that the coherence of
the analyzed frequency between x and y is calculated.

HCOHxyðkÞ ¼
�HxyðkÞ
�� ��2

�HxxðkÞ�HyyðkÞ ð6Þ

3 The Comparison with the Conventional
Methods for Numerically Generated
Non-stationary

First, best performance is compared conventional coherences
using the signals in order to verify those features. Conven-
tional coherences are derived from the STFT and from the
WT. (The following is represented as STFT-C and the
WT-C)

So, it is compared the case of synchronized component of
10 Hz. The coherences analyzed between x1 and x2. Sam-
pling frequency is 500 Hz and parameters are shown
Table 1.

x1ðtÞ ¼
XM
i¼0

Ai sinð2pfitÞ � h t

T
� s

� �n o
þ e1ðtÞ ð7Þ

x2ðtÞ ¼
XM
j¼0

Ajsinð2pfjtÞ � h t

T
� s

� �n o
þ e2ðtÞ ð8Þ

Fig. 2 The algorithm of the
Hilbert Huang Coherence
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hðuÞ ¼
1þ cosð2puÞ

2 � 1
2 � u� 1

2

� �
0 u\� 1

2 ;
1
2\u

� �
�

ð9Þ

e1 and e2 are white Gaussian noises where SNRs are 10
and 20 dB. hðuÞ is Hanning window. hðuÞ is used for
extracted the signal of 10 Hz. In the case of i = 0, T ¼ 1
because hðuÞ is not used.

The coherence analysis was performed in the analysis
width is 1.024 s and the overlap is 0.768 s. In the case of the
STFT-C, the analysis was performed by shifting every
0.004 s the Hanning window which the window width is
0.512 s. In the case of the WT-C, the analysis was per-
formed by shifting every 0.004 s the Gabor window as the
Mother Wavelet. r parameter determined the temporal fre-
quency resolution of the Gabor window was 5 in this time.

As shown in Fig. 3, it is easy to identify which frequency
bands are synchronizing for the WT-C. This results show
that WT is effective for the analysis of non-stationary signal.

Then, best performance of the HHC is compared WT-C
that effectively in the analysis of non-stationary signal. Used
signals are changed to verify features of the HHC.

It is compared the case of the including both synchro-
nized component and unsynchronized component of 10 Hz.
The coherences analyzed between x1 and x2. Sampling fre-
quency is 500 Hz and parameters are shown Table 2.

The HHC was performed that the coherence analysis
width is 0.512 s and the overlap is 0.384 s.

As shown in Fig. 4, it is easy identify which time and
frequency bands are synchronizing for the HHC. Although
the WT-C is effective for the analysis of non-stationary
signal, it is necessary to increase the analysis width in order
to analyze better resolution in the low frequency band. For
that reason, it is difficult to identify which time and

Table 1 Parameters in examined signals of simulation 1

i Ai fi(Hz) t(s) s(s) T(s)

0 0.8 2 0–6 0 1
1 0.4 10 0–6 2.2 0:4

j Aj fj (Hz) t (s) s (s) T (s)

0 0.6 20 0–6 0 1
1 0.4 10 0–6 2.2 0:4

x1(t)

x2(t)

(a) The signals of analysis target

(b) STFT-C (c) WT-C

Fig. 3 x1, x2 and compare of the
analysis results of simulation 1

Table 2 Parameters in examined signals of simulation 2

i Ai fi (Hz) t (ms) s (s) T (s)

0 0.8 2 0–6000 0 1
1 0.4 10 0–6000 2.2 0.4

2 0.4 10 0–6000 1.7 0.4

j Aj fj (Hz) t (ms) s (s) T (s)

0 0.6 20 0–6000 0 1
1 0.4 10 0–6000 2.2 0.4

2 0.4 10 0–6000 2.7 0.4
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frequency bands are synchronizing in the case of the
including both synchronized component and unsynchronized
component of the same frequency. In contrast, it is easy to
identify even the short analysis width for the HHC.

4 The Comparison with the Conventional
Method Using Measured EEG

As shown in Sect. 3, it is necessary to analyze in short
analysis width which to identify synchronizing in the case of
the signal including both synchronized component and
unsynchronized component of the same frequency. For that
reason, short analysis width is used for EEG analysis.

Coherencegrams are compared indicating the results of
the coherence analysis using the STFT-C, the WT-C and the
HHC. The coherencegram is drawn the coherence obtained
at each time period which separated the signal in a short time
length.

The analysis uses measured EEG of the healthy adult men
(22 years old) who was measured at rest with eyes closed in
anechoic chamber (Sampling frequency is 500 Hz).
The EEG measured in the P3 and P4 electrodes of
ten-twenty electrode system are used because a wave with
most descriptive in change is seen remarkable.

The Fig. 5 shows segments of extracted EEG in P3 and
P4 where a waves seem to be synchronized in short period.
The length of each segment is 1.024 s.

The temporal frequency resolution of the coherences are
examined for the segments. The coherence analysis is per-
formed the STFT-C and the WT-C but it is expected that
temporal frequency resolution is insufficient because it is
analyzed in a short period of 0.256 s. The analysis results
compared in consideration of them.

The analysis condition was the analysis width of coher-
ence to 0.256 s and shifting the analysis width to every
0.064 s. The Hanning window, which the window width is
0.128 s, shift step 0.004 s, are used for STFT-C. The Gabor
window as the mother Wavelet, which shift step 0.004 s, r
parameter determined the temporal frequency resolution of
Gabor window was 4 in this time, used for WT-C.

Coherencegram of STFT-C, shown in Fig. 6a, is difficult to
identify the synchronization in the frequency because the fre-
quency resolution compared theWT-C and the HHC is lower.

The frequency resolution of coherencegram of WT-C,
shown in Fig. 6b, is higher than STFT-C but high coherence
region is spread wider than the others. Particularly, the
coherence is highest in a band (8–13 Hz). The coherence is
higher in the low frequency band because it does not obtain
sufficient number of samples.

x1(t)

x2(t)

(a) The signals of analysis target

(b) WT-C (c) HHC

Fig. 4 x1; x2 and compare of the
analysis results of simulation 2
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(a) Segment 1

(b) Segment 2

Fig. 5 Segment of extracted
EEG for coherence analysis

(a) STFT-C

(b) WT-C (c) HHC

Fig. 6 Coherencegrams of
segment
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Coherencegram of HHC, shown in Fig. 6c, is considered
to be easy to identify the synchronization of the time and
frequency because the coherence is higher around the a band.
The coherence is higher in low frequency band because the
HHC is to capture the change of the instantaneous phase
which the change of the phase with time is small.

5 Discussion

The HHC is expected to be used to evaluated the degree of
synchronization in multiple brain regions even if its duration
is short because the temporal frequency resolution is high.
As a future tasks are to investigate the limit of the noise
immunity, to investigate optimal analysis width so that sig-
nificant HHC can be obtained and to apply the HHC to

analysis of EEG that synchronization in the short period is
occurred in order to confirm availability of the HHC more
clearly.
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Identifying Cancer Subnetwork Markers
Using Game Theory Method

Saman Farahmand, Sama Goliaei, Zahra Razaghi Moghadam Kashani,
and Sina Farahmand

Abstract
In this paper, a novel game theory method is proposed to
identify subnetwork markers by integrating gene expres-
sion profile and protein-protein interaction network. The
proposed method has been evaluated on different cancer
datasets in order to classify cancer phenotypes. To verify
the performance of our approach, the identified subnet-
work markers are compared with a greedy search method.
The proposed method is capable of identifying robust
subnetwork markers and presents higher classification
performance.

Keywords
Cancer subnetwork markers �Microarray data analysis �
Game theory � Cancer classification

1 Introduction

Genetic mutations in human cells are fundamental reason
which lead to cancer diseases [1]. Cancer diagnosis at earlier
stages using cancer markers empowers researchers to cure,
or delay the progression of cancer in human body [2].

Therefore, it is of crucial importance to identify genetic
markers involved in cancer diagnosis in system biology.
Numerous studies in the literature have reported differen-
tially expressed genes (DEGs) as cancer markers using gene
expression profiles between cancer and normal phenotypes
[3]. However, noisy data, small sample-sizes, and hetero-
geneous experimental platforms make cancer markers iden-
tification’s procedure arduous and dataset-specific [4].
Several methods have been proposed to identify cancer
markers from biological contexts. Proposed methods in [5]
and [6] rely on identification of single genes expressed dif-
ferentially across different phenotypes. However, cancer
markers recognized by this approach is less efficient in terms
of reproducibility among independent datasets [7, 8]. Using
context in molecular levels has been considered as a main
strategy to overcome the aforementioned drawback, in
which genes with specific functional roles interact with each
other [9]. Two different approaches have been reported using
the context in molecular levels. In the first approach, genes
are analyzed in pathways in order to identify cancer markers,
which called pathway markers. Pathway-based methods
yield more reliable and accurate markers than single gene
markers. Furthermore, they provide biological and func-
tional insight into the target diseases [10–14]. However,
pathways used in pathway-based methods cover only a
limited number of genes and may not include key genes with
significant expression changes across different phenotypes
[15]. In the second approach, gene expression profile is
integrated with protein-protein interaction network (PPIN),
which results in better covering over genes [15, 16]. In this
approach, microarray data and the PPIN are evaluated in
order to identify cancer marker as an individual connected
component, which called subnetwork marker. The subnet-
work marker provides better performance and reproducibil-
ity across cancer datasets [17]. Greedy search method
proposed in [15] is a well-known method based on identi-
fying subnetwork markers. However, this method may not
be the optimal one in terms of classification performance.
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In this study, we propose a novel method relied on game
theory to identify robust subnetwork markers for predicting
cancer phenotypes. In the most experiment’s evaluation
criteria, the discriminative power of identified subnetwork
markers using the proposed method has been proved to be
higher than the greedy search method.

2 Materials and Methods

2.1 Data Sources

In this study, we investigated three types of cancer, in which
two independent datasets have been analyzed in each type to
perform cross-dataset classification experiment. Table 1
shows six different datasets used in this paper. A scored
network of human PPI data pooled from different PPIN
databases has been used as our network data [18]. Further-
more, a 0.154 cut-off threshold has been utilized to reduce
noise, interactions with confidence score below this thresh-
old, from high-confidence data. Eventually, it generated a
network with 169,810 unique, high-confidence interactions
between 12,879 unique human proteins. We overlaid the six
cancer datasets with the generated PPI network by mapping
each gene to the corresponding protein.

Then, proteins which do not have any corresponding
genes in cancer datasets were removed which leads to a new
network generation with 146,293 interactions and 11,893
proteins.

2.2 Game Theory

Game theory is a branch of mathematics that models the
behavior of rational agents in a strategic location. A game
consists of a set of agents, or players, that each takes a
specific strategy. The benefit and loss of each agent depends
on its own and others’ strategies chosen during the game
which are basically defined by a payoff function. All of the
agents choose a strategy that increase the benefit of their
own payoffs. In cooperative games, the player’s payoff
determined by individual member, and the main purpose is
to achieve an optimal set of players in order to maximize the

final score. Finally, all players should reach to an equilib-
rium called Nash equilibrium [19]. Assuming payoff func-
tion pi and set of all possible strategies Ri for i-th agent, a
Nash equilibrium (e.g. for two players) is a pair of strategies,
r�1; r

�
2

� �
, which has to satisfy both of the Eqs. (1) and (2).

p1 r�1; r
�
2

� �� p1 r1; r
�
2

� � 8r1 2 R1 ð1Þ

p2 r�1; r
�
2

� �� p2 r�1; r2
� � 8r2 2 R2 ð2Þ

That is, in Nash equilibrium no player is able to gain a
better payoff by changing its own strategy alone. The
detailed calculation regarding Nash equilibrium has been
described in [19].

2.3 Payoff Function and Scoring

Given a PPI network as an undirected graph G V ;Eð Þ, the
main objective is to identify a subnetwork as a group of
nearly connected genes. Ideally, this subnetwork should be
highly relative to the disease of interest, and is achieved
using several scoring schemes [17]. In this study, we pro-
pose a scoring scheme based on a payoff function. Some
criterions are considered to define payoff function as a
combination of gain function and loss function. It should be
noted that joining, or leaving a subnetwork are the main
strategies that can be chosen by each player. Suppose in a
subnetwork Gs ¼ Vs;Esð Þ, there are Vsj j ¼ n unique genes
with m different samples. xi ¼ x1i ; x

2
i ; . . .; x

m
i

� �
is the

expression vector of gene i, in which i ¼ 1; 2; . . .; n and x j
i is

the expression level of gene i in sample j. The discriminative
power of i-th gene is evaluated by t-test statistics score
(t-score) of its expression. Furthermore, a local scoring
(LS) function is introduced for each gene in order to score
disease genes connecting DEGs in PPIN. The LS function
for gene i with joining strategy is defined as Eq. (3), in
which k is the number of neighbor genes of the gene i in the
subnetwork Gs.

LSi ¼
Xk

l¼1

tscoreðxlÞ ð3Þ

Table 1 Six datasets that used in
this study

Cancer Dataset #Tumour #Normal GEO ACC # Platforms

Colon Colon64 32 32 GSE8671 HG-U133_Plus_2

Colon23 15 8 GSE4183 HG-U133_Plus_2

Breast Breast185 42 143 GSE10780 HG-U133A

Breast58 31 27 GSE10810 HG-U133A

Lung Lung107 58 49 GSE10072 HG-U133_Plus_2

Lung52 26 26 GSE7670 HG-U133_Plus_2
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The gain function (GF) is determined for i-th gene as
Eq. (4), in which a is a constant.

GF i;Gsð Þ ¼ a � tscore xið Þþ LSi ð4Þ
The loss function (LF) for i-th gene with joining strategy

is defined in Eq. (5), where c is a constant.

LF i;Gsð Þ ¼ c � n� 1ð Þ ð5Þ
Eventually, the payoff function (PF) for a given agent i

and the subnetwork Gs is calculated as follows:

PF i;Gsð Þ ¼ GF i;Gsð Þ � LF i;Gsð Þ ð6Þ

2.4 Subnetwork Markers Identification

In the proposed method, proteins involved in the PPI net-
work were sorted in decremental order according to their
t-test statistics scores. Proteins with degree above the aver-
age degree of the PPI network were chosen as seeds. Fur-
thermore, all proteins by at most two interactions away from
each seed were selected to form a candidate subnetwork as
illustrated in Fig. 1. In this subnetwork, all seed’s neighbors
with one interaction away were selected and sorted in
incremental order according their degrees, and were itera-
tively removed while increasing local clustering coefficient
of the seed. The remaining proteins, with two interaction
away of the seed were sorted and the same procedure was
performed while increasing the local clustering coefficient.
In the candidate subnetwork with n genes, each gene’s PF
was calculated for all 2n possible states including both
joining and leaving strategies by setting a ¼ 1:2 and c ¼ 2.
Then, Nash equilibrium was measured and was selected as
optimized subnetwork. It should be noted that for a sub-
network with multiple Nash equilibriums, averaged absolute
values of t-scores of its involved genes have been calculated

for each Nash equilibrium, and the one with the highest
value has been chosen to be the optimized subnetwork.

3 Results

The within-dataset and cross-dataset experiments were per-
formed in order to evaluate the performance of the identified
subnetwork markers using support vector machine
(SVM) classifier. The results of the proposed method have
been compared with the subnetwork markers obtained by the
greedy method. In the within-dataset experiment, the top 50
subnetwork markers were used from each cancer dataset to
train and test the SVM classifier. The five-fold
cross-validation experiment was repeated ten times and
averaged to validate its performance. In this experiment, the
datasets were divided into five folds of equal size, in which
four folds were used for training the classifier and the
remaining fold was used for testing it. In each dataset, the
results for two evaluation criteria, accuracy (ACC) and area
under the curve (AUC), are shown in Table 2. According to
the Table 2, the ACC and AUC of the classifier obtained
using our identified subnetwork markers are higher than
those of the classifier constructed by the greedy method
ones. Thus, the proposed game theoretic algorithm is more
effective than the greedy method in terms of identifying
optimal subnetwork markers. To verify the reproducibility of
identified subnetwork markers, the cross-dataset experiment
was performed. In this experiment, the top 50 subnetwork
markers were extracted from the first dataset, and then the
five-fold cross-validation experiment was repeated for ten
times on the second one. Table 3 shows the results of
cross-dataset experiment for the both evaluation criteria.
According to the Table 3, in the most cases, the classifier
constructed based on our extracted subnetwork markers
outperforms the one which is based on the greedy method.
Therefore, it suggests that the extracted subnetwork markers

Fig. 1 Conceptual diagram of
the candidate subnetwork
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using the proposed method have better reproducibility than
the subnetwork markers identified by the other comparative
method.

4 Conclusions

In this paper, we proposed a novel game theory method to
identify subnetwork markers in order to predict cancer
phenotypes. It has been proved that the discriminative power
of the identified subnetwork markers using the proposed
method is higher, and has better classification performance
than the greedy search method.
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On Fabrication of a Shoe Insole: 3D Scanning
Using a Smartphone

Tomislav Pribanić, Tomislav Petković, Matea Đonlić,
and Vedran Hrgetić

Abstract
The generation of 3D models from still images has been a
long term goal in computer vision. Acquiring high quality
3D models is no longer restricted to processing on
desktop computers and high end laptops. Modern and
powerful smartphones open up the possibilities designing
new methods for 3D reconstruction. The scope of this
work is the development of the prototype system on a
smartphone for the efficient active stereo 3D reconstruc-
tion. Acquired 3D results are apparently no different from
3D results using a standard structured light scanner.
Extending smartphone’s functionality towards an active
stereo 3D scanning device is interesting both for the
medical applications and for the industrial (economic)
exploitation as well. Namely, combining 3D reconstruc-
tion capabilities with the present smartphone features sets
the foundations for numerous other functionalities.

1 Introduction

At the moment, one of the most powerful trends in the IT
industry is the wide availability of high-performance
smartphones. Starting with Apple’s iPhone in the 2007,
the era of modern smartphones begins, resulting in a visual
computing powerhouse. Modern smartphone has a high
speed multi-core CPU, a 3D graphic processor, a DSP for
image and video processing, a high resolution camera, a high

quality color display, and quite impressive local storage
capabilities enhanced with external storage possibilities (SD
card). Therefore, turning a smartphone into a powerful 3D
reconstruction device opens additional application and
research avenues which are beyond a simple gadget.
Namely, 3D measurement constitutes an important topic in
computer vision, having different applications such as range
sensoring, industrial inspection of manufactured parts,
reverse engineering (digitization of complex, free-form sur-
faces), object recognition, 3D map building, biometrics,
clothing design, and others. The matter of fact is that a vast
majority of research using smartphones for 3D reconstruc-
tion is devoted to smartphones using a single camera only
[1]. That may be quite expectable and understandable since
most smartphones do not have additional imaging or pro-
jection sensors, e.g. a built in video projector. Nevertheless,
on the market there are smartphones which have a built in
video projector [2]. From the computer vision perspective,
and in particular considering the possibilities of using it for
3D reconstruction, an additional smartphone projector is
underutilized. However, it is well known that a
camera-projector pair defines a powerful active 3D recon-
struction tool under the strategy named structured light
(SL) [3]. The basic principle of SL approach can be sum-
marized as follows: a projector projects a certain number of
image(s) on the object of interest. The projected images have
a particular structure (code) which can be decoded on the
grabbed camera images. Hence, provided code allows dense
correspondence between the projector and camera image
pixels and ultimately sets the basis for the 3D triangulation
(reconstruction).

Nowadays accurate CAD/CAM systems are frequently
used in biomedical applications, for manufacturing of all
kinds of parts, based on the provided 3D digitized model of
some kind. In this work we propose 3D SL reconstruction
system using Samsung Galaxy Beam smartphone with an
embedded pico projector [4]. We demonstrate its potential
use for one popular medical application: 3D scanning of the
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sole (foot) that could be eventually used during a
CAD/CAM shoe insole production process.

2 Related Work

The field of 3D reconstruction on smartphones was until
recently relatively poorly investigated and therefore there are
not many works dealing with this topic. Because of the
emerging need for new applications and all the commercial
potential this area has, the situation is rapidly changing.
Klein and Murray [5] have presented the Parallel Tracking
and Mapping (PTAM) system on a mobile phone which
aims at enabling different augmented reality applications of
the mobile phone. The goal to give the users the possibility
to create and maintain the Augmented Reality (AR) content
without the need for complex and expansive tools has also
motivated Hartl et al. [6] to design a 3D reconstruction
system on the smartphone based on the shape-from-
silhouette approach. In [7] Won et al. have presented the
work where they implemented an active 3D shape acquisi-
tion method based on photometric stereo. They used a pair
of smartphones which collaborated as master and slave
where the slave was engaged to illuminate the scene (using
the flash) from the appropriate viewing points while the
master recorded images. In [1] Tanskanen et al. have pre-
sented a complete on-device 3D reconstruction pipeline for
mobile monocular hand-held devices, which generates dense
3D models. To make the tracking and mapping process more
resilient to rapid motions and to estimate the metric scale of
the captured scene, the on-device inertial sensors are uti-
lized. On the other hand we propose a method using
smartphone with an embedded pico projector. To the best of
our knowledge the idea of combining smartphone’s camera
and projector into one SL system has not been considered
before. This is strongly suggested by a fact that smartphones
have projector and camera positioned at different sides of its
casing (see figures in the next section for more info), most
likely to simplify using the touch screen menu before and
during the content projection. To overcome this difficulty we
propose using a mirror. It should be noted that the mirrors
have been already routinely exploited even in more
demanding 3D scanning applications [8, 9].

3 Proposed Method and Results

Figure 1 shows the chosen smartphone where evidently
camera and projector have no common field of view. To
overcome this difficulty we have made a small adapter with a
mirror. The adapter is easily re-attached to the smartphone
and it successfully re-directs projections rays into camera’s
field of view (Fig. 2). During a shoe insole production it is a

customary to ask an individual to step in a special type of
foam, leaving his/her imprint of the sole (foot). Our 3D
smartphone scanner was used to reconstruct the imprint of
the patient’s sole (foot) in a special type of foam (Fig. 3).

Out of more than a dozen SL different projection strate-
gies [3], we have chosen the multiple phase shifting
approach (MPS) [10]. In brief, MPS consists of projecting a
periodic sine pattern (Fig. 4b), shifted by some period
amount and sequentially projected with a projector for N
3 number of times. The corresponding N � 3 grabbed
images are processed in order to compute a wrapped phase
map (Fig. 4c). MPS assumes projecting at least one more set
of N � 3 images using a periodic sine pattern with a dif-
ferent period than before providing in turn an additional
wrapped phase. Using two such wrapped phase maps is
sufficient to recover the unwrapped phase map (Fig. 4d) and
to undertake 3D triangulation in the case of calibrated

Camera

Projector

Projector

Fig. 1 The appearance of Samsung Galaxy Beam smartphone,
equipped with a camera and a projector pointing in directions
comprising an angle of 90°

Fig. 2 Smartphone on a small tripod and with a deflection adapter for
projectors rays. Note a mirror image of the projector, i.e. a virtual
projector
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camera-projector pair. The proposed smartphone 3D system
was calibrated using a plane calibration as described in [11].
Due to limited space, for more details about the implemented
MPS method we refer a reader to [10].

We have scanned a foam (an imprint of the sole) from
five different spatial positions/orientations with respect to the
smartphone scanner. The number of reconstructed points per
view varied between 50 and 80 k. Figure 5 shows a point

Fig. 3 a Taking patient sole
imprint; b the proposed 3D
system during 3D scanning

Fig. 4 a Camera image of the
object to be scanned; b projected
sine pattern during MPS;
c computed wrapped phase map;
d recovered unwrapped phase
map
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cloud and the corresponding generated textured mesh from
one of the scans.

To evaluate 3D results of the proposed smartphone
scanner we have performed 3D scanning using a standard

camera and projector set up, typically a state of the art
approach in SL scanning (hereafter referred standard scanner
Fig. 6). The foam was positioned in space with the respect to
the standard scanner approximately the same as in the case
of the proposed smartphone scanner. Afterwards, 3D point
clouds for all five spatial positions and for two types of
scanners were compared through a process of 3D registra-
tion. 3D surface registration is usually used to fuse 3D point
clouds acquired from two or more different views into a
common point cloud [12]. There are various hardware and
software approaches to compute 3D registration parameters
between two reconstruction views, but in principle it is
sufficient to identify three corresponding pairs of points from
two scanned views. This was exactly the purpose of three
circular markers labeled on foam (e.g. see Fig. 4a), estab-
lishing a minimal point pairs correspondence to compute an
initial registration between 3D scans of two types of scan-
ners involved. To acquire even more accurate registration
parameters we have refined the initial registration by the
well-known registration algorithm: iterative closet points or
ICP [13]. Figure 7 shows an example of the registration
between 3D point clouds reconstructed by the proposed
smartphone scanner and the standard scanner, qualitatively
demonstrating there is seemingly no difference in acquired
scans between those two. To further appreciate the proposed
method, we show 3D results when scanning upper body of
mannequin and, from a closer distance, head and neck sec-
tion (Fig. 8).

Finally, to provide a quantitative measure of agreement
between registered point clouds we provide the absolute
mean distance between corresponding points from the reg-
istered views at the final stage of registration process. We
have considered two cases: first when the smartphone point
cloud was registered to the standard scanner and second
when the standard scanner point cloud was registered to the
smartphone scanner (Table 1). Figures in the table strongly
indicate that 3D output of two types of scanners is basically
the same.

Fig. 5 Top: 3D reconstructed textured model of the entire foam. Green
line presents extracted region of interest area (sole). Bottom: sole
presented as a down sampled (for better visualization) point cloud
(Color figure online)

Fig. 6 a Standard scanner
consisting of industrial camera
and projector fastened on a tripod;
it can be used as general purpose
scanning device b example of
specially designed foot scanner
usable basically for scanning foot
only
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4 Discussion and Conclusion

The shown 3D reconstruction results, both qualitatively and
quantitatively, demonstrate there is seemingly no difference
between the proposed smartphone scanner and a standard
scanner. The results are in particular surprisingly good given
the modest characteristics of a smartphone’s pico-projector
compared to standard scanner projectors. One of the obvious

advances of the proposed scanner is certainly the size and
easy manipulation than more cumbersome and specially
designed alternatives (Fig. 6). Additionally, it is useful to
recall that a smartphone is more than just a 3D scanner
whereas a standard scanner may only perform 3D scanning.
Furthermore, combining smartphone’s capabilities and sen-
sors with the 3D data opens opportunities for numerous new
applications. For example, smartphone’s magnetic sensor
and accelerometer (nowadays present in most smartphones)

Fig. 8 a Mannequin model
image b 3D textured mesh of
upper body c 3D textured mesh of
head and neck section

Table 1 Absolute mean distances (expressed in millimeters) between two corresponding points (nearest neighbor) from the registered views

View 1 View 2 View 3 View 4 View 5

Smartphone to standard scanner (mm) 0.57 0.54 0.50 0.67 0.57

Standard scanner to smartphone (mm) 0.53 0.51 0.52 0.62 0.61

Fig. 7 Two clouds of points, red and blue, initially reconstructed from two different types of scanners and afterwards registered in the common
coordinate system. Both clouds successfully overlap (Color figure online)
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could be used to register 3D point clouds without explicitly
provided registration points [14, 15]. The obstacle of having
smartphone projector and camera originally pointing in
different directions is solved conveniently using an adapter
with a mirror. Unfortunately, pico projectors are still not
routinely embedded in smartphones. However, the list of
smartphones which do have embedded projector is not small
after all [2]. Besides, the fact that Samsung recently put on
the market a new smartphone model with a pico projector
shows the manufactures are still considering such options
[16]. More importantly, the need to turn a smartphone into a
3D device with depth sensing capabilities is certainly rec-
ognized by a wider community. Google’s Project Tango, a
specially designed Android smartphone with an embedded
infrared projector for depth perception [17], certainly proves
that. To the best authors’ knowledge Project Tango operates
on the same principle as the well known original version of
Microsoft’s Kinect device [18]. On the other hand, our
solution uses a general purpose projector normally used to
project other consumable content which is now augmented
by 3D scanning. Therefore, our solution could project Kinect
like SL patterns, becoming Kinect like device too. In fact,
one of the future research avenues about the proposed
solution, will be directed to testing other SL patterns and in
particular those for dynamic (moving) objects.
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Development of an Electronic Patch for Falls
Detection and Elderly Tracking

Bouchta Hajjine, Christophe Escriba, Eric Campo,
Sabeha Fettouma Zedek, Pascal Acco, Georges Soto-Romero,
Anne Hemeryck, and Jean-Yves Fourniols

Abstract
Considering the population aging all over the world, that
leads to an increasing rate of Alzheimer’s troubles,
patients suffer from problems, like restless sleep for
instance, which causes recurring falls. Such falls can be
seen as a disease marker and thus could help diagnosis.
This new field of research is known as Human Health
Monitoring. The developed systems must be able to
provide in real time information about weakness and
vulnerability of elderly people. This paper presents the
design of an electronic patch dedicated to the monitoring
of elderly suffering from Alzheimer disease. This device
ensures falls detection and geolocation in the case of
fugues via GPS with the integration of wireless charging
function. Different antennas were simulated and

fabricated simultaneously with the PCB patch to reduce
the total cost and present quite good simulated and
measured performances.

1 Introduction

AGING of the French population becomes a deeply rooted
problem due to the baby boom generation who currently
reaches the retirement age: over than 24% persons are older
than 60 years in 2015 [1]. This growing class involves
health problems, frailty, and dependence. Among the solu-
tions proposed to alleviate this issue, we can cite the use of
health monitoring systems either as a network of sensors
implemented in residences or wearable devices like elec-
tronic patches that are designed to be glued directly on the
skin [2–5].

Innovations in HHM (Human Health Monitoring) know
an increasing growth and lead to development of new
technologies helping to improve existing medical organiza-
tion practices.

Elders are equipped with multiple sensors which enable
the acquisition of different vital signs such as ECG, tem-
perature, and daily activities in addition to the detection of
anomalies requiring immediate interventions like fall or
heart attack. To reach all these functionalities, various cri-
teria must met to ensure a good implementation of the
monitoring operation: accuracy of sensors, performances of
communication modules, biocompatibility, integration, and
reliability of used algorithms. This paper presents the design
of a patch for elderly tracking and falls detection as a part of
a research project named SACHA (Search And Computerize
Human Acts). We will start with the description of the
device and its various features then we will go through
different results obtained during the tests, and finally show
the interest of this approach.
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2 Features of Sacha Patch

The SACHA patch is designed to be worn on the back
between the shoulder blades. It aims at the monitoring of
elderly suffering from Alzheimer and who are residents in
specialized institutions. According to the evolution of this
disease these old people may be lost and forget the way
back. The problem of falls threatens also the lives of elderly
and can be considered as a significant cause of mortality [6].

The SACHA patch has two functionalities: the first one is
dedicated to the falls detection to ensure an immediate
intervention if an accident occurs and the second one is the
GPS geolocation in the case of fugues.

Falls detection is guaranteed by the use of a 3D
accelerometer that allows to recover the acceleration mea-
surements to compare with thresholds and identify anoma-
lies. The geolocation function is enabled when the followed
person exceeds a safety zone determined by the communi-
cation between the patch and an RF beacon. This link per-
mits to activate the GPS module and triggers the tracking
operation (Fig. 1).

The SACHA patch is intended to be sandwiched by two
medical dressings to avoid any biocompatibility problem,
the package was also 3D printed to provide waterproof
characteristic (plastic component). It is equipped with a thin
battery (30 mAh) to ensure a reliable operation during 13 h
in the case of fugues and GPS activation. Otherwise the
normal working period is 3 days with a charging time of
4–5 h.

Figure 2 is a picture of the SACHA patch highlighting
the most efficient positioning of the patch for reducing the
risk of a lifting.

Fig. 1 Representation of the
operating principle of SACHA
patch

Fig. 2 Picture of the developed patch with its packaging
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3 Antennas for Geolocation and Data
Transfer

The SACHA Patch includes 2 antennas: the first one has an
operational frequency of 868 MHz used to communicate
with Sigfox low consumption network for data transfer.
The second is a GPS antenna (L1 band: 1575.42 MHz) for
tracking and geolocation. Both antennas are PIFA (Printed
Inverted F Antennas) and were simulated and validated
using ADS Software [7].

Figure 3 represents the simulation of our antennas mod-
eled by ADS that permits to take into account the coupling
between the two PIFAs.

With the aim to reduce the size of the SACHA patch, the
two PIFAs were meandered many times. This technique
guarantees a minimization of the total area occupied by the
antennas. Simulated and measured reflection coefficients and
bandwidths are given in Table 1.

The simulated gains of the ISM and GPS antennas are
−6.9 dBi and 0.6 dBi respectively.

The variation of the reflection coefficient in function of
the frequency is plotted on Figs. 4 and 5. We can see that the
measurements meet the simulated results and that both
antennas provide good performances.

Both antennas were tested and validated on real operation
conditions, i.e. worn on the human body: the GPS module

fix and the communication with Sigfox stations. One of
these tests consists in verifying the patch ability to transmit
an alarm in different falls positions especially when it is
placed under the human body like in the case of a fall on the
back. This test enables also to validate the operation of the
patch with the presence of the ground effect due the reduc-
tion of the distance that separates the antennas and the
ground after the fall. The operation principle is to send 10
frames emitted from 4 different body postures and then
compare the total number of the received frames. Results
tests are given in Fig. 6.

4 Wireless Charging

As its name indicates, wireless power transfer consists in
transmitting electrical energy from one point to another
without using any wires or any other conductor. Recently,
this technology has gained much more attention and
becomes a main research axis in different studies to develop
wireless batteries chargers for various domains including
electric vehicles [8, 9], implanted medical systems [10, 11],
and handheld electronic devices. The problem of huge
amount of incompatible and bulky chargers can be solved by
using a single and universal charging pad. This interoper-
ability was the main aim behind the creation of some

Fig. 3 PIFAs simulation with
ADS

Table 1 Reflection coefficients
and bandwidths of the designed
PIFAs

ISM antenna GPS antenna

S11 @ 868 MHz (dB) BW (MHz) S22 @
1575.42 MHz (dB)

BW (MHz)

Simulated −38 7.3 −36.8 25

Measured −16.4 16.2 −19.8 39
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organizations which work on the development of different
protocols to provide guidelines, requirements and commu-
nication techniques for the contactless battery charging like
the Wireless Power Consortium (WPC). This has been
developed under the standard named “Qi” and based on
inductive power transfer [12]. The charging system is

composed of two main parts: a transmitter and a receiver as
in Fig. 7. The power transfer takes place using magnetic
induction when the transmitting and receiving coils are
closer from each other.

The frequency used by Qi standard for the lower power
chargers (up to 5 W) is located between 110 and 205 kHz.
This protocol provides a one-direction communication from
the receiver to the transmitter enabling to control the battery
power need and the state of charge.

For SACHA project, the receiving coils available in the
market for wireless chargers development are voluminous
compared to the patch dimensions. This is why, we have
chosen to design a smaller coils based on copper wires.

Figure 8 is an image of the characterization process of
the different tested coils using the impedance analyzer
Agilent 4294 A that provides inductance, resistance and
quality factor values.

Several copper wires were tested with different lengths
and diameters to form two parallel coils to reduce the total
resistance and get a better quality factor. The final coil has
an inductance of 10.48 µH and a total resistance of 338 mΩ.
It is designed to be placed under the battery with the adding
of a ferrite layer to improve the energy transfer and solve the
disturbances problems due to magnetic field lines when the
coil is directly glued to the battery (Fig. 9).

Fig. 4 Simulated and measured
S11 of the ISM 868 MHz antenna

Fig. 5 Simulated and measured
S22 of the GPS antenna

Posture Total received frames

On the stomach 9/10

On the back 9/10

On the left side 8/10
On the right side 9/10

Fig. 6 Tests of the communication Patch-Sigfox network for different
body postures
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For our project, we have chosen the Qi receiver-charger
BQ51050b [13] from Texas Instrument that allows to get a
charging current with a ripple of 10% as represented in the

test results. Figure 10 represents the measured charging
current that validates the wireless power transfer of the
proposed patch.

Fig. 7 Qi wireless charging of the SACHA patch

Fig. 8 Characterization of a receiver coil for wireless charging

Fig. 9 Different layers stacking of the SACHA patch
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5 Conclusion and Outlook

Considering the exponential growth of the Human Health
Monitoring needs and those new challenges especially for
the elders, we focused our research on a tracking device
which helps the relatives of the patient and hospital staff. We
focused in this paper on one of the major challenge of our
society toward the well being of Elderly.

The designed and integrated tracking patch for Alzheimer
patient is a powerful tool to ensure their safety. In addition to
the geolocation, this device provides the function of falls
detection, waterproof characteristic and wireless battery
charging in the aim to ensure an easy and daily use. The
measurement results validate the simulated performances of
the PIFAs designed to be manufactured with the PCB patch
to reduce the total cost. Tests in real conditions with vol-
unteers from a specialized institution will be carried out
soon. This phase will be essential to certify the monitoring
process and judge on the patch functionalities.
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Spatial Interactions of Electrically Evoked
Potentials in Visual Cortex Induced
by Multi-retinal Electrical Stimulation in Rats

Hui Xie, Yi Wang, and Leanne Lai-Hang Chan

Abstract
Retinal prostheses are designed to electrically stimulate
retinal neurons to generate artificial vision in patients with
degenerative diseases such as retinitis pigmentosa (RP) or
age-related macular degeneration (AMD). Considering
hundreds of microelectrodes may be applied in the future
retinal prosthesis to provide enough spatial information
for precise perception, it is crucial to investigate the
spatial properties of the visual cortex in response to retinal
electric stimulation via in vivo studies, especially in
multi-stimulating manner by adjacent electrodes. In this
study, we use retinal multi-stimulating electrodes to
stimulate retinal ganglion cells (RGCs) and record
electrically evoked potentials (EEPs) in contralateral
visual cortex by a 32-channel Utah array. The threshold
of eliciting current for EEPs was determined with 20% of
the maximum response in visual cortex. The spatial map
with 32 grids for single retinal stimulation was obtained
firstly, which showed the different spatial distribution to
different retinal stimulation. Then the combination of two
stimulation from two adjacent retinal stimulating elec-
trode was applied to examine the spatial responses of
visual cortex.

1 Introduction

Retinitis pigmentosa (RP) or age-related macular degenera-
tion (AMD) are the two major degenerative diseases which
are involved with the degeneration of rod cells and cone
cells, ultimately resulting in the loss of peripheral vision or
total blindness without effective pharmacological treatments
due to the regeneration disabilities of rods and cones [1–3].
However, recent findings revealed that the survival rates of

macula core layer and ganglion cell layer in the retina can
reach 80% and 30% in patients with RP [4, 5], and that of
inner retinal cells of the retina in AMD patients is up to 90%
[6]. The survival of retinal ganglion cells (RGCs) provide
the possibility for restoration of visual function considering
the survival inner nuclear layer and RGCs could be activated
to generate nerve impulses by electrical discharge from an
extracellular electrode in close proximity to those retinal
cells [7, 8]. Thus, to put forward a visual prosthesis via
stimulating retinal neurons holds great promises for the
alternative treatment. Investigations have been gone through
for decades and better understanding for retinal visual
prosthesis via animal in vitro [9, 10] and in vivo experiments
[11–13]. Several retinal devices have been developed with
successful clinical trials [8, 14–17]. However, to understand
and develop a precise stimulation strategy on retina, animal
experimentation will be needed to provide more insights.
A single stimulating electrode with different sizes which
have recorded responses of retinal cells had been applied in
most previous animal studies, which provided the basic
understandings on the threshold values to activate the retinal
neurons [18–20]. Only a few studies have examined the
responses of RGCs to multiple electrode stimulation, which
are limited within in vitro studies [21, 22]. Since the future
retinal prosthesis may apply hundreds of microelectrodes to
stimulate the retina to provide detailed spatial information
for recognizing objects and text, it is crucial to investigate
the spatial response properties of the visual cortex in
response to retinal electric stimulation in in vivo studies,
especially via multi-stimulating manner by adjacent elec-
trodes, which will provide understanding for later optimal
design of stimulating strategies and parameters of retinal
visual prosthesis.
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2 Materials and Methods

2.1 Animals

Long-Evans (LE) rats were used in all experiments. All
animals were obtained from The Laboratory Animal Ser-
vices Centre of The Chinese University of Hong Kong and
housed with a 12 h light/dark cycle and with food and water
available ad libitum. All experimental procedures were
approved by the Animal Subjects Ethics Sub-Committees of
City University of Hong Kong.

2.2 Retinal Preparation for Electrical
Stimulation

Rats were anesthetized using combination of Ketamine
(70 mg/kg, Alfasan, Holland) and Xylazine 2% by 2:1
(7 mg/kg, i.p.) and maintained with an anaesthesia machine
(SurgiVet, Smiths Medical PM, Inc., USA) by isoflurane
throughout stereotaxic surgery and later neuronal recordings.
The body temperature was monitored and kept at approxi-
mately 38 °C by a heat pad (Model#TP702; Gaymar
industries, Inc., NY, U.S.A).

Two drops of tropicamide (Mydrin-P; Santen Pharma-
ceutical Co. Ltd., Osaka, Japan) were used to dilate the pupil
and eye gel (Lubrithal, Dechra Veterinary Products A/S,
Mekuvej, Denmark) was applied regularly thoughout the
experiment to maintain the moisture and clarity of the

stimulated eye. A 2 � 2 cm rubber membrane with a small
hole in the middle was used to protrude the stimulated eye
ball. After that, a needle penetrated the upper sclera near the
margin of cornea for the convenience of later penetration of
the stimulating electrodes (Fig. 1a). Then the stimulating
electrodes penetrated through that hole made by previous
needle, close to the ventral retina near the macular with the
help of an articulated holder (Noga, Noga Engineering Ltd.,
Israel). The tip of the electrodes that we used for electrical
stimulation contains cluster electrodes (2 � 2, diameter for
each electrode: 50 lm) connecting with four wire in differ-
ent color, namely yellow, black, red, and blue (Fig. 1b). The
impedance of the stimulating electrodes was monitored
(Reference 600, Gamry Instruments, Warminster, USA)
throughout the insertion progress to ensure a close proximity
from the electrode tip to the retina [23].

2.3 Surgical Procedures for Recording

Briefly, rats were mounted in a stereotaxic device, and a
midline incision was made in the scalp. A craniotomy was
performed at the occipital lobe (*2.5 to 5.5 mm posterior
and *4.5 to *7.5 mm ventral to bregma) to access the
visual cortex contralateral to the stimulated eye with the
skull piece and dura carefully removed in this opening.

A 32-channel Utah array (Omnetics array: length of
electrode: 1 mm, arrangement: 4 � 8, size of array:
2.8 mm � 1.2 mm; Blackrock Microsystems, Salt Lake

Fig. 1 a Captured image of stimulation electrode implantation under
microscope. The stimulating electrodes (black arrow), penerates
through the upper sclera near the cornea. The upper white arrow points
the optic disc where a number of blood vessels converged in radial
pattern. The lower white arrow is the position where the stimulating
electrodes tip reached the retina surface. The distance between the
stimulating electrodes tip and retina is monitored and determined by
the impedance of the stimulating electrodes during the penetration
progress [23]. b Cross section of the retinal stimulating electrodes,

which contains cluster electrodes (2 � 2, yellow, black, red and blue)
with electrodes spacing as 140 lm. The dotted cycle is the outer layer
of the cluster electrodes. c Placement of the recording electrode array.
A 32-channel Utah array (red dot array) was placed in the exposed
visual cortex at the occipital lobe (*2.5 to 5.5 mm posterior and *4.5
to *7.5 mm ventral to bregma) contralateral to the stimulated eye. The
arrangement of the Utah array was illustrated by the 4 � 8 grids with
numbers in the right bottom corner (Color figure online)
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City, USA) was inserted 1.0 mm depth quickly in the
exposed visual cortex using an inserter (Blackrock
Microsystems, Salt Lake City, USA) for in vivo electro-
physiological recording to retinal electric stimuli (Fig. 1c).
At least 15 min recovery was allowed before the retinal
electric stimulation.

2.4 Electrical Stimulation

Charge-balanced, cathodic first, biphasic currents (20–200
lA, 1 ms/phase) were applied to the epiretinal surface. In all
experiments, the platinum-iridium stimulating cluster elec-
trodes (2 � 2) were positioned in the ventral sector of the
retina. The current pulses were generated by a stimulus
generator (STG 2004, Multichannel Systems MCS GmBH,
Germany). The position of the return electrode was above
the eyelid. The impedance of the electrode was measured by
a potentiostat (Reference 600, Gamry Instruments,
Warminster, PA) using a 10 mV (r.m.s.) AC sinusoid signal
at 100 kHz. The stimulation began from single electrode
(yellow, black, red, or blue), followed by the combination of
two of those electrodes (red + blue, red + black, red + yel-
low, yellow + black) stimulating simultaneously.

2.5 Data Process and Analysis

Electrically evoked potentials (EEPs) were band-passed
(0.3–500 Hz) and amplified (A-M system, Inc. Model 3600,

UK) using micro1401 data acquisition system (version 7.1,
Cambridge Electronic Design Limited, UK). EEPs were
distinguished by Spike-2 and analyzed in Matlab (R2013a,
Mathworks, Natick, MA, USA) software. To determine the
spatial distribution of EEP responses, we first obtained the
strength-response curves (Figs. 3 and 4), which were later
represented by color-coded maps to compare the spatial re-
sponses from different electrodes.

3 Results

3.1 Thresholds for Electrically Evoked
Potentials

Firstly, electrically evoked potentials (EEPs) were recorded
from the contralateral visual cortex using a 32-channel Utah
array after retinal electrical stimulation to determine
the threshold current. EEPs were obtained for each current
amplitude. Figure. 2a illustrates a series of recorded EEPs
from one channel as the stimulating current intensity was
increased from 20–200 lA. The amplitude of each EEP was
measured. Peak-to-peak voltage (N1-P2) was extracted for
each current amplitude and the strength-response curve was
plotted. A sigmoid curve was obtained to fit each
input-output function (Fig. 2b). The amplitude of EEP was
normalized with respect to the largest amplitude of each
current to reduce the variations among experimental sub-
jects. The responses saturated after the retinal stimulation
current reached 120 lA . In this study, we chose the current

Fig. 2 Determination of stimulus threshold. a A series of stimulus
pulses of 10 current amplitudes (20–200 lA) with 10 trials for each
current level was applied to the retina after positioning the stimulating
cluster electrodes on the retina surface. All data came from the same
recording channel of one rat. The distance between the two peaks
(N1-P2) represents the peak-to-peak voltage, which was measured for

each current amplitude to obtain the strength-response curve. b A
sigmoid curve was fitted to each input-output function, from which
current threshold was determined. In this study, threshold (red dotted
line) was defined as the current required a potential equal to 20% of the
maximum response (Color figure online)
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required a potential equal to 20% of the maximum response
as the threshold for EEP.

3.2 Spatial Correspondence of EEP Responses
to Single Retinal Stimulation

The spatial activation of EEP responses to single retinal
stimulation was examined in this study. As shown in Fig. 3,
the corresponding area in the visual cortex for the blue
stimulating electrode is the Utah array site 27, with the
threshold of EEP for this channel is about 70 lA. The cor-
responding location to the black stimulating electrode is the
site 18 and of higher threshold (90 lA). The corresponding
site to red and yellow stimulating electrode are also different
with that of blue and black electrode, locating in sites 32 and
17, respectively. Interestingly, their threshold to induce
EEPs are about 42 and 43 lA, which are lower than those of
blue and black. It may suggest a closer proximity between
blue/yellow electrodes and retina than that of blue/black
ones. Therefore, the spatial distribution to different single
electrode are distinct and independent, together with the
different threshold for EEPs.

3.3 Spatial Distribution of EEP Responses
to Two Adjacent Retinal Electric Stimulation

Spatial discrimination of EEPs to simultaneous stimulation
from two adjacent sites in retina is important to optimize the
design of the distance between electrodes of retinal visual
prosthesis. Therefore, we examined the spatial responses
induced by a series of stimuli from two adjacent (140 lm
apart) retinal stimulating electrodes and obtained the corre-
sponding spatial map (Fig. 4). We may notice that, with the
increase of retinal stimulation, the spatial responses also
increased, with different increment ratio, until the spatial
responses merged together. Different spatial mapping of
responses in visual cortex were elicited by pair combinations
of the retinal stimulating electrodes.

4 Discussion and Conclusion

Visual prosthesis devices have been implanted in various
locations, including epiretinal, subretinal, and suprachoroidal
space, and stimulation via the epiretinal electrodes has proven
to be a safe and efficient method for visual perception in

Fig. 3 Spatial distribution of responses in visual cortex induced by
single-channel retinal stimulation. The color dot in the upper part of this
figure represents the electric stimulation from different retinal stimu-
lating electrode, while the lower part is the spatial map of the
contralateral visual cortex to the corresponding stimulation. The spatial
map was divided into 32 grids and illustrated by the right most
rectangle with numbers. a–d showed the spatial interaction between

responses recorded in visual cortex elicited by blue, black, red and
yellow retinal electrode. The approximate corresponding area for blue,
black, red and yellow stimulating electrode are site 27, 18, 32 and 17,
respectively. Note that their threshold to induce EEPs are different (blue
channel: 70 µA, black channel: 90 µA, red channel: 42 µA, yellow
channel: 43 µA) (Color figure online)
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clinical trials [8]. Factors appear to limit the spatial resolution
of the visual prosthesis include the size of the stimulation
electrodes and the capability to generate patterned perception.
It is critical to investigate the spatial properties of the visual
cortex in response to retinal electric stimulation. In our study,
we first used single retinal stimulating electrode to obtain
the spatial maps for each retinal electrode, and successfully
showed that each electrode could uniquely elicit their own
spatial response. Later, we carried out the co-stimulation
simultaneously from paired retinal electrodes and acquired the
corresponding spatial distribution in the visual cortex. The
results showed that the responses which were induced by
the two retinal electrodes merged when the initial stimulation
current increased above 10%. The merging of response in
the visual cortex induced by the paired retinal stimulating
electrodes, with the distance of 140 lm apart, may suggest the
merged response are considered to be elicited by a single
stimulating area, rather than stimulating two distinct areas in
retina, which provides a rudimentary understanding of the
patterned perception for epiretinal prostheses.

Our in vivo results of interaction between spatial response
of visual cortex and retinal stimulation provide a preliminary
and an insightful clue for understanding the parameters of
epiretinal stimulation, such as electrodes spacing and stim-
ulating current levels. Further experiments are planned to use
retinal microelectrode-array with different electrode spacings
to investigate the spatial interactions in rodents’ visual cortex.
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An Approach for Body Motion Registration
Using Flexible Piezoelectret Sensors

Rui Xu, Qifang Zhuo, Xiangxin Li, Haoshi Zhang, Yanhu Cai, Lan Tian,
Xiaoqing Zhang, Peng Fang, and Guanglin Li

Abstract
Body motion registration can be applied to control
computer interfaces or real devices, and force myography
(FMG) is a promising modality to register real-time body
motions. In this work, an approach for FMG recording
was developed by using flexible piezoelectret sensors,
and different lower-limb motions of three able-bodied
subjects were captured. The experimental results demon-
strated that the piezoelectret sensors were a suitable
approach for FMG recording, and the five-channel data
were possible to register the motions of leg raising, knee
flexion, and knee extension. An average motion classi-
fication accuracy of 92.1% was achieved, which would be
useful for the FMG-based device control in future work.

1 Introduction

BODY motion registration can provide some useful infor-
mation that is related to muscle activities, which may be
applied in diagnostics, rehabilitations, and sports [1].
Accelerometers [2] and data-gloves [3] have been developed
for body motion registration, but they are sometimes
restricted due to the limited acquirable information or the
inconvenience in wearing during body motions. Surface

electromyography (sEMG) is also a tool to register body
motions, which can directly convey motor commands [4].
Several sEMG-based systems have been developed to con-
trol human-machine interfaces [5], to monitor rehabilitation
procedures for patients [6], and to operate prostheses for
amputees [7]. However, some shortcomings may prevent the
further applications of sEMG [8], e.g. an exact placement of
sEMG electrodes is required, the signal stability is usually
limited, and the conductivity change on skin surface would
influence the signal precision. Force myography (FMG) is
another method that can directly register real-time body
motions [8, 9] by measuring the radially directed force dis-
tributions caused by the volumetric change of muscles. FMG
is an easy-to-perform method with relatively high motion
classification accuracy, and there are fewer application
limits.

Currently, the force-sensitive resistors (FSR) are mostly
used to measure force distributions in FMG recording [8, 10,
11]. FSRs own several strong points such as simple structure
and interface, but with relatively low measurement preci-
sion. Piezoelectrets is another kind of force-sensing material,
with some specific properties such as strong sensitivity
(*600 pC/N), small thickness (<100 µm), light weight
(*330 kg/m3), low cost, flexibility, and stretchability
[12–14], and therefore they are considered as an appropriate
alternative for force sensing in FMG recording.

In this work, we applied flexible piezoelectret sensors for
FMG recording to registered lower-limb motions. A prelim-
inary analysis was performed based on the acquired FMG
signals, and some possible future work was discussed.

2 Experiments

2.1 Participants

Three male able-bodied subjects (21–24 years old) were
recruited in the experiments. The protocol was approved by
the Institutional Review Board of Shenzhen Institutes of
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Advanced Technology. All subjects gave the written
informed consent and provided permission for publication of
photographs with a scientific and educational purpose.

2.2 Sensors and Data Acquisition

Piezoelectret sensors were prepared from polypropylene, as
introduced elsewhere [14]. Each packaged sensor was
1.2 cm � 1.2 cm in area and 0.24 mm in thickness, and
could be bent flexibly when needed. Figure 1 shows a
piezoelectret sensor before and after packaging.

Five piezoelectret sensors were used for FMG recording.
The sensors were attached at five selected points on the
surface of thighs, as shown in Fig. 2. A bandage was used to
fasten the sensors on muscle surface. Three lower-limb
motions of leg raising, knee flexion, and knee extension
were tested, as shown in Fig. 3. Each motion class was
performed for 30 repeats by all the subjects for data
acquisition.

Five-channel outputs were recorded in real time with a
data acquisition system developed in lab. The outputs of the
sensors were amplified and filtered with a passing band of
0.7–75 Hz. A notch filtering was applied to remove the
50 Hz power interference. A data acquisition card (USB-

0816) was used to collect the signals with sampling rate of
100 Hz. Then the signals were transmitted to a computer for
analysis.

2.3 Motion Classification

For motion classification, first half of the data was used as
the training set, and the second half as the testing set. The
data was segmented into a series of 300-ms analysis win-
dows with an increment of 200 ms. For each analysis win-
dow of training and testing set, five time-domain features
[15–17], including mean absolute value, simple square
integral, third temporal moments, log detector, and kurtosis
coefficient, were extracted. The Linear Discriminant Anal-
ysis (LDA) algorithm was employed to classify the three
lower-limb motions.

3 Results

The sensor outputs for different subjects show similar
results, and only the representative data are discussed here.
Figure 4 shows the typical force distribution signals of dif-
ferent lower-limb motions. Different from FSRs, piezoelec-
trets only generate outputs upon force variation [12], and the
output directions indicate the force variation direction, i.e.
force increase or decrease. As can be seen, sudden peaks
occur when a motion was performed, meaning that a con-
siderable force caused by muscle contractions was loaded on
the sensors. Then the signals drop down quickly to the
baseline by holding the motion, since there was no more
force variation. When muscles were relaxed, peaks in the
opposite direction occur, revealing a force decrease on the
sensors. The muscle contraction strength could be estimated
based on the linearity of the piezoelectret sensors.

The root mean square (RMS) is also calculated for all the
output channels, and a RMS vector is thus achieved, where
each element value within the vector represents the RMS for
each channel. Figure 5 shows the RMS spectrums for the
three motion classes tested in the experiments, and signifi-
cant difference between the motions could be observed.

Table 1 shows the confusion matrix of the three
lower-limb motions. As can be seen, the classification

Fig. 1 A flexible piezoelectret film as prepared (left and middle) and a packaged piezoelectret sensor ready for use (right)

Fig. 2 Five selected points for FMG signal acquisition
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accuracy of the motions of leg raising, knee flexion, and
knee extension was 100%, 81.8%, and 94.4%, respectively,
and the average classification accuracy over all the motions
was calculated as 92.1%.

4 Discussion

This pilot study mainly focused on developing a new
approach for FMG acquisition to register body motions with
a novel kind of sensor. The experimental results show that
FMG signals could be successfully recorded with the flexi-
ble piezoelectret sensors. By properly extracting FMG signal
features and using LDA algorithm, an average classification
accuracy of 92.1% was achieved over three lower-limb
motions of leg raising, knee flexion, and knee extension for
able-bodied subjects.

In this work, only five piezoelectret sensors were applied
for signal acquisition, which might not provide enough FMG
information and would subsequently limit the classification
accuracy. In addition, the position for data acquisition could
also be improved with an associated physiological study of
human muscle structures. A sensor array with high density
sensing unit would be suggested for more precise measure-
ment of the radially directed force distribution.

Fig. 3 Different motions of leg
raising, knee flexion, and knee
extension were tested in the
experiments
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Fig. 4 Typical force distribution signals for different motions

Fig. 5 Normalized root mean square spectrums calculated from the
five-channel date for different motions

Table 1 Confusion matrix of
motion classes (%)

Leg raising Knee flexion Knee extension

Leg raising 100 0 0

Knee flexion 18.2 81.8 0

Knee extension 5.6 0 94.4
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The advantages of some special material properties of
piezoelectrets may be taken into account to design an
advanced FMG acquisition system. As an example, com-
bined with their small thickness, flexibility, and stretchabil-
ity, piezoelectrets could be integrated into fabrics. Instead of
using wrist straps, belts, or even sockets and gloves that are
cumbersome to wear, the fabric-based FMG acquisition
system will be completely flexible and can be worn day and
night, which may enhance the wearing comfort and free the
body motions.

In future work, more subjects including limb amputees
would be recruited for data acquisition to achieve a more
in-depth investigation, especially for the FMG-based control
of prostheses for amputees. A comparison between different
body motion registration techniques, e.g. FMG and sEMG,
would also be suggested.

5 Conclusion

In this work, piezoelectret sensors were applied to record
FMG signals to register lower-limb motions. With their
promising material and sensing performances, piezoelectret
sensors could successfully capture the radially directed force
distribution signals generated by the muscle contractions
during leg raising, knee flexion, and knee extension. FMG
signal features were extracted and an average classification
accuracy of 92.1% was achieved. Some deep-going works
were also suggested for future work.
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Indocyanine Green Loaded, PEGylated,
Reduced Graphene Oxide as a Highly
Efficient Passive Targeting Contrast Agent
for Photoacoustic/Fluorescence
Dual-Modality Tumor Imaging

Jingqin Chen, Chengbo Liu, and Liang Song

Multi-modality imaging based on multifunctional
nanocomposites holds great promise to fundamentally aug-
ment the capability of biomedical imaging, for both the
diagnosis and therapy of cancer [1]. Herein, we synthesized
indocyanine green (ICG) loaded, PEGylated, reduced
nano-graphene oxide (rNGO-PEG/ICG), which provide
excellent fluorescence imaging capability and greatly
enhanced optical absorption for photoacoustic imaging
(Fig. 1). In vitro confocal fluorescence microscopy study
showed that the rNGO-PEG/ICG can be effectively uptaken
by Hela cells. Moreover, it exhibited an excellent passive
targeting capability for in vivo tumor imaging. Compared
with free ICG, rNGO-PEG/ICG, upon intravenous injection,

was able to provide greatly enhanced fluorescence and
photoacoustic imaging contrasts of tumors in mice (Figs. 2
and 3). In addition, the circulation time of rNGO-PEG/ICG
in the mouse body sustained up to six hours post injection;
while after one day, no obvious accumulation of
rNGO-PEG/ICG was found in any major organs (liver,
spleen, kidney etc.), except the tumor regions. The demon-
strated high fluorescence/photoacoustic dual-contrasts,
together with its low toxicity and excellent circulation life
time, suggests that the synthesized rNGO-PEG/ICG can be a
promising candidate for further translational studies on both
the early diagnosis and image-guided therapy/surgery of
cancer.
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Fig. 2 In vivo fluorescence imaging. Fluorescence signal distribution within the tumor-bearing mouse body as a function of time after tail vein
injection of rNGO-PEG/ICG

Fig. 1 The schematic illustration of multimodal imaging on tumor-bearing mouse after tail intravenous injection of rNGO-PEG/ICG
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Fig. 3 In vivo photoacoustic imaging. a B-scan and b 3D ultrasound (US) and PA images of the tumor region obtained at 2 min, 1, 3, 24, and
48 h after tail vein injection of rNGO-PEG/ICG
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Photoacoustic/Ultrasonic Dual-Modality
Endoscopy in Vivo

Riqiang Lin, Yan Li, Jianhua Chen, and Liang Song

Abstract
Early diagnosis and treatment of cancer are of vital
importance. Novel imaging methods are in great need to
achieve this. Photoacoustic endoscopy (PAE) is an
emerging endoscopic technology capable of providing
both functional and molecular information of intact
biological tissue of internal organs in vivo. With endoge-
nous or exogenous contrast agent, cancer formation and
the corresponding vascular morphology and function
changes can be detected and imaged by PAE. In addition,
Utilizing multi-wavelength laser excitation, a number of
important physiological parameters, such as the total
hemoglobin concentration, oxygen saturation of hemoglo-
bin, and micro-hemodynamic flux, can be obtained by
PAE. Such information directly correlates with vascular
angiogenesis and abnormal metabolisms and thus reflects
the formation and progression of many neoplasms.

In our study, a miniaturized, simple and full field-of-view
photoacoustic/ultrasonic endoscopy system was developed.
A flexible coil was used to transmit the rotational torque
from the rotary stage, which enables a 360° field-of-view
imaging in vivo, for the first time to our knowledge. The
developed imaging catheter was fully encapsulated by a
single-use protective polyamide tube. A B-scan rate up to
5 Hz (200 A-lines/B-scan) was achieved. Three-dimensional
photoacoustic and ultrasound images of the rectum from a

SD rat were acquired in vivo. The significantly improved
imaging field-of-view, together with the flexible, simple and
encapsulated catheter design, suggests that this PAE system
can be of great interest for clinical translation for a variety of
endoscopic applications, such as the urogenital, colorectal
and gastrointestinal tract imaging (Fig. 1).

Fig. 1 Three-dimensional photoacoustic/ultrasound endoscopic imag-
ing of a healthy rat rectum in vivo. a 3D PA and b US images of the
rectum. c Unfolded images of (a), d unfolded images of (b), e fused
images of (c) and (d)
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A Novel Compact Linear-Array Based
Photoacoustic Handheld Probe Towards
Clinical Translation for Sentinel Lymph
Node Mapping

Mucong Li, Chengbo Liu, and Liang Song

Abstract
Breast cancer is the leading threat to women health both
in the developed and developing countries around the
world. Sentinel lymph node (SLN) biopsy has become the
standard of care for the staging of this disease over the
past few decades. Conventional ultrasound lacks the
capability to identify the SLNs. Thus, during the proce-
dure, radioactive tracers and dyes are injected and an open
surgery is required to identify the dye accumulated SLNs.
As a rapidly growing technology, photoacoustic
(PA) imaging is gaining widespread attention due to its
excellent imaging contrast as well as high resolution for
deep imaging [1, 2]. Therefore, handheld ultrasound
linear array based PA systems have been developed by
several groups for SLN identification over the past few
years, which were demonstrated to be able to identify
SLNs noninvasively, and can potentially eliminate the
need for radioactive tracers and open surgeries [3]. In
most of these systems, the light excitation and ultrasound
detection are not designed coaxially, and thus high laser
pulse energy is usually needed to produce PA images
with a decent signal-to-noise ratio. For one recently
reported coaxial based design, the imaging probe is very
bulky and complex, making it unfriendly for clinical use
and translation [4].

In this study, we developed a handheld ultrasound linear
array based real-time photoacoustic tomography system.
Compared with previously reported systems, our system is
more compact and clinically friendly, and the excitation laser
energy is more efficiently utilized. A novel optical-acoustic
co-axial probe design (Fig. 1) was proposed in our system to
offer the system a high signal-to-noise ratio as well as deep
imaging capability, under relatively low laser energy exci-
tation. GPU computation was also applied in the system to
accelerate the imaging reconstruction speed, guaranteeing a
real-time frame rate display. The system was validated in
both in vitro and in vivo studies, by imaging silver needles in
intra-lipid containing agar phantom as well as a rat sentinel
lymph node (Fig. 2) under the skin surface in vivo,
respectively.

The significantly improved imaging SNR with low laser
pulse energy, high imaging depth, together with the reduced
probe and optical fiber holder size, suggests that the devel-
oped handheld linear array based system is of great potential
to be further translated for clinical applications.
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Fig. 1 Probe schematics. a Side
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Fig. 2 Noninvasive
photoacoustic mapping of the
sentinel lymph node of a SD rat
in vivo. a Before indocyanine
green dye injection, b after
indocyanine green dye injection,
c ultrasound image, d anatomy
photo of the SLN after imaging

140 M. Li et al.



Estimating Blood Pressure
with a Smartphone

Rong-Chao Peng, Wen-Rong Yan, and Xiao-Lin Zhou

1 Introduction

Cardiovascular disease like hypertension is one of the top
killers of human’s life. As the smartphone is becoming
ubiquitous in the world, its application in medicine may
provide an easy and low-cost approach for early detection of
cardiovascular disease. Lamonaca et al. applied artificial
neural network to evaluate blood pressure from the pulse
wave signal acquired by the camera of the smartphone [1].
Chandrasekaran et al. proposed two vascular transit time
methods to cufflessly estimate blood pressure with smart-
phones [2]. In this study, we proposed a novel method to
estimate continuous blood pressure from heart sound signals
acquired by the built-in microphone of the smartphone.

2 Methods

It is known in clinical medicine that the second heart sound
(S2) has a characteristic “accentuation” in hypertensive
patients. We thus infer that the pattern of the S2 is associated
with the blood pressure. If the pattern of the S2 is recog-
nized, then the blood pressure might be determined.

Thirty-two healthy subjects participated in the experiment
(25 males and 7 females, age 20–32 years, height
150–185 cm, weight 44–90 kg). They were instructed to lie
in the supine position on a mattress. A smartphone was used
to collect the heart sound signals and simultaneously a
Finometer® MIDI (Model II, Finapres Medical Systems B.V.,

The Netherlands) was used to measure continuous beat-to-
beat blood pressure.

Each heart sound signal was down-sampled to 2205 Hz
and its envelope of Shannon energy was calculated. The
peaks of the envelope were identified by a high threshold
and a low threshold, and then were classified as the first heart
sound (S1) or S2 according to the clinical knowledge that the
duration from S1 to S2 is shorter than that from S2 to S1.

Afterwards, the S2 of each heartbeat in the heart sound
signals was truncated by a 64 ms window centered at the
maximum of the S2, and its frequency spectrum was
obtained by Fast Fourier transform (FFT). The spectrum was
then normalized by dividing its maximum value, and the 36
spectral values with 10 Hz interval in the frequency band
50–400 Hz were chosen as features of the S2. These features
were separately regressed with the systolic and diastolic
blood pressure using support vector machine (SVM) devel-
oped by Chang and Lin [3]. The accuracy of the regression
was evaluated using tenfold cross-validation.

3 Results

The predicted values of the systolic and diastolic blood
pressure using the SVM regression were compared with the
corresponding values measured by the Finometer device.
Figure 1 shows that the correlation coefficients between the
predicted values and the measured values were 0.893 and
0.922 for systolic and diastolic blood pressure, respectively.
These results suggest that the smartphone is of potential use
for cuffless and continuous blood pressure monitoring.
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4 Conclusion

We demonstrated that the smartphone can be used to esti-
mate blood pressure from the heart sound signals, continu-
ously, non-invasively and cufflessly.
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Is Beat-to-Beat Blood Pressure Variability
in Frequency Domain Associated
with the Occurrence of Carotid Plaques?

Dan Wu, Huahua Xiong, Yujie Chen, Heye Zhang,
and Yuan-Ting Zhang

1 Introduction

More evidences indicate that the increased blood pressure
variability (BPV) has some relations with arteriosclerosis
and development of plaques, also it will lead to the cardio-
vascular disease [1]. Blood pressure variability is usually
assessed in the time domain. Standard deviation (SD),
coefficient of variability (CV), average real variability
(ARV) are the most used BPV indices. However, the prog-
nostic significance of the BPV indices in frequency domain
was less reported. Therefore, in this study, we will investi-
gate whether beat-to-beat BPV in frequency domain can
evaluate the occurrence of carotid plaques in the early stage.

2 Methodology

In this study, 74 subjects (mean age 56.7 ± 9.6 years) with
carotid plaques and 55 subjects without plaques (mean
age 53.0 ± 9.2 years) were enrolled. Beat-to-beat blood

pressure monitoring and carotid artery ultrasound examina-
tion were performed in these subjects respectively. 5 min
Beat-to-beat BP was recorded using Finometer® MIDI
(Finapres Medical System, Amsterdam, The Netherlands).
BPV was evaluated in time and frequency domain [2]. The
carotid artery ultrasound was examined using a
high-resolution ultrasound Doppler system (iU22, Philips
Ultrasound, Bothell, WA, USA). Independent sample T-test
and non-parametric test were used to compare the time and
frequency domain BPV indices in two groups, respectively.
All of the statistical analyses were performed using SPSS
15.0 statistical package.

3 Results

Table 1 describes the mean values of time domain BPV
measures in subjects with and without plaques. It is obvi-
ously that all the BPV measures in subjects with plaques
are higher than those in subjects without plaques.
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However, there was no significant difference between the
two groups. In contrast, for BPV indices in the frequency
domain in Table 2, we found that the normalized very low
frequency (VLF) band in systolic BPV (P = 0.022) and
diastolic BPV (P = 0.032) were significantly different
between the two groups.

4 Discussion and Conclusions

In our previous study, we found that BPV in time domain
had correlation with the number of plaques [3]. In present
study, we extend the existing knowledge and indicate that
beat-to-beat BPV measures in frequency domain are superior
to BPV measures in time domain for identifying the patients
with plaques. In the future, we can use frequency domain
indices of BPV to predict the occurrence of carotid plaques
in the early stage. Furthermore, a large-scale follow-up study
is needed in the future to confirm the predictive significance
of BPV measures in the formation of plaques.
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Table 1 Mean values of time
domain BPV measures in subjects
with and without plaques along
with statistical significance of
difference

Variables (Unit) Without plaques
(N = 55)

With plaques
(N = 74)

P value

SBPV (SD) (mm Hg) 5.58 ± 1.74 6.06 ± 2.07 0.163

SBPV (CV) (%) 4.17 ± 1.36 4.36 ± 1.21 0.405

SBPV (ARV) (mm Hg) 2.25 ± 0.85 2.38 ± 1.03 0.452

DBPV (SD) (mm Hg) 3.37 ± 1.12 3.78 ± 2.76 0.294

DBPV (CV) (%) 4.76 ± 2.32 4.88 ± 2.95 0.798

DBPV (ARV) (mm Hg) 1.21 ± 0.41 1.40 ± 1.43 0.349

SBPV, systolic BPV; DBPV, diastolic BPV

Table 2 Significant difference of
BPV indices in frequency domain
between subjects with and
without plaques

BPV frequency indices (Hz) Z P value

SBPV_VLFn (0.02–0.07) −2.295 0.022*

SBPV_LFn (0.075–0.15) −0.352 0.725

SBPV_HFn (0.15–0.40) −0.352 0.725

DBPV_VLFn (0.02–0.07) −2.138 0.032*

DBPV_LFn (0.075–0.15) −0.824 0.410

DBPV_HFn (0.15–0.40) −0.824 0.410

LFn, normalized low frequency; HFn, normalized high frequency. *P < 0.05

144 D. Wu et al.



Power Aware Topology Management
and Congestion Control Mechanism
in High Medical QoS WHMNs

Fangmin Sun and Ye Li

Abstract
Wireless health monitoring networks (WHMNs) usually
characterized by limited bandwidth resource and large
amount of data, so to improve the network throughput of
the wireless health monitoring network is a key challenge.
Besides, as the data transmitted in the WHMNs are about
the health or even the life of the people being monitored,
so the real-time ability of the network should be ensured.
In this paper, an adaptive transmission power based
congestion control (Acc) mechanism was designed to
achieve high throughput and real-time for a three-tier
semi-self-organizing health monitoring network. The
router nodes adjust their wireless transmission power
according to the current network topology state and the
communication state of the network adaptively to balance
network load and reduce network congestion. The
congestion control methods proposed in this paper have
the characteristics of low power consumption and low
communication overhead. Experiments have shown that
the WHMN with the proposed Acc mechanism performs
better than the WHMNs without the Acc in end-to-end
delay and network throughput.

1 Introduction

Nowadays, wireless health monitoring networks (WHMNs)
are being widely studied and have gained large advance-
ment. WHMNs are usually worked on the ISM free licenses
band, and featured by limited energy and bandwidth

resource [1]. Besides, in the WHMNs the human activities
are not limited, so the topology of the WHMNs is usually
dynamic.

Wireless health monitoring networks usually need to
monitoring tens of even hundreds of people at the same time,
and the amount of data transmitted in the WHMNs is very
large, to improve the network throughput of the WHMNs is
an essential and urgent problem. Besides, as the data trans-
mitted in the WHMNs are about the health or even the life of
the people being monitored, so the real-time ability of the
network should be ensured.

For the band limited WHMNs, network congestion are
the main cause of the high end-to-end delay and low effi-
ciency of data transmission [2]. Moreover, a good network
topology can reduce congestion by balancing the network
traffic.

In this paper, an Adaptive transmission power based
topology management and congestion control mechanism
was designed to achieve high throughput and real-time in
WHMNs, and the method has been verified to be effective
by the experiments.

2 Network Architecture

The WHMN we designed is a three-tier semi-self-organizing
health monitoring network. The architecture is shown in
Fig. 1. From bottom to top, the first tire of the network is the
mobile data acquisition layer (DAL), which consists of
various kinds of wearable health monitoring nodes (HMNs)
to sample the physiological signal of the people being
monitored. The second tire of the network is the data
transporting layer, which is formed by the specially designed
router nodes (RNs) and composed of the main routing path
of data transmission. The third tire of the network is the data
collecting layer (DCL), which is formed by the coordinator
node (CN), which is connected to a personal computer to
enable data collection and remote transmission to the
backend sever [3, 4].
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3 Congestion Control Mechanisms

Network congestion will result in serious consequences such
as packet loss, throughput degradation, increasing network
delay, energy waste, etc. [5]. In this paper, we solve the
congestion problem from two aspects: topology optimization
and congestion control mechanism.

3.1 Topology Management and Optimization
Mechanism

In the network establishment stage, a transmission power
based topology management and optimization mechanism
has been proposed to balance the network communication
load and maximize the network throughput. The router node
(RN) automatically adjusts its transmission power according
to the children nodes it has. If the children nodes number of
a RN is greater than the threshold, the RN would adjust its
transmission power according to formula (1). Conversely,
the RN adjusts its power P according to formula (2).

P ¼ max Pmin;
N1 � 1ð ÞP0

nodenum� nodemaxð ÞþN1

� �
ð1Þ

P ¼ min Pmax;
N2P0

nodenum� nodeminð ÞþN2

� �
ð2Þ

where, P0 is the current transmission power of the RN; Pmin

is the minimum transmission power of the RN to ensure the
network connectivity; Pmax is the maximum transmission
power that the RN could transmit. The threshold nodemax
and nodemin are set according to the total number of the
HMNs nodetotal and the total number of the RNs routertotal
in the WHMN (see formula (3) and (4)). While the value of
N1 and N2 are all set to 100.

nodemax ¼ 2� nodetotal
routertotal

� �
ð3Þ

nodemin ¼ nodetotal
3� routertotal

� �
ð4Þ

The transmission power based topology management
mechanism enable the HMNs evenly distributed in the net-
work and so as to avoid the network congestion caused by
network load imbalance.

3.2 Congestion Control Mechanism

In the stable data transmission stage, the RNs detect the
congestion by the channel busy ratio and buffer occupancy
ratio, and alleviate the congestion by adaptive power
adjustment.

Congestion detection: the RNs have been in the channel
listening state, through the detection of the channel busy
ratio and the length of the buffer queue to detect congestion.
If congestion occurs, it can reduce the number of children
nodes by reducing the transmission power of the wireless
signal, so as to avoid the occurrence of congestion.

Congestion avoidance and release mechanism: by
adjusting its own wireless transmit power to reduce the
number of its child nodes, thus avoiding or reducing the
network congestion.

The buffer occupancy ratio k, The channel busy ratio l, If
k > 80% and l > 80%, while the RN adjust its trans-
mission power according to formula (5).

P ¼ max Pmin; klP0ð Þ ð5Þ
For the RNs whose remaining buffer space is large and

the channel state is comparatively free, if k < 20% and l <
20%, the RNs would adjust the transmission power
according to the formula (6).

Fig. 1 The architecture of the
WHMN we designed
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P ¼ min Pmax;
P0

1� klð Þ
� �

ð6Þ

where, P0 is the present transmit power of the RN and P is
the transmit power after the power adjustment.

No congestion notification: because congestion notifi-
cation itself can increase the bandwidth consumption and
reduce the transmission efficiency of data processing, so
congestion control mechanism without congestion notifica-
tion is better to avoid and relieve the congestion.

4 Experiments and Results

4.1 Network Throughput

We tested the network throughput when there are different
numbers of HMNs were sending ECG signals to the CN.
The sampling rate of the ECG signal was 250 samples/s, and
there were 4 bytes in every sample. The ECG signal was sent
once per second, and the data transmission rate was 1
kbytes/s. The testing results are shown in Fig. 2.

Compared with the WHMN without the Acc mechanism,
the network throughput of the WHMN improved by Acc
was improved by 38.5% on the average.

4.2 End-to-End Delay

We tested the averaged end-to-end delay when there are
different numbers of HMNs sending data to the CN at the
same time. Each HMN sent 50 packets/s and 80 bytes in
each packet. The test result is shown in Fig. 3. It can be
seen that the LHRP significantly reduced the end-to-end
delay compared with the HRP. When there are 30 HMNs
sending data at the same time, the averaged end-to-end
delay of the Acc method is 25.8% lower than the system
without Acc.

End-to-end delay was test when there is 5 HMNs in the
network. Each HMN sends the ECG signal to the sink node
through one or more hops. The HMN sends 50 packets/s
and 80 bytes in each packet; the test results is shown in
Fig. 4.

Fig. 2 The network throughput
varies with the number of nodes
in the network

Fig. 3 End-to-end delay varies
with number of HMNs
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With the increase of the number of hops, the improvement
is much more significant. When data transmitted through 10
hops, the averaged end-to-end delay was reduced about 13 ms
compared with the result of the system without Acc.

5 Conclusion

In this work, a transmission power based adaptive conges-
tion control algorithm was proposed and the performance of
Acc algorithm in reducing the end-to-end delay and
improving network throughput is verified to be effective.
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DTI Quantitative Analysis on Microstructural
Abnormality in Post Stroke Depression

Chenfei Ye, Jun Wu, Xuhui Chen, and Heather T. Ma

1 Introduction

Post stroke depression (PSD) is a frequent problem in stroke
rehabilitation. Previous neuroimaging studies have impli-
cated the link between particular white matter microstruc-
tures and pathophysiology of depression [1]. However, these
studies reported no clear association between the lesion
location and stroke-induced deterioration, and are often
restricted to particular diffusion tensor imaging (DTI) image
contrast like fractional anisotropy (FA) changes, lacking of
multiple comparisons. In order to explore the effect of
microstructural abnormalities in white matter to PSD com-
prehensively, we proposed a quantitative method with
multiple DTI coefficient comparisons. Our result shows
certain parameter changes in microstructures affected by
infarct lesions are associated with depression.

2 Methodology

Thirteen PSD patients (6 men and 7 women, mean age 65 ±

7 years) and ten healthy subjects (7 men and 3 women, mean
age 42 ± 11 years) as normal control (NC) were included in
the current study. For PSD patients, the severity of depres-
sion was assessed using the 24-item Hamilton Rating Scale
for Depression (HAMD-24) within 1 month after stroke
onset. All the subjects underwent 1.5T MR imaging with T1
and DTI scanning within two weeks after stroke onset. Final
infarcts were manually defined on diffusion weighted
imaging (DWI) images.

After image preprocessing, all the subjects T1 images
were parcellated through MRICloud platform, which is an
atlas-based automatic T1 segmentation pipeline invented by
JHU (www.mricloud.org). For atlas creation, a subset of the
atlases were initially segmented using a single-subject atlas
with DiffeoMap software followed by manual corrections.
Then all other data were segmented by multi-atlas segmen-
tation. For each of our subject, the parcellation maps
obtained from MRICloud were registered to corresponding
mean of DWI (MD), apparent diffsuion coefficient (ADC)
and FA images separately with manual correction. Thus
microstructures were segmented in multiple DTI images.
Since superior frontal gyrus (SFG) and cingulate cortex
(CC) have been reported particularly relevant to depression
[2], we focus on these two microstructures as regions of
interests (ROI) in our PSD study. Based on the location of
main ischemic lesions greater than 5 mm axial diameter, we
classified the ROIs of each PSD patients into two clusters:
homolateral group (ROI and lesion in the same hemisphere)
and contralateral group (ROI and lesion in the opposite
hemisphere). For comparison, ROIs on each hemisphere of
NC group was selected separately. For each kind of DTI
coefficient images, four parameters based on intensity dis-
tribution (mean, standard deviation, skewness and kurtosis)
were quantitatively measured on ROIs with ANOVA
analysis.

3 Result

Several parameters with significant difference were found in
statistical results. In the case of SFG, kurtosis on homolateral
and contralateral MD is both lower than NC’s MD (p =
0.02). For ADC, homolateral skewness is lower than NC’s
(p = 0.045), and homolateral and contralateral kurtosis is
both lower than NC’s (p = 0.007). As for CC, mean MD of
PSD patients is lower (p = 0.049) while standard deviation is
higher (p = 0.001) comparing NC. For both mean and
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standard deviation of ADC, PSD patients are much higher
than NC (p < 0.001).

4 Conclusions

Instead of simple observation on FA value, this study ana-
lyzed intensity distribution of multiple DTI contrasts. We
identified certain diffusivity abnormalities in SFG and CC
structures of PSD patients. These quantitative findings
coincide well with the previous hypothesis that infarct
lesions in PSD patients may lead to structural damage of
neuroanatomical emotional-circuits, which contains SFG
and CC. This study may provide new insights into the
neuroanatomical mechanism of PSD.
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Marrow Fat Effect on Trabecular
Biomechanics in Different BV/TV
Subjects—A Simulation Study

Yang Chen, Liang Li, James F. Griffith, Ping-Chung Leung,
and Heather T. Ma

1 Introduction

Osteoporosis is a metabolism disease characteristic with a
loss of bone mass and a reduction of bone strength, patients
suffering osteoporosis will have an increased probability of
bone fracture [1]. BV/TV is a main factor for bone strength
evaluation. Trabecular structures and bone marrow are the
main components of cancellous bone, it has been reported
that bone marrow may affect cancellous bone biomechanics,
especially for marrow fat, which may enhance trabecular
strength, but the difference of this effect in different BV/TV
groups remains unknown yet.

In this study, in order to investigate the difference of
marrow fat effect in different BV/TV people, three different
groups finite element (FE) models were established based on
three different BV/TV subjects, simulation compressive test
were preformed on these models. The simulation results
indicate that marrow fat may have larger contribution in low
BMD people.

2 Materials and Methods

Three post-menopausalfemales were involved in this study,
a quantitative CT scan of L3 lumbar spine was preformed on
each subjects, bone mineral density (BMD) and BV/TV of
each subjects was measured based on these QCT images.
The vertebra bone structures of each slice were segmented
and the segmented images were imported into Simpleware
(Simpleware INC, England) for numerical models. To
induce the calculation, model geometry were cropped into a

10 mm * 10 mm * 10 mm cube. For each subjects, two
different models where trabecular structures with and with-
out marrow fat were established respectively.

The trabecular structure were set as non-linear elastic
material which was described in previous study [2], where
marrow fat was set as elastic materials, elastic modulus and
other material properties of trabecular bone were computed
by its BMD. Numerical models were imported into COM-
SOL Multiphycis (COMSOL INC, Sweden), the boundary
conditions of simulation models were the same as previous
work [2]. Models were compressed to completely fracture,
and the mechanical features of fractured models were
extracted from the results.

3 Result and Discussion

Simulation results were in agreement with previous study,
where marrow fat would enhance trabecular bone strength.
In order to quantify marrow fat effect, a new parameter,
stress-increased rate was introduced, which defined as the
difference between the stress of models with and without
marrow divided the stress of pure trabecular model. Results
of stress-increased rate were shown in Fig. 1.

Form Fig. 1 we can conclude that the stress-increased rate
has a negative correlation with BV/TV, which means that
marrow fat contribute more in bone strength in low BV/TV
subjects. This difference may indirectly explain the phe-
nomenon that the content of marrow fat would increase in
low BMD people. But this study still has some limitations,
further we will extend the research subjects and a statistical
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analysis will also be preformed to investigate the relation-
ship between BV/TV and marrow fat’s effect.
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A New Atlas Pre-selection Approach
for Multi-atlas Based Brain Segmentation

Hengtong Li, Chenfei Ye, Jingbo Ma, Susumu Mori, and Heather T. Ma

1 Introduction

The demographic-based multi-atlas propagation indicates
that top-ranked atlas selection with mutual information
(MI) similarity can result in a better segmentation perfor-
mance compared to that from a random set of atlases [1]. For
the purpose of speeding up this process, we propose a fast
method for the atlas pre-selection in multi-atlas based seg-
mentation. This study is based on the multiple granularity
analysis, where Lite-M1 pipeline has been developed. In this
pipeline, the lateral ventricle (LV) of target image is pri-
marily labeled before the multi-atlas based segmentation. By
adopting the same pipeline for segmentation, results based
on the proposed pre-selection method were compared to that
using MI similarity and 4 labels, which contain cerebral
cortex, white matter, gray matter and lateral ventricle. This
study shows that the proposed method can reduce heavy
computational burden in atlas pre-selection process, while
remains high accurate multi-atlas based brain segmentation.

2 Materials and Methods

2.1 Atlas Database

The atlas database in current study was selected from JHU
T1 Geriatric Multi-Atlas Inventory. The atlas database
contains T1 images of brain from 77 subjects (age = 34 ±

25.00). Those 77 brain images were manually parcellated
into 286 structures defined in the JHU brain atlas.

A leave-one-out cross-validation was implemented by
combining the pre-election method and the Lite-M1
pipeline.

2.2 Atlas Pre-selection

The scenario of pre-selection is to rank all atlases in the
database according to an agreement with target image, where
the top-ranked atlases are selected for segmentation process.
We chose Lateral ventricle (LV) as the functional area for
similarity calculation. In addition, we take advantage of the
coarse segmentation result (7 labels) to propose another atlas
pre-selection method. Four major labels, including white
matter, gray matter, cerebral cortex, and lateral ventricle
segments, were used to ranking the atlases by an overlap
coefficient Dice. Dice is a statistical validation metric to
evaluate the overlapping accuracy of paired structural
regions.

In Lite-M1 pipeline, the target image is firstly aligned in a
standard space of all atlases and its LV region is primarily
labeled in the pre-processing step. In JHU brain atlas data-
base, LV structure is an existing label and marked as atlas set
ALV ALV

1 ;ALV
2 ; . . .;ALV

77

� �
.

A new segmentation pipeline was assembled by com-
bining the atlas pre-selection process and Lite-M1 pipeline.
Dices between the LV label from the target T1i image and
the rest 76 LV atlases ALV

i

� �
were calculated and sorted in

ascending order. Subsets were generated by selecting the
top5, top10, top15, top20 and top25 ranked atlases respec-
tively. We adopt the same pipeline for segmentation, results
based on the proposed pre-selection method were compared
to that using MI similarity and 4 labels (4L), and random
selection.

H. Li � C. Ye � J. Ma � H. T. Ma (&)
Department of Electronic & Information Engineering, Harbin
Institute of Technology Shenzhen Graduate School, Shenzhen,
China
e-mail: heather.tma@gmail.com

S. Mori
Radiology Department, Johns Hopkins University, Baltimore,
USA

© Springer Nature Singapore Pte Ltd. 2019
Y.-T. Zhang et al. (eds.), International Conference on Biomedical and Health Informatics, IFMBE Proceedings 64,
https://doi.org/10.1007/978-981-10-4505-9_30

153

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-4505-9_30&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-4505-9_30&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-4505-9_30&amp;domain=pdf
mailto:heather.tma@gmail.com
https://doi.org/10.1007/978-981-10-4505-9_30


3 Result and Discussion

The subcortical segmentation based on atlas pre-selection
shows an overall excellent performance with the mean Dice
over 0.85. Obviously, 4L- and LV-based segmentation
results show a bit higher accuracy. It can be observed that
with increasing number of selected atlas subsets, the seg-
mentation accuracy would also increase in the 4L-, LV-and
MI-based atlas pre-selection methods. With the pre-selection
of 25 top matched atlases, the four methods give the same
performance. All these comparisons demonstrate a compa-
rable atlas pre-selection with high performance for all
methods.

The proposed pre-selection method was compared to the
MI-based method in terms of accuracy. For accuracy eval-
uation, Dice overlap of 7 subcortical regions was calculated

between automatic segmentation results and manually seg-
mented atlases. The results shows a high overall perfor-
mance of 4L- and LV-based pre-selection, comparable to
MI- and random-based pre-selection. All these results imply
that 4L- and LV-based atlas pre-selection is a reliable
method.
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A Study of Alzheimer’s Disease Based
on DTI Gaussian Mixture Analysis

Jingbo Ma, Chun Sing Wong, and Heather T. Ma

1 Introduction

Early clinical diagnosis of Alzheimer’s disease (AD) is
beneficial for medications that delay its progression. How-
ever, current diagnosis of AD is still based on the observa-
tion of clinical symptoms from the family members and the
MMSE score test from the doctors. Since diffusional tensor
imaging (DTI) has long been used to detect microstructural
changes in cerebral white matter (WM), we conducted a
multi-parameter comparison on structures of WM using DTI,
aiming to access the relation between neuroanatomical
variations and AD onset.

2 Method

18 Alzheimer’s disease patients (73.0 ± 10.0 years) and 19
healthy controls (78.7 ± 4.2 years) underwent a Philips 3T
MRI Achieva scanner. A body coil for excitation and an
8-channel head coil for reception were used. DTI images
were acquired with 3 b-values (0, 1000, and 2000 s/mm2)
across 32 diffusion gradient directions. Other imaging
parameters were as follows: repetition time/echo time =
2000/69 ms, nominal resolution = 2.5 � 2.5 � 3 mm3,
reconstruction resolution = 2 � 2�3 mm3, matrix size =
128 � 128, 33 axial slices with no inter-slice gap to cover
the brain, SENSE-reduction factor is 2, and partial Fourier
encoding: 3/4. The acquisition time was 15 min.

The diagnosis report was issued by experts with clinical
experience. DICOM data of DWI images whose b value is 0

or 1000 was imported into the DTI-studio to do the imaging
registration and calculate B0, fractional anisotropy (FA),
apparent diffusion coefficient (ADC) and mean of all DWIs
(MD) images. Each subject’s axial T1 images were auto-
matically segmented into 286 structures by applying MRI-
Cloud pipeline, which is a state-of-the-art multi-atlas based
segmentation tool. Then, the transformation matrix was
calculated by registering MD images into T1 images using
air linear method in the DiffeoMap software. B0, FA and
ADC images were mapped into the T1 images by multi-
plying the transformation matrix.

According to Djamanakova’s study on Alzheimer’s dis-
ease [1], 27 structures showed significant difference on
volume change between AD patients and age-matched
healthy controls, which may be highly correlated with this
disease. Thus, these 27 structures were defined as regions of
interest (ROI) to be mainly analyzed on WM. For each
structure, histogram was calculated and Gaussian mixture
model (GMM) was applied on the histogram. Two single
Gaussian curves were estimated to matching the histogram.

3 Result and Discussion

Among the anatomical structures we explored
(cortical-subcortical structures, basal nuclei, thalamus and
lateral ventricle), some showed visible distribution consis-
tency is within the healthy control group while the AD
patients group is not. These structures for each type of
parametric images showed obvious difference between AD
and control groups were listed in Table 1. For example, the
difference between the two Gaussian’s vertical values is
much larger in AD groups. Besides, for the structures left
peripheral parietal WM in MD images, although both group
showed within-group consistency, a wider distribution range
was observed in the healthy controls’ results. All the
observed results may reveal some physiological changes of
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these structures in the AD patients’ brains, which could be
helpful for the clinical diagnosis of AD.
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Table 1 Structures that showed
visible distribution difference
between groups for parametric
images

Images Brain anatomical structures showed difference

B0 Posterior limb of internal capsule, caudate

FA Hippocampus, splenium of corpus callosum, thalamus, and lateral ventricle

ADC Genu of corpus callosum, insular

MD Genu of corpus callosum, left peripheral temporal WM, lateral ventricle
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SVM-Based Approach for Human Daily
Motion Recognition

Haitao Yang, Xinrong Zhang, Mengting Chen, and Heather T. Ma

1 Introduction

The application of human motion analysis and recognition is
very extensive, involving national defense, medical, film
production and many other areas. The traditional study of
human motion is achieved by the video or image sequence
analysis, however, it usually has a problem that the vulner-
able interfering background noise may cause the body con-
tour segmentation inaccurate results [1]. With the
development of MEMS, the sensors become smaller,
cheaper and cheaper. Considering the portability, accuracy
and real-time, we study on design of human motion recog-
nition system based on inertial sensors. In this study, based
on support vector machine, the method of routine motion
recognition shows a good generalization performance than
video or image sequence analysis, which is based on the
principle of structural risk minimization, such as convex
objective function and efficient training algorithm and good
generalization performance.

2 Methodology

2.1 Maximum Interval Classifier-SVM

SVM is a classical method in the field of pattern recognition
and machine learning. For classification problems that can’t
be linearly separated in the input space, SVM reach a
solution using a nonlinear mapping from the original input
space into a high-dimensional so-called feature space, where
an optimally separating hyperplane is searched.

2.2 The Dynamics of Human Motion Data

By motion capture system and posture reconstruction algo-
rithm, we can find the three-dimensional coordinates of all
the major joints of the body. In contrast, the use of
three-dimensional angular spatial coordinates calculated to
represent the movement, not only removes the impact of
space in the absolute position and direction, as well as the
input data into the lower dimensional feature vectors to
reduce the amount of calculation.

2.3 Human Motion Recognition System Uses
LCSS

It is extremely important to select the kernel function when
we use the SVM to solve classification problems. Here we
introduce the longest common subsequences (LCSS) algo-
rithm to quantify this similarity. The time signal S[1, 2, …,
m] has a certain similarity with the time signal T[1, 2, …, n].
We have:

R½i; j� ¼
0 if i ¼ 0 or j ¼ 0

R½i� 1; j� 1� þ 1
if absðx½i� � y½j�Þ\a
& absði� jÞ\b

maxðR½i� 1; j�;R½i; j� 1�Þ else

8
><

>:

So the final similarity measure based on LCSS is:

SimLCSSðS; TÞ ¼ Rðm; nÞ
maxðm; nÞ

3 Result

In experiment we use True Motion System to capture
accurate human daily motion data. Ten healthy young peo-
ple (7 males, 3 females, 22 to 25 years old) participated in
the study. For all three groups of data, we used one of three
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groups as training samples, and the remaining 2 groups as
test samples. using LCSS as the kernel function of SVM can
achieve good recognition effect. The average recognition
rate of all kinds of motion is 96.4%, and it means that the
algorithm is designed reasonable. At the same time the
feature extraction of the paper is effective.

4 Conclusion

We design a system to achieve human daily motion recog-
nition based on SVM. To our knowledge, this is the first
time using LCSS as the kernel function for motion recog-
nition. We have the system in case of attitude information as
possible to retain the original data to maximize compression.
Although human motion recognition system has high accu-
racy, it still has a lot of room for improvement.
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High-Speed Intravascular Spectroscopic
Photoacoustic Imaging at Two Spectral
Bands

Xiaojing Gong, Yan Li, Riqiang Lin, Ji Leng, and Liang Song

Abstract
The rupture of atherosclerotic plaques is the leading cause
of acute coronary events. The detection of lipid content
and its distribution within the plaques is critical for
identifying vulnerable plaques that are prone to rupture
[1]. Intravascular spectroscopic photoacoustic technology
is capable of imaging the composition and structure of
atherosclerotic plaques [2, 3]. To achieve accurate spec-
troscopic IVPA imaging, an ns-pulsed, wavelength tun-
able laser [e.g., optical parameter oscillator (OPO) laser] is
critical. However, in previously reported IVPA systems,
laser pulse energy in the order of mJ was usually required
to produce decent photoacoustic signals, so the choices of
laser sources were usually limited to OPO lasers of a pulse
repetition rate of 10–20 Hz. The B-scan rate at a single
wavelength with such lasers was 0.05–0.1 f/s (assuming
200 A-lines/B-scan); for spectroscopic imaging, the image
acquisition would take several times longer. Overall, the
imaging speed is becoming one of the major challenges for
translating IVPA into clinical applications [4, 5]. In this
study, a catheter of 0.9 mm in diameter with a novel
quasi-focusing light illumination scheme is designed and

developed, smaller than the critical size of 1 mm required
for clinical translation. With this design, the laser fluence
in the targeted imaging region was increased, which
produced detectable signals with laser energy as low as
*30 lJ/pulse. As a result, a 1-kHz-repetition-rate,
ns-pulsed optical parametric oscillator (OPO) laser was
able to be utilized to achieve high-speed IVPA imaging,
working at both the 1.2 and 1.7 lm spectral bands for lipid
detection. Specifically, a B-scan acquisition rate of 5 Hz
was achieved, *100-fold faster than conventional IVPA
systems operating at the similar tunable range. With the
system, multi-wavelength (five wavelengths) spectro-
scopic IVPA imaging of both a lipid-mimicking phantom
and peri-adventitial adipose tissue from a porcine vessel
was demonstrated at both the 1.2 and 1.7 lm spectral
bands. The significantly improved imaging speed,
together with the reduced catheter size and multi-
wavelength spectroscopic imaging ability, suggests that
the developed high-speed IVPA technology is of great
potential to be further translated for in vivo applications.

See Fig. 1.
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Fig. 1 Spectroscopic IVPA
images of the peri-adventitial
adipose tissue from a porcine
aorta segment [inset in (g)]. a–
f Representative IVPA B-scan
images at both spectral bands.
g and h Comparison between the
IVPA spectroscopic results and
the absorption spectrum of lipid.
The arrows in a–f indicate the
location of the adipose tissue,
while the dashed green circles
show the contour of the plastic
tube (Color figure online)
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A Hybrid Non-invasive Method
for the Classification of Amputee’s Hand
and Wrist Movements

Oluwarotimi Williams Samuel, Xiangxin Li, Xu Zhang, Hui Wang,
and Guanglin Li

Abstract
The quest to develop dexterous artificial arm which
supports multiple degrees of freedom for amputees has
attracted a lot of study interest in the last few decades.
The outcome of some of the studies had identified surface
Electromyography (EMG) as the most commonly used
biological signal in predicting the motion intention of an
amputee. Different EMG based control methods for
multifunctional prosthesis have been proposed and
investigated in a number of previous studies. However,
no any multifunctional prostheses are clinically available
yet. One of the possible reasons would be that the residual
muscles after amputations might not produce sufficient
EMG signals for movement classifications. In this study,
we proposed to use electroencephalography (EEG) signals
recorded from the scalp of an amputee as additional
signals for motion identifications. The performance of a
hybrid scheme based on the combination of EMG and
EEG signals in identifying different hand and wrist
movements was evaluated in one transhumeral amputee.
Our pilot results showed that the proposed hybrid method
increased the classification accuracy in identifying differ-
ent hand and wrist movements of the amputee. This
suggests that the proposed method may have potential to
improve the control of multifunctional prostheses.

1 Introduction

The loss of a hand or arm due to amputation or congenital
deformity greatly decreases the quality of life of an indi-
vidual. This is because the amputees have not only lost their
grasping function, but also an important communication tool
which is needed in their daily life [1]. In an attempt to restore
the hope of this category of humans, several research relat-
ing to the development of assistive devices had been con-
ducted. From the outcome of these research works, surface
Electromyography (sEMG) signals recorded Non-invasively
from muscle contractions has been identified as a major
source of biological signal that could be used to control a
multifunctional prosthetic device [2–4]. However, several
EMG powered prosthetic control methods have been pro-
posed recently. Despite this remarkable progress, current
EMG based methods for the control of multifunctional
prosthetic devices for upper limb amputees’ are not yet
available for clinical use [5, 6]. This is possibly due to the
fact that the remaining muscles after amputation may not be
able to produce sufficient EMG input signal to efficiently
power the prosthesis in cases where the amputation level is
severe or as a result of the presence of muscular diseases [7].
Therefore, there is need to source for an additional control
signal to complement the inadequate EMG signal to effi-
ciently classify the motion intention of amputees’.

Brain Computer Interfaces (BCIs) had been identified as a
means of establishing new communication pathway between
the human brain and rehabilitation devices. A variety of
methods for monitoring brain activity have been proposed
and they include electroencephalography (EEG), magne-
toencephalography (MEG), positron emission tomography
(PET), functional magnetic resonance imaging (fMRI), and
optical imaging. MEG, PET, fMRI, and optical imaging
methods are invasive thereby making them technically
demanding and expensive. Furthermore, PET, fMRI, and
optical imaging depend on blood flow and have long time
constants that make them less amenable to rapid
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communication [8, 9]. Among these methods, EEG seems
promising because it is Non-invasive and has relatively short
time constants that can function in most environments. In
addition, EEG technique requires relatively simple and
inexpensive equipment that offers the possibility of a new
non-muscular communication and control channel for a
practical BCI [10]. However, it has been reported in litera-
ture that prosthetic devices which solely depend on EEG
signal for their control are not yet acceptable due to their
relatively low level of accuracy [11]. Nevertheless, EEG
signals have been proved to be strong candidate of additional
inputs for the control of wearable robotics [12].

Recent advances in EMG and EEG studies are reported as
follows; Shibasaki and Rothwell [13] studied the correlation
between EMG-EEG mainly to investigate the cortical
mechanism underlying the central motor control for volun-
tary movements and the physiological mechanism respon-
sible for involuntary movements. Ferreira1 et al. [14],
developed two Human-Machine Interfaces in which the first
was based on acquired EMG signal and the second on EEG
signal to assist people with neuromotor disability recover on
time. Ramalingam et al. [15], compared the performance of
EMG based prosthesis with its EEG counterpart with respect
to classification accuracy when various hand movements
were performed. Thilina et al. [7], reviewed the fusion of
EEG and EMG for bio-robotics applications with the aim of
identifying important design features in such a hybrid sys-
tem. However, studies on the use of EMG and EEG signals
in identifying amputees’ hand and wrist movements have not
been conducted. Hence, this study investigates and proposes
the use of a hybrid non-invasive method based on EMG and
EEG signals for the classification of amputees’ hand and
wrist movements.

2 Methods

2.1 Characteristics of the Recruited Subject

A 49 years old male transhumeral amputee whose left hand
was amputated 3 years ago was recruited as the subject in
this study. The subject was properly examined to ensure he
meets up with the requirements of the study. Meanwhile, the
length of his residual arm was measured to be 20 cm. The
subject was given written informed consent and he provided
permission for the publication of his photographs for sci-
entific and educational purposes. Lastly, the protocol of this
study was approved by the Shenzhen Institutes of Advanced
Technology Institutional Review Board, Chinese Academy
of Sciences, China.

2.2 Equipment Setup and Data Acquisition

A 64 Channel standard EEG recording cap with tin elec-
trodes of 6 mm central opening in its middle was placed on
the scalp of the subject in order to acquire EEG data cor-
responding to hand and wrist movement tasks such as; hand
close (HC), hand open (HO), wrist extension (WE), wrist
flexion (WF), and no movement (NM) as shown in Fig. 1.

The cap’s electrode sites were placed according to stan-
dard 10–20 EEG system. Figure 1a is a pictorial represen-
tation of the experiment setup in readiness for EEG and
EMG data acquisition. The EEG device was connected to
Neuroscan software (version 4.3).

A High Density (HD) EMG system (REFA 128 model,
TMS International, REFA, Oldenzaal, The Netherlands) was
used for EMG data collection. The REFA 128 model is a
stationary system measuring multiple monopolar electro-
physiological variables. The REFA system has a special
reference amplifier and a shielded input cable to eliminate
main interference or movement artifact caused by the cables.
In this study, only 32 channels of the HD EMG system were
used, and the electrodes were placed in a grid format around
the biceps brachii and triceps muscle of the amputee’s
residual arm (Fig. 1a). In addition, an electrode which
denotes the ground electrode was placed on the wrist of the
right intact arm of the subject.

After setting up the EEG and EMG data acquisition
devices, the subjects was introduced to the five classes of
movements (HC, HO, WE, WF, and NM) and as well given
some time to practice performing the movements. During the
experiment, the subject performed each class of movement
for 5 s and rested for another 5 s before observing the pre-
ceding class of movement. The 5 s rest between two con-
secutive class of movements was to prevent the subject from
undergoing both muscle and mental fatigue. In each exper-
iment, the data were acquired in five consecutive trials.
Meanwhile, in each trial, all classes of hand and wrist
movements were repeated 10 times and held for 5 s, pro-
ducing 50 s of EEG and EMG recordings per class. Lastly,
the EEG and EMG data corresponding to the 5 classes of
movements were simultaneously recorded and stored.

2.3 Data Processing and Pattern Recognition

All the recorded data were analyzed offline with Matlab
version 8.3, R2014a (The Mathworks, Massachusetts).
A sample model of the acquired EMG data is represented by
Eq. 1.

162 O. W. Samuel et al.



xemgðnÞ ¼
XN�1

r¼1

hðrÞeðn� rÞþwðnÞ ð1Þ

where xemgðnÞ is the modeled EMG signal, eðnÞ is the point
processed which represents the firing impulse, hðrÞ denotes
the motor unit action potential which represents a combi-
nation of all muscle fibers of a single motor unit, wðnÞ
denotes the zero mean additive white Gaussian noise, while
N represents the number of motor unit firing at a particular
point in time. All channels of the EMG signals were filtered
with a band-pass filter (cut-off frequency from 10 to 500 Hz)
and then sampled at the rate of 1024 Hz. Meanwhile a model
which represents the integrated acquired EEG signal is
presented in Eq. 2. This signal is calculated as a summation
of values of the EEG signal amplitude and noise over time
from all the electrode channels.

xeegðnÞ ¼
Xn

r¼1

xr þAðrÞ ð2Þ

where xeegðnÞ denote the overall recorded EEG signal, xr
represents the EEG signal obtained from the rth electrode
channel, AðrÞ denotes the noise in the EEG signal, and n is
the total number of EEG electrode channels considered.
EEGLAB version 10.0 toolbox (Free Software Foundation,
Inc. 1991) was used to preprocess the EEG data in order to
remove the baseline from each channel and extract relevant
EEG epochs from the data. The recorded EEG signals were
band-pass filtered between 0.05 and 100 Hz and as well
sampled at the rate of 1000 Hz. A notch filter of 50 Hz was
used to remove the power-line noise from the EEG and
EMG recordings. Both preprocessed data (EMG and EEG)

were later combined into a single dataset and thereafter
segmented into a series of 150 analysis window at a time
increment of 100 ms. Four commonly used time domain
features: mean absolute value (MAV), number of zero
crossings (ZC), waveform length (WL), and number of slope
sign changes (SSC) were extracted from each analysis
window [16]. A matrix containing the four extracted features
was obtained and passed to a 5-fold cross validation func-
tion. Figure 2 presents a diagram of the proposed hybrid
method. This figure simply shows the key stages involved in
the realization of the proposed hybrid method for hand and
wrist movement classification.

The concept of linear discriminant analysis (LDA) which
has been widely applied in the field of pattern classification
[17], was used to build a classifier to classify the hand and
wrist movements in this study. In order to ensure proper
performance of the classifier, a 5-fold cross validation
technique was used to partition the matrix of the extracted
four time domain features into training, testing, and valida-
tion sets before feeding them into the classifier. The LDA
classifier then performs the classification task. The perfor-
mance of the trained LDA classifier in identifying the dif-
ferent classes of hand and wrist movements was computed
using the formula presented in Eq. 3.

CAtrained LDA ¼
PN

i¼1 CCSiPn
i¼1 TSi

� 100% ð3Þ

where CAtrained LDA represents the classification accuracy of
the trained LDA classifier, CCSi is the ith correctly classified
sample, N denotes number of correctly classified samples,
TSi is the ith testing sample, and n represents the number of
testing samples.

Fig. 1 a EEG and EMG
Equipment setup for data
collection; while b, c, d, e, and
f are the classes of hand
movements
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3 Results and Discussion

From the outcome of our experiments, the classification
performances of EMG, EEG, and the hybrid (EMG + EEG)
methods with various configurations across the five classes
of hand and wrist movements are presented in the confusion
matrices shown in Tables 1, 2 and 3. From the results pre-
sented in Tables 1, 2 and 3, the diagonal of each confusion
matrix denotes the classification accuracy of the five cate-
gories of hand and wrist movements.

Meanwhile, in each confusion matrix, the value marked
in red represents the class of hand/wrist movement with the highest classification accuracy. For instance, hand close

(HC) has the highest classification accuracy (84.6%), while
no movement (NM) has the lowest classification accuracy
(62.5%) as shown in Table 1. The average classification
accuracy for each category of upper limb movement across
the three configuration technique is presented in Fig. 3.

From the plot shown in Fig. 3, it is observed that wrist
extension attained a classification accuracy of 86.3% which
is the highest among the others while hand open had the
least (68.7%) classification accuracy. The overall average
performance of the three examined electrode configuration
methods is reported as follows in Table 4.

From Table 4, when 32-EMG electrodes were used, the
average classification accuracy was 72.4% which is the least
among the others, with a 64-EEG electrode configuration, an
average classification accuracy of 79.3% was recorded which
shows an improvement over the 32-EMG configuration. With
all the 96 (32EMG and 64EEG) electrodes, an average
classification accuracy of 91.4% was attained which is the
highest of all the electrode configurations. Going by the
analysis of the results obtained from various electrode con-
figurations, it is obvious that EMG signal alone is not suffi-
cient to effectively classify multiple classes of hand/wrist

LDA
Classifier 

WL

ZC

SSC

TD Feature extraction

Hand/Wrist
Movement 

Intent

MAV

EMG 
dataset

EEG 
dataset

Preprocessor

Fig. 2 Architecture of the
proposed hybrid method

Table 2 Classification accuracy using only 64 EEG electrodes (%)

HC HO WE WF NM
HC 74.390 9.7800 2.5400 4.4900 8.7900
HO 8.3900 76.620 7.5100 3.8100 3.6600
WE 3.6200 9.8300 81.870 2.3400 2.3400
WF 6.3200 7.1100 3.1400 80.570 2.8600
NM 7.2300 5.0900 2.3700 2.3300 82.990

Table 1 Classification accuracy with ONLY 32 EM G electrodes (%)

HC HO WE WF NM
HC 84.600 4.3800 6.9200 0.5900 3.5000
HO 6.3300 68.730 6.5800 14.670 3.6900
WE 6.1800 5.4800 82.630 2.6700 3.0400
WF 2.9200 20.660 6.8000 63.360 6.2600
NM 8.3700 10.300 5.4600 13.320 62.520

Table 3 Classification accuracy with the combination of 32EMG +
64EEG electrodes (%)

HC HO WE WF NM
HC 93.840 1.9400 1.3200 1.1600 1.7400
HO 1.9600  89.290 3.6800 3.1300 1.9400
WE 1.5700 2.7400 94.310 1.9000 1.1900
WF 1.7600 4.0100 1.3400 89.920 2.9700
NM 3.6300 3.4900 9.4000 2.3300 89.610
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movements likewise the EEG signal alone. Rather, the
combination of both the EMG and EEG signals looks
promising in the identification of multiple classes of
hand/wrist movements.

4 Conclusion

Several studies have proposed different strategies for the
control of multifunctional prosthesis for upper limb ampu-
tees’. However, currently, multifunctional prosthetic devices
are not yet available for either clinical or commercial use.
This is because the performance of the existing control
strategies are not satisfactory enough to meet the modern day
clinical and commercial needs. This study has investigated
the use of EEG signal as an additional input to the com-
monly used EMG signal for the identification of five classes
of hand and wrist movements of a transhumeral amputee.
Experimental results show that the proposed hybrid method
has better performance in terms of classification accuracy
compared with the individual (EMG or EEG) methods. The
overall performance of the hybrid method seems promising
and could aid the development of practical multifunctional
prostheses.

Conclusively, in our future work, more amputees will be
recruited and the optimal electrode channels shall be deter-
mined in order to further validate the effectiveness and as
well increase the acceptability of the proposed hybrid
method.
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The Research and FPGA Implementation
of ECG Signal Preprocessing

Wenjun Su, Yunping Liang, Mengni Li, and Ye Li

Abstract
In this paper, we studied ECG signal preprocessing and
implemented it into a Field Programmable Gate Array
(FPGA). The processing includes band pass filter, pseudo
differential identification and mathematical morphology
transform.

Keywords
ECG � FPGA

1 Instruction

ECG signal is generally millivolt level [1] and it contains
three parts noises and pseudo different is not to be ignored
which can cause misjudgment of R wave. In our previous
work, we developed a handheld device named Mini Holter
used to sample ECG signals and transmit signals to cloud
computing platform as shown in Fig. 1a. Now, we proposed
a System-on-Chip (SOC) scheme integrating the ECG signal
processing into an ECG signal special chip shown in
Fig. 1b. This paper presents a FPGA implementation based
on the ECG biomedical embedded system and Xilinx tech-
nology, and performs ECG pre-processing [2].

In this paper, Sect. 2 presents the main algorithms design
of ECG signal preprocessing. The conclusion and the rec-
ommendation for future work are discussed in Sect. 3.

2 ECG Preprocessing Algorithms

2.1 FIR Band Pass Filter

FIR band pass filter is used to filter out three parts noises.
We chose the pass band of FIR filter in 5–45 Hz. The effect
of filter denoising is good. The structure of FIR band pass
filter was implemented by pipe-line.

2.2 Pseudo Differential Identification

Pseudo differential identification is used to do more filtration
for the ECG signal after denoising, which designed to reduce
and remove the normal pseudo differential that helpful for
reducing misjudgment of R wave. The basic idea of the
algorithm is by refreshing the threshold value range to
decide the ECG mean square difference.

2.3 Mathematical Morphology Transform

The mathematical morphology transform is to transform the
denoising ECG data, to extrude the QRS complex, thus
easily to determine the position of QRS wave. The mor-
phology transform takes the structure function as the trian-
gle, runs the erosion and dilation operation. The hardware
implementation of mathematical morphology transforms
adopted the method of pipe-line. The pipeline design chart is
shown in Fig. 2.
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3 Conclusion

In the future, we will design the algorithm of R wave
extraction and HRV analysis.
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Comparison of the Correlation of Different
Pulse Transit Time Parameters to Blood
Pressure

Wan-Hua Lin, Oluwarotimi Williams Samuel, Qing Liu,
Yuan-Ting Zhang, and Guanglin Li

Abstract
Estimation of blood pressure (BP) based on pulse transit
time (PTT) is of great interest since it can estimate BP
continuously and cufflessly. In previous studies, different
character points were available in ECG and in photo-
plethysmogram (PPG) for calculating PTT. The present
study aimed at comparing the correlation of BP to
different PTT parameters calculated using different char-
acter points of ECG and PPG. PTT parameters were
calculated as the time interval from R peak, Q valley, or S
valley of ECG to the peak or valley of the first derivative
of the PPG. Correlations of beat-to-beat BP to the
different beat-to-beat PTT parameters were calculated for
the selected 13 datasets with a total of 3910 heart beats
data. The results showed that the PTT as the time interval
from Q valley of the ECG to the peak of the first
derivative of the PPG gave the best parameter which
correlates with both the systolic blood pressure (SBP,
r = −0.62 ± 0.14) and the diastolic blood pressure (DBP,
r = −0.45 ± 0.18). Therefore, this method of determin-
ing PTT would be useful to improve the accuracy of
estimating BP continuously and cufflessly.

1 Introduction

ESTIMATION of blood pressure (BP) based on pulse transit
time (PTT) is of great interest since it can estimate BP
continuously and cufflessly [1–11]. PTT is defined as the
transmission time of the blood pulse wave from the cardiac
aortic valve to the peripheral artery, and is commonly cal-
culated as the time interval from a character point of ECG to
a character point of photoplethysmogram (PPG) captured
from the peripheral. It is based on the principle that the
higher the BP is, the shorter time it would take for the
transmission of the blood pulse wave from the heart to the
peripheral. In previous studies, different character points
were available in ECG and in PPG for calculating PTT. The
present study is aimed at comparing the correlation of BP to
different PTT parameters calculated using different character
points of ECG and PPG.

2 METHODS

2.1 Protocol

Nine healthy adults (aged 28 ± 4 years) were recruited for
the experiment. Five data sets of ECG, PPG, and continuous
BP waves were captured continuously at a sample rate of
1000 Hz during the experiment for each subject. The first
dataset was captured for 5 min when the subject was sitting
on a chair quietly after arrival. Another 5 min of dataset was
recorded while the subject maintained the same initial sitting
position. Thereafter, three data sets were recorded for 5 min
after each bout of exercise (running on a treadmill) for three
times, respectively. During the experiment, ECG and finger
PPG were recorded by an in-house system. Continuous BP
wave was captured by Finapres® (Finapres Medical System,
The Netherlands). Details of the experimental procedure can
be found in a previous study [12].
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2.2 Data Analysis

R peak, Q valley and S valley points of the ECG, peak and
valley points of the first derivative of the PPG, peak (i.e.,
SBP) and valley (i.e., DBP) points of the BP wave were
identified by procedures automatically, and were
double-checked manually. The procedures were performed
by the combinations of following processes: industry fre-
quency interference cancelation, wavelet transform, ampli-
tude threshold setting, extreme maximum points and
extreme minimum points detection, redundant points
cancelation, and missed points supplement. Several PTT
parameters were calculated as follows: PTT1 was calculated
as the time interval from R peak of the ECG to the peak of
the first derivative of the PPG. PTT2 was calculated as the
time interval from R peak of the ECG to the valley of the
first derivative of the PPG. PTT3 was calculated as the time
interval from Q valley of the ECG to the peak of the first
derivative of the PPG. PTT4 was calculated as the time
interval from Q valley of the ECG to the valley of the first
derivative of the PPG. PTT5 was calculated as the time
interval from S valley of the ECG to the peak of the first
derivative of the PPG. PTT6 was calculated as the time
interval from S valley of the ECG to the valley of the first
derivative of the PPG. The definitions of the PTT parameters
are shown in Fig. 1. In order to avoid the influence of noise,
only the dataset that contained more than 50 continuous
heart beats available were used for the analysis. A total of
3910 heart beat data from 13 datasets were eligible for
analysis. Correlation coefficients were calculated between
beat-to-beat BP series and different beat-to-beat PTT series
for each dataset. Thereafter, Mean ± SD were calculated

among the results of the eligible 13 datasets. All the analysis
were performed off-line using Matlab®

3 Results

Figure 2 shows the results of the character points detected in
the ECG, in the first derivative of the PPG, and in the BP
wave from a 5-min length of dataset. R peak (denoted with
black plus sign), Q valley (denoted with blue plus sign) and
S valley (denoted with green plus sign) points of the ECG,
peak (denoted with black plus sign) and valley (denoted with
blue plus sign) points of the first derivative of the PPG, peak
(denoted with black plus sign) and valley (denoted with blue
plus sign) points of the BP wave were respectively derived.
The values of the peak points of the BP wave represent the
beat-to-beat SBP, while valley points represent the
beat-to-beat DBP.

Figure 3 illustrates the results of the beat-to-beat SBP,
DBP, PTT1–PTT6 series that were calculated from the same
dataset as in Fig. 2. As can be seen from the Fig. 3, the PTT
series fluctuated contrary to the SBP and DBP series.

Table 1 presents the correlation coefficients (which are
expressed as Mean ± SD) between BP and different PTT
parameters of the entire 13 datasets. All the six PTT
parameters showed negatively correlated with SBP and
DBP. Of the six PTT parameters, PTT3, which is calculated
as the time interval from Q valley of the ECG to the peak of
the first derivative of the PPG, was the best parameter to
correlate with SBP and DBP. The correlation coefficients
were −0.62 ± 0.14 (Mean ± SD) between SBP and PTT3,
and −0.45 ± 0.18 between DBP and PTT3, respectively.
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Fig. 1 The definitions of the PTT parameters. PTT indicates pulse transit time; PPG, photoplethysmogram; BP, blood pressure; SBP, systolic
blood pressure; DBP, diastolic blood pressure
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4 Conclusions and Discussions

The present study compared the correlation of different PTT
parameters to BP, and concluded that PTT3, which is cal-
culated as the time interval from Q valley of the ECG to the
peak of the first derivative of the PPG, is the best parameter
to correlate with the SBP and DBP.

Though PTT was widely used for estimating cuffless BP
in the laboratory [1–11], it has been hardly used in clinical
practice since the accuracy still needs to be optimized. In
previous studies, different character points in the ECG and
PPG were used for calculating the PTT. Some previous
studies proposed the use of vessel transit time (VTT), which
is calculated by deducting the pre-ejection period (PEP) time
from the PTT, for BP estimation [1], while some studies
used the time interval from the R peak of the ECG to dif-
ferent character points of the PPG for BP estimation [6]. The
definitions of the time indices are different in different
studies. In another study, they defined pulse arrival time
(PAT) as the time interval between the R peak of the ECG
and the foot/onset of the PPG, which is the same as the
definition of PTT1 in our study and the same as PPT in the
study of [1]. The time index (they defined it as PTT) used in
that study is also calculated by the subtraction of PEP [1],
which is the same as the definition of VTT in the study of
[13]. Until now, time index by the subtraction of PEP is not
well correlated with BP. Over all, PTT1, which is calculated
as the time interval from the R peak of the ECG and the foot
of the PPG, that is, the peak of the first derivative of the
PPG, is the most widely accepted method for estimating BP
[3]. The correlation coefficients were −0.62 ± 0.16 between
PTT1 and SBP, and −0.44 ± 0.19 between PTT1 and DBP
in this study. The results are better than those of PTT2,
PTT4, PTT5, and PTT6. However, the correlation of PTT3
to SBP/DBP is a litter better than the widely used PTT1 in
this study.

In future studies, more efforts need to be directed towards
improving the accuracy of BP estimation in order to facili-
tate their use in clinical and commercial applications. Beside
optimizing the calculation of PTT, there are some other
promising methods that can be used to improve existing BP

estimation algorithm, such as the morphology features of the
PPG wave [14].
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Relative Analysis Between Curative Effect
Evaluation and Electroencephalograph
of Stroke Patient in Convalescence

Xiao-Mao Fan, Xing-Xian Huang, Ye Li, Hai-Bo Yu, and Yun-Peng Cai

Abstract
Assessment of stroke mainly depends on clinical symp-
toms, however, it can only detect static reaction of brain
function. Electroencephalograph (EEG) with no-invasive
and dynamic is an important means to monitor electro-
physiological pathological states of the cerebral cortex.
To get insights into the correlation between factors of
EEG and factor of curative effect evaluation, 84 stroke
patients in convalescence less than 6 months were
recruited. All of them received twice 19 leads EEG
examinations of patients in hospital before and after the
discharge as well as scale of evaluation criteria for strokes
of Traditional Chinese Medicine (TCM). Pearson’s
correlation analysis method was used for EEG data on
114 factors, which 23 were found to be relative with
curative effect evaluation factor (p value < 0.05).

Keywords
Relative analysis � EEG � Stroke

1 Introduction

Recently, Electroencephalogram (EEG) becomes one of the
first diagnostic tools available in hospital to reflect patients’
brain activity and syndrome of stroke [1]. However,
assessment of stroke mainly depends on clinical symptoms
such as Computed Tomography (CT), Magnetic Resonance
Imaging (MRI), which can only detect static reaction of
brain function. And EEG with no-invasive and dynamic is
an important means to monitor electrophysiological

pathological states of the cerebral cortex. To get insights into
the correlation between EEG and curative effect evaluation
of stroke patient in convalescence, this paper uses Pearson’s
correlative analysis method to analyze EEG data and cura-
tive effect evaluation.

2 Methods

84 patients in convalescence less than 6 months were
recruited. All of them received twice 19 leads EEG exami-
nations of patients in hospital before and after the discharge
as well as scale of evaluation criteria for strokes of Tradi-
tional Chinese Medicine (TCM). 266 factors were removed
from 380 of EEG factors based on the suggestions from
medical expert. The dependent factor was calculated by
curative effect evaluation before-after scores from evaluation
criteria scale for strokes of TCM.

3 Results

23 related EEG factors with curative effect evaluation were
found, especially alpha and delta rhythms. Alpha rhythms
are the major brain electrical activity of normal person. It
disappears or decreases under pathological condition. Delta
rhythms show positive correlation with relative power of
alpha rhythms and exist in frontal region, central region,
parietal region, occipital region, temporal region, especially
in central region (CZ, PZ). Most of patients have the motor
and sensory dysfunction after stroke. The central region (CZ,
FZ) is relative with the motor and sensory function and not
effects by the nidus of stroke.
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4 Conclusion

This paper found 23 relative EEG factors with curative effect
evaluation, especially alpha and delta rhythms. Alpha
rhythms are the major brain electrical activity of normal
person, which disappear or decrease under pathological
condition. This paper shows positive correlation between
curative effect evaluation with alpha rhythms, and negative
correlation with delta rhythms. So, EEG can be one of the
electrophysiological examinations to evaluate the curative
effect evaluation of stroke, especially alpha and delta
rhythms.
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Big Data Analysis of Hypertension
Complications Bases on Shenzhen Medical
Information Management Platform

Yu-Jie Yang, Qi Li, and Yun-Peng Cai

Abstract
In recent years, the prevalence of hypertension in China
increases continuously, and hypertension has become the
first risk factor of the total death of Chinese population.
At the same time, with the progression of hypertension
condition, it may induces stroke, coronary heart disease,
kidney failure and other severe complications, endanger-
ing the safety of life and property seriously. However, in
China, hypertension patients have “three low”—low
awareness rate, low treatment rate and low control rate,
thus analyzing the significant risk factors and pathogen-
esis has certain clinical significance for prevention and
treatment of complications of hypertension. In this paper,
we screen approximately 2.2 million copies of hyperten-
sive patients from medical information management
platform, analyzing the risk factors by General Linear
Model, selecting the factors of high significance for
statistical analysis.

Keywords
Hypertension � Complication � Risk factor

1 Introduction

Shenzhen’s hypertension situation is particularly severe.
According to the epidemiology investigation in 2009, the
hypertension prevalence rate of people over 35 years old
was about 20.9%, which showed an apparently upward
momentum compared to 1997s. After “139 project” build-
ing, Shenzhen has been built Shenzhen City health data

center, information sharing and exchange platform, and
several business application systems based on the platform,
creating more than 10 million residents of electronic health
records, covering 60 public hospitals and more than 600
community health centers. As of the end of 2014, the total
management of hypertensive patients is over 340 thousand
people.

In this paper, we screened 343435 hypertensive patients
from Shenzhen medical information management platform,
including basic information, regular physical examination
data, outpatient records, major disease records, hypertension
follow up records, etc.

2 Risk Analysis

We choose general physical examination record as the main
features, combined with the patient’s personal data,
hypertension data, life style and the hypertension follow-up
data, etc. According to the clinic records or major disease
records, the total patients will be divided into the experi-
mental group (severe complication group) and the control
group (stable group). After date preprocessing, we chose 28
features to build risk model, such as age, marriage status,
education level, BMI, SBP, DBP, drink, smoke, sport, etc.
GLM (Generalized Linear Model [1]) algorithm was used
to analyze the risk of complications in hypertensive
patients with p-value < 0.5. The results showed that
waistline, SBP, DBP, marital status, gender, compliance
behavior and age are the main risk factors of hypertension
complications. Figure 1 shows the age distribution of the
two group people.
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3 Conclusion

According to analysis, the risk of hypertension is relevant to
a series of health condition and life style, such as Waistline,
SBP, DBP and Compliance behavior are high risk factors.
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Fig. 1 Age distribution (the
stable group vs. the severe
complication group)
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Vital Signs Analysis for Oceanauts in Deep
Sea Submerged Environment: A Case Study

Fen Miao, Ye Li, and Lu Shi

Abstract
The oceanauts often suffer a lot from psychological
dysfunction in the narrow and complicated deep sea
environment. This paper aims to analyze the vital signs
for oceanauts in submergence work with one case as an
example. Four vital signs including heart rate, blood
pressure, SDNN and LF/HF derived from ECG and blood
pressure signals were analyzed to demonstrate the
physiological status in submergence work.

Keywords
Deep submergence � Heart rate variability
Blood pressure

1 Introduction

Manned deep submergence is indispensable to deep ocean
exploration [1]. Scientists and engineers are carried to the
deep sea topography to perform different kinds of tasks. The
deep sea environment is characteristic of darkness, noise,
acceleration and abnormal temperature difference. In such a
narrow and complicated space, the oceanauts often suffer a
lot from great mental stress and psychological dysfunction
with long-term continuous work and complex instrument

operation. Some vital signs, such as heart rate variability
(SDNN, LF/HF) and blood pressure were presented to be
important markers for stress and health [2]. Therefore, vital
signs monitoring and analysis is very important to detect the
abnormal physiological status for the oceanauts.

2 Methods

Our study is based on the physiological signals detected
from one submariner during the submersible process. Four
vital signs including heart rate, blood pressure, SDNN and
LF/HF derived from ECG and blood pressure signals were
analyzed to demonstrate the change of mental stress during
the submersible work. Five time points, including before
submersible, going deep, in work, driving back and after the
submersible, were analyzed.

3 Results

Figure 1 gives the value of four vital signs during the five
time points. From Fig. 1 we can see, there are significant
increases for the four signs in the submersible process, and
the signs begin to decrease while driving back. In other
words, the oceanaut suffers from significant mental stress
during the submersible work.
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4 Discussion and Conclusion

Four vital signs including heart rate, blood pressure, SDNN
and LF/HF were demonstrated to be with significant
increases in the submersible process with one oceanaut as an

example. It can be easily explained that as the oceanaut feel
nervous with the deeper and deeper environment, the
physiological signs that reflect mental stress would be
changed.
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Correlation Analysis of the Time Difference
Between Multi-wavelength PPG

Jing Liu and Yuan-Ting Zhang

Abstract
This work developed a four-channel photoplethysmogram
(PPG) acquisition system to collect the multi-wavelength
PPG signals of red, yellow, green and blue light at the
fingertip simultaneously. Eight subjects including 4
females took part in the experiment, and the
multi-wavelength PPG signals from their fingertip were
recorded. Since different PPG signal carries the blood
pulsation information in different depth of the tissue, the
time differences between multi-wavelengths was exam-
ined to investigate their relationships. The result shows
the three time difference between yellow PPG and other
PPGs (red PPG, green PPG and blue PPG) are highly
correlated with each other (|r| > 0.7).

1 Introduction

Photoplethysmography is an optical measurement technique
that can be used to detect pulsatile blood volume in the
microvascular bed of tissue [1].

In this work, a four-channel PPG signal acquisition sys-
tem was developed to collect the PPG waveforms of red,
yellow, green and blue light simultaneously at the same
body site of the subject. The correlation relationships
between the time differences of different wavelength PPG
were investigated in the study.

2 Methods

A quad wavelength PPG acquisition system was developed
to collect and process four-channel PPG signals simultane-
ously as shown in Fig. 1.

The beat-to-beat time delay between the peaks of different
PPG during the same cardiac cycle was extracted from the
signals recorded from 8 subjects at rest. The peak delays
between different PPG signals were denoted as R-Y, R-G,
R-B Peak, Y-G Peak, Y-B Peak, G-B Peak in which R, Y, G,
B were short for red PPG, yellow PPG, green PPG and
Blue PPG respectively.
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3 Results and Discussion

The average correlation coefficients between different
parameters of all the subjects were shown in Table 1.

It can be noted that when the peak of yellow PPG acts as
a benchmark, the three time differences calculated from
yellow PPG and other PPGs, i.e. R-Y, Y-G and G-B were
highly correlated with each other. It can be speculated that
time delay between yellow PPG and other PPGs may carry
some information about tissue properties which can be
explored in the future work.
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Table 1 The average correlation
coefficients of the
multi-wavelength PPG time
differences

Correlation coefficient R-Y R-G R-B Y-G Y-B G-B

R-Y 1.00 0.16 0.21 −0.87a −0.91a 0.02

R-G – 1.00 0.51 0.27 0.03 −0.70*

R-B – – 1.00 0.02 0.12 0.21

Y-G – – – 1.00 0.91* −0.31

Y-B – – – – 1.00 0.05

G-B – – – – – 1.00
a Denotes strong correlation relationship (|r| > 0.7)

Fig. 1 Block diagram of the multi-wavelength PPG acquisition system
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Epidermal Bioelectronics Toward Oximetry
and Health Care Applications

Jie Zhang, Huihua Xu, Ningqi Luo, and Ni Zhao

Abstract
Cardiovascular diseases are among the most dangerous
illnesses to human being, especially to the aged people.
Therefore precaution and surveillance of cardiovascular
diseases, empowered by prompt diagnosis and treatment
of abnormal physiological conditions, have become
growingly important and are expected to play essential
roles in people’s daily life. In this work, we developed
low power photoplethysmogram (PPG) sensing system
containing a flexible inorganic LED device and a
high-sensitivity, ultra-thin phototransistor to monitor
physiological parameters such as heart rate variability
and oxygen saturation. The ultra-thin flexible LED and
phototransistor overcome the roughness of human skin
and allow conformal contact between the devices and the
skin surface to realize high signal-to-noise ratio and
resistance to motion artifact. The fabrication protocol of
the LED and phototransistors will be described, followed
by a detailed characterization on the device performance.

1 Introduction

ONE PPG sensing system requires both flexible light emis-
sion source and photodiode to form conformal contact with
human skin with ultra-thin thickness [1–3].

In this work, flexible LED device is developed as light
emission source to promise effective conformal lamination

with human skins. The physical characteristics of LED
device compared with commercial LED are investigated.

2 Method

A low-temperature solution-processed method is applied to
develop efficient flexible LED devices as shown in Fig. 1.

The infrared light emission LED chips (ES-SASFPN42A)
is fabricated on silicon substrate. After the substrate is
removed by solution etching process, the electrode is
re-deposited to reduce contact resistance. The flexible LED
device is finally transferred to other flexible substrate to form
light emission source in one PPG sensing system.

3 Results and Disscusion

The current density-voltage and light intensity-voltage
curves of commercial LED device and flexible LED
device are shown in Fig. 2.

The turn-on voltage for flexible LED device is slightly
reduced compared with commercial LED device. It is sup-
posed that the silicon substrate in commercial LED device is
not highly conductive and the substrate will consume part of
voltage when LED device is lighted up. However the buffer
layer in device might be deteriorated in the solution etching
process and the light intensity is weaken at the same drive
voltage for the flexible LED device.
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Fig. 1 Ultra-thin LED devices fabrication diagram

Fig. 2 (Left) Current density versus voltage and (right) light intensity
versus voltage for commercial LED chip and flexible LED chip
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An Investigation of Time Difference Between
Epidermal Pressure Pulse and PPG Signal

Wen-Xuan Dai, Ni Zhao, and Yuan-Ting Zhang

Abstract
This work investigates the time difference between
epidermal pressure pulse and PPG signal over the radial
artery. 8 healthy subjects including 4 females participated
in the experiment with their PPG signals and epidermal
pressure pulses recorded at wrist simultaneously by a
multi-modal pulse sensing patch. The arrival times of two
signals are marked by three different characteristic points.
The result shows that there is a significant delay between
the peaks of epidermal pressure pulse and PPG signal.

1 Introduction

The advent of technology has offered multiple methods to
monitor the pulse wave of blood vessel continuously and
unobtrusively. Photoplethysmography is an optical tech-
nique that measures the pulsatile blood volume change [1],
while pressure sensor measures the epidermal pressure pulse
on the skin surface. The arrival times of both signals are
intensely studied to calculate the pulse transit time for blood
pressure estimation [2, 3].

In this work, a multi-modal pulse sensing patch com-
bining a PPG sensor and a flexible pressure sensor was
developed to collect the blood volume pulse and epidermal
pressure pulse at the same site of subjects simultaneously.

Time differences between two pulse signals characterized by
three different characteristic points were examined under
controlled applied force.

2 Methodology

A multi-modal pulse sensing patch was developed using a
3 mm * 3 mm flexible pressure sensor as well as a PPG
sensor (an LED and a photo detector with a 5 mm interval in
between), as shown in Fig. 1.

PPG and epidermal pressure signals were recorded
simultaneously over the radial artery from 8 healthy subjects
at rest. The arrival times were extracted from each pulse
using three characteristic points, i.e. minimum point, maxi-
mum upslope point and maximum point, denoted as
Tmin; Tslope; Tmax, respectively.

3 Result and Discussion

The average time differences between epidermal pressure
pulse and PPG signal of all the subjects using different time
markers are shown in Fig. 2.

It can be seen that there is no big difference between the
Tmin and Tslope of two signals. However, the peak of epi-
dermal pressure pulse arrives about 16.7 ± 11.0 ms later
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than the peak of PPG signal averagely. The delay may
represent some local tissue properties which can be explored
in the future study.
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Automatic Co-registration of MEG-MRI Data
Using Multiple RGB-D Cameras

Shih-Yen Lin, Chin-Han Cheng, Li-Fen Chen, and Yong-Sheng Chen

Abstract
Integration of functional and structural modalities is
essential to functional brain mapping. This paper presents
an automatic co-registration system for aligning the
coordinate systems between magnetoencephalography/
electroencephalo-graphy (MEG/EEG) and magnetic res-
onance image (MRI) using multiple off-the-shelf RGBD
cameras. The system was constructed by using multiple
Kinects for Windows V2, which were calibrated for the
integration of the captured data of subjects’ heads from
multiple views. The integrated point clouds of the head
surface captured by Kinects played an intermediate role
between MEG/EEG and MRI. MEG/EEG-to-Kinect
co-registration was conducted by using 3D locations of
three anatomical landmarks, whereas Kinect-to-MRI
co-registration was performed by using Gaussian mixture
model to align facial part of points automatically
segmented from both Kinect data and MRI. Combination
of these two co-registration results yields the MEG/EEG-
to-MRI transformation. Our evaluation results showed
that the proposed system can achieve coordinate system
alignment with high accuracy.

1 Introduction

In brain research fields, noninvasive functional brain map-
ping using magnetoencephalography (MEG) or electroen-
cephalography (EEG) requires to map the neuronal activity
measured on the head surface into the stereotactic space
inside the brain, which is called source localization tech-
nique. Because source localization requires the locations of
EEG electrodes or MEG sensors in the stereotactic coordi-
nate system of magnetic resonance image (MRI), it is
essential to align the coordinate system of MEG or EEG to
that of MRI in order to integrate the functional activity to the
structure of the brain obtained by MRI. Moreover, the
accuracy of the coordinate system alignment strongly affect
the accuracy of source localization as well as the subsequent
interpretation of brain function.

Various methods have been proposed to co-register
MEG/EEG and MRI coordinate systems. Conventional
methods uses locations of anatomical landmarks (left
preauricular, or LPA; right preauricular, or RPA; nasion, or
NAS) or fiducial points in both modalities to determine a
unified coordinate system [1, 2]. Typically, these landmarks
are localized using a 3-D digitizer and those in the MRI
space are manually specified through visual inspection.
Localizing these landmarks is a labor-intensive and
operator-dependent task. Poor repeatability is usually
another concern, even for an experienced operator. To avoid
intensive manual operations, automatic co-registration
methods were proposed in the literature. For example,
surface-based co-registration methods [3, 4] involves local-
izing subjects’ head surfaces in MEG/EEG and MRI coor-
dinate through 3-D digitizer and image segmentation
respectively, and coordinate trans-formation are estimated
using co-registration between these two head surfaces.
Although this type of method provide higher stability,
measuring head surfaces is still highly operator-dependent
and thus the accuracy of head surface localization are subject
to the skill of the operators.
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3D camera systems are considered as reliable,
operator-independent alternatives to 3D digitizer for cap-
turing face shapes or landmarks. Localization using 3D
cameras can be done in a much shorter time and with a
higher sampling density. In addition, camera-based local-
ization require less manual operations, which increases the
convenience of the system and can also reduce the operator
dependency as well. Several camera-based co-registration
methods have been proposed and these works have shown
the advantages of methods of this type [5, 6]. However,
previous camera-based co-registration methods are based on
single-camera setups. Thus it is inconvenient to apply these
existing methods when the landmarks/electrodes cannot be
captured in a single camera view, which is the case in nearly
all experiments using EEG caps. In light of these facts, it is
beneficial to adopt a multi-camera co-registration system.
However, most commercialized 3D-camera systems and
multi-camera systems for MEG/EEG localization are very
expensive. In this regard, the Kinect for Windows V2 may
serve as an affordable alternative to the multi-camera
co-registration system. It also features high-precision depth
estimation as well as high-resolution color image.

This study aims to develop an automatic co-registration
system for aligning MEG/EEG and MRI modalities based on
multiple Kinects for Windows V2. This co-registration
system is convenient and efficient to use and can reduce
errors due to manual operations.

2 Methods

2.1 Overview

The purpose of MEG/EEG-MRI co-registration is to esti-
mate the coordinate system transformation from MEG (or
EEG) coordinate system to MRI coordinate system,
MRITMEG (or MRITEEG for EEG system). For this purpose we
decompose the transformation into the compositions of two

coordinate transformations: (1) Kinect-to-MRI transforma-
tion MRITKið Þ, (2) MEG-to-Kinect (or EEG-to-Kinect)
transformation KiTMEG; or KiTEEG

� �
:

MRITMEG ¼ MRITKi
KiTMEG;

MRITEEG ¼ MRITKi
KiTEEG ð1Þ

Each of the two transformation components is estimated
using a separate procedure. Figure 1 shows the flowchart of
the proposed system. For estimating Kinect-to-MRI trans-
formation, we first extract the 3D points on the face of
subject using Kinect and in the MRI data of the subject and
then align these two sets of 3D facial points. For
MEG/EEG-to-Kinect transformation, the MEG/EEG subject
coordinate system (or CTF coordinate system) is defined by
specifying three anatomical landmarks: LPA, RPA, and
NAS. The 3D coordinates of these landmarks as well as all
MEG head position indicators (HPIs) or EEG electrodes are
localized using Kinects from multiple views. Once the
locations of the landmarks in Kinect coordinate system are
known, the transformation from subject coordinate system to
Kinect coordinate system can be estimated.

2.2 Design of Multiple-Camera System

We will first describe the general locations of EEG elec-
trodes and MEG HPIs in each type of experiments. In MEG
experiments, the four HPIs are located at the forehead and
behind the two ears, which can be captured with only three
views (front, left, and right, as shown in Fig. 2a). In EEG
experiments, on the other hand, subject is asked to wear a
cap with EEG electrodes covering nearly all upper part of the
head (Fig. 2b), so the EEG-dedicated camera system should
be able to cover the front, left, right, rear as well as the top
view of the head. Regarding this, we designed a 3-camera
MEG-dedicated system (Fig. 2c) and a 5-camera
EEG-dedicated system (Fig. 2d). These systems were
made of stable steel frames with static camera mounts.

Fig. 1 Flow chart of the
proposed automatic
co-registration of
MEG/EEG-MRI data using
multiple RGB-D cameras
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2.3 Kinect Head Image Acquisition

Prior to acquisition, Kinects were calibrated using calibra-
tion boards with checkerboard pattern. We used a
rigid-transformation estimation based on least-square-error
criterion to calculate the coordinate system transformation
from each Kinect to the main Kinect mounted in the front of
the seat. These calibrated Kinects would provide integrated
3D information from multiple views. And in order to auto-
matically localize the landmarks and HPIs (or EEG elec-
trodes) in later steps, blue markers were pasted on all
landmarks as well as HPIs (or EEG electrodes on the EEG
cap) prior to Kinect image acquisition. For the purpose of
noise reduction, one acquisition are the average of 20 con-
secutive frames. When acquiring a 3D head image, subjects
were instructed to remain still for one second in order to
ensure image quality.

2.4 MRI Acquisition

All MRIs were acquired on Siemens MAGNETOM Trio, A
Tim System 3T scanner (Siemens Medical Solution, Erlan-
gen, Germany) with 12-Channel head coil. We used a
magnetization Prepared Rapid Gradient Echo (MPRAGE)
sequence (TR = 2530 ms, TE = 3.03 ms, TI = 1100 ms,

field of view = 224 � 256, matrix size = 224 � 256 and
192 continuous slices). The slice thickness is 1 mm, and
voxel size is 1 � 1 � 1 mm3.

2.5 Data Pre-processing

(1) Segmentation of facial points from MRI

We used the gray value thresholding to find the scalp sur-
face. Similar to [6], the gray value threshold was defined as a
fraction of the largest gray value (threshold = 0.04). The
segmented facial points were down-sampled (down-sample
rate = 3) to increase the time efficiency.

(2) Segmentation of facial points from Kinect data

The first step of segmentation involves a depth threshold to
segment the head points Xheadð Þ from the all 3D Kinect
points XKið Þ. The threshold is defined as 0.15 m larger than
the smallest depth value in the point cloud, i.e. 0.15 m
behind the tip of the subject’s nose:

Xhead ¼ x xz\j min
z

þ 0:15; x 2 XKi

n o
ð2Þ

Fig. 2 Locations of MEG HPIs
and EEG electrodes a HPIs of
MEG experiment are located at
the forehead and behind two ears.
b EEG cap covers the upper parts
of the head (source http://www.
neuroscan.com). c The design of
3-Kinect camera mount for
MEG-dedicated co-registration
system. d The design of 5-Kinect
camera mount for EEG-dedicated
co-registration system
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After the depth thresholding, we utilized a skin-color
filter to exclude the regions of hair and cheek. Facial skins
were segmented according to the rules proposed in [7, 8].
Subsequently, the lower part of the face (i.e. parts below the
tip of the nose) were excluded. The reason for this is that
these regions are liable to movements and will potentially
undermine the accuracy of Kinect-to-MRI co-registration.

(3) Automatic marker localization using Kinect data

The first step is to estimate the transformation from Kinect
camera coordinate system to the CTF coordinate system. To
do this, three landmark markers (LPA, RPA, NAS) were
localized manually on the color images, and the transfor-
mation from Kinect coordinate system to CTF coordinate
system were estimated using rules proposed in [9]. And all
3D information acquired were converted to CTF coordinate
system.

The second step is the automatic segmentation of
potential markers. The color model of markers are defined
using the color of the three landmark markers, Dissimilarity
measure between color of pixel a cað Þ and the color model
cmodelð Þ are defined as the weighted Euclidean distance
between two colors in HSV color space:

e ca; cmodelð Þ ¼ wT
hsv ca;hsv � cmodel;hsv

� ��� ��
2

ð3Þ

The weighting vector wT
hsv is for scaling the relative

strictness of each color component. In our work we empir-
ically set the weighting vector to a ratio of 150:20:2 for H, S
and V components, respectively. The pixels of potential
markers are pixels whose dissimilarity from the color model
is below an empirical threshold (see Fig. 3b). Subsequently,
connected components of these pixels are identified as
possible individual markers. These potential markers would
underwent further exclusion criterion: marker size (compo-
nents with sizes dissimilar to that of an actual marker were

excluded), ovality (markers at ill-conditioned angles were
excluded) as well as CTF coordinates (marker far from the
CTF origin were excluded) (see Fig. 3c).

After potential markers are found, the third step is to
pairing actual markers with the identified potential markers.
To do this, we use a template of marker locations (identified
manually on color images) in CTF coordinates. The template
are scaled to fit the size of the subject’s head. Potential
markers within a threshold of spatial distance are identified
and paired with the actual marker. If multiple potential
markers are found from different views, the one with smaller
ovality will be chosen, since rounder shape indicates smaller
view angle and potentially higher depth confidence (see
Fig. 3d). If there are unpaired markers due to either lighting
issues or occlusion of EEG signal wires, markers can also be
localized manually in our system.

2.6 Co-registration Between Coordinate
Systems

(1) Kinect-to-MRI Co-registration

Kinect-to-MRI co-registration is done through aligning the
extracted 3D facial point sets obtained from MRI and
Kinect. We used a point-to-point based registration algo-
rithm, Gaussian mixture model (GMM) registration [10] to
do this task.

(2) MEG/EEG-to-Kinect Co-registration

Co-registration from EEG CTF coordinate to Kinect coor-
dinate system is done through finding the Kinect coordinate
of the landmarks defining CTF coordinate system, and the
coordinate system transformation were estimated using rules
in [9]. Co-registration from MEG coordinate to Kinect
coordinate system is done through estimating the spatial

Fig. 3 An example of automatic marker segmentation. a Original color image. b Potential markers after applying color similarity threshold.
c Potential markers after applying threshold on marker size, ovality and CTF coordinates. d Pairing detected potential markers with actual markers
(Color figure online)
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transformation from the HPIs’ MEG device coordinates to
their corresponding Kinect coordinates. For this purpose,
ICP algorithm was used.

(3) MEG/EEG-to-MRI Co-Registration

Finally the coordinate transformation from MEG/EEG
coordinate system to MRI coordinate system can be calcu-
lated by the multiplication of MEG/EEG-to-Kinect trans-
formation by the Kinect-to-MRI transformation (Eq. 1).

3 Preliminary Results

3.1 Evaluation: Accuracy of Kinect-to-MRI
Co-registration

The error measure of Kinect-to-MRI co-registration is
defined as the shortest Euclidean distances between a Kinect
facial point xð Þ co-registered to the MRI coordinate system

and the facial surface defined by MRI facial points SðMRIÞ
face

� �
:

eK2M x; SðMRIÞ
face ;MRITKi

� �
¼ dist SðMRIÞ

face ;MRITKix
� �

ð4Þ

To estimate the distance MRI-derived surface from
MRI-derived points set, we use Marching Cubes to compute
triangulated mesh and build up the MRI surface.

The dataset for this evaluation include acquisitions of 3
participants. As shown in Table 1 and Fig. 4, the mean error
are below 1 mm. However, a large number of outliers exists.
Figure 5 illustrates the distribution of error in various por-
tions of the face. As can be seen, regions with highest error
values are predominantly non-rigid parts of face like cheek
and eyelid, while rigid parts like forehead demonstrate lower
error value and errors within these regions are mostly lower
than 1 mm.

Table 1 Error statistics of
Kinect-to-MRI co-registration

Mean (mm) Std. dev. (mm) Median (mm)

Subject 1 0.77 0.71 0.53

Subject 2 0.91 0.96 0.55

0.82 0.85 0.85 0.54

Fig. 4 Box plot of Kinect-to-MRI co-registration error. The central red
lines are the medians, the edges of the box are the 25th and 75th
percentiles, and whiskers represent 1.5 times the interquartile ranges.
Data beyond the whisker (red crosses) are regarded as outliers

Fig. 5 The error range distribution of Kinect-MRI registration on Kinect-derived face. Color represents the error value at the respective location
(Color figure online)
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4 Discussion and Conclusions

We have proposed an automatic system for MEG-MRI and
EEG-MRI co-registration based on multiple Kinect for
Windows V2. Through utilizing multiple Kinects and auto-
matic segmentation algorithms, the amount of manual
operations needed is greatly reduced, resulting in higher
time-efficiency as well as lesser errors due to manual oper-
ations. Utilizing off-the-shelf Kinect for Windows V2 makes
our system much more affordable compared to other dedi-
cated co-registration systems. This work demonstrated our
preliminary effort to construct an affordable, fully-automatic
co-registration system, and this system is planned to undergo
further improvements (possible improvements includes
advanced noise reduction/correction for 3D localization and
more accurate registration algorithms), and would be further
validated using EEG/MEG experimental data.
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Comparison of Heart Rate Variability
and Pulse Rate Variability of Respiratory
Control

Yi Han, Wen-Chen Lin, Sheng-Cheng Huang, Cheng-Lun Tsai,
and Kang-Ping Lin

Abstract
Heart rate variability (HRV) can be applied to observe the
autonomic nervous system activity of human beings.
With the development of wearable device technology,
PPG signal is often applied to measure pulse rate, and
furthermore to analyze the pulse rate variability (PRV),
which is considered to be equivalent to HRV. However,
regular heart rate will be affected by breath volume and
breath rate that causes different results when HRV and
PRV are measured in different situations. This paper
presents a study based on the characteristics of the
respiratory sinus arrhythmia (RSA), the heart rate and tide
volume of breath and the variabilities from PPG and ECG
which were measured by PSG simultaneously. Further-
more, according to the measurement of PTT based on
PPG and ECG signals, the characteristics of peripheral
arteries were evaluated. From the results, it was found that
the significance (p < 0.05) is shown between HRV and
PRV when normal young groups are controlled at
different tide volume of breath. No significance is
shown on the PRV obtained from four limbs. In
summary, the PRV and HRV show different character-
istics at different breath controls. There are no differences
between each PRV when PPG signals are obtained from
four limbs.

Keywords
Respiratory sinus arrhythmia � Heart rate variability
Pulse rate variability � Photoplethysmography

1 Introduction

Photoplethysmography (PPG) is used in many clinical
applications, including blood oxygen saturation, heart rate,
blood pressure, etc. Heart rate, which is used widely in
clinical settings, is the most important physiological
parameter [1]. Heart rate variability (HRV) is determined by
R-R interval of electrocardiography (ECG) as an index of the
cardiovascular autonomic nervous system. The analysis of
HRV is common in time domain or frequency domain [2, 3].
Some studies agreed that the results from pulse rate vari-
ability (PRV) were as good as which from HRV [4, 5].
However, differences between PRV and HRV are shown in
few studies [6].

The development of wearable device technology has
become the mainstream. More and more wearable photo-
plethysmographic biosensors are developed and used in
heart rate estimation. HRV is estimated by PRV mostly in
the stationary state, and whether or not PRV could replace
HRV still leave exploring space [7].

Respiratory sinus arrhythmia (RSA) is caused by the
reciprocal effect of respiration and blood pressure. Respira-
tion would change HRV and postural change would cause
venous return [8]. The respiratory fluctuations affecting
signals from pulse wave are more than which from ECG.
The velocity of pulse wave would be changed by cardiac
output and varying aortic transmural pressure with a
mechanical respiratory influence [9]. Constant et al. [9]
indicated that respiratory pulse rate does not reflect respi-
ratory heart rate precisely in standing subjects and patients
with low HRV.

The accuracy of PRV as an estimation of HRV depends
on the health and status (resting or moving) of subjects.
Many studies suggest that HRV is somewhat overestimated
by PRV. The reason is the coupling effects between respi-
ration and cardiovascular system. The agreement of PRV
and HRV would be impaired if subjects had physical activity
and some mental stressors [10].
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In this study, we evaluated differences between HRV and
PRV based on the respiratory frequency and volume. Stan-
dard deviation of normal to normal intervals (SDNN), and
standard deviation of all peak to peak intervals (SDPP) were
parameters for analysis.

2 Methods

2.1 Subjects and Signal Acquisition

We studied 12 subjects with mean age of 27 years old
(year range: 23–55 year). Each subject was sitting with a
comfortable posture while being tested in the experiment.
PPG and ECG signals were recorded by PSG (Alice 6 LDx,
Philips) with sampling frequency 250 Hz and 12 bit ADC.
The ECG signal was from Lead II, and the PPG signals were
from the left hand (LH), right hand (RH), left leg (LL) and
right leg (RL). The signals were analyzed by a personal
computer (Fig. 1).

2.2 Experimental Protocol

In this study, the parameters are R-R interval (RRI) in ECG,
peak to peak interval (PPI) and pulse transit time (PTT) in
PPG, which is shown in Fig. 2.

Experimental protocol of breathing was designed in five
states, including static frequency breathing (SFB), rapid and
deep breathing (RDB), slow and deep breathing (SDB),
rapid and shallow breathing (RSB), and slow and shallow
breathing (SSB). The duration of each state was 1 min, and
was defined as the followings (Fig. 3):

SFB Each subject was breathing at the range of personal
tidal volume with the frequency of 15 num./min.

RDB Each subject was breathing at the range between
inspiratory reserve volume and expiratory reserve
volume with the frequency of 30 num./min.

SDB Each subject was breathing at the range between
inspiratory reserve volume and expiratory reserve
volume with the frequency of 5 num./min.

RSB Each subject was breathing at the range smaller
than tidal volume with the frequency of 30 num./
min.

SSB Each subject was breathing at the range smaller
than tidal volume with the frequency of 5 num./
min.

2.3 HRV and PRV Analysis

In Fig. 4, the length of ECG signal is represented by L, and
the positions of R peak are determined by the R peak
detection. Peaks of PPG were found in the relation of R peak
positon. All the detection results were confirmed artificially.
The RRI, PPI and PTT were determined by results of the
algorithm.

R peak detection algorithm is refereed to double differ-
ence methods as the fallowing equation [11]:

Sd1 nð Þ ¼ Xecg nð Þ � Xecg n� 1ð Þ ð1Þ

Sd2 nð Þ ¼ Sd1 nð Þ � Sd1 n� 1ð Þ ð2Þ

d nð Þ ¼ ½Sd2 nð Þ�2; n ¼ 1; 2; . . .; L ð3Þ
where Xecg nð Þ is the input ECG signal, Sd1 nð Þ is the first
difference, Sd2 nð Þ is the second difference of the input signal.
d nð Þ is defined as the square of the signal Sd2 nð Þ.

The positions of R peaks are determined as:

R ¼ fkjd n� 1ð Þ\d k ¼ nð Þ d nþ 1ð Þ \ d nð Þh iThg ð4Þ
where Th is a threshold value, R is the position of R peak. If
d nð Þ is known as a peak at the time sequence k and the value

Fig. 1 Flow chart of signal
acquisition

Fig. 2 The related measuring points among the parameters of RRI,
PPI and PTT
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is greater than h, k is the position of R peak. There are N
numbers of R peak.

The peak positions of PPG are determined by using the
position of R peak in ECG, which is written as:

P ¼ fkjmaxXPPG k ¼ nð Þ; n ¼ R ið Þ; . . .;R iþ 1ð Þg ð5Þ
P is the peak position of PPG. If PPG signal XPPG nð Þ has

a maximum at the time sequence k in the range between R ið Þ
and R iþ 1ð Þ, k is the peak position of PPG. There were N
numbers of peak.

The RRI, PPI and PTT are defined as the followings:

RRI ið Þ ¼ R ið Þ � R i� 1ð Þ ð6Þ

PPI ið Þ ¼ P ið Þ � P i� 1ð Þ ð7Þ

PTT ið Þ ¼ P ið Þ � R ið Þ ; i ¼ 1; 2; . . .;N ð8Þ

In order to analyze HRV and PRV in this study, standard
deviation of all normal to normal intervals (SDNN) and
standard deviation of all peak to peak intervals (SDPP) are
defined as the followings:

SDNN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

X

N

i¼1

RRI ið Þ � RRI

v

u

u

t ð9Þ

SDPP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

X

N

i¼1

PPI ið Þ � PPI

v

u

u

t ð10Þ

3 Results and Discussions

Table 1 shows the results from analysis of HRV and PRV by
using SDNN and SDPP. The mean value of HRV and PRV
in SDB was almost 2 times than which in RDB. The mean
value of HRV and PRV in SSB was about 1.5 times than
which in RSB. The mean value of HRV and PRV in RDB
was similar to which in RSB. The mean value of HRV and
PRV in SDB was about 1.2 times than which in SSB. The
mean value in SDB was greater than other breathing interval,
which showed that the frequency had more impacts than
volume of breathing on HRV and PRV. As a result, SDB
had the most impact on the breathing interval. Con-
versely, SSB had fewer impacts on the breathing interval.
When the breath was manipulated, the psychological effect
reached the rapid breathing rate. Subjects might feel nervous
or excited (sympathetic activation) because of the stress.
Conversely, slow breathing was less stressful.

Table 2 shows that HRV and PRV were compared with
each other in all the breathing experiments. The comparison
results of HRV and PRV indicated that the p value was
smaller than 0.05 in all the breathing experiments, which
showed the differences between HRV and PRV is significant
in the breathing interval. In addition to the measurement

Fig. 3 Experiment protocol of breathing control. Experimental proto-
col of breathing was designed in five segments, including static
frequency breathing (SFB), rapid and deep breathing (RDB), slow and

deep breathing (SDB), rapid and shallow breathing (RSB),and slow and
shallow breathing (SSB)

Fig. 4 Definitions of RRI, PPI and PTT
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error, the difference in vessel status would lead to the
influence in paths of pulse transmission personally. There-
fore, the measurement results in PRV would not be replaced
in HRV.

Table 3 shows that PRV from four limbs were compared
with each other in all the breathing experiments. Table 4
shows PTT from four limbs were compared with each other
in all the breathing experiments. In Tables 3 and 4, the

Table 1 Measurement results of
HRV and PRV

HRV (ms) PRV (ms)

LH RH LL RL

NFB 38.15 ± 16.65 40.15 ± 16.33 39.79 ± 16.34 39.41 ± 16.2 39.95 ± 16.17

RDB 35.73 ± 11.68 38.72 ± 11.81 38.81 ± 10.13 37.91 ± 14.39 37.32 ± 11.7

SDB 65 ± 30.78 67.26 ± 31.04 66.75 ± 31.38 67.05 ± 31.77 67.2 ± 31.47

RSB 37.58 ± 17.54 39.43 ± 18.06 39.85 ± 18.77 39.66 ± 18.49 39.23 ± 17.62

SSB 54.32 ± 19.95 57.18 ± 20.48 58.95 ± 21.06 56.26 ± 20.66 56.45 ± 20.31

Note Four limbs refer to left hand (LH), right hand (RH), left leg (LL), and right leg (RL)

Table 2 The results of
comparison with HRV and PRV

P value PRV

LH RH LL RL

HRV SFB 0.00583** 0.00234** 0.01047* 0.00202**

RDB 0.00068** 0.0264* 0.04151* 0.00867**

SDB 0.00294** 0.00191** 0.00032** 0.00006**

RSB 0.01317* 0.00727** 0.00194** 0.00730**

SSB 0.00176** 0.02318* 0.00003** 0.00007**

Note The symbol “*” means p value and was smaller than 0.05
The symbol “**” means p value and was smaller than 0.01

Table 3 The results of
comparison with PRV from four
limbs

P value RH LL RL

SFB LH 0.10808 0.12799 0.38941

RL 0.39107 0.18288

RDB LH 0.46949 0.2602 0.06014

RL 0.13514 0.32764

SDB LH 0.09909 0.38692 0.45627

RL 0.17904 0.34935

RSB LH 0.25349 0.39952 0.39764

RL 0.25195 0.25313

SSB LH 0.22662 0.12136 0.19692

RL 0.11127 0.32225

Table 4 The results of
comparison with PTT from four
limbs

P value RH LL RL

SFB LH 0.41293 0.22443 0.37483

RL 0.45421 0.38948

RDB LH 0.41145 0.19042 0.37284

RL 0.49803 0.16965

SDB LH 0.12180 0.49670 0.23148

RL 0.40471 0.20859

RSB LH 0.21425 0.17192 0.47584

RL 0.24589 0.21678

SSB LH 0.39275 0.13564 0.18069

RL 0.15304 0.46750
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p value of PRV and PTT from four limbs is greater than 0.05
in the breathing experiments. The results showed that the
differences between PRV and PTT from four limbs are not
significant in the breathing interval.

4 Summary

In this study, it was found that controlling breath rate shows
instant impact on HRV and PRV comparing to which on
changing the volume of breaths. As a result, SDB has the most
impact on the breathing states. Conversely, SSB has fewer
impacts on the breathing interval. The comparison results of
HRV and PRV in all the breathing experiments, which shows
the differences between HRV and PRV, are significant in the
breathing states. In addition to the measurement error, the
differences in vessel status would lead to the influence in paths
of pulse transmission personally. Therefore, the measuring
result of PRV would not be properly and directly replaced as
the same means of which of HRV.
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Pilot Project: ICT System for Management
and Self-management of Diabetes

Sara Zulj, Luka Celic, Mladen Grgurevic, Manja Prasek,
and Ratko Magjarevic

Abstract
Diabetes is one of the leading health problems in the world
and its treatment typically requires a lot of interactions
between healthcare professionals and patients. Patients are
advised to self-monitor their blood glucose in order to
achieve a specific level of glycemic control, to prevent
hypoglycemia and to help healthcare professionals to
adjust their treatment. In order to help patients and
healthcare professionals provide better self-management
and management of diabetes, we have developed new
system. The system comprises a device for connecting and
communicating with glucose meters, data management
software for data acquisition and visualization, and
database. The system is endorsed through the pilot project
by Croatian Health Insurance Fund and Croatian Ministry
of Health. We present some features of the collected data
from the first one hundred patients.

1 Introduction

DIABETES is one of the leading public health problems in
the world. The number of diabetic patients is expected to rise
to 366 million by 2030 [1]. In 2012, WHO estimated that 1.5
million deaths were directly caused by diabetes [2].

Diabetes is a chronic disease and its treatment typically
requires a lot of interactions between healthcare profes-
sionals and patients. It is known that optimal diabetes

management requires an organized, patient-centered, sys-
tematic approach and the involvement of a coordinated team
of dedicated healthcare professionals [3].

Patients are advised to self-monitor their blood glucose in
order to achieve a specific level of glycemic control, to
prevent hypoglycemia and to help healthcare professionals
to adjust their treatment. Although there is a kit comprising
data cable and management software for most glucose
meters available and sold separately on the market, this
self-monitoring data is rarely reviewed by patients. Hand-
written diabetes diaries, however, often include inaccurate or
missing data and are therefore often not reliable source of
data for health care professionals [4].

In a feasibility studywe have performed a few years ago, we
have shown the benefits of integration of differentmeasurement
devices (glucose meters, scale, blood pressure meter, activity
sensors etc.) used formonitoring of their status by diabetics into
a cloud based expert system [5]. In order to enable healthcare
professionals to provide better management of diabetes, while
at the same time making the self-management easier for
patients, we have further developed a scalable ICT system for
acquisition, management and storage of blood glucose data
for national health care providers in Croatia.

2 ICT System For (Self-)Management
of Diabetes

2.1 System Design

More than 42 types of glucose meters from 17 manufacturers
are currently available on the Croatian market. Meters vary
in appearance, memory capabilities, hardware interface,
communication protocol, and data management software.
Most of the available meters are approved by the Croatian
Health Insurance Fund as medical devices for diabetic
patients. Due to non-standardized features of glucose meters’
hardware interfaces and communication protocols, in order
to read the data on measured glycemia from glucose meters
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memory, professional users were forced to use a large
number of different accessories and different software for
practically each model of glucose meter on the market. The
examination process and the communication between the
physicians and the patients was suffering because of inap-
propriate infrastructure in the infirmary. Therefore, we
developed an ICT system for data acquisition, management,
visualization and storage.

The system comprises a device for connecting and
communicating with currently available meters, data man-
agement software for data acquisition and visualization, and
database for long term storage. This system is available in
two versions, clinic version—designed for healthcare pro-
fessionals for desktop use with a computer, and mobile
version—designed for patients for self-monitoring.

Once transferred into the system, by either health care
professional or patients themselves, the data is stored and is
available to authorized persons for viewing at any time.
Transferred self-monitoring glucose data contain all the
information that can be digitally obtained from the glucose
meter through communication, such as date and time of the
measurement, measurement value and flag (before meal,
after meal, fasting, etc.)

In data visualization view, healthcare professionals are
given statistics for the immediate patient in a chosen time
span (e.g. total number of blood glucose measurements,
minimal, maximal and average value of measurements,
number of days without measurement and average number
of measurements per day). More important, it provides a
measure of glycemic variability and the number of hypo-
glycemic episodes as recommended by ADA [6] for better
glycemic control evaluation.

As a tool for better management of the disease and
treatment, we present to the user a standard day graph to

provide a pattern in the daily glucose profile (Fig. 2), and a
trend graph to show trending glycemic control over a larger
time span, e.g. 3 months (Fig. 2). Standard day graph shown
on Fig. 1 could support the health care professional in
making a decision regarding patients therapy. For example,
if the patient suffers from hypoglycemic episodes during
early morning, the doctor can make a decision to prescribe
lower dosage of insulin in the evening, and if the hyper-
glycemic event occurs mostly in the evening, higher dosage
of insulin could be prescribed in the morning.

2.2 The Pilot Stage

Croatian Health Insurance Fund and Croatian Ministry of
Health endorsed the project with the aim of planning a better
management and self-management of diabetic patients. The
system was installed at the Vuk Vrhovac University clinic
for diabetes, endocrinology and metabolic diseases, and at
two general practice clinics.

3 Results

In the first 9 months of the pilot project, we have acquired
182.338 blood glucose measurements from 523 patients.
The data were downloaded from 19 different glucose meter
types. Around 70% of the data were obtained from three
types of glucose meters: Accu-Check Performa (24%),
Bayer Contour (20%), newer version Bayer Contour XT
(18%), and Abbott Freestyle Optium (8%).

We have analyzed the data of the first one hundred sub-
jects; 41 type 1 Diabetes Mellitus patients (T1DM)—22
male and 19 female, and 59 type 2 Diabetes Mellitus patients

Fig. 1 Standard day graph

Fig. 2 Trend graph
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(T2DM)—25 male and 34 female. Blood glucose measure-
ments in the last 90 days prior to visit to the clinic were
considered in this analysis. HbA1c value is taken at the time
of the visit. We have also included body mass index (BMI),
blood pressure, prescribed therapy, duration of the disease
and duration of the therapy.

3.1 Body Mass Index

In the T1DM group, body mass index was 26.2 ± 3.4 for
the male and 24.3 ± 4.0 for the female subgroup. 12 (54%)
male and 4 (21%) female subjects were overweight
(25 � BMI < 30), 3 (14%) male and 3 (16%) female sub-
jects were obese (BMI � 30).

In the T2DM group, body mass index was 29.2 ± 3.2 for
the male and 30.2 ± 6.2 for the female subgroup. 13 (52%)
male and 11 (32%) female subjects were overweight, 11
(44%) male and 15 (44%) female subjects were obese.

No association between BMI and mean blood glucose or
standard deviation of blood glucose was found.

3.2 Prescribed Therapy

Prescribed therapy was noted as: diet, diabetes pills, insulin
therapy of 1 dose per day, 2–3 doses per day or intensive
insulin therapy (4–5 doses per day).

The T1DM group has an average number of measure-
ments per day 3.5 ± 1.4, which corresponds well with
prescribed intensive insulin therapy of 4–5 doses.

The T2DM group values are given in Table 1. Those
average values for each group fit in with the prescribed
therapy, where number of measurements per day should be
equal or more than the number of doses of insulin. For
subjects prescribed on diet or diabetic pills, the significance
of these results is smaller due to small number of subjects.

3.3 HbA1c

We included HbA1c at the time of a visit and compared it to
the average of blood glucose measurements transferred from
the glucose meter. The results are given in Table 2. Good
correlation between HbA1c and mean blood glucose level in
the past 90 days is shown among the subjects who on
average performed more than 4 measurements per day
(Fig. 3), whereas this correlation is non-existent among
subjects who performed less than 4 measurements per day
(Fig. 4).

3.4 Blood Pressure

According to WHO guidelines on hypertension [7] (systolic
blood pressure � 140 mmHg or diastolic blood pres-
sure � 90 mmHg), 21 male and 27 female subjects are
shown to have raised blood pressure.

T1DM subjects had lower average blood pressure
(128.4 ± 17.3 over 78.9 ± 9.3 mmHg) than T2DM sub-
jects (135.9 ± 19.3 over 85.8 ± 11.1 mmHg).

Although more female subjects were classified as high
blood pressure, both T1DM and T2DM male subjects have
higher average blood pressure.

3.5 Duration of the Disease and Duration
of the Therapy

No significant association between either the duration of
therapy or the duration of disease and mean blood glucose or
standard deviation of blood glucose was found.

3.6 Inaccurate Time of Measurements

During the analysis, it has been noticed that around 10% of
the subjects misconfigured their glucose monitor devices
which led to false date and time results stored in database.

4 Conclusion and Future Work

The system successfully connected 19 different glucose
meters with a single data management system. By acquisi-
tion of the patient data we are able to provide better insight
into the population glycemic control.

Table 1 T2DM group: number of measurements per day

Prescribed therapy Mean number of
measurements per day

Standard
deviation

Insulin—1 dose 0.4 0.2

Insulin—2–3 doses 2.3 0.9

Intensive insulin therapy
—4–5 doses

3.0 1.1

Diet 0.9 1.0

Pills 0.7 0.6
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From the data analysis on the first one hundred patients,
we were able to see that both BMI and blood pressure are
higher in T2DM subjects, as well as good correlation
between HbA1c values and mean blood glucose values
among patients who measured 4 or more times per day.

In the context of data accuracy, we have notices an issue
with data accuracy due to glucose meter misconfiguration.

In the next phase, we aim to further develop and test
mobile system for personal use of a patient, which will give
more information about patient’s glycemic control including

Table 2 Comparison of mean HbA1c and mean SMBG

Subgroup Mean HbA1c (%) StdDev HbA1c (%) Mean SMBGa (mmol/l) StdDev SMBG (mmol/l)

T1DM—all 7.11 0.89 8.30 3.84

Male 7.24 0.79 8.25 3.69

Female 6.95 1.00 8.37 4.01

T2DM—all 7.35 0.78 9.22 2.88

Male 7.22 0.81 9.01 2.55

Female 7.44 0.75 9.37 3.12
aSMBG—Self-monitored blood glucose from last 90 days obtained from glucose meter

Fig. 3 Correlation between
HbA1c and mean blood glucose
value in prior 90 days for subject
who measured 4 or more times
per day on average

Fig. 4 Correlation between
HbA1c and mean blood glucose
value in prior 90 days for subject
who measured less than 4 times
per day on average
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nutrition information, medication/insulin intake, exercise
and physical activity.
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Detection of Atrial Fibrillation Using 12-Lead
ECG for Mobile Applications

Ricardo Jorge dos Santos Couceiro, Paulo Carvalho, Jorge Henriques,
Rui Paiva, and Manuel Jesus Antunes

Abstract
Atrial Fibrillation (AF) is the most common arrhythmia
and is associated with an increased risk of heart-related
deaths and the development of conditions such as heart
failure, dementia, and stroke. Affecting mostly elderly
people, AF is associated with high comorbidity, increased
mortality and is a major socio-economic impact in our
society. Therefore, the detection of AF episodes in
personalized health (p-Health) environments can be
decisive in the prevention of major cardiac threats and
in the reduction of health care costs. In this paper we
present a new algorithm for detection of AF based on the
assessment of the three main physiological characteristics
of AF: (1) the irregularity of the heart rate; (2) the absence
of the P-wave and (3) the presence of fibrillatory waves.
Several features were extracted from the analysis of
12-lead electrocardiogram (ECG) signals, the best fea-
tures were selected and a support vector machine
classification model was adopted to discriminate AF
and non-AF episodes. Our results show that the inclusion
of features from the analysis of the recovered atrial
activity was able to increase the performance of the
algorithm: sensitivity of 88.5% and specificity of 92.9%.

In the WELCOME project it is being designed a novel
light vest with an integrated sensor system that collects
several signals, including 12-lead ECG signals. The
proposed algorithm is currently integrated in the WEL-
COME feature extraction module, which is responsible
for receiving raw signals, extraction higher level features
(e.g. occurrence of AF episodes) and provide them to the
clinical decision process.

1 Introduction

ATRIAL FIBRILLATION (AF) is the most common sustained
cardiac arrhythmia and is associated with significant mor-
bidity, mortality and decreased life quality, specially in
elderly, where its prevalence increases to 8% [1]. It is pre-
dicted that by 2060 AF will affect 17.9 million people in
Europe and 6–12 million in United States by 2050 [2].
Despite not being lethal, AF is associated with an increased
risk of heart failure, dementia, and stroke.

AF results from multiple re-entrant wavelets in the atria,
which leads to its partial disorganization. In the electrocar-
diogram, AF can be recognized by the absence of the
P-wave before the QRS-complex, which is replaced by a
“sawtooth” shaped wave, and by the appearance of an
irregular cardiac frequency, or both.

Based on these characteristics, several methods have been
proposed in literature to detect AF using single-lead or
multi-lead ECG signals. To assess the irregularity of the heart
rhythm, methods based on the analysis of a Hidden Markov
Model transition probabilities [3], linear and non-linear
analysis of auto-regressive (AR) models [4] and histogram-
based statistical analysis [5] have been proposed. To extract
the atrial activity (AA), two main directions have been fol-
lowed: (i) single-lead ECG analysis and multi-lead ECG
analysis. Techniques such as blind source separation,
spatio-temporal cancellation and artificial neural networks
are the most promising in these two research fields. In
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single-lead ECG analysis, the main approaches for QRS-T
cancelation are based on wavelet transforms [6, 7] and
template-based approaches (e.g. [8]), while in the multi-lead
ECG analysis, the main methods are based on the blind
source separation techniques, such as independent compo-
nent analysis (ICA) [9]. However, the majority of the studies
proposed lack of proper analysis regarding the extraction of
relevant features from the extracted AA, capable of being
used in the discrimination between AF and non-AF episodes.

In our previous work [10] we proposed an algorithm for
detection of AF based on the single-lead ECG analysis and
combining features assessed from heart rate (HR) and atrial
activity.

In this paper, we propose a novel algorithm for the
detection of AF, which is based on the assessment of the HR
irregularity and on the atrial activity, using a 12-lead ECG
approach. In this algorithm, the atrial activity is retrieved
using ICA and several frequency domain features were
extracted. The relevance of the extracted features was eval-
uated using the F-score metric and the best features (three
from HR analysis, one from P-wave detection and four from
AA analysis) were selected for classification purposes.

The remainder of the paper is organized as follows. In
Sect. 2 the algorithm structure and feature extraction are
presented. The data collection and main results are presented
and discussed in Sect. 3. In Sect. 4 the main conclusions are
outlined.

2 Methods

The proposed method consists of two main phases, which
are: (1) the feature extraction and; (2) the classification. In
the feature extraction phase, the ECG signals are processed
and analyzed in order to extract relevant features for the
discrimination between AF and non-AF episodes, which are
used downstream during the classification phase.

2.1 Feature Extraction

The first step of the proposed algorithm is the segmentation
of the MLII-lead ECG signal, i.e. the detection of its char-
acteristics waves (P-wave, QRS-complex and T-wave).
Here, an algorithm similar to the one proposed by Sun et al.
[11] has been adopted.

(1) Heart rate analysis

In heart rate (HR) analysis the main objective is the
extraction of features that are able to quantify the regularity
of the RR intervals in the ECG. To this matter, the RR

sequence was modelled using a Markov process (see Fig. 1)
with three states [3]: small (S1), regular (S2) and long (S3)
RR intervals (Fig. 2).

From the transition probabilities between each state, one
constructed a transition probability (TrP) matrix, which
characterizes the regularity (or irregularity) of the heart
cycles. The probability of the state S2 and the probability of
transition from S2 to S2 state quantifies the regularity of the
heart rate, i.e. a high S2-to-S2 probability shows that is very
likely to find two consecutive RR intervals with the same
(regular) length. In fact, these are the first features (F1 and
F2) that characterize the RR regularity:

F1 ¼ P S2ð Þ ð1Þ

F2 ¼ P Si; Sj
� � ¼ P SijSj

� �� P Sið Þ ð2Þ

where i = 2 and j = 2 are the labels corresponding to the
second state (regular RR interval).

From the analysis of the TrP matrix we found that AF and
non-AF episodes present very characteristic distributions.
While the TrP matrices corresponding to non-AF episodes
present a dirak-impulse-like distribution concentrated around
the S2-to-S2 transition, the TrP matrices from AF episodes
present a much flatter probabilistic distribution, i.e. it is more
likely to find transitions between RR intervals with different
lengths during AF episodes. Based on this finding we pro-
posed the assessment TrP matrix dispersion by measuring its
entropy (H), as defined in (3).

Fig. 1 Structure of the Hidden Markov model used to analyze the HR

Fig. 2 Structure of the proposed algorithm
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F3 ¼
X3
i¼1

P Sið Þ �
X3
j¼1

PðSjjSiÞ � log2PðSjjSiÞ ð3Þ

Additionally, the similarity between a probabilistic dis-
tribution under analysis and a model representative of AF
episodes (collected from MIT-BIH Atrial Fibrillation data-
base) was also assessed using the Kullback–Leibler diver-
gence, as defined in (4).

F4 ¼
X3
x¼1

X3
y¼1

P x; yð Þlog P x; yð Þ
PAF x; yð Þ

 !
ð4Þ

where PAF x; yð Þ is the defined AF model and P x; yð Þ is the
distribution under analysis. More details about these features
can be found in [10].

(2) P-wave detection

The first step in the analysis of the atrial activity is to search
for the presence of P-waves before the QRS complex.
While during non-AF episodes the P-waves are commonly
distinguishable, during AF episodes the P-waves are
replaced by a “sawtooth” like waveform resultant from the
fibrillatory process. To correctly evaluate the presence or
absence of P-waves, the Pearson correlation (q) coefficient
is calculated between the segmented P-waves and a P-wave
model and the rate of P-waves per window (F6) is assessed
by:

F5 ¼ RPwaves ¼ NSP

NRR
ð5Þ

where NSP is the number of selected P waves (with q greater
than 0.2) and NRR is the number of cardiac cycles detected in
the analysed window.

(3) Atrial activity analysis

The third main characteristic of AF is the discoordination of
the atrial activation, which is a result of the disorganization
in the path of the electrical impulses in the atria. In the ECG,
the result is the replacement of the commonly seen P-waves
by fibrillatory waves, with typical frequencies ranging from
5 to 8 Hz (herein defined as AFint). Moreover, the spectrum
of AF episodes presents no harmonics and the amplitudes
above 15 Hz are minimal [9].

In order to analyse this process, it is essential to retrieve
the signal components related with the AA, i.e. to cancel or
extract the QRS complex and the T wave (QRST) from the

analysed signals. To recover the atrial components of the
ECGs, we applied independent component analysis (ICA) as
proposed in [9].

First, all the ECG signals were upsampled to 1 kHz using
a shape-preserving piecewise cubic interpolator, aiming the
improvement of the frequency resolution in the subsequent
analysis. Next, the signals were normalized regarding their
amplitude and preprocessed. In the preprocessing, the power
line interference is canceled using a 50 Hz notch filter, while
the baseline wandering and thermal noise are reduced using
a 0.5–60 Hz band-pass filter. The separation process was
performed using the FastICA algorithm in consecutive 10 s
windows, shifted by 10 s increments. The identification of
the components related with the AA was performed using a
kurtosis-based source reordering, where the components
with sub-Gaussian statistical properties (k < 0) were
assigned to AA, and the components with Gaussian (k = 0)
and super-Gaussian properties (k > 0) were assigned to noise
(and/or artifacts) and VA, respectively. After the separation
process is concluded, the components corresponding to the
AA are summed into a single AA source and the power
spectral density (PSD) was estimated using the Welch’s
(WOSA) method. In the PSD estimation one used a Ham-
ming window with 4096 samples, a section overlap of 2048
samples and a discrete Fourier transform (DFT) with 8192
points.

From the analysis of the estimated PSDs, five features
were extracted. Although AF episodes are characterized by a
spectrum peak within the AF frequency region, occasionally,
due to difficulties in the separation process or in the peak
detection, no peak is found within this region. Therefore, the
first AA feature (F6), was defined as the distance from the
spectrum maximum peak to the frequency interval charac-
teristic of AF episodes, i.e. 5–8 Hz.

In contrast with AF spectrums, which present a very
characteristic frequency spectrum with a major peak in the
AFint, non-AF episodes present a spectrum dispersed along a
wider frequency range. This observation leads to the defi-
nition of more two AA features, which are the entropy of the
spectrum (F7) and the Kullback–Leibler divergence between
the spectrum and a generalized bell-shaped membership
function (F8):

f x; a; b; cð Þ ¼ 1

1þ x�c
a

�� ��2b ð6Þ

where the parameters a = 2, b = 6 and c = 6 control the
shape and position of the function in the AFint. Let P(w) be
the spectrum under analysis and Q(w) be the aforementioned
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bell-shaped function, the features F7 and F8 are defined as
follows:

F7 ¼ �
X
w2W

P wð Þ � log2P wð Þ ð7Þ

F8 ¼ �
X
w2W

P wð Þlog P wð Þ
Q wð Þ ð8Þ

where w is the frequency bin and W is the range of spectrum
frequencies.

Additionally, the dispersion of the spectrum was also
assessed by the number of spectrum peaks above half height
the maximum peak (F9) and by the weight of the main peak
spectrum frequencies (F10), as defined in (9) and (10)

F10 ¼
P

w2W P wð Þ � Q wð ÞP
w2W P wð Þ ð9Þ

where WP is the range of frequencies corresponding to the
main spectrum peak.

To assess the weight of the spectrum frequencies above
15 Hz the last feature was defined as:

F11 ¼
P

w[ 15 P wð ÞP
w2W P wð Þ ð10Þ

In Fig. 3 we illustrate the main characteristics of the AF
and non-AF spectra and the rationale behind the extracted
features.

2 4 6 8 10 12 14 16 18 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Frequency (Hz)

P
S

D
 (

s
2

w: 4.6 Hz

AFREGION

Bell-shapped
function (Q(w))

P(w) x Q(w)

P(w)

Distance to 
AFREGION AF episode

/H
z)

2 4 6 8 10 12 14 16 18 20
0

0.2

0.4

0.6

0.8

1

Frequency (Hz)

P
S

D
 (

s
2

AFREGION

P(w) x Q(w)

P(w)

Distance to 
AFREGION non-AF episode

/H
z) Bell-shapped

function (Q(w))

Fig. 3 Spectra of AF and
non-AF episodes and
corresponding extracted features
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2.2 Classification

The classification between AF and non-AF episodes was
performed on a 10 s window basis using a support vector
machine classification model (C-SVC algorithm) with a
radial basis function.

3 Results and Discussion

3.1 Study Protocol

In this study AF and non-AF episodes from 12 patients were
considered. From those, 1 episode (2 records of 30 min.)
was selected from the “St.-Petersburg Institute of Cardio-
logical Technics 12-lead Arrhythmia Database” and 11
episodes (11 records of 60 min.) were selected from the
12-lead ECG database collected under the project “Car-
diorisk—Personalized Cardiovascular Risk Assessment
through Fusion of Current Risk Tools”.

The selected records were partitioned into records of
5 min leading to the construction of a dataset consisting of
144 records of 5 min length, in which 72 records present AF
and 72 records present other rhythms other than AF.

3.2 Feature Selection

The selection of the features most suitable for detection of
AF episodes was performed based on the F-score metric.
A ROC analysis was performed for each feature using a
sixfold cross validation approach, leading to the selection of
eight features. The best features were extracted from the HR
analysis (F4 and F3), followed by three features from the AA
analysis (F6, F8 and F10). Three features from both HR and
AA analysis (F2, F9, F11) presented a F-score below the 50%
and therefore were not selected.

3.3 Validation

The validation of our algorithm was performed using a
sixfold cross validation approach, where the dataset was
randomly partitioned into 6 equal size subsets. From the 6
subsets, 5 subsets were used for training (with episodes from
10 patients) and 1 subset (with episodes from the remaining

2 patients) was used for testing. The cross-validation process
was repeated 6 times for each of the 6 subsets. This process
was repeated 20 times and the average and standard devia-
tion (avg ± std) of the sensitivity (SE), specificity (SP) and
positive predictive value (PPV) was evaluated.

In Table 1 we present the results achieved by the
single-lead [10] and multi-lead algorithms in the testing
subsets. It is possible to observe that the multi-lead algo-
rithm performed better than the single-lead algorithm. The
analysis of AA recovered from 12-lead source separation
provided relevant features that enabled the increase of
approximately 9% the algorithms SE, 1% in the algorithms
SP and 4% in the algorithms PPV. These results show that
source separation techniques such as ICA can provide a
valuable insight about AA and enable the extraction of
reliable features for AF detection.

Conclusions

In this paper we presented a novel algorithm for detection of
AF episodes based on the analysis of 12-lead ECG signals.
The proposed algorithm is based on the analysis of the three
main characteristics of AF: the irregularity of the RR inter-
val, the absence of the P-wave and the presence of the fib-
rillatory wave. The extraction of features from the separated
atrial activity is the main innovative aspect of the proposed
algorithm. Experimental results showed that the extracted
features are relevant to this topic and the algorithm was able
to achieve better discrimination performance when com-
pared to the previously proposed single-lead solution. Based
on these evaluations, it is possible to conclude that the
extraction and analysis of atrial activity from multi-lead
ECG signals is an important contribution to the enhancement
of AF detection problem.

The proposed algorithm is currently integrated in the
WELCOME feature extraction module, which is responsible
for the off-line extraction of higher level features in a cloud
server and for providing them to the clinical decision process.
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Table 1 Results achieved by the
proposed multi-lead and
single-lead AF detection
algorithms

Algorithm SE (%) avg ± std SP (%) avg ± std PPV (%) avg ± std

Single-lead algorithm [10] 79.0 ± 3.0 91.4 ± 0.5 86.6 ± 2.2

Multi-lead algorithm 88.5 ± 1.4 92.9 ± 0.3 90.6 ± 1.4

Detection of Atrial Fibrillation Using 12-Lead ECG … 209



References

1. R. C. Davis, F. D. R. Hobbs, J. E. Kenkre, A. K. Roalfe, R. Iles,
G. Y. H. Lip, et al., “Prevalence of atrial fibrillation in the
general population and in high-risk groups: the ECHOES study,”
EP Europace, vol. 14, pp. 1553–1559, 2012-11-01 00:00:00
2012.

2. R. B. Schnabel, X. Yin, P. Gona, M. G. Larson, A. S. Beiser, D.
D. McManus, et al., “50 year trends in atrial fibrillation preva-
lence, incidence, risk factors, and mortality in the Framingham
Heart Study: a cohort study,” The Lancet, vol. 386, pp. 154–162.

3. G. B. Moody and R. G. Mark, “A new method for detecting atrial
fibrillation using R-R intervals.,” in Computers in Cardiology,
1983, pp. 227–230.

4. S. Cerutti, L. T. Mainardi, A. Porta, and A. M. Bianchi, “Analysis
of the dynamics of RR interval series for the detection of atrial
fibrillation episodes,” in Computers in Cardiology 1997, 1997,
pp. 77–80.

5. K. Tateno and L. Glass, “A method for detection of atrial
fibrillation using RR intervals,” in Computers in Cardiology 2000,
2000, pp. 391–394.

6. L. Senhadji, F. Wang, A. Hernandez, and G. Carrault, “Wavelets
extrema representation for QRS-T cancellation and P wave
detection,” in Computers in Cardiology, 2002, 2002, pp. 37–40.

7. C. Sanchez, J. Millet, J. J. Rieta, F. Castells, J. Rodenas, R.
Ruiz-Granell, et al., “Packet wavelet decomposition: An approach
for atrial activity extraction,” in Computers in Cardiology, 2002,
2002, pp. 33–36.

8. S. Shkurovich, A. V. Sahakian, and S. Swiryn, “Detection of atrial
activity from high-voltage leads of implantable ventricular defib-
rillators using a cancellation technique,” Biomedical Engineering,
IEEE Transactions on, vol. 45, pp. 229–234, 1998.

9. J. J. Rieta, F. Castells, C. Sanchez, V. Zarzoso, and J. Millet,
“Atrial activity extraction for atrial fibrillation analysis using blind
source separation,” Biomedical Engineering, IEEE Transactions
on, vol. 51, pp. 1176–1186, 2004.

10. R. Couceiro, P. Carvalho, J. Henriques, M. Antunes, M. Harris,
and J. Habetha, “Detection of atrial fibrillation using model-based
ECG analysis,” in ICPR 2008. 19th International Conference on
Pattern Recognition, 2008, 2008, pp. 1–5.

11. Y. Sun, K. Chan, and S. Krishnan, “Characteristic wave detection
in ECG signal using morphological transform,” BMC Cardiovas-
cular Disorders, vol. 5, pp. 1–7, 2005.

210 R. J. dos. S. Couceiro et al.



A Multi-feature Approach for Noise
Detection in Lung Sounds

Adriana Leal, César Teixeira, Ioanna Chouvarda, Nicos Maglaveras,
Jorge Henriques, Rui Paiva, and Paulo Carvalho

Abstract
During the acquisition of lung sounds, several sources of
noise can interfere with the recordings. Therefore, the
detection of noise present in lung sounds plays an
important role in the correct diagnosis of several
pulmonary disorders such as in chronic obstructive
pulmonary diseases. Denoising tools reported so far focus
mainly in the detection of abnormal lung sounds from the
background noise (usually vesicular background) or even
just in the discrimination of normal from abnormal lung
sounds. Algorithms for heart sound cancellation have also
been proposed. However, it can be noticed that there is a
lack of signal processing methods to efficiently detected
and/or remove artifacts introduced in the acquisition
environment or produced by the subject (e.g., speech).
The present study focuses in the analysis of lungs sounds
recorded in two different populations containing events of
cough, speech and other artifacts from the surrounding

environment. Feature extraction and binary classification
were performed achieving, on average, values of a
sensitivity and specificity ranging from 76 to 97% for
the classification of cough, speech and other artifacts and
from 83 to 90% for the specific detection of cough events.
The detection of artifacts achieved sensitivity and speci-
ficity values of 84% and 61%, respectively for one
population and 88% and 52% for another population.

1 Introduction

The acquisition of lung sounds (LSs) using the stethoscope
is considered an important, fast and noninvasive method in
the detection of pulmonary disorders, namely chronic
obstructive pulmonary diseases (COPD) [1]. The presence of
abnormal LSs in the normal respiratory cycle is an indicator
that leads to a positive diagnosis.

LS is a biological signal characterized by a stochastic
nonstationary behavior, with sudden variations in short
periods of time over the signal [1, 2]. The signal’s bandwidth
typically ranges from 50 to 2500 Hz (when signals are
acquired on the chest) [3, 4]. In fact, the morphology of the
LS can vary from subject to subject, depending on the chest
size and on the body mass, and it is also influenced by the
variations in the air flow rate and on the position where the
stethoscope is attached in the chest [5, 6].

However, LSs can be contaminated with noise coming
from the acquisition environment and also with physiologi-
cal interferences, such respiratory muscle and heart sounds
(HSs) [3, 4]. Specifically, concerning HSs interference, it is
known that the predominant frequency components typically
detected in those signals may overlap the frequency range
of the LSs, making it hard to distinguish both types of
sound [5, 7].

Then, in order to truthfully conclude about the clinical
state of a subject, concerning pulmonary disorders, the LSs
should ideally be free of any type of noise. Following that
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purpose, several approaches in literature have been proposed
to detect abnormal LSs from the vesicular background
(considered the background noise) present in the original LS.
Those methods include higher-order statistics (HOS), fuzzy
logic, wavelet transform (WT), empirical mode decomposi-
tion (EMD) and fractal dimension (FD) [1, 4]. In most of the
studies, one infers that the acquisitions take place in con-
trolled clinical environments, where external noise is inten-
tionally reduced or just nonexistent.

There is also a wide number of authors who presented
algorithms developed to remove HSs from the original LSs,
using mainly adaptive HOS, WT, recursive least squares and
time-frequency spectrum analysis [4].

However, only few articles were found to report signal
processing methods to detect and remove artifacts from LSs,
in m-Health environments. Two papers reported algorithms
based on spectral subtraction of a noise estimate obtained
from: a period when the patient sustained breathing [8] or a
reference sensor that solely and simultaneously recorded the
ambient noise [6]. In another study a denoising filter based
on a combination of EMD and FD was described, returning
91.8% of sensitivity and 97.7% of specificity [1].

The aforementioned methods can be of great usefulness
when LSs need to be acquired in unpredictable noisy envi-
ronments. In other words, denoising tools for LSs are
required in telemonitoring systems that could provide con-
tinuous monitoring of patients with pulmonary disorders.

Herein, we analyze LSs that were deliberately contami-
nated with periods of cough followed by speech performed
by each patient. Furthermore, other sources of noise can be
heard that include voices and cough from other subjects in
the room and hair rub. The purpose of the study is the
detection of all types of artifact, to allow the further inter-
pretation of the LSs. We follow a multi-feature approach to
face the problem of noise detection in LSs.

2 Materials and Methods

2.1 Data Collection

Pulmonary signals were recorded in two different popula-
tions: at the (1) George Papanikolaou General Hospital of
Thessaloniki and (2) General Hospital of Imathia-Health Unit
of Naoussa, Greece (see Table 1). All subjects comprising
the Thessaloniki dataset were diagnosed with COPD.
Wheezes or wheezes and crackles were identified in the LSs
of six subjects of the Naoussa population. The ethical com-
mittee of both hospitals authorized the acquisition of the data.

Auscultation was performed with the participants in a
sitting position, using six channels that were set in different
positions: four in the back and two in the front of the chest.
During the acquisition, the volunteers were asked to simulate
cough and next to count from one to ten. The different events
were annotated in the timeline by the physicians who
supervised the acquisition and we assigned them to four
distinct classes: (1) cough and speech, (2) artifact, (3) ab-
normal LSs, and (4) normal LSs (see Table 1). Cough and
speech periods last on average 5–6 s in the Thessaloniki
population and are also the predominant events in the
Naoussa dataset.

2.2 Feature Extraction

The features were computed for each individual channel,
since each channel corresponds to different positions in the
chest and also to different recording times.

Four different features were tested in the analysis of LSs
and will be briefly described in this section. The LSs signals
were windowed, with a given percentage of overlap. The
size of the window and the overlap were defined for the
highest specificity and sensitivity, depicted in a receiver
operating characteristic (ROC) curve.

(1) Teager-Kaiser energy operator (TKEO): As a nonlinear
energy operator, this feature is useful to highlight sudden
discontinuities (either in amplitude or frequency) and
reduce smooth transitions occurring in the signal [9].

In (1) the discrete version of TKEO is computed for the
signal xn. Energy is obtained for each window in each instant
and depends on the strength of the previous and next sample
[9]. So far only another author used this feature for the
detection of crackles [10].

En ¼ x2n þ xn�1xnþ 1 ð1Þ

(2) Katz fractal dimension (KFD): This feature is a measure
of the complexity of a signal in the time domain. KFD
is estimated in (2), where L is the sum of the Euclidean
distance between successive points, d is the distance
between the first point of the window and the point of
the window at which the distance is maximal, n is the
number of steps in the window (n ¼ N � 1), and N is
the length of the input data [4, 11, 12].
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KFD ¼ log10ðnÞ
log10

d
L

� �þ log10ðnÞ
ð2Þ

(3) Mel-frequency cepstral coefficients (MFCC): The cep-
stral coefficients are obtained from the inverse cosine
transform of the logarithm of the short-time Fourier
transform (STFT) of each window and are given by (3):

cn ¼
XM

k¼1

logðEkÞ nðk � 0:5Þ p
M

� �
ð3Þ

where n ¼ 1; 2; . . .; L, L is the desired number of cepstral
coefficients, M is the number of frequency subbands and Ek

is the respective filter bank energy. This approach uses a
different weighting frequency scale that closely resembles
how human ear perceives sounds. The cepstrum, in addition
to the spectrum which informs about the predominant fre-
quencies present in the signal, allows to know how those
frequencies change across time [6, 13]. The extracted feature
corresponds to the coefficient with the highest module of
specificity and sensitivity in the ROC curve.

(4) Normalized mutual information (NMI): Mutual infor-
mation quantifies the statistical dependence between
random variables or, in other words, the amount of
information shared by those variables. The I between
two variables X and Y , denoted IðX; YÞ, is obtained
using the corresponding entropies, HðXÞ and HðYÞ and
the joint entropy HðX; YÞ [14]:

IðX; YÞ ¼ HðXÞþHðYÞ � HðX; YÞ ð4Þ
HðXÞ and HðYÞ are given by:

HðXÞ ¼ �
X

x2X
pðxÞ log pðxÞ ð5Þ

With x taking any of the non repeated values in the
variable X and pðxÞ corresponding to the frequency counts of
the discrete variable X. Joint entropy is given by:

HðX; YÞ ¼ �
X

x;y

pðx; yÞ log pðx; yÞ ð6Þ

In order to scale the values of IðX; YÞ between 0 (statis-
tically independent variables) and 1 (variables with the same
information) normalization was performed:

NMI ¼ IðX; YÞ
HðXÞ ð7Þ

NMI was computed for a reference window, free of noise,
and for each of the windows into which the LS was seg-
mented (named test windows). The final feature corresponds
to the comparison between the NMI of the reference window
and each of the test windows. This method of finding a
reference window was developed in another study which
purpose was the detection of artifact in phonocardiogram
signals [15]. However, this algorithm to denoise HSs has
suffered slight changes aiming to adapt it to the study of LSs.
Shortly, the algorithm comprises two steps: (1) search for a
reference window considered free from noise and (2) com-
parison of the reference window with all the windows into
which the signal was segmented (named test windows), in
order to distinguish contaminated from clean windows.

In the first phase, differently from the HSs’ algorithm, the
LSs signal is windowed and the TKEO is computed for each
window. The reference window will correspond to the
window with the minimum value of TKEO. Other two
features, spectral similarity (R) and PSD ratio, described in
[15], were also computed for the LSs.

2.3 Classification

Detection of artifacts is performed in three stages. Firstly,
events other than LSs (cough, speech and other artifacts)
were classified using different features (TKEO, KFD,
MFCC, R, and PSD ratio). In the second part, the events of
cough were classified using features NMI and MFCC,
depending on dataset. In the final phase, the detection of
artifact, including the speech segments, took place using the
output of the two previous classifications (see Fig. 1).

The binary classification outputs a vector of 0s and 1s
(called “detected”), where one corresponds to the detection
of the artifact and zero to a non detected event, respectively.
Consequently, classification only takes place if a fixed

Table 1 Population description

Population Thessaloniki Naoussa

Sampling rate
(Hz)

10,000 4000

Stethoscope 3M Littman 3200 Meditron

Number of
subjects

7 9

Mean signal
duration (s)

70 19

Abnormal
lung sounds

Wheezes, fine crackles, coarse crackles

Artifacts External voice,
cough with artifacts

Speech background, cough
background, hair rub
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threshold is set for each of the features. If the value of the
feature in the test window is above this threshold, that
window is classified as contaminated. In order to obtain the
best values of specificity and sensitivity for each feature
several thresholds were tested and further analyzed using
the ROC curve. The 100 tested thresholds ranged from the
minimum to the maximum of the feature. In other words, the

tested thresholds were a percentage of the signal, making
them adaptive thresholds. The discrimination capacity of the
features was assessed in terms of specificity and sensitivity,
by comparing the output of the classification, the “detected”,
with the target (annotated by the physicians).

The algorithm was implemented in Matlab R2013b on
Windows 8.1 using an Intel® CoreTM i7-4790 K CPU at
4 GHz.

3 Results and Discussion

Tables 2 and 3 contain the results of the classification in
terms of sensitivity and specificity, averaged across the
subjects for each one of the parameter combination (win-
dow, overlap and threshold).

3.1 Detection of Cough, Speech and Artifact
Events

The detection results obtained for the five features previ-
ously described in Sect. 2.2 are presented in Table 2. The
best results were obtained for the features TKEO and KFD
in the Thessaloniki dataset and MFCC in the Naoussa
population. Naoussa signals were of lower size comparing to
the files from Thessaloniki, explaining the variation in the
window size across the two populations.

Lung 
Signal

Cough/Speech/Artifact 
Classification

~

Cough
Classification

Detected2

Detected2'Detected1

x

Speech/Artifact 
Detection

Fig. 1 Multi-stage algorithm for the classification of artifact

Table 2 Classification results
for cough, speech and artifact
detection

Population Feature Window (s) Overlap (%) Thresholda SS (%) SP (%)

Thessaloniki TKEO 3.9 90 9 92.04 97.24

KFD 4 90 10 90.91 99.24

MFCC 4 80 58 86.52 93.71

SPEN 4 80 9 85.98 92.81

R 4 90 5 86.14 96.37

Naoussa TKEO 2.3 60 57 63.09 99.50

KFD 2.8 70 53 69.18 98.79

MFCC 1 90 64 84.66 96.40

SPEN 1 90 20 78.47 94.18

R 0.5 90 3 84.38 96.29
aPercentage of the features’ amplitude

Table 3 Classification results
for cough detection

Population Feature Window (s) Overlap (%) Thresholda SS (%) SP (%)

Thessaloniki NMI 4 90 81 84.49 83.05

Naoussa MFCC 0.5 90 83 90.36 90.09
aPercentage of the features’ amplitude
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3.2 Detection of Cough Events

Cough is an important manifestation of several pulmonary
diseases (e.g. pulmonary fibrosis, COPD, lung cancer, etc.).
Consequently, counting and classification of cough is con-
sidered a useful diagnostic tool [16]. The cough events were
classified using the NMI and MFCC features in the Thes-
saloniki and Naoussa populations, respectively. Unlike other
tested features, NMI and MFCC (the latter using a different
window size) allowed the identification of the cough events
rather than the detection of both cough and speech segments.
Results are presented in Table 3.

3.3 Detection of Speech and Artifact Events

For this classification the “detected” vectors obtained in
Sects. 3.1 and 3.2 were used to compute the “detected” for
the third phase of the algorithm (see Fig. 1). The results of
the classification of the class speech and artifact versus the
class cough and LSs are presented in Table 4.

The results are strongly dependent on the annotations
(which will influence the target definition). Moreover, the
detection of artifact, the main purpose of this study, was
affected by the size of the windows selected through the
ROC curve. In the specific case of the Thessaloniki dataset,
using a 4s window lead to good results in the classification
of cough and speech since those events’ duration is superior
to the window used to segment the signal. On the contrary,
other artifact events such external voices or hair rub last less
than 4 s making these type of events hard to detect when
cough and speech are the predominant segments in the
signal.

4 Conclusions

The detection of artifact in lung sounds becomes an
important step when those signals need to be acquired in
unpredictable conditions, e.g., when there are different
sources of noise in the acquisition environment. Therefore,
in the search for a suitable methodology to identify inter-
ferences in LSs, several features were tested and optimal
parameters were selected. The features analyzed reached a
high detection capacity in the classification of cough, speech
and other artifacts occurring in uncontrolled environments.

This performance was reflected in the values of sensitivity
and specificity, which average value for all the features was
88% and 96%, respectively for Thessaloniki population and
76% and 97%, respectively for the Naoussa dataset.
The results for the classification of cough were equally high,
with sensitivity and specificity ranging, respectively from
83% to 90% in both populations. The classification of arti-
fact, including speech against the other events, lead to lower
sensitivity (ranging from 84 to 88%) and even lower
specificity (ranging from 61 to 56%) in both populations.

As future work, the set of features tested will be con-
sidered as inputs of more complex classifiers able to define
more flexible, nonlinear decision boundaries. Data from each
channel, i.e., each position of the stethoscope can also be
analyzed separately in order to conclude about the more
suitable locations to detect noise. Finally, it must be noticed
that a careful inspection of the annotations of the events will
have a significant impact in the specificity and sensitivity.
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Reconstruction and in Silico Simulation
Towards Electricigens Metabolic Network
of Electronic Mediator

Yuhe Wang, Zhenglin Tong, and Jianming Xie

Abstract
Microorganisms have drawn our attention for its distin-
guished capacity of electron transportation. Recently
microbial fuel cells (MFC) have emerged as a novel
biochemical catalytic device, the electron transfer mech-
anisms are of our primary concern to improve the
efficiency of extracellular electron transfer (EET). Here
we reconstruct the genome-scale metabolic network of
Shewanella oneidensis MR-1 by merlin. Based on text
mining, we focus on the electronic mediators, then we
complete the reconstruction of the metabolic
sub-network. We have identified the key reactions of
EET process combined with the utilization of COBRA
Toolbox, the simulated gene and reaction knockouts
provided guidance to the strain genetic modification to a
certain level.

1 Introduction

The low rate of reaction, high internal resistance and fast
energy consumption hinder the industrial application of
MFC. Scientists have worked on the mechanism of elec-
trogenesis for decades.

There are 3 main pathways, (a) the mediated transfer
mode (MET) involving a mediator-used process, (b) the
direct transfer mode (DET) containing c-type cytochrome
and nanopili, (c) the pathway relying on the self-secreted

flavins. We employ methods of omics and system biology,
perform de novo assembly algorithms to analyze Shewanella
oneidensis MR-1, figured out the key reactions with its
corresponding mode and genes.

2 Methods

We utilized Merlin to reconstruct expected sub-network [1],
as shown in Fig. 1.

Combined with text mining, verified major electron car-
rier as FMN, riboflavin, ubiquinone, menaquinone and
NADH. We selected relevant reactions of KEGG to generate
metabolic network relating electronic mediator.

The use of COBRA Toolbox to perform flux balance
analysis (FBA) [2] on genome scale metabolic model
(GSMM) iSO783 [3] got primary reactions of EET pathway.

3 Results and Discussion

This sub-network contains various reactions relating cyto-
chrome c, indicates that cytochrome c applies a vast number
of substrates to transfer electron. We have identified
important reactions via FBA, which were listed in Table 1.

In addition, reactions as SO3DE, AKGD, MDH and
PDH, were not included in FBA, which were contrary to
Ong’s research [3], thus we need further exploration.
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Table 1 Key reactions of different EET routes

Mode Key reaction Abbreviation

DET (2.0) focytcc[c] + (4.0) h[c] + (0.5) o2[c] ➔ (2.0) ficytcc[c] + (2.0) h[e] + h2o[c] CYOO2

(2.0) ficytcc[c] + (2.0) h[c] + ubq8h2[c] ➔ (2.0) focytcc[c] + (4.0) h[e] + ubq8[c] CYOR7

MET (2.0) fe3[e] + mql7[c] ➔ (2.0) fe2[e] + (2.0) h[e] + mqn7[c] FER3

[c]:nad + nadph ➔ nadh + nadp THD5

[c]:icit + nad ➔ akg + co2 + nadh ICDHXI

Flavins [c]: (2) dmlz ➔ 4r5au + ribflv RBFSB

[c]: atp + ribflv ➔ adp + fmn + h RBFK

[c]: fmn + h + nadh ➔ fmnRD + nad FMNRX

Fig. 1 The process of metabolic network reconstruction using Merlin
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An Attempt to Define the Pulse Transit Time

Xiao-Rong Ding, Jing Liu, Wen-Xuan Dai, Paulo Carvalho,
Ratko Magjarević, and Yuan-Ting Zhang

Abstract
Pulse transit time (PTT) is promising for various clinical
applications. This paper attempts to discuss different
terminologies used for PTT and reveals the research
discontinuity among different groups, with the aim to
describe the definition of PTT and propose solutions to
clarify the usage of PTT.

1 Introduction

EACH contraction of the heart produces a pressure pulse which
travels from the left ventricular into the peripheral circulation
through the arterial walls. Pulse transit time (PTT) refers to the
time it takes a pulse wave to travel between two places in the
cardiovascular system. PTT is a powerful physiological
parameter that has been widely used for various clinical appli-
cations, such as the measurement of respiratory effort [1],
evaluation of arterial stiffness, and estimation of blood pressure
(BP), etc. [2], because of its noninvasive, reliable, low-cost and
ease of use properties. Particularly, PTT has been extensively
studied for unobtrusive and continuous BP measurement.

However, there are distinct differences between research
groups in terms of the PTT definition, and PTT has been
usually mixed up with pulse arrival time (PAT). Although
the usage of PTT has been increasing in science and engi-
neering during the past 50 years, there is still a lack of

common terminology for PTT. This paper proposes the
definition and terminology of PTT to resolve the difficulties
and confusion within the scientific community.

2 Terminology

2.1 Pulse Transit Time (PTT)

The usage of PTT can be dated back to 1964, when Weltman
et al. [3] devised the pulse wave velocity computer by
“utilizing the EKG complex and a downstream pulse signal
to define pulse transit time over a known arterial length”. To
the best of our knowledge, this is the first time the word
“pulse transit time” being used and defined. In 1976, Steptoe
[4] reported the “transit time”—the interval between R wave
of the electrocardiogram (ECG) and the proximal pulse, as a
modification of the interval between pulse arrivals at two
sites on the same major artery for the sake of convenience. In
1978, Obrist et al. [5] measured PTT as the time between the
initiation of the pre-ejection period (PEP) (formally PEP is
defined as the time span between the Q wave of the ECG and
the onset of the opening of the aortic valve; in practice the R
wave of the ECG is usually used as the reference point since
its determination is more easier and precise) and the peak of
the pulse wave. In 1980, Weiss et al. [6] defined PTT as the
interval between ventricular electrical activity and the
peripheral appearance of the pulse. In the same year, Marie
et al. [7] mentioned the time interval of ECG R wave to
peripheral pulse as PTT absolute measures, while that
between two peripheral pulses as PTT differences measures,
which were referred as ECG-initiated transit time (ECG-TT)
and arterial PTT respectively by Redman et al. [8] in 1983.

2.2 Pre-ejection Period (PEP)

The PTT calculating from ECG and peripheral pulse includes
PEP [5]. Ever since 1981, there have been some studies
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taking PTT as the interval between pulse arrivals between
two arterial sites. For example, in the studies [9, 10], PTT was
measured as the interval between two arterial sites, mean-
while the time difference between the R wave of ECG and the
peripheral pulse was called ECG-pulse interval or PAT.

According to Thomson Reuters Web of Science, the total
number of references for “pulse transit time”was 270, with the
sum of times cited was 2380, among which PTT was com-
monly used not only as the time difference from R wave of
ECG to peripheral pulse but also as the time intervals between
two peripheral pulses; while the total number of references for
“pulse arrival time” was 49 with the sum of times cited was
396. As shown in Fig. 1, the number of publications in the
recent 20 years for “PTT” is increasing with years more than
“PAT”. We did a survey of PTT studies during 1964–2015.
Among 270 publications with title including “pulse transit
time”, PTT that defined and calculated as the time interval
between R wave of ECG and peripheral pulse is dominant.

3 Definition of Pulse Transit Time

The word “transit” is defined as “carrying of people or things
from one place to another” according to Oxford Dictionaries.
Accordingly, the definition of PTT—“The time for the car-
rying of pulse wave information by pulse signal from one
location to another in the cardiovascular system”—is a more

broad definition which covers the transit times determined
by different approaches, such as the time intervals between R
wave of the ECG and the photoplethysmogram (PPG)/
tonoarteriogram (TAG) [11] which includes the PEP,
impedance cardiogram (ICG)/ballistocardiogram (BCG)/
ph-onocardiogram (PCG) to PPG/TAG, PPG to TAG, or by
two PPGs/TAGs at different arterial sites, etc. However,
“arrival” should be referred to the pulse in the same form of
energy from the starting point to the arrival point, suggesting
PAT is not equivalent of PTT.

4 Terminologies of Pulse Transit Time

In order to clarify the ambiguity on the usage of PTT, we
propose to label PTT calculated from different methods, with
the indexes consisting of the first one/two letter(s) of the
starting signal and the arrival signal. Most of the current PTT
calculation methods are summarized in Fig. 2.

5 Conclusion

In this abstract, PTT has been defined according to its mea-
suring methods to resolve the confusion regarding PTT usage.
We should clarify the PTT to overcome the disconnection
between different groups and save the researchers’ efforts.

Fig. 1 Number of publications of a PTT and b PAT for the latest
20 years Fig. 2 Diagram of PTT calculation with different technologies
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